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)e aviation industry is one of the most widely used applications in transportation. Due to the limited capacity of aircraft, revenue
management in this industry is of high significance. On the other hand, the hub location problem has been considered to facilitate
the demands assignment to hubs. )is paper presents an integrated p-hub location and revenue management problem under
uncertain demand to maximize net revenue and minimize total cost, including hub establishment and transportation costs. A
fuzzy programmingmodel and a genetic algorithm are developed to solve the proposedmodel with different sizes.)emining and
petroleum industry is used for case studies. Results show that the proposed algorithm can obtain a suitable solution in a reasonable
amount of time.

1. Introduction

Hub location and revenue management are two research
issues in network design that have been considered recently.
)e hub location model designs the transportation network
structure. In contrast, the revenue management model al-
locates network capacity to customers in various classes
based on price sensitivity.

Revenue management determines which products sell to
which customers and at what price [1]. On the other hand, it
has been widely used in the aviation industry due to the
limited number of aircraft seats. Seats are usually offered to
various customer classes at different prices [2]. Airlines
categorize customers and allocate different capacities
according to price to obtain maximum revenue. Capacity
control includes several models, algorithms, and policies
that allocate seats to maximize expected profits [3]. Hub
location problem is related to hub facilities placement and

allocation to demand nodes to determine traffic routes
between origin and destination pairs. Researchers attract this
issue because it significantly reduces the number of network
connections and system costs. In the star p-hub network, p
nodes are selected. Each node is connected to only one hub,
and all hubs are connected to a central hub. A central hub is
predefined, while other hubs are determined by the model
[4]. )ere are four types of hub location problems: median,
center, covering, and fixed cost hub location. In the p-hub
median problem, p nodes are located to minimize the total
cost of flows in the network. A number of the hub is pre-
defined in this problem. A p-hub center problem seeks the
optimal location of p-hubs. It allocates nonhub nodes to hub
nodes where the full path in-network is minimized. )e
number of hubs is not specified in the hub covering problem,
and demands are covered within a certain distance. Mini-
mizing the cost of installing facilities covered by hubs in such
problems. In hub location problem with fixed costs number
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of hubs is not defined at first. Flow and installation hubs
costs are minimized in this problem [5]. )is research is
structured as follows: the literature review is presented in
Section 2. )e credibility-based fuzzy theory is described in
Section 3. Section 4 defines the problem statement along
with model formulation. Section 5 describes the proposed
solution method. In Section 6, computational results are
presented, and finally, in Section 7, conclusions and rec-
ommendations for future research studies are presented.

2. Literature Review

Nowadays, the hub location problem is studied to maximize
profit considering a revenue-cost trade-off. Revenue man-
agement has been considered in several forms in research. It
is derived from the transportation flows [6–9]. In another
category, it is derived from a combination of pricing and hub
location [10]. Finally, integrated revenue management and
hub location are considered another category [11, 12].
Hörhammer [13] studied a dynamic multiperiod hub lo-
cation problem with multiple capacity levels. )ey consid-
ered a nonhub node can be a hub in the next period.
Proposed a method that has four main steps called Distri-
bution-Map-Transfer-Combination (DMTC). A quadratic
mixed-integer programming model based on flow and route
is developed. )e aim is to minimize connection costs be-
tween a nonhub and hub nodes, transportation costs be-
tween a hub and other ones, and installation costs. He et al.
[14] proposed a nonlinear mixed-integer programming
model for hub location problems considering support hub.
Lagrangian relaxation and branch and bound methods were
applied to solve the proposed problem. Ebrahimnejad et al.
[15] developed a particle swarm optimization algorithm for
shortest path problems with mixed fuzzy arc weights. Adibi
and Razmi [16] presented a two-stage stochastic model for
multiple allocations in the hub location problem. It is as-
sumed that demand and transportation costs are probabi-
listic. Damgacioglu et al. [17] developed a GA to solve the
problem considering uncapacitated allocation. Alumur et al.
[18] presented a multiperiod hub location problem for
multiple allocations. Installing a new hub and available hub
capacity expansion is allowed in the study. A MIP model is
developed to minimize shipment, hubs connection, hub
installation, and capacity expansion cost. Azizi et al. [19]
presented a hub location model under hub failure risk. )ey
considered that a support hub could be applied to supply
demand when a hub goes out of order. Grauberger and
Kimms [20] investigated an airline revenue management
problem considering price competition and limited capacity.
He [21] studied the revenue management effect on a hub-to-
hub network.

Tikani et al. [3] studied an integrated hub location and
revenue management considering several customer classes
to maximize profit and minimize costs. To do this end, a
two-stage stochastic model is developed to determine hub
location. Furthermore, an efficient genetic algorithm is
proposed to solve the problem on a large scale. Alumur et al.

[22] investigated capacitated single and multiple hub loca-
tion problems. A direct connection between two nonhubs is
considered in this study. A MIP model is developed to
minimize transportation and hub installation costs. Hou
et al. [12] presented an integrated p-hub location and rev-
enue management problem considering multiple capacities
under disruptions. A two-stage stochastic model is devel-
oped to maximize net profit in which hub installation cost,
shipment cost, and revenue obtained from ticket selling are
considered. A robust integrated optimization and stochastic
programming to maximize weighted total profit is presented
to obtain reasonable solutions. Huo et al. [11] studied an
integrated hub location and revenue management problem
considering average and worst-case analysis. A p-hub is
selected from n nodes while uncertain data and some sce-
narios are considered in the study. )en, a two-stage sto-
chastic programming model is developed to maximize
profit. Ahmadi et al. [23] proposed a unique hybrid strategy
for selecting users with Deep-Q-Reinforcement Learning
with Federated Learning. Korani et al. [24] proposed a re-
liable multimodal hub location problem. )ey developed a
Lagrangian method considering the strategic level that
causes to achieve accurate solutions. Čvokić and
Stanimirović [25] introduced a new uncapacitated single
allocation hub location problem under a deterministic and
robust approach to maximize net profit. A mixed-integer
quadratic model is proposed. Furthermore, a two-phase
meta-heuristic algorithm is developed. Rouzpeykar et al.
[26] developed a robust optimization model for the inte-
grated hub location and revenue management problem
under uncertainty. )ey applied a case study in Iran to
validate the proposed model.

Di Caprio et al. [27] developed an ant colony algorithm
under uncertainty for the shortest path method problem.
)ey assumed that the arc weights were fuzzy. )e proposed
algorithm is compared with GA, PSO, and the artificial bee
colony algorithms. Ebrahimnejad et al. [28] developed an
artificial bee colony algorithm under uncertainty for the
shortest path method problem. )ey considered mixed
interval fuzzy numbers for the arc weights. Sori et al. [29]
studied the constrained shortest path problem in location-
based online services to find a path with the lowest cost with
fuzzy time and cost. )e summary of the last works is
presented in Table 1.

According to Table 1, many studies have addressed the
hub location problem. In contrast, some of them have
considered it with revenue management simultaneously. A
few numbers types of research have examined this issue
under uncertainty. )ose research studies have applied
stochastic or robust approaches to deal with uncertainty. In
this study, a credibility-based fuzzy theory will be used to
model uncertainty in an integrated hub location and revenue
management for the first time. )rough this method,
managers can select different levels of confidence based on
their experiences. A fuzzy mixed-integer programming
model has been developed to deal with the proposed
problem with uncertain parameters.

2 Complexity



3. Credibility-Based Fuzzy Theory

)is study uses a fuzzy approach to consider uncertainty
[30].

A � x, μA
(x) |x ∈ X , (1)

where A is a fuzzy set and μA
(x) is calculated by the fol-

lowing equation:

μA
(x): X⟶ [0, 1]. (2)

Different fuzzy numbers such as triangular fuzzy
numbers or trapezoidal fuzzy numbers can be used in the
fuzzy approach [31]. Due to the nature of the proposed
problem, the trapezoidal fuzzy number has been used in this
study. In a triangular fuzzy number, only one parameter
value gives the maximum amount of confidence. In contrast,
in the trapezoidal fuzzy number, the maximum value of a
parameter is obtained. In this case, the risk-taking of de-
cision-makers is reduced, and they can accept uncertainty in
natural conditions with more confidence [32]. A

membership function of a trapezoidal fuzzy number ξ �

(l, m1, m2, u) is as follows (Figure 1):

μ(x) �

x − l

m1 − l
l≤ x≤m1,

1, m1 ≤x≤m2,

u − x

u − m2
, m2 ≤x≤ u,

0, O.W.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

A fuzzy credibility model is applied for the integrated
proposed model. )e credibility measure is defined as [33]

Cr ξ ≤A{ } �
1
2
Pos ξ ≤A{ } + Nec ξ ≤A{ }{ }, (4)

where ξ and A are fuzzy variables and real numbers, re-
spectively. Possibility (Pos) and necessity (Nec) measures are
defined as (5) and (6), respectively.

pos ξ ≤A{ } � supμx(x)

�

0, x≤ l,

x − l

m1 − l
, l≤ x≤m1,

1, x≥m1,

Nec ξ ≤A{ } � 1 − supμx(x)
ξ ≥A

�

0, x≤m2,

1 −
u − x

u − m2
�

x − m2

u − m2
, m2 ≤x≤ u,

1, x≥ u.

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

)e possibility and necessity measures are also shown in
Figure 2.

)e following equation calculates the credibility measure
shown in Figure 3 [34]:

Table 1: Summary of previous research.

Researcher (year)
Problem Objective Model

Location Revenue management Cost Revenue Deterministic Stochastic Robust Fuzzy
Hörhammer [13] ∗ ∗ ∗

He et al. [14] ∗ ∗ ∗

Adibi and Razmi [16] ∗ ∗ ∗

Alumur et al. [18] ∗ ∗ ∗

Grauberger and Kimms [20] ∗ ∗ ∗

He [21] ∗ ∗ ∗

Tikani et al. [3] ∗ ∗ ∗ ∗ ∗

Alumur et al. [22] ∗ ∗ ∗

Hou et al. [12] ∗ ∗ ∗ ∗ ∗ ∗

Huo et al. [11] ∗ ∗ ∗ ∗ ∗

Čvokić and Stanimirović [25] ∗ ∗ ∗ ∗

Present study ∗ ∗ ∗ ∗ ∗
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Cr ξ ≤A{ } �
1
2

pos ξ ≤A{ } + Nec ξ ≤A{ } 

�

0, x≤ l,

x − l

2 m1 − l( 
, l≤x≤m1,

1
2
, m1 ≤x≤m2,

1
2

1 +
x − m2

u − m2
 , m2 ≤x≤ u,

1, x≥ u.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

If ξ is a trapezoidal fuzzy number and α> 0.5, then [35]

Cr ξ ≤x{ }≥ α⟹x≥ (2 − 2α)m2 +(2α − 1)u,

Cr ξ ≥ x{ }≥ α⟹x≤ (2α − 1)l +(2 − 2α)m1.
(7)

4. Problem Statement

In this problem, a central hub is connected to some hub
nodes. )ere are some candidate hub nodes that p of them
should be selected.)en, other nonhub nodes are connected
to hub ones so that total transportation and installation costs
are minimized while the revenue obtained from selling
tickets is maximized. Based on their capacity, aircraft de-
termine their route from a hub node to nonhub ones where
the maximum required demand is satisfied.

4.1. Model Formulation. )e proposed model includes hub
location problems and revenue management in the aircraft
industry under uncertainty to maximize revenue from
network transportation and minimize total cost. It is as-
sumed that all nodes can be selected as a hub and p-hubs
have been selected from a set of n nodes connected to a
central hub. Other assumptions are presented as follows.

4.2. Assumptions

(i) All origin and destination nodes are candidates to
become a hub

(ii) )e number of hubs is predefined
(iii) )e central hub location is given

µ

ξ

1

l m1 m2 u

Figure 1: Trapezoidal fuzzy number.

a b c

pos (x)

x

1

d
(Pos)

(a)

a b c

Nec (x)

x

1

d
(Nec)

(b)

Figure 2: Possibility and necessity measures. (a) (Pos) and (b) (Nec).

a b c

1

Cr (x)

1
2

d

Figure 3: Credibility measures.
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(iv) A node is only allocated to one hub
(v) Each two-node is not connected directly while they

connected by a hub
(vi) )ere is not any direct shipment between the two

hubs
(vii) )e number of flights between nodes (between

central and other hubs, as well as between hubs and
nonhubs) is limited

(viii) Aircraft which traverse between hubs and nonhubs
have different capacity

(ix) )e ticket price at each class is predefined
(x) Extra cargo for passengers is allowed
(xi) Goods can be carried

4.3. Notation

4.3.1. Sets and Indices

N: node number
P: hub number
K: flight class number
i, m: node indices i, m � 1, 2, . . . , N

j: hub indices j � 1, 2, . . . , P

k: flight class indices k � 1, 2, . . . , K

4.3.2. Parameters

disj0: distance from the central hub to hub j
disij: distance from hub j to nonhub i
cj0k: unit transfer cost between the central hub and hub
j for class k
cijk: unit transfer cost between hub j and nonhub i for
class k

capj0: available flight number from the central hub to
hub j
capij: available flight number from hub j and nonhub i
pimk: ticket price from node i to node m for class k
phimk: extra cargo price per unit from i to m for class k
pgim: goods carrying price per unit from i to m
dimk: demand between i and m for class k
vhimk: amount of extra cargo from i to m for class k
vgim: amount of goods carrying from i to m
cl1: the capacity of the link between the central hub and
other hubs
cl2: the capacity of the link between hubs and nonhubs
fc0: fixed cost for establishing a central hub
fcj: fixed cost for establishing hub j
A: a huge integer
λim: the confidence level of the decision-maker for the
link between i and m

4.3.3. Decision Variables

ximk: number of tickets sold between nodes i and m for
class k
yimk: protection level between nodes i andm for class k
zij 1: if nonhub i is connected to hub j, and 0 otherwise
zjj 1: if node i is selected as a hub, and 0 otherwise
oim 1: if a flight was done between nodes i andm, and 0
otherwise

4.3.4. Mathematical Model. )e proposed biobjective model
is formulated as follows:

max z1 � 
N

i�1


N

m�1


K

k�1
pimk × ximk

+ 

N

i�1


N

m�1


K

k�1
phimk × vhimk × oim

+ 
N

i�1


N

m�1
pgim × vgim × oim,

(8)

min z2 � 
P

j�1


K

k�1
cj0k disj0 

N

i�1


N

m�1,m≠i

ximk

cl2
 zij 1 − zmj ⎛⎝ ⎞⎠ + dis0j 

N

i�1


N

m�1,m≠i

ximk

cl2
 zij 1 − zmj ⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦

+ 
N

i�1


P

j�1


K

k�1
cijk disij 

N

m�1,m≠i

ximk

cl1

⎛⎝ ⎞⎠ + disji 

N

m�1,m≠i

ximk

cl1

⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦zij

+ 
P

j�1
fcjzjj + fc0,

(9)
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st



P

j�1
zij ≤ 1 ∀ i � 1, 2, . . . , N, (10)



N

j�1
zjj � P, (11)

zij ≤ zjj ∀ i � 1, 2, . . . , N, ∀ j � 1, 2, . . . , P,

(12)

ximk ≤ dimk ∀ i, m � 1, 2, . . . , N, ∀ k � 1, 2, . . . , K, (13)

ximk ≤yimk ∀ i, m � 1, 2, . . . , N, ∀ k � 1, 2, . . . , K, (14)



K

k�1
ximk ≥ oim ∀ i, m � 1, 2, . . . , N, (15)



K

k�1
ximk ≤A × oim ∀ i, m � 1, 2, . . . , N, (16)



N

i�1


P

j�1


K

k�1
yimk/cl2( zij 1 − zmj 

+ 
N

i�1


P

j�1


K

k�1
ymik/cl2( zij 1 − zmj ≤ capj0 × zjj

∀ j � 1, 2, . . . , P,

(17)



N

m�1


K

k�1
yimk/cl1(  + 

N

m�1


K

k�1
ymik/cl1( ≤ 

P

j�1
capij × zij + A

× zii

∀ i � 1, 2, . . . , N,

(18)

zij, oim ∈ 0, 1{ } ∀ i, m � 1, 2, . . . , N, ∀ j � 1, 2, . . . , P,

(19)

ximk, yimk ≥ 0 ∀ i, m � 1, 2, . . . , N, ∀ k � 1, 2, . . . , K.

(20)

Equation (8) shows the revenue obtained from selling
tickets in various classes and carrying extra cargo and goods.
Equation (9) calculates the total cost of the network, in-
cluding the total transportation cost between nodes and the
total installation cost of hubs. Total network profit is ob-
tained from the difference between the two objective
functions (z1 − z2). Equation (10) ensures that each nonhub
node should be allocated to only one hub. Equation (11)
states that there are precisely p-hubs in the network.
Equation (12) enforces that a nonhub node has been allo-
cated to a hub node if this node had been selected as a hub.
Equations (13) and (14) show that the maximum number of
sold tickets equals demand and the protection level, re-
spectively. Equations (15) and (16) indicate that a flight

between nodes i and m if tickets had sold for that route.
Equation (17) states that the protection level should not
exceed the physical capacity between the central hub and
other hubs. Equation (18) indicates that the protection level
should not exceed the physical capacity between hob and
nonhub nodes. Finally, variables of the model are introduced
in equations (19) and (20).

4.3.5. Credibility-Based Fuzzy Approach. Generally, the
credibility-based chance-constrained programming [31, 36]
is a computationally efficient fuzzy mathematical pro-
gramming approach that relies on solid mathematical
concepts and can support different kinds of fuzzy numbers
such as triangular and trapezoidal forms as well as enabling
the decision-maker to satisfy some chance constraints in at
least some given confidence levels. According to equation
(18), a trapezoidal fuzzy number is considered for demand
between nodes. Based on the credibility approach, equation
(13) is reformulated in equation (21), which is equivalent to
equation (24).

Cr ximk ≤ dimk ≥ λim ∀ i, m � 1, 2, . . . , N, ∀ k � 1, 2, . . . , K,

(21)

ximk ≤ 2λim − 1( dimk(1)

+ 2 − 2λim( dimk(2)

∀ i, m � 1, 2, . . . , N, ∀ k � 1, 2, . . . , K.

(22)

5. Solution Methodology

)e proposed model is NP-hard, and its complexity in-
creases by increasing the number of hubs [3]. )us hub
selection and its assignment to other nonhub nodes would
be more complex.)erefore, large-sized problems cannot be
solved by the exact method in a reasonable time. To deal with
this problem, a genetic algorithm, a population-based meta-
heuristic, is employed in this paper.

5.1. Genetic Algorithm. Few works applied metaheuristic
algorithms to integrate revenue management and hub
location problem. However, the genetic algorithm is used
for this type of problem. )e main reason to apply this
approach is that it is easier to design the problem by GA.
)e pseudocode of the proposed genetic algorithm is
depicted in Figure 4, where algorithm parameters are
firstly set by the Taguchi parameter setting method. )en,
initial solutions are created where infeasible solutions are
revised until a feasible one is generated. If the feasible
solution is not achieved, we use the death penalty as the
infeasible solution. After that fitness function of each
solution is calculated. After creating initial solutions, a
repetitive process involving crossover and mutation op-
erators to generate offsprings and mutated solutions and
calculation of fitness functions of solutions and selection
of the best solution is made until a predetermined stop
condition is satisfied.
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5.1.1. Solution Representation. )e solution representation
of this algorithm is illustrated in Figure 5 and described as
follows: consider a central hub, two hubs, and three nonhubs
nodes. Firstly, a randommatrix is created equal to the node’s
number (5 in this example). )en, the maximum values in
the diagonal are selected as a hub while exactly p-hubs are
obtained. )en, the highest number in each row related to
nonhubs nodes at the intersection of columns assigned as
hubs determines its allocation.

As shown in Figure 5, nodes 1 and 4 are selected as a hub.
In the next step, the maximum value at the intersection of
columns selected as a hub in each nonhub row is allocated.
According to the allocation structure, the network design is
depicted in Figure 6.

5.1.2. Crossover Operator. )is study applies a one-cut point
crossover to create offspring chromosomes from two ran-
domly selected parents. Two new offspring are obtained
using the following equation:

p1 � b pfn +(1 − b)psn,

p2 � (1 − b)pfn + b psn.
(23)

Here, b is a matrix with parents size, and pfn and psn are
n dimension matrices of the first and the second parent,
respectively.

5.1.3. Mutation Operator. In this operator, a hub node
exchanges with a nonhub node. One of the genes repre-
senting a hub node is selected randomly. )en, it is changed
to a nonhub node so that the nonhub node with a higher
random value is selected as a hub based on Figure 5. )e
following equation is used to mutate each gene of a solution:

gennewj � 1 − genoldj . (24)

Figure 7 shows the mechanism of the mutation.

6. Computational Results

)e proposed model validity is assessed using two problem
instances based on Tikani et al. [3]. In the following, sample
problems are designed, and the algorithm parameters are
tuned.

6.1. Data Generation. Sample problems are presented in
various scales, as shown in Table 2. It should be noted that
input parameters for medium and large instances are ran-
domly generated using uniform distributions. Also, Table 3
states the problem dimension.

6.2. Parameters Tuning. Taguchi experimental design in
MINITAB software is applied to tune the parameters of the
proposed GA, including population size, number of itera-
tion, mutation, and crossover rates. )eir values are assessed
at three levels shown in Table 4.

RPD (relative percentage deviation) shown in the fol-
lowing equation is used as a GAP criterion to analyze the
performance of the proposed GA:

GAP �
algsol − bestsol

bestsol
  × 100, (25)

where algsol and bestsol are the objective function value and
the best value of them obtained by the algorithm execution,
respectively. An instance (No. 1) is randomly selected to
execute for each of the combinations listed in Table 5 and
then the GAP measure is calculated and plotted as shown in
Figure 5.

Figure 8 indicates the Taguchi method analysis to tune
the proposed genetic algorithm parameters. As can be seen,
the best values for population size, number of iteration,
mutation, and crossover rate are 200, 300, 0.01, and 0.85,
respectively.

6.3. Solution Results. As mentioned above, a fuzzy MIP
model is proposed for the integrated hub location and
revenue management problem under fuzzy demand. A
genetic algorithm is developed to solve large-sized problems.
To validate the proposed genetic algorithm, small-sized
problems are solved by both the GAMS optimization
package and the proposed GA. )en, large-sized problems
are solved, and the results of the two methods are compared
in Table 6.

)e comparative results obtained from the two methods
revealed that the proposed GA could achieve the same
solution as the exact method of GAMS [37]. )is indicates
the validity of the proposed genetic algorithm.Moreover, the
proposed GA can solve the proposed problem on a large
scale. )e computational time of solving sample problems
demonstrates that the problem has high complexity. )e
average time is increased by increasing the size of the
problems, as shown in Figure 9.

1- Parameter Setting

2- Create initial solutions

3- Calculate fitness function

4- Select the best solution

5- Create offspring using:

6- Crossover

7- Mutation

8- Calculate fitness function

9- Select the best solution

10- Check stop condition

11- If it is true, go to the next step while going to
step 5
12- End

Figure 4: Pseudocode.
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1 0.43 0.26 0.07 0.56

0.19 0 0.75 0.05 0.12

0.25 0.26 0 0.53 0.01

0.62 0.54 0.61 1 0.37

0.52 0.87 0.38 0.64 0

0.83 0.43 0.26 0.07 0.56

0.19 0.35 0.75 0.05 0.12

0.25 0.26 0.75 0.53 0.01

0.62 0.54 0.61 0.87 0.37

0.52 0.87 0.38 0.64 0.36

Figure 5: Solution representation.

1
Hub

3

5

2

Central
hub 

4
Hub

Figure 6: Network design [26].

1-0.83=0.17

0.83 0.43 0.26 0.07 0.56

0.19 0.35 0.75 0.05 0.12

0.25 0.26 0.75 0.53 0.01

0.62 0.54 0.61 0.87 0.37

0.52 0.87 0.38 0.64 0.36

0 0.43 0.26 0.07 0.56

0.19 0 0.75 0.05 0.12

0.25 0.26 1 0.53 0.01

0.62 0.54 0.61 1 0.37

0.52 0.87 0.38 0.64 0

Figure 7: Mutation operator.

Table 2: Sample problems parameters value.

Parameter Value Value
disj0 Uniform (3500, 50000) disij Uniform (1000, 3500)
cj0k Uniform (200, 500) cijk Uniform (100, 200)
capj0 Uniform (10, 20) capij Uniform (15, 30)
fc0 Uniform (100000, 200000) fcj Uniform (50000, 80000)
cl1 Uniform (5000, 10000) cl2 Uniform (10000, 15000)
pimk Uniform (500, 1500) dimk Uniform (400, 800)
phimk Uniform (20, 100) pgim Uniform (50, 150)
vhimk Uniform (50, 500) vgim Uniform (1000, 2000)
A 1000000 λim Uniform (0.5, 0.8)
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6.4. Sensitivity Analysis. In this section, the effectiveness of
essential parameters is analyzed. Firstly, the impact of de-
mand on objective functions is investigated. As shown in
Figure 10, objective function values increased by increasing
the amount of demand. Network revenue and total costs
increase when the number of passengers increases.

Furthermore, link capacity’s effect on objective function
is assessed. To this end, we change this capacity from −10%

to +10%, as shown in Figure 11. As expected, the capacity
link is only affected by the total cost.

Finally, the impact of confidence level (fuzzy member-
ship) on revenue and cost is analyzed. )is parameter shows
the confidence level of decision-makers for demand. )us,
λim it is changed from 0.5 to 1 and depicted in Figure 12. It
indicates that the higher the confidence level decision-
makers adopt, the total cost fluctuation will decrease based.

Table 5: Genetic algorithm orthogonal.

State no. Population size Crossover rate Mutation rate No. of iterations Value GAP
1 70 0.75 0.006 150 0.5032
2 70 0.85 0.009 300 0.1259
3 70 0.95 0.01 500 0.7419
4 150 0.75 0.009 500 0.6635
5 150 0.85 0.01 150 0.4917
6 150 0.95 0.006 300 0.0045
7 200 0.75 0.01 300 0.7124
8 200 0.85 0.006 500 0.7280
9 200 0.95 0.009 300 0.2942

321

0.90
0.75
0.60
0.45
0.30

321

population size crossover rate

0.90
0.75
0.60
0.45
0.30

321 321

mutation rate algorithm iterateration number

Main Effects Plot for Means
Data Means

M
ea

n 
of

 m
ea

ns

Figure 8: )e mean effect of GA.

Table 3: Sample problems dimension.

Size Prob. no. Nodes no. Hubs no. Classes no.

Small 1 5 1 3
2 6 1 3

Medium 3 10 2 4
4 12 2 4

Large 5 18 4 5
6 20 4 5

Table 4: GA parameters value.

Population size Crossover rate Mutation rate No. of iterations
70 0.75 0.006 150
150 0.85 0.009 300
200 0.95 0.01 500
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7. Conclusions and Future Directions

)is paper has developed a fuzzy MIP model for the inte-
grated revenue management and p-hub location problem.
)e objectives are maximizing network revenue as well as
minimizing total costs. A credibility-based fuzzy theory has
been used to deal with uncertainty in an integrated problem.
In order to evaluate the proposed mathematical model, some
problem instances have been used and solved using the
CPLEX solver of GAMS software. Furthermore, a genetic
algorithm has been developed for large-sized problems.
)en, a sensitivity analysis has been performed on crucial
inputs of the problem, including demand, link capacity, and
confidence level.)e revenue will be increased by decreasing
the number of hub nodes. )us, the number of hubs has an
essential effect on revenue earned from the network.
)erefore, managers should make connections among
nonhub nodes so that the minimum number of hub nodes is
opened and all nonhub nodes are allocated to the hub ones.

As mentioned above, only the demand for flight is
considered uncertain in this study. However, there are
different parameters, such as parameters related to cost, that
can be considered uncertain, too. A fuzzy approach is ap-
plied in this study. At the same time, other methods such as
robust optimization and stochastic programming could be
used in future works. Moreover, a credibility-based fuzzy
approach is applied in this study; however, there are other
approaches such as equivalent auxiliary crisp and α-cut level
concept. Moreover, artificial intelligence-based algorithms
can solve large-sized problems in reasonable run times
[38, 39].

Table 6: Solution results of sample problems.

Size Prob. no.
GAMS GA

Z1 Z2 CPU time (s) Z1 Z2 CPU time (s)

Small 1 640.000 425.000 74.6 640.000 425.000 43.6
2 673.500 447.000 91.4 673.500 447.000 76.4

Medium 3 1.098.000 921.500 753.6 1.095.500 923.000 136.1
4 — — >1000 1.154.000 963.500 160.8

Large 5 — — >1000 2.041.500 1.714.500 273.7
6 — — >1000 2.327.000 1.908.000 301.2

43.6
76.4

136.1
160.8

273.7
301.2

1 2 3 4 5 6
Problem No.

0

50

100

150

200

250

300

350

Ti
m

e (
s)

Figure 9: Computational time comparison.
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Figure 10: Effect of demand on the objective functions.
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Figure 11: Effect link capacity on the total cost.
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Figure 12: Confidence level effect on total cost.
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*is paper aims to explore whether the usage of credit cards has peer effects in rural areas of China. *e results suggest that the
usage of credit cards will be affected by the behavior of other farmers; namely, the usage of credit cards has peer effects in rural
areas. We also verify that women, older, and low-academic farmers show stronger peer effects. *e results emphasize that,
compared with the mass farmers and vulnerable farmers, the usage of elite farmers is more likely to affect the same behaviors of
other farmers. Our study contributes to prior literature by giving empirical insights into the consequences of peer effects on the
credit card usage of farmers, which conduces to a better understanding of the financial decision-making of farmers. *e research
may provide a practical implication for the optimal design of policy interventions. On the one hand, banks and other financial
institutions can promote innovative financial products in rural areas with the help of peer effects; on the other hand, regulators can
regulate farmers’ wrong financial behaviors by the social multiplier of peer effects to reduce systemic risks in rural finance.

1. Introduction

*e imbalance between urban and rural economic devel-
opment is a structural and historical issue in China. In-
sufficient rural economic development has restricted
sustainable economic development, which is not conducive
to the “rural revitalization” and “poverty alleviation” strategy
of the Chinese government in rural areas. Various resources
should be fully utilized to support rural economic devel-
opment. Finance can provide strong energy to the rural
economy with the functions of financing and risk man-
agement. On the one hand, it can provide financing services
for rural economic development and farmers to alleviate
insufficient capital. On the other hand, farmers can effec-
tively deal with various risks in life. Financial products are
the key hub for financial services and financial policies,
which also act as the primary role in the rural financial
system. At present, insufficient use of financial products and
limited financial market participation are the main reasons
why rural inclusive finance does not help farmers effectively.

It hinders the development of the inclusive financial system
and weakens the role finance plays in poverty alleviation in
rural areas. *erefore, we explore the peer effect of the
farmers’ cognition and usage of financial products in China
and analyze farmers’ how to make a financial decision in the
background of low financial literacy and asymmetric in-
formation. Our paper provides a new perspective to promote
farmers’ financial product usage and offers helpful thoughts
for deepening the potential of the existing financial system to
enhance farmers’ well-being. It has important reference
value for accelerating regional coordinated development.

Rural areas are villages based on kinship and marriage in
China. Farmers in the same village face similar risks and
information status with similar cultural backgrounds and
strong group consciousness. Farmers’ economic decisions
will be affected by others in the same village, showing peer
effects. *e peer effects mean that an individual’s economic
decision will be affected by the behavior of others. *ere is a
convergence phenomenon in certain spaces, such as the
same community [1, 2]. If individuals have similar cultural
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backgrounds and value orientations, the peer effects will be
more significant when they face the situation of lack of
information and high risk [3]. At present, most of the re-
search on rural financial inclusion and financial product
participation focuses on market analysis frameworks such as
revenue and cost. However, the factor of nonmarket in-
teractions among farmers is neglected. Farmers usually have
low financial literacy and a lack of rational decision-making
ability. *us, they will consider others’ behavior as a useful
offset to the irrationality and show peer effects in their
decision-making. *erefore, studying the usage of rural fi-
nancial products from the perspective of peer effects is of
great significance. It is good for the development of rural
inclusive finance and the promotion of innovative financial
products.

*e credit card is a financial inclusive tool commonly
used in the current economy, whose overdraft function can
be regarded as short-term financing for the holders. With
flexible repayment methods such as minimum repayment
and installment repayment, credit cards can act as a con-
venient and short-term financing tool. If farmers use credit
cards reasonably, it will effectively ease their cash flow
pressure and overcome financing difficulties. Compared
with most financial products, credit cards are commonplace
for urban residents, while they are still unacquainted for
most farmers. Few of them can utilize them well, and some
even do not hear about it.

Based on the Financial Education Development Foun-
dation survey data on 137 villages in four southwestern
provinces of China in 2018, this paper analyzes the usage of
credit cards in rural areas from the perspective of peer ef-
fects. *e probit model is used to explore the peer effects in
the usage of financial products and to analyze the peer effects
of different types of farmers. In addition, this paper sub-
divides the peer effects variables (PEV) into elite farmers,
mass farmers, and vulnerable farmers to explore the mutual
influence mechanism.

2. Literature Review

Since the advent of credit cards, credit cards have been a
financial product commonly used by residents, and research
on the holding and usage of credit cards (UCC) has also been
abundant. Combining the previous research on credit card
holding and usage, it is found that, under the framework of
market analysis, scholars discuss the factors that affect the
use of credit cards from the perspective of personal char-
acteristics and family characteristics, such as resident in-
come, age, education, gender, ethnicity, occupation,
marriage, debt situation, financial knowledge, risk appetite,
family size, family income, and related wealth accumulation.

Personal characteristics have a greater influence on
UCC, and the influence of age and education on credit card
holding has been widely recognized by scholars. Most
scholars believe that credit card holding is negatively cor-
related with age [4, 5]. Loke et al. [6] pointed out that credit
card holding has an inverted “U” relationship with age, the
tendency to hold cards during the 35–56 age and the number
of cardholders are higher than those of other age groups, and

card holding tendency weakens with age. Existing research
shows that there is a significant positive relationship between
the education level of residents and credit card holding,
which is manifested in two aspects. First, the higher the
education level of residents and financial knowledge of credit
cards and risk identification and the stronger the coping
ability, the higher the number of credit cards held and the
frequency of use. Second, the credit management and credit
records of highly educated people are generally better,
making it easier to obtain credit cards from banks [7]. At
present, the impact of residents’ income, gender, and oc-
cupation on UCC has been controversial in the academic
circle. Even though residents’ income significantly affects
UCC, the agreement has been reached in academia. How-
ever, whether the income of residents is positive or negative
affects the issue of credit card holding, which is more
controversial. Most scholars believe that income will posi-
tively affect personal credit card holding and usage [8, 9].
Most literature finds that women have more credit cards
than men and UCC more frequently [10]. Tan et al. [11]
believe that there is no significant relationship between UCC
and individual gender. B. S. Divya [9] pointed out that the
gender difference in middle-income groups is greater, and
this conclusion eased the differences to some extent.

Some scholars have studied the impact of UCC from a
racial perspective and found that race will have a certain
impact on UCC. For example, African Americans are more
inclined to use credit cards [12]. Studies have shown that
residents’ financial knowledge, marital status, occupational
characteristics, length of work, and job stability all affect
personal UCC [5, 13, 14]. Existing literature mainly studies
the impact of family characteristics on credit card decision-
making from the perspectives of family structure, family
population size, family wealth attribution, and
asset allocation. Shen et al. [15] pointed out that the increase
in family size will significantly reduce the tendency to hold
cards, while other scholars agree that the family size is
positively related to residents’ holding and UCC [16]. Sharpe
et al. [14] pointed out that the size of the family population
does not have a significant impact on credit card holding
decisions, and the impact of household wealth accumulation
on credit card holding decisions is not significant.

For the study of credit card decision-making, most of the
literature is limited to individual self-characteristics, and it is
less related to the influence of other individuals, which is
inconsistent with the objective reality. Peer effects originate
from the theory of social networks.*e theory holds that the
exchange of information between individual behaviors will
constitute a complex network of social relations, which
makes individual behavior decisions not independent but
mutually influenced. For example, individual behavior de-
cisions are often influenced by family members, neighbors,
friends, or colleagues [17, 18]. Individual decision-making
not only is affected by its characteristics but also tends to
change due to the behavior of groups with similar charac-
teristics, that is, “same groups” [19–22]. *e “peer effects”
studied in this paper mean that the interaction between
people will directly affect the performance of related actors
[2]. In the early days, research on peer effects was mainly
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distributed in the field of pedagogy. *rough different
perspectives, scholars have studied peer effects on students’
academic performance, noncognitive ability, and preference
[23]. At present, research on peer effects extends to the fields
of economics, management, and finance, involving company
innovation, financial arrangements, and investment and
financing behavior [20, 24]. It also includes individual stock
market participation, gaming participation, entrepreneurial
behavior, and donation behavior [25, 26]. In addition, some
scholars have shifted their focus from the general perfor-
mance of actors to the generation mechanism of violations
and put forward suggestions to reduce negative social
multipliers, such as personal crimes and corporate violation
decisions [2, 27, 28]. Likewise, some scholars have proposed
the impact of the peer effect on social structure from a more
macroperspective. For example, Margaretic et al. [27] pro-
posed that the peer effect strengthens the identity of groups,
especially vulnerable groups, and thus strengthens social
segmentation. Lu and Zhang [2] proposed that the peer
effect exacerbates the inequities such as the gap between rich
and poor, accumulation of human capital, and consumption
of public goods.

In the above studies, although there have been more
studies on credit cards, less attention has been paid to the
peer effects on UCC, that is, whether the increase in peers
will lead to an increase in the usage of financial products. At
present, most research is to analyze its usage behavior within
the framework of market analysis. Few scholars have studied
farmers’ credit card usage from the perspective of the peer
effects. However, rural areas are always showing stronger
peer effects of economic decisions. In addition, studies have
proved that the behaviors of individuals will affect each
other, but few studies have further analyzed which indi-
viduals are more susceptible to social interactions and which
group behaviors are more likely to affect the behavior of
others, thus making research lack reference value in practice.
*erefore, to better explain the rural financial phenomenon,
it is necessary to consider the mutual influence of farmers in
economic decision-making.

3. Hypothesis Development

Studies have shown that when personal information and
knowledge are lacking, they tend to take the initiative to seek
help from social networks such as relatives, friends,
neighbors, and colleagues. On the other hand, social net-
works contribute to the transmission of information be-
tween individuals and companies and affect investor
sentiment, cognition, decision-making, and group behavior
[29]. According to the Bayesian social learning theory
model, social learning is divided into communicative and
observational learning [30]. When farmers face an unknown
financial product such as a credit card, through the social
circle formed by kinship and marriage, farmers can consult
and learn related knowledge. Compared with external in-
formation channels, farmers trust information obtained
from relatives and friends more. *e credit cognition of
farmers in the same village will overflow through social

networks, communication, and observing.*at will enhance
the credit cognition of farmers.

Otherwise, the UCC of other farmers will increase the
positive utility of the UCC of the farmers and reduce the
negative utility. *ere are three specific channels as follows.
First, the rural village in China is mainly composed of kinds
of social relations based on marriage, blood relationships,
and kinship. Farmers have the same cultural background
and strong collective concept. Similar behaviors of other
farmers in the same village are important indicators for their
decision-making. When farmers take the first action, this
“alternative” behavior makes farmers need to bear the
negative effects of the deviation from the group and col-
lectives as “outstanding birds.” So farmers tend to choose
similar behaviors in economic decision-making to keep the
consistency with other farmers in the same village [3].
*erefore, the more the farmers use credit cards, the less the
negative utility the user will feel from the deviation. Second,
according to the theory of social learning, farmers can
understand the potential benefits and possible losses by
observing the UCC of others in the community. *ereby, it
will alleviate the suppression of UCC caused by “fuzziness
aversion” [28]. *ird, by observing and imitating the credit
card usage of other farmers in the same village, the farmer
can learn the rules, skills, and procedures about credit cards.
It will promote UCC in rural areas. In addition, the bank’s
credit card business has the characteristic of decreasing
average costs in rural areas. *e more the farmers use credit
cards, the lower the cost of bank credit card supply. *ereby,
it will increase the willingness of banks to provide credit
cards.

Hypothesis 1. *ere is a peer effect on the UCC of farmers.
*at is, the more the farmers use credit cards in the village,
the more they tend to use credit cards.

*eUCC of farmers will be affected by other farmers, but
different groups will have different impacts on them. Mainly
through the three channels of learning, imitation, and an-
choring effect, the economic decision of farmers is influ-
enced by similar economic behaviors of other farmers. First,
elite farmers in the same village (i.e., farmers with high
education, high income, and high social capital) have
stronger social networks and more positive incentives, so
UCC of elite farmers has greater reference value and
stronger demonstration effect. *erefore, farmers usually
prefer UCC of elite farmers as a target to observe and imitate,
thereby overcoming the vague aversion caused by lack of
knowledge and lack of information. In addition, the eco-
nomic behavior of elite farmers is usually more frequently
concerned and referenced by other farmers. Compared with
elite farmers, although the behaviors of mass farmers and
vulnerable farmers will also affect the UCC of other farmers
through the same channels, their demonstration effects are
weaker and less concerned, especially for vulnerable farmers
(i.e., farmers with low education, low income, and low social
capital), and are usually far from the reference view. So, UCC
of elite farmers in the same village can affect the UCC of
other farmers more than mass farmers and vulnerable
farmers.
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Hypothesis 2. *ere are peer effects on the UCC of farmers,
while the UCC of the elite farmers can affect the behavior of
other farmers more.

4. Data and Methodology

4.1. Sample Selection and Data. *e data comes from the
Financial Education Development Foundation survey data
on 137 villages in four southwestern provinces of China in
2018. *e survey samples were selected in the southwest
region, and the three-level stratified sampling method was
conducted in cities, counties, and villages in each province in
order of high, medium, and low per capita GDP.*e selected
samples were universal and representative. *e survey
covered four provinces in Sichuan, Yunnan, Guizhou, and
Tibet and 16 cities, including Chengdu, Suining, Guiyang,
Zunyi, Chuxiong, Yuxi, and Lhasa, covering 137 villages in
25 districts and counties, and finally obtained 2925 samples.
Most notably, this survey inquiry was made face to face by
electronic questionnaire loading in Android Pad with a
quality control system that can record all the sound of the
survey with every respondent and automatically deliver it
back to the control terminal in the end. *e control terminal
can recognize and correct all the misconduct timely, which
ensures the objectivity, authenticity, and standard operation
of the survey. Otherwise, in the postaudit stage, 20% of the
total samples were randomly selected to check by listening to
the quality control system recording, and the other 20%were
selected to do return tests by telephone. Finally, 90% of the
samples passed the test.

4.2. Peer Effects Identification. If we want to identify peer
effects from similar nonmarket interactions by empirical
methods, the endogenous interactions, contextual inter-
actions, and correlation effects need to be effectively
identified [17]. First, endogenous interaction is the peer
effects involved in this paper. It is the interpretation of a
specific member by the performance of other members
within the same group, emphasizing the influence and
interaction between members. Most empirical studies
identify the peer effects with the peer variables, which is the
average of members in the same group. Second, contextual
interaction means that a person’s behavior is related to the
exogenous characteristics of the group. Because they share
common external characteristics such as income, educa-
tion, and age, the economic decisions of individuals and
others show convergence. *e last is the correlation effect;
that is, the members in the group with similar personal
characteristics tend to make the same choice. Based on the
research of Brock and Durlauf [31], our paper introduces
the common external features of sample farmers’ income,
education, age, and so on into the model as a control
variable to solve the situational interaction problem.
Meanwhile, we add the peers’ gender, age, education, social
capital, and income into basic regression to deal with the
correlation effects.

In addition, there are usually reflection problems, se-
lection biases, and attrition biases in the empirical

estimation of peer effects. We use the IV-probit model to
solve the reflection problems referring to the existing lit-
erature [2, 26]. And it can also overcome the problems of
measurement error, reflectivity, and leakage error. Since
China’s unique household registration system restricts the
free movement of the population, the selection bias caused
by self-selection has little effect on the results of the esti-
mation of peer effects.

4.3. Empirical Models. To test the hypothesis, this paper
constructs the probit model to investigate whether there are
peer effects of UCC of farmers.

ccusc
i � β0 + β1pccu

c
−i + β2X

c
i + β3Y

c
−i + β4Z

c
i + εc

i , (1)

where pccuc
−i is the peer effects variable of credit card usage

(PEV); ccusc
i is the credit card usage dependent variables,

which are the UCC of the farmers.*e coefficients α1 are the
key indicators to identify whether UCC has peer effects. Xc

i is
a group of control variables related to individual charac-
teristics, Yc

−i is a group of peer variables related to the
personal characteristics of other interviewed farmers in the
same village, and Zc

i is a group of variables related to the
characteristics of villages where farmers are located.

Meanwhile, we are also interested in whether UCC of the
farmers from different groups in the same village shows
different results; we estimate models (2).

ccusc
i � η0 + η1X

c
1 + η2X

c
2 + η3X

c
3 + η4M
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In model (2), Xc
1, Xc

2, and Xc
3 are the main explanatory

variables, expressed by pccucj
−i (PEV of the elite farmer’s

UCC), pccucm−i (PEV of the mass farmer’s UCC), and pccucw
−i

(PEV of the vulnerable farmer’s UCC). Mc
i is the personal

characteristics of the farmers, Yc
−i is a group of peer var-

iables related to the personal characteristics of other
interviewed farmers in the same village, and Zc

i is a group of
variables related to the characteristics of the village where
the farmers are located. In all our tests, we include prov-
ince-fixed effects.

4.4. Variable Definition and Description. *e definition and
description of the variables involved are shown in Table 1.
Explained variables: UCC is defined as whether farmers use a
credit card. *e question in the questionnaire is “Have you
used a credit card? (1) used; (2) not used.” If the rural
residents use credit cards, the value is 1; otherwise, the value
is 0.

Explanatory variable: the core explanatory variable in
this paper is the PEV of UCC of the rural residents. *e PEV
of UCC is defined as the average value of UCC of other
farmers in the same village, except for the sample. We
calculate the PEV of UCC as follows:

pccuc−i � 
ccusc

j − ccusc
i 

(N − 1)
, (3)
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Table 1: Variable description.

Abbrev Variable Definition

Explained variables ccus Usage of credit card
Whether farmers use credit cards, the corresponding question is “Do
you use credit card? 1. Not used; 2. Used.” If you choose “1,” the value is

0; otherwise, it is 1.

Explanatory variables pccu Peer variables of usage of
credit card

*e average usage level of credit cards of other farmers in the same
village except the sample farmers. *e method is to add and average
usage of credit cards of other farmers except the sample farmers.

Individual
characteristics

tpay Total household
expenditure

*e total household expenditure of the sample farmers, “What is the
average total expenditure of your household in the past three years?”

Unit: Yuan.

tincome Total household income *e household income of the sample farmers, “What is the average total
income of your household in the past three years?”

age Age *e age of the sample farmers is corresponding to the question “What is
your age?”

sex Sex
*e gender of the sample farmers corresponds to the question “What is
your gender? 1. Female; 2. Male.” If you select “1,” the value is 0;

otherwise, it is 1.

edu Years of education
*e education years of the sample farmers, corresponding to the

question “What is your education level?” Calculate the education years
of the sample farmers according to their education years.

sc Social capital

For the social capital of the sample farmers, the corresponding questions
here are “Do you or your family work in government departments? 1.
None; 2. I am; 3. Family is in,” “you or your family work in financial
institutions? 1. None; 2. I am; 3. Family is in,” and “you or your family is
a village cadre? 1. None; 2. I am; 3. Family is.” If you choose “1” for each
question, the value is 0. If “2” is selected, the value is 1. If “3” is selected,
the value is 2. Add the three question assignments to calculate the social

capital of the sample farmers.

tp Family size *e household population of the sample farmers corresponds to the
question “How much is your family?”

loandemand Loan demand
For the loan demand of the sample farmers, the corresponding question
is “Do you have a loan demand? 1. No; 2. Yes.” If you select “1,” the value

is 0; otherwise, it is 1.

Neighborhood
characteristics

peersex Peer variables of gender
*e average gender status of other farmers in the same village except the
sample farmer.*emethod is to average the gender of other interviewed

farmers other than the sample farmer.

peerage Peer variables of age
*e average age of other farmers in the same village except the sample
farmer. *e method is to add up and average age of the other farmer

other than the sample farmer.

peersc Peer variables of social
capital

*e average social capital of other farmers in the same village except the
sample farmer. *e method is to add up and average the social capital of

other interviewed farmers except the sample farmers.

peeredu Peer variables of years of
education

*e average years of education of other farmers in the same village
except the sample farmers. *e method is to add up and average the
years of education of other interviewed farmers except the sample

farmers.

peertincome Peer variables of family
income

*e average total income of other farmers in the same village except the
sample farmer. *e method is to add up and average the total income of

other farmers other than the sample farmer. Unit: Yuan.

Community
characteristics

cuntraffic Village traffic situation

*e traffic situation of the village where the sample is located. *e
corresponding question is the interview of the village committee

director in the community questionnaire.*e corresponding question is
“What is the traffic situation of the village? 1. Not good; 2. Good.” If “1”

is selected 0, otherwise 1.

cunwifi Network status

*e wireless signal coverage status of the village where the sample is
located. *e corresponding question is the interview of the village
committee director in the community questionnaire section. *e

corresponding question is “What is the network status of the village? 1.
Not good; 2. Good.” If “1” is selected 0, the value is 0; otherwise, it is 1.

pdistance Distance from the
provincial government

*e distance from the village committee where the sample is located to
the provincial people’s government, measured by Google Maps, unit:

km.
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where ccusc
i indicates the usage of credit cards of the sample,

C indicates the village sample belongs to, andN indicates the
total number of farmers in the village.

Control variables: we introduce three kinds of control
variables to more accurately calculate the peer effects on the
usage of credit cards. *e first kind is the characteristics of
the sample, including education, age, gender, social capital,
family population, income, expenditure, loan demand, and
other variables. *e second is neighbors’ characteristics,
including the average value of education, age, gender, social
capital, and income of other farm households except for the
sample. *ese variables are used to deal with situational
interaction. *e third is village variables. Aiming to control
the influence of the correlation effect, we introduce the traffic
status, WIFI coverage status, and the distance of the village
from the committee location of the provincial government.

Table 2 gives the descriptive statistics of the variables.

5. Peer Effects of Regressions

*e baseline regression is listed as follows. Columns (1)–(3) of
Table 3 report the regression results of the relationship between
PEV and UCC. Column (2) includes individual characteristics,
group characteristics, and community characteristics in col-
umn (1). Column (3) includes regional characteristics. *e
results show that the coefficient of pccu in all columns is
significantly positive, which indicates that farmers’ UCC has
peer effects. *erefore, Hypothesis 1 is proved.

In terms of control variables, the gender, years of ed-
ucation, social capital, and family income of rural family
policymakers have a significant positive impact on UCC of
rural residents. *e age and financing experience of family
decision-makers have a significant negative impact on UCC
of rural residents.

6. Instrumental Variable Regressions

*is part will use the instrumental variable method to solve
the endogenous problem and better estimate the impact of
UCC [26, 32].

We use the average value of third-party payment usage
(pthirdpay) of other farmers and the average value of mobile
banking usage (pphonebank) of other farmers as instru-
mental variables. Because third-party payments such as
Alipay and mobile banking usually have credit card product
introductions, credit card processing ports, and UCC and
repayment services in the login interface, thereby increasing
UCC of the farmers, they meet the requirements of rele-
vance. pthirdpay and pphonebank will affect the UCC of
others in the same village, but it will not affect the sample
farmer’s UCC. At the same time, it is not related to the
current random disturbance item and meets the require-
ments of exogenous. *erefore, it is reasonable to take
pthirdpay and pphonebank as instrumental variables for
PEV of UCC to meets the “exogenous” requirement. Col-
umns (1)–(4) of Table 4 report the estimated results using
instrumental variables, and columns (2) and (4) add the
regional control in columns (1) and (3), respectively. *e
results show that PEV of UCC is positive and significant,

which is consistent with the results in Table 3.*e coefficient
of the first stage instrumental variable is significantly pos-
itive, and the p-value is less than 0.05, thus proving the
effectiveness of the instrumental variable; the F-values are all
bigger than 15, thus rejecting the assumption that it is a weak
instrumental variable.

7. Robustness Checks

In the existing research, some scholars have toke human
expenditure as an indicator to indirectly measure the
characteristics of the farmer’s peer effects [33]. However, this
indicator has the following defects. On the one hand, the
expenditure does not promote mutual learning and com-
munication between farmers. On the other hand, observa-
tion between farmers is an important channel for imitation
and learning. Human expenditure cannot accurately mea-
sure this behavior. *erefore, this paper uses the ques-
tionnaire question “Will your financial decision be affected
by the financial decisions of others in the same village? 1.
Yes; 2. No” instead of PEV of UCC in the above OLS re-
gression. If the farmer chooses “Yes,” it will be assigned a
value of 1; otherwise, it will be assigned a value of 0, and this
variable is defined as replace. *e estimation results in
columns (1)-(2) of Table 5 show that the coefficients are still
significantly positive, which shows that the impact of PEV of
UCC is robust.

Otherwise, we take the simulated sampling test methods
to prove the robustness and accuracy of baseline regression
[26], which is constructing the virtual community. *en,
calculate the false peer effect variables and reestimate the
baseline regression. If the coefficient of false peer effect is not
significant, it will prove the robustness of the above re-
gression result. *e simulation sampling steps are as follows.
First, randomly select sample farmers from a different village
in the same county. It is the virtual community, and then
calculate the “peer variables” of the virtual community
according to the above calculation method. *at is the false
peer effect (fpccu). Second, replace the explanatory variable
(pccu) in the baseline regression with the false peer effect
variable (fpccu) and regress again. Finally, observe whether
the coefficients of the virtual peer variables are significant.
Columns (3)-(4) of Table 5 report the simulated sampling
test results. Column (3) is the result without the fixed effects,
and column (3) is with the fixed effects. Both the coefficients
of false peer effect variable are not significant, which shows
that the baseline regression is robust.

Finally, we divide all farmers into large-scale family
groups and small-scale groups according to the family size.
*e results are in columns (5)-(6) of Table 5. No matter the
large family size group or a small family size group, the
coefficients of PEV are all significantly positive, which is
consistent with the baseline regression. *e result further
proves the robustness of the results again.

8. Heterogeneity Analysis

*is paper makes group regression according to the gender,
education level, and age of the decision-makers in the
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sample families to observe whether the peer effects of
farmers’ UCC will show differences with gender, education
level, and age under different control variables.

First, column (1) of Table 6 is the empirical results of
the peer effects of male family decision-makers. Column
(2) is the empirical results of the peer effects of female
family decision-makers. *e results show that, compared
with the male family decision-maker, the male family
decision-maker has stronger peer effects on UCC. *e
reason may be because the group effect of credit card use
breadth plays a role more through group reference and

social comparison, while male farmers have a wider social
circle and a stronger tendency to seek common ground in
social comparison.

Second, the age of family decision-makers also has a
certain influence on UCC. Columns (3) and (4) of Table 6
show the grouping regression results according to the age of
family decision-makers. Column (3) is the empirical results
of UCC for the elderly group who are older than 45. And
column (4) is the empirical results of UCC for the younger
age group whose age is below 45. *e results show that,
compared with the family decision-maker who is a young

Table 2: Variable description.

Variables Mean Median Standard deviation Minimum Maximum Obs
ccus 0.132 0 0.339 0 1 2435
pccu 0.132 0.105 0.099 0 0.538 2435
tpay 37,216 30000 26,376 5000 100000 2435
tincome 54,053 40000 58,346 2500 300000 2435
age 48.90 50 13.13 25 71 2435
sex 0.591 1 0.492 0 1 2435
edu 7.868 9 4.085 0 19 2435
sc 0.962 0 1.456 0 5 2435
tp 4.818 5 2.197 1 12 2435
loandemand 0.721 1 0.448 0 1 2435
peersex 0.590 0.577 0.169 0.0400 1 2435
peerage 48.90 49.60 6.458 23.58 63.27 2435
peersc 0.992 0.950 0.601 0 3.556 2435
peeredu 7.872 7.880 1.616 3.143 12.56 2435
peertincome 57894 52000 29777 9043 240000 2435
cuntraffic 0.824 1 0.381 0 1 2435
cunwifi 0.929 1 0.256 0 1 2435
pdistance 147.9 133.1 106.0 10.90 408 2435

Table 3: Estimation results of the peer effects.

Variables ccus ccus ccus
(1) (2) (3)

pccu

4.484∗∗∗ (15.522)

4.558∗∗∗ (12.923) 4.466∗∗∗ (10.554)
tpay ≤0.001 (1.093) ≤0.001 (1.042)
tincome ≤0.001∗∗ (2.404) ≤0.001∗∗ (2.438)
age −0.006∗ (−1.840) −0.006∗ (−1.828)
sex 0.131∗ (1.751) 0.129∗ (1.724)
edu 0.038∗∗∗ (3.334) 0.039∗∗∗ (3.339)
sc 0.033 (1.301) 0.034 (1.323)
tp 0.029∗ (1.778) 0.029∗ (1.809)
loandemand −0.162∗∗ (−2.175) −0.164∗∗ (−2.215)
peersex −0.140 (−0.629) −0.155 (−0.686)
peerage 0.007 (1.089) 0.006 (0.756)
peersc −0.024 (−0.323) −0.010 (−0.119)
peeredu −0.025 (−0.806) −0.036 (−0.996)
peertincome −0.001∗∗ (−1.983) −0.001 (−1.483)
cuntraffic −0.032 (−0.320) −0.023 (−0.226)
cunwifi 0.028 (0.183) 0.055 (0.356)
pdistance ≤0.001 (1.329) ≤0.001 (0.702)
Constant −1.819∗∗∗ (−32.390) −2.137∗∗∗ (−4.392) −2.024∗∗∗ (−3.228)
Regional control No No Yes
Observations 2435 2435 2435
Pseudo R-squared 0.104 0.150 0.151
∗ Note:∗,∗∗, and∗∗∗ indicate significance at the 10%, 5%, and 1% levels, respectively.*e number in parenthesis is Tvalue.*e same goes for subsequent tables.
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group, the elderly group shows stronger peer effects. On the
one hand, the social tendency and social frequency of
younger farmers are stronger. On the other hand, it is be-
cause young farmers have less credit card knowledge, have
more open hearts, and are more likely to be affected by the
emotions of others.

Finally, we grouped the total sample with the education.
If the sample has more than 9 years of educational expe-
rience, it is classified as the highly educated group. Or it
belongs to a low-academic group. Columns (5) and (6) of
Table 6 show the grouping regression results according to
the education of family decision-makers. Column (5) is the
empirical results of the highly educated group, and column
(6) is for the low-academic group. Compared with the family
decision-maker with the high education, the low-education
farmer shows stronger peer effects. It is because farmers in

the low-education group have weaker financial knowledge
reserve, inductive analysis, and autonomous learning ability,
so they prefer to acquire relevant knowledge and infor-
mation through communication and imitation with farmers
in the same village.

9. Peer Effects from Different Groups

From the perspective of practice, our research should be
more in-depth. *erefore, this section will subdivide the
peer variables of farmers’ UCC to explore which groups are
more likely to affect other farmers in the same village.
Farmers’ decisions will be affected by the same or similar
behaviors of other farmers. It can be seen that different
groups in the village have different influences on the eco-
nomic decision-making of farmers. Aiming to explore the

Table 5: Robustness testing.

Variables ccus ccus ccus ccus ccus ccus
(1) (2) (3) (4) (5) (6)

Replace 0.145∗∗ (2.161) 0.132∗ (1.946)
fpccu −0.211 (−0.604) −0.143 (−0.358)
pccu 4.110∗∗∗ (9.094) 5.300∗∗∗ (9.166)
Control variables Yes Yes Yes Yes Yes Yes
Regional control No Yes No Yes No Yes

Constant −1.440∗∗∗ (−3.315) −1.073∗ (−1.828) −1.265∗∗∗
(−2.679) −1.002∗ (−1.696) −1.791∗∗∗ (−2.701) −2.853∗∗∗

(−3.728)
Pseudo R-squared 0.066 0.092 0.063 0.091 0.133 0.177
Observations 2435 2435 2435 2435 2435 2435

Table 6: Estimation results of the peer effects of family decision-maker’s gender.

Variables
ccus ccus ccus ccus ccus ccus
Male Female Elder Young More education Less education
(1) (2) (3) (4) (5) (6)

pccu 4.757∗∗∗ (10.646) 4.629∗∗∗ (7.868) 3.941∗∗∗ (8.171) 5.148∗∗∗ (9.818) 3.856∗∗∗ (8.967) 6.005∗∗∗ (9.596)
Control variables Yes Yes Yes Yes Yes Yes
Regional control Yes Yes Yes Yes Yes Yes

Constant −1.953∗∗∗
(−3.248)

−2.615∗∗∗
(−3.091)

−2.393∗∗∗
(−3.569)

−2.312∗∗∗
(−2.757)

−2.645∗∗∗
(−4.053)

−1.669∗∗
(−2.083)

Observations 1,439 996 1388 1047 1321 1114
Pseudo R-
squared 0.154 0.163 0.131 0.173 0.120 0.202

Table 4: Instrumental variable estimation results of the peer effects of residents.

Variables ccus ccus ccus ccus
(1) (2) (3) (4)

pccu 3.337∗∗∗ (4.965) 2.348∗∗ (2.320) 3.428∗∗∗ (4.948) 1.699∗∗∗ (3.577)
Control variables Yes Yes Yes Yes
Regional control No Yes No Yes
Constant −1.690∗∗∗ (−15.549) −1.500∗∗∗ (−2.726) −1.703∗∗∗ (−15.336) −1.402∗∗ (−2.565)
F-value of first stage 743.79 68.29 932.35 64.48
pthirdbank 0.486∗∗∗ (27.273) 0.410∗∗∗ (20.476)
pphonebank 0.42∗∗∗ (30.534) 0.340∗∗∗ (18.964)
Observations 2435 2435 2435 2435
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impact of which farmers on other farmers’ UCC is the most,
this part decomposes the peer variables into elite farmers’
peer variables, mass farmers’ peer variables, and vulnerable
farmers’ peer variables.

*ree variables, education, social capital, and income,
were selected to construct the elite index by factor analysis.
According to the ranking of the index value, the first quarter
of sample farmers with financial index scores are defined as
elite farmers (j), the last quarter are defined as vulnerable
farmers (w), and other farmers are defined as mass farmers
(m). *e calculation is as follows. If the farmer is a nonelite
farmer, the value is N � nj; otherwise, the value is nj − 1 ,
where j represents the sample farmers and nj is the number
of elite farmers in village c. Two variables ccusc

j represent the
UCC of elite farmers, respectively. PEV of UCC of elite
farmers in the same village are expressed as

pccucj
−i � 

nj

j≠i

ccusc
j

N
. (4)

Similarly, if the farmer is a nonvulnerable farmer, the
value is N � nw; otherwise, the value is nw − 1, where w is the
sample farmer and nw is the number of vulnerable farmers in
the village c. Two variables ccusc

w represent the UCC of
vulnerable farmers, respectively. PEV of UCC of vulnerable
farmers in the same village are expressed as

pccucw
−i � 

nw

w≠i

ccusc
w

N
. (5)

If the farmer is a nonmass farmer, the value is N � nm;
otherwise, the value is nm − 1, where m is the sample farmers
and nm represents the number of mass farmers in the village.
Two variables ccusc

m represent the UCC of mass farmers,
respectively. PEV of UCC of mass farmers in the same village
are expressed as

pccucm
−i � 

nm

m≠i

ccusc
m

N
. (6)

In Table 7, regression results show that the peer variables
of elite farmers, mass farmers, and vulnerable farmers all
significantly promote the UCC of farmers. In contrast, the
peer variables of elite farmers have the strongest influence in
promoting other farmers’ UCC. *rough the above analysis,
Hypothesis 2 is proved.

10. Conclusion

In this paper, we explore whether the usage of financial
products has peer effects in rural areas of China. From the
perspective of gender, age, and education, we analyze the
heterogeneity of the peer effects. According to the grouping
of elite farmers, mass farmers, and vulnerable farmers, we
report peer effects of farmer type.

Our empirical evidence reveals that farmers’ usage of
credit cards shows the peer effects; that is, farmers’ credit
card usage will be significantly affected by other farmers’
credit use in the same village. *e peer effects of family
decision-makers for female farmers are stronger than those
of male decision-makers; family coordinators for low-aca-
demic farmers are stronger than those of high-education
farmers; peer effects of household decision-makers for older
farmers are stronger than those of family decision-makers or
young farmers. Compared with the mass farmers and vul-
nerable farmers, the role of elite farmers is more obvious. It
is more likely to affect the same behavior as other farmers. To
a certain extent, this conclusion can be analogized to the
participation of farmers in other financial products in de-
cision-making; that is, there are peer effects in the partici-
pation of farmers in financial products.

We will provide a reference for commercial banks and
other financial institutions. When promoting electronic
inclusive finance and other innovative financial products in
rural areas, the behavioral characteristic is taken into con-
sideration. *rough the promotion of differentiated key
populations, the cost of promotion can be greatly saved, and
the effect of supporting agriculture can be rapidly expanded.
*e government should pay attention to the peer effect of
farmers, and the policy effect can be expanded through the
social multiplier effect. Financial institutions or related
organizations should pay attention to the peer effect and
effectively identify vulnerable groups and groups that are
easily affected by others, thereby expanding the financial
education investment effect. Because the bad financial be-
havior in rural areas will affect the financial behavior of other
farmers through the peer effects, the government and fi-
nancial institutions can manage the bad financial behavior
by cutting off the peer effects of bad behavior in the
countryside.

Admittedly, this study has several limitations. First,
the data used were from rural areas in west China. Al-
though the data has qualified validity and reliability, fu-
ture studies would benefit from samples from other
regions to better understand the peer effects of farmers in
the usage of credit cards. Second, the actual channel of
how regional peer effects work is a very interesting yet
challenging question. Due to data availability, we fail to
further study the mechanism of how the peer effects work.
Some mediators should be considered in future research.
Besides, peer effects always work through social networks,
so it is important to identify the key points of these
networks. *at will be an interesting and significant topic
for further study.

Table 7: Estimation results of the peer effects of farmer types.

Variables ccus ccus
(3) (4)

pccucj
−i 3.298∗∗∗ (3.433) 3.117∗∗∗ (3.186)

pccucm
−i 2.255∗∗∗ (8.086) 2.274∗∗∗ (7.592)

pccucw
−i 1.385∗∗∗ (5.642) 1.222∗∗∗ (4.209)

Control variables Yes Yes
Regional control No Yes
Constant −2.101∗∗∗ (−4.267) −1.908∗∗∗ (−2.967)
Observations 2435 2435
Pseudo R-squared 0.138 0.139
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Remanufacturing widely exists in production activities. Two different game models are involved while considering reverse
channels: (1) In Model P, the manufacturer provides new and remanufactured products to two retailers. New products are sold
through an online platform (retailer R1), while remanufactured products are sold in offline physical stores (retailer R2) in a
decentralized scenario. (2) In Model C, the manufacturer provides new and remanufactured units to only one retailer (retailer R)
that operates both online and offline channels in a centralized scenario. *is research showed that a manufacturer’s profitability
and industry profits in Model P were higher than those in Model C from the perspective of economic performance; the sum of the
profits of both retailers in Model P was worse than the profits of the retailer in Model C. Moreover, Model P was found to be
greener than Model C from the perspective of environmental sustainability. From a social viewpoint, Model P had a higher
consumer surplus thanModel C; the higher the cost of distributing a remanufactured unit, the more disadvantageous the model to
the consumers.

1. Introduction

Recently, the environmental burden has increased because
of unsustainable spending and a high reliance on natural
resources. Metal and glass packaging (totally, 12 million tons
of glass bottles and glass jars were recovered) ranked the
second and third with a recovery rate of 78.3% and 74.1%,
respectively. If not handled properly, this causes environ-
mental pollution, wastes a considerably high amount of
materials, and is harmful to our physical health. *e reuse of
waste paper, waste iron, computers, mobile phones, and
LED energy-saving lamps is a common economic phe-
nomenon in production and operations, which is considered
an environmentally friendly method of operation. *e

reduction of resource consumption accelerates the aware-
ness of product reuse rather than a “one-way” economy.

To protect the environment and product recycling,
governments encourage people to enjoy an ecological life.
For example, Japan attaches considerable importance to
environmental protection, resource conservation, and sus-
tained economic development. In 1994, Japan issued the
Programme of Action for the 21st Century, which is an effort
to harmonize environmental protection with economic
development to minimize the reliance on nonrenewable
resources and develop renewable energy. Faced with eco-
logical and environmental problems, the United States
formulated a series of sustainable development strategies,
such as improving environmental management systems,
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encouraging companies to recycle packaging materials, and
labeling recycled materials. Similarly, China undertook a
series of measures including vigorously promoting a cyclic
economy and improving the cyclic use of major wastes. In
particular, in September 2015, the United Nations Devel-
opment Summit approved and adopted the “2030 Agenda
for Sustainable Development,” which proposed 17 sus-
tainable development goals (SDGs) covering three major
areas, namely, economy, society, and environment. Whether
it is environmental protection or energy conservation, it is
necessary to further explore.

Remanufacturing has been recognized as a profitable
strategy for firms in a reverse supply chain as it can be
beneficial for the recycling of waste products and consumes
less energy than the original manufacturing process. Fur-
thermore, it can considerably reduce environmental pol-
lution as it generally requires only 15% of the energy used in
production [1]. In October 2012, a report titled “Remanu-
factured Goods: An Overview of the US and Global In-
dustries, Markets, and Trade” was released, which stated that
the US remanufacturing industry is concentrated on aero-
space, automotive parts, machinery, medical equipment,
electrical equipment, and used tires. From 2009 to 2011, this
industry created 180,000 full-time jobs, and the value created
by remanufacturing in the US increased by 15%, reaching at
least $43 billion. In the 1990s, Japan promoted the imple-
mentation of the 3R policy (i.e., reduce, reuse, and resource).
By combining remanufacturing with the 3R policy, Japan has
achieved the combined goal of reducing pollution emissions
and promoting resource conservation.

Although the promotion of environmental sustainability
has attracted more attention to “remanufacturing” in the
past decades, in practice, remanufacturing involves retailers’
marketing related to distribution channels as well as oper-
ations management. For example, an internationally well-
known company, Hewlett-Packard Development Company
(HP, https://hp.com), recycles used computers and printers
and resells them after processing. HP sells both new and
remanufactured products through independent distributors,
similar to Lenovo, Apple, Canon, and Panasonic. Haier
Group, a large household appliance brand in China, sells
new products such as water heaters, refrigerators, air con-
ditioners, and washing machines through its online website
(https://haier.com), as well as second-hand appliances (i.e.,
remanufactured products) in brick-and-mortar stores.
According to the 2017 US “Green Friday” campaign, Am-
azon’s “frustration-free packaging” is expected to save
181,000 tons of packaging materials and 307 million
transport containers in the next decade. “Worry-Free
Packaging” reduces waste throughout the supply chain with
a focus on reducing the environmental impact of packaging
and driving the sustainability of packaging. Similarly,
according to the emission reduction plan, Walmart is ex-
pected to combine energy conservation measures with the
use of 50% renewable energy to achieve the target of re-
ducing emissions by 18% by 2025. Walmart stores will be
equipped with light-emitting diode (LED) energy-saving
lamps, air conditioning energy-saving upgrades, and ther-
mal energy recovery systems. By 2025, Walmart is expected

to use 100% recyclable packaging for its own-brand goods.
In such a circumstance, how a downstream competition
affected all the players’ strategic decisions was explored,
which in turn affected the environment and society.

In response to these cases, the objective of this study was
to compare the economic, environmental, and social effects
of decentralized and centralized scenarios and elaborate on
them from different perspectives.

In particular, the following fundamental research issues
were addressed:

(1) From the viewpoint of economic performance, how
does the competition of retailers affect economic
performance? *us, it is important to know how
marketing strategies should be formulated in a
market.

(2) From the viewpoint of environmental sustainability,
how does the competition of retailers affect the
environment concerning the marketing of rema-
nufactured products?

(3) From the viewpoint of social performance, will re-
tailers’ competition have an impact on consumer
surplus?

From an economic perspective, our analysis indicated
that when compared with Model C, Model P improved the
manufacturer’s financial performance and industry profits,
while cutting into the retailers’ profits. From a social
viewpoint, our results showed that in terms of consumer
surplus, the decentralized scenario (Model P) was superior
to the centralized scenario (Model C). *e latter reduced
consumer surplus and caused a social loss, which was
detrimental to consumers. From the viewpoint of envi-
ronmental sustainability, Model P was greener than Model
C. From the manufacturers’ perspective, if they are con-
cerned about economic performance and social develop-
ment, some measures had to be taken to limit the
competition of retailers in marketing.

In response to these issues, a game model for the analysis
in the decentralized and centralized contexts is constructed.
*is article makes three contributions to the existing
knowledge of selling concepts in a sustainable marketing
strategy. First, although previous scholars have explored the
relationship of competition among retailers, there is limited
existing literature on the competition of retailers in the
remanufacturing industry. To address this gap, an alternative
approach to discussing how the competition of retailers
affected both parties’ profitability and industrial outputs is
considered. *is is an important novelty for the article.
Second, even though the question of retailer’s competition
has been studied in depth, limited information is known
about the effect of the competition of retailers on the
economy, environment, and society. We analyzed the effects
of competition on these aspects in the remanufacturing
industry. We further discussed the impact of manufacturer’s
operations on the environment and consumer surplus. *is
is the most important novelty of the article. Finally, the
analytical modeling results provided several managerial
insights, which would be beneficial for game players to
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develop reasonable channel strategies and provide a theo-
retical basis for the supply chain participants.

*e rest of this article is organized as follows. Section 2
reviews the existing literature in this field, while Section 3
discusses the model assumptions. *e model formulation
and the analysis of the two models are presented in Sections
4 and 5, respectively. Sections 6 and 7 provide numerical
examples and managerial implications. Section 8 concludes
this paper and presents ideas for further research. All the
relevant proofs have been moved to an online supplement.

2. Literature Review

*e efficient operation of enterprises needs to consider the
sustainable development of economy and environment.
Sustainability is one of the important issues in operations
management, which aims at building harmony and a win-
win scenario for society, economy, and nature. Esenduran
et al. [2] were concerned about the influence of environ-
mental regulations on the manufacturer’s profits and con-
sumer surplus and showed that consumers benefit from
buying remanufactured products because of the competition
and low cost of remanufacturing in an environmentally
regulated marketplace. Cao et al. [3] underscored that en-
vironmentally friendly regulation by the governments mo-
tivates firms to engage in remanufacturing activities and
considered extended producer responsibility (EPR) princi-
ples to achieve a breakthrough in the remanufacturing in-
dustry. Bittar [4] discussed whether the purchase of
remanufactured products by consumers is related to envi-
ronmental consciousness by using empirical methods.
Taleizadeh et al. [5] comprehensively considered carbon
reduction and return policy in a supply chain to achieve
sustainable development of enterprises. *ey found that a
higher refund price has a positive impact on the supply chain
profits and carbon emission reduction. Chetan et al. [6]
adopted a two-stage mechanism to analyze the cost func-
tions. *e optimal scoring function is designed to maximize
its utility. Pazoki et al. [7] addressed environmental per-
formance issues and proposed a decision-making system to
set up environmental regulations to recycle as many
products as possible. Based on consumer utility, Zhang et al.
[8] studied a centralized system for selling short-life-cycle
products in which green remanufactured products are
remarketed at an appropriate price in the second period.
*ey found that improving the quality and informing
consumers of the benefits of remanufactured units are
considered environmental benefits. Huang et al. [9] analyzed
the impact of government subsidy on the environment and
game players’ profits. *ey found that regardless of which
subsidy pattern the government adopts, it benefits both
manufacturer and collector. It is also beneficial to envi-
ronmental sustainability. Yang et al. [10] considered the cap-
and-trade regulation to construct game models with and
without remanufacturing. *e research results showed that
remanufacturing can increase profit and improve the level of
carbon emission reduction. When a manufacturer is subject
to strict emission controls, the total amount of carbon
emissions under third-party collection mode is always the

lowest. Li et al. [11] discussed the impact of low-carbon
manufacturing in a closed-loop supply chain (CLSC) and
constructed a CLSCmodel.*ey further analyzed the impact
of emission reduction effort on supply chain performance
and stated that recycling benefits the utility of low-carbon
consumers but damages the profit of CLSC due to the high
investment cost of recycling. Zheng et al. [12] explored the
influence of the design for the environment (DfE) on firms’
remanufacturing strategies. A theoretical model is con-
structed to demonstrate the impact on game decisions.
Although a DfE can help reduce the environmental impact, a
high level of DfEmay harm the environment by substantially
increasing total sales. Yang et al. [13] studied the environ-
mental impacts of a flexible versus simple trade-in strategy
considering carbon tax policies and established a hoteling
model. An appropriate carbon tax on green products could
lead businesses to adopt a more environmentally friendly
trade-in strategy. Giri et al. [14] discussed product quality
and return policy under two strategies, which play an in-
creasing role in environmental protection, and assumed that
the manufacturer is the Stackelberg leader. *e retailer sets
the retail price and provides a return policy in the first period
only. Mondal et al. [15] investigated greening strategies and
pricing for the green supply chain. As the greening cost
increases, the greening level and wholesale price decrease.
*e green level of the products can be improved by a cost-
sharing mechanism. Cao et al. [16] analyzed pricing deci-
sions under carbon tax policy (CTP) and remanufacturing
subsidy policy (RSP).*e social welfare under RSP is greater
than that under CTP when the environmental cost coeffi-
cient is low. Deng [17] looked at environmental performance
and remanufacturing model selection under the influence of
consumers’ risk aversion. For environmental performance,
the supplier tends to choose either the NR (no remanu-
facturing) model or the SR (remanufacturing is carried out
by the supplier) model. Both the environment and supplier
will benefit from the SR model. Chung et al. [18] presented a
sustainable remanufacturing model in a dynamic supply
chain. *e disposal of environmental pollutants caused by
defective items is considered. Niu et al. [19] discussed the
influence of retail link on coordination of social welfare and
profit. *e social welfare levels are compared in the models
of bundled outsourcing and individual outsourcing. A
similar approach can be found in Wei et al. [20]. Most of the
above studies consider environmental issues related to
operation management, but few consider the issue of con-
sumer surplus. *is paper makes up for this gap and
compares the channel selection strategies of game players.

*e second set of literature is related to the remanu-
facturing industry and focuses on saving resources, reducing
energy consumption, reducing product costs, and improving
the competitiveness of enterprises. Yan et al. [21] found
optimal pricing policies for new and remanufactured units
while considering the inventory level, which is inversely
proportional to the price of the remanufactured products,
but directly proportional to the price difference. Shu et al.
[22] investigated gamemodels with three different structures
in remanufacturing supply chains. *e results show that the
dominant player gets higher profits and the players will take
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the initiative to strive for market leadership. However, there
is a cost to pay for market leadership. Wu et al. [23] studied
pricing strategy and competitive remanufacturing problems
under different scenarios. *ey analyzed how the contrast
effect and assimilation effect influence the pricing strategy of
original equipment manufacturers (OEMs). If OEMs sell
remanufactured products, this will weaken consumers’
perceived value of new products. Zhao et al. [24] developed a
decision model considering technology authorizations in a
closed-loop supply chain. *e results show that fixed
technology authorization fees in remanufacturing mode can
enable a retailer to improve service levels and improve the
recovery rate of the third party. Shi et al. [25] studied di-
visional conflict and channel choice in remanufacturing the
supply chain. *e firm sells new and remanufactured
products through a direct or indirect channel (through an
independent retailer). *e study showed that when com-
pared with a direct channel, a decentralized firm achieved
higher profit and more consumer demand from an indirect
channel. Jin et al. [26] analyzed optimal warranty policy
using a game-theoretic model. *ey argued that the optimal
warranty policy depends on the cost structure. Interestingly,
higher warranty fees may induce manufacturers to adopt a
warranty policy. In some cases, mandatory warranty pro-
visions can be harmful. Xiang et al. [27] discussed the in-
fluence of technological innovation and Big Data marketing
on the decision making of game players in remanufacturing
the supply chain. It is shown that an Internet recycling
platform is conducive to manufacturers but hurts suppliers’
profits. On the contrary, efficient technological innovation
and Big Data marketing weaken the initiative of the man-
ufacturer. Wang et al. [28] analyzed the influence of con-
sumer behavior and the trade-in remanufacturing policy on
remanufacturer decisions by using a consumer utility model.
*e trade-in policy raised brand prices and increased cor-
porate profits and consumer surplus. Jia et al. [29] con-
sidered a closed-loop supply chain, including e-retailers
platform service and self-operated store, which provide
upstream manufacturers with options for selling new and
remanufactured products. From an environmental point of
view, selling new products through an e-retailer and selling a
remanufactured product online are optimal choices. Han
et al. [30] discussed the manufacturer’s optimal recovery
strategy for handling used products. Government subsidies
would reduce environmental impact and increase consumer
surplus. Interestingly, a manufacturer with higher product
quality tends to choose remanufacturing products instead of
recycling materials. Xu et al. [31] explored the coordination
mechanism of collection rate and pricing in the remanu-
facturing industry. It has been demonstrated that lower
competitive intensity and saving production costs encourage
the manufacturer to remanufacture products. A two-part
tariff contract can achieve Pareto improvement. Huang et al.
[32] studied pricing decisions considering technology li-
censing and strategic consumers. With an increase in
strategic consumers, the demand for remanufactured
products increases, and the demand for new products de-
creases. When a manufacturer authorizes a third party to
remanufacture products, it suffers a profit loss. Li et al. [33]

explored the issues of remanufacturing construction and
demolition waste. *ey showed that retailer fairness con-
cerns cut into the manufacturers’ profits and led to a lower
wholesale price of building materials. Rahmani et al. [34]
focused on horizontal and vertical cooperation in two re-
verse supply chains and analyzed quality improvement
competition. It has been demonstrated that in decentralized
decision making, the remanufacturers who cooperate hor-
izontally will cut down the collector’s profits. *e multiple-
link two-part tariff is applied to coordinate each player.
Wang et al. [35] considered a manufacturer who acquired
core materials through either outsourcing or self-remanu-
facturing under yield uncertainty. *e distribution bounds
determine the manufacturer’s strategic choice under a
random recovery rate. Kleber et al. [36] considered two-
sided competition in both acquisition and sales in rema-
nufacturing. It has been demonstrated that the market
advantage is much stronger than the acquisition advantage.
Zhang et al. [37] explored a competitive closed-loop supply
chain, and authorization mode and outsourcing mode were
considered. When per-unit new product production cost is
low, the duopoly third-party remanufacturers (TPRs) will
select an outsourcing strategy. Raz et al. [38] explored
codevelopment at the product level and the influence of
outsource manufacturing/process innovation. Outsourcing
must include options for codevelopment on specific activ-
ities and product innovations. Different from the above
literature, this paper makes a comparative analysis of the
sales quantity, profit, environmental impact, and consumer
surplus, which enriches the theoretical research on channel
competition.

*us far, few researchers have studied the integration of
sustainability and remanufacturing. To bridge this gap in
this article, instead of outsourcing remanufactured products
to third-party manufacturers, it is assumed that all of the
used products are recycled by the manufacturer [39].
Moreover, none of the existing studies focused on the effects
of retailers’ competition on the environment and consumer
surplus. On the contrary, the effects of competition on the
economy, environment, and society concerning the sale of
remanufactured products are demonstrated. *e results of
this study will be beneficial to game players in developing
operations management and marketing strategies, which
will enhance economic, environmental, and social
sustainability.

3. Model Assumptions and Notations

In this study, how different distribution channels of retailers
affect sustainable development in the remanufacturing in-
dustry is explored. Consequently, based on business prac-
tices, two models have been developed for investigating the
effects of a competition involving two retailers: (1) *e
manufacturer provides new and remanufactured products to
two retailers (retailer 1, retailer 2) respectively, in a
decentralized scenario (i.e., Model P). (2) In a centralized
scenario, the manufacturer provides new and remanufac-
tured units to only one retailer (retailer R) (i.e., Model C).
See Table 1 for more detailed notations and explanations
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[40]. Considering the framework involved, these assump-
tions about the manufacturer, retailer, product, and con-
sumers can be described as follows.

Assumption 1. Game decision making is taken into account
in a steady-state period with the following consequences:
First, the manufacturer claims the wholesale price for both
products (wn, wr). Second, the retailer maximizes its profits
by responding with the optimal quantity of products (qn, qr).

*is is a common practice in the existing literature,
where new and remanufactured products are repeatedly
sold, and each product is sold only once in the business
market, which is referred to as the steady-state period.
According to the principal-subordinate game theory, the
manufacturer is the Stackelberg leader and the retailer is the
follower. *e equilibrium solution is obtained by backward
induction method.

Assumption 2. Compared to the new product, the primary
consumers’ willingness to pay for the remanufactured
product is a ratio of the value discount δ ∈ (0, 1).

Here, consumers believe that the value of remanufac-
tured products is lower; that is, δ ∈ (0, 1). Similar to existing
pieces of literature, Assumption 2 implies a vertical differ-
entiation model with an agreed order for the consumers’
valuation; that is, consumers are more inclined to buy new
products rather than remanufactured ones. Note that a
consumer has a valuation of v for the new product and δv for
the remanufactured unit.

Assumption 3. For a new product, the consumers’ valuation
(v) is heterogeneous and the number of consumers is
considered to be constant, which follows a uniform distri-
bution in the market that is normalized to 1; that is,
v ∼ U[0, 1].

*is conforms to the relevant literature, and the market
size is normalized to 1. Most notably, the cannibalization
problem of both new and remanufactured units should be
considered because of the consumer value discount (δ).
Note that if δ � 0, consumers will not buy the remanufac-
tured product, which is regarded as a low-quality product,
but if δ � 1, consumers believe that the remanufactured
product can completely replace the new product and thus
pay the same amount for either product. Based on As-
sumptions 2 and 3, the linear inverse demand functions [41]
are obtained as follows:

pn � 1 − qn − δqr,

pr � δ 1 − qn − qr( .
(1)

Assumption 4. *e unit cost for distributing a new product
is cn, and the unit cost for distributing a remanufactured
product is cr.

In both models, it is assumed that the distribution costs
of new products and remanufactured products are different.
According to the relevant pieces of literature (e.g., Tale-
izadeh et al. [5], Wu et al. [23]), the remanufacturing cost is
divided into two parts, namely, the cost of producing and
marketing the remanufactured product.

Assumption 5. *e unit cost for remanufacturing a used
product (cm) is less than that of manufacturing a new
product, cp (i.e., cp � c> cm � 0).

To develop a circular economy, used products are
recycled to save resources and protect the environment. In
order to confirm the rationality of employing a remanu-
facturing scenario, it is assumed that remanufacturing is
lower in cost than production, which is the consensus in the
existing literature (e.g., Wu et al. [23], Jia et al. [29]).
Without any loss of generality, cm is normalized to zero
(cm � 0), and it is assumed that cp � c> cm. In particular, the
focus is on the cost of marketing by controlling the cost of
producing and remanufacturing, and thus the focus is
mainly on the marketing issues related to competition
among retailers.

4. Model Formulation and Solution

From the perspective of circular economy, the strategy of
online and offline sales channel selection of new products
and remanufactured products is discussed, and the impact of
unit new products and remanufactured products on the
environment is quantitatively described. New products and
remanufactured products are sold online and offline by
retailer R. It makes up for the lack of combining online and
offline channel marketing of new products with remanu-
factured products in the existing literature. In Model P and
Model C, the game order of the events is as follows: *e
manufacturer first announces the wholesale price for both
products (wn, wr). *en, to make more profits, the retailer
sets the optimal quantity of the two products (qn, qr). Note
that πj

k represents the profits of the player k in Model j,
where k ∈ (R1, R2, R, M, T) denote the retailers, the

Table 1: Detailed notations and explanations.

Notation Explanation
w

j
n/w

j
r *e wholesale price of new/remanufactured product in Model j, j ∈ (P, C)

cn/cr Unit cost for distributing new/remanufactured product
p

j
n/p

j
r New/remanufactured product price in Model j, j ∈ (P, C)

q
j
n/q

j
r Quantity of new/remanufactured product in Model j, j ∈ (P, C)

c Unit cost for making a new product
δ Consumer value discount for remanufactured products
en/eu Per-unit environmental impact of a new/remanufactured product
πj

k Profits of player k in Model j, j ∈ (P, C), k ∈ (R1, R2, R, M, T)
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manufacturer, and the total supply chain, respectively, and
j ∈ (P, C) represents Model P and Model C, respectively.

4.1. Decentralized Model (Model P). In this scenario, both
products are sold to different retailers. *e manufacturer’s
optimization problem can be expressed as follows:

max
wn,wr

πP
M � wn − c( qn + wrqr. (2)

From the viewpoint of the wholesale price (wP∗
n ), re-

tailer 1’s optimization problem can be expressed as follows:

max
qn

πP
R1 � pn − wn − cn( qn. (3)

From the viewpoint of the wholesale price (wP∗
r ), re-

tailer 2’s optimization problem can be expressed as follows:

max
qr

πP
R2 � pr − wr − cr( qr. (4)

*e total profits of the supply chain can be calculated as
follows:

πP∗
T � πP∗

M + πP∗
R1 + πP∗

R2 . (5)

Using the backward induction method, the equilibrium
decisions are determined and the important outcomes are
summarized as follows.

Lemma 1. Considering Model P, the quantities, wholesale
price, and profits can be calculated as follows:

w
P∗
n �

1
2

c − cn + 1( ,

w
P∗
r �

1
2

δ − cr( ,

q
P∗
n �

2 − 2c − 2cn + cr − δ
8 − 2δ

,

q
P∗
r �

2cr − δ 1 + c + cn( 

2δ(δ − 4)
,

πP∗
M �

δ c + cn − 1( 
2

+ cr − δ(  cr − δ c + cn(  

2δ(4 − δ)
,

πP∗
R1 �

−2 + 2c + 2cn − cr + δ( 
2

4(δ − 4)
2 ,

πP∗
R2 �

−2cr + δ + cδ + δcn( 
2

4δ(δ − 4)
2 ,

πP∗
T �

1
4δ(−4 + δ)

2 δ −2 + 2c + 2cn − cr + δ( 
2



+ −2cr + δ + cδ + δcn( 
2
−2(δ − 4) c + cn − 1( 

2δ + cr − δ(  cr − cδ + δcn(  .

(6)

4.2. Centralized Model (Model C). In this scenario, both
products are sold to a retailer R, and the manufacturer’s
optimization problem can be expressed as follows:

max
wn,wr

πM
M � wn − c( qn + wrqr. (7)

Given the wholesale price (wM∗
n andwM∗

r ), the down-
stream end-product market became a monopoly market. In
other words, retailers R1 and R2 merged into a more
powerful retailer R, who was one of the two retailers when
the competition took place.*e retailer R’s problem could be
optimized as follows:

max
qn,qr

πM
R � pn − wn − cn( qn + pr − wr − cr( qr. (8)

*e total profits of the supply chain can be calculated as
follows:

πM∗
T � πM∗

M + πM∗
R . (9)

Using the backward induction method, the important
outcomes are summarized as follows.

Lemma 2. Considering Model C, the quantities, wholesale
price, and profits can be calculated as follows:
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w
M∗
n �

1
2

1 + c − cn( ,

w
M∗
r �

1
2

δ − cr( ,

q
M∗
n �

−1 + c + cn − cr + δ
4(δ − 1)

,

q
M∗
r �

cr − δ c + cn( 

4δ(δ − 1)
,

πM∗
M �

−1 + c + cn( 
2δ + cr − δ(  cr + δ − 2cδ − 2δcn( 

8δ(1 − δ)
,

πM∗
M �

−1 + c + cn( 
2δ + cr − δ(  cr + δ − 2cδ − 2δcn( 

8δ(1 − δ)
,

πM∗
T �

3 c + cn − 1( 
2δ + cr − δ(  cr + δ − 2cδ − 2δcn(  

16δ(1 − δ)
.

(10)

To ensure that the players distribute a certain quantity of
the two products in the market, the following condition had
to be imposed: qn > qr > 0.

Lemma 3. Considering both scenarios, the unit cost of dis-
tributing a remanufactured product needs to satisfy the fol-
lowing condition:

−δ + 3cδ + 3cnδ + δ2

2 + δ
< cr < cδ + cnδ. (11)

*is lemma shows that the manufacturer is engaged
in remanufacturing; that is, qr > 0. *erefore, the mar-
keting cost would not be very high: cr < cδ + cnδ. In
contrast, if the retailer distributes an adequate quantity
of the new product, which is the source of the rema-
nufacturing cores (i.e., qn > qr), the following is required:
−δ + 3cδ + 3cnδ + δ2/2 + δ < cr.

5. Model Analysis

In this part, the competition between economic performance
and green sustainability in the remanufacturing industry is
discussed, and some interesting insights are derived. *e
differences between the two scenarios are discussed, and
subsequently the sustainability of the economy, environ-
ment, and society based on Lemmas 1 and 2 is discussed to
make the following observations.

5.1. Comparison of Economic Sustainability. According to
Lemmas 1 and 2, some insightful results were obtained in
different scenarios. In particular, we first consider the
question posed at the beginning of the article: From the
viewpoint of economic performance, how does the com-
petition of retailers affect economic performance? *e dif-
ferences between the decentralized and centralized cases are
highlighted to clarify the managerial implications.

Proposition 1. =e manufacturer benefits more in Model P
than in Model C; that is, πP∗

M > πC∗
M .

Note that a competition of downstream retailers can lead
to economic losses for manufacturers. *e focus is on the
impact when competition occurs, rather than optimal de-
cisions of the supply chain partners in the remanufacturing
industry. Further explaining the managerial insight, in
Model P, competition among downstream retailers reduces
the sales price but increases the quantity, which allows the
manufacturer to wholesale more products to obtain more
revenue. *erefore, such competition is beneficial to a
manufacturer in a decentralized scenario; that is, πP∗

M > πC∗
M .

Furthermore, as it controls the reverse channel, when
compared with that in Model C, the number of remanu-
factured products in Model P is determined by the manu-
facturer (qP∗

r > qC∗
r ). As a result, the quantity of the

remanufactured product decreases and the profits for the
upstream manufacturer decrease when such competition
occurs. In other words, the proposition shows that yield
from the remanufactured units in Model P is sufficient to
compensate for the loss of new product sales.

Proposition 2. =e sum of the profits of both retailers in
Model P is always worse than that in Model C; that is,
πP∗

R1 + πP∗
R2 < πC∗

R .

Note that themerging retailer earns higher profits because of
a higher retail price, which reduces the competitive intensity
between the retailers and hurts the upstream manufacturer by
lowering its profits (see Proposition 1).*e power of the players
can be interpreted as follows: according to the economic theory
of competition, a downstream competition can enhance the
power of downstream retailers by reducing the number of
companies in the market, thus hurting the profits of upstream
enterprises. Similarly, such competition can reduce the supply
chain profits in the remanufacturing market. *e competition
between downstream firms is beneficial to the merging firm,
which is one of them when the competition takes place.

*e industry performance of a sustainable supply chain
is the driving force for maintaining the well-being of the
economy (see Tajbakhsh et al. [42] for more details). Most
notably, the focus was on economic significance in market
competition according to Lemmas 1 and 2, and the following
observation was made.

Proposition 3. =e competition among retailers is always
detrimental to the industry; that is, πP∗

T > πC∗
T .

Most notably, the equilibrium profits of the industry in the
decentralized scenario (Model P) are higher than those in the
centralized scenario (Model C), and the merging firm benefits
because it alleviates the double marginalization problem (de-
scribed in Proposition 2). As described in Proposition 1, due to
the fierce competition led by mergers and acquisitions in
downstream retailers, the manufacturer benefits from the
competition, and thus its sales strategies are affected.

5.2. Comparison of Environmental Sustainability. In this
section, the focus is on environmental implications in the
remanufacturing industry. We answer the second question
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posed in the introduction of this article: From the viewpoint
of environmental sustainability, how does the competition of
retailers affect the environment concerning the marketing of
remanufactured products?

Environmental sustainability of the decentralized and
centralized cases is highlighted to provide managerial in-
spiration. In these models, it is assumed that the per-unit
disposal impact of a new/remanufactured product was en/eu,
respectively. Remanufacturing consumes less energy and
materials than producing new units in a traditional industry;
therefore, the following assumption is necessary.

Assumption 6. *e environmental impact per unit of a new
product is larger than that of a remanufactured unit with
essentially en > eu.

Based on this assumption and Lemmas 1 and 2, EP/EC

indicates the environmental impact for Model P/C, re-
spectively. *e difference in environmental sustainability
can be summarized as follows.

Proposition 4. In terms of the environmental impact, Model
P is always greener than Model C; that is, EP <EC.

Note that the total disposal impact of a new and rema-
nufactured product is En � en(qn − qr) and Eu � euqr, re-
spectively. Not only new products but also remanufactured
products can have an impact on the environment. As dis-
cussed in the optimal quantity comparative analysis, retailer 1
sells fewer units of new products in the decentralized scenario
(i.e., qP∗

n < qC∗
n ), which indicates the lower environmental

impact of new products. In addition, although there are more
remanufactured products in Model P (i.e., qP∗

r > qC∗
r ), their

environmental impact is insufficient to compensate for the
environmental damage caused by the new products in Model
C. In other words, qC∗

n > qP∗
n > qP∗

r > qC∗
r . *erefore, Model

P is beneficial in terms of environmental sustainability, as
stated in Proposition 4.

From a broader viewpoint, if the retailers focus on economic
performance, the competitive strategy is conducive to the firms’
development; conversely, if they caremore about environmental
sustainability, somemeasures should be implemented to prevent
competition among retailers in marketing.

5.3. Comparison of Social Sustainability. *e focus is now on
the consumer surplus of remanufacturing in a market. We
can answer the final question posed in the introduction of
this article: From the viewpoint of social performance, will
retailers’ competition have an impact on consumer surplus?

To evaluate the social performance of the retailers’
competition strategy in a reverse channel, the following
formula is used for calculating the consumer surplus, which
included the consumers’ willingness to pay for both products:

CS � 
1−qn

1−qn−qr

δu − pr( du + 
1

1−qn

u − pn( du. (12)

Let CSP/CSC indicate the consumer surplus of Model P/
C, respectively. *e difference in social sustainability can be
summarized as follows.

Proposition 5. In terms of the consumer surplus, Model P
always has a higher surplus than Model C with essentially
CSP >CSC.

Consumer surplus measures the extra benefits that
buyers feel they are getting in a particular market. *e
above proposition implies that a decentralized scenario
(i.e., Model P) is more attractive to consumers and brings
more utility to them in marketing. In Model C, there is a
lower consumer surplus than in Model P because of the
higher prices after the competition, which is a common
phenomenon in a business market. In contrast, note that
retailers are very concerned about the competitive
strategy because it leads to better financial performance
in Model C (Proposition 2). In general, a downstream
competition benefits a merging firm at the expense of the
consumers and partner firms. From a social perspective,
increasing the consumer surplus and meeting the de-
mand of the consumers to enhance their economic
welfare are a central part of ensuring long-term eco-
nomic growth.

6. Numerical Example

To better present how parameter changes affect sustainable
performance, a numerical simulation analysis of the equi-
librium decisions and the environmental, economic, and
social outputs was conducted.

To illustrate the influence of remarketing costs (cr) on
the supply chain members, the distribution cost of the
new product is set as cn � 0.4, and it is reasonable for the
marketing cost to be between 20% and 60%. Previous
studies have pointed out that the per-unit cost of
manufacturing of the manufacturers could not be ig-
nored; therefore, a scenario where the manufacturing
cost per unit was c � 0.1 was considered. Note that the
consumer value discount of the remanufactured product
ranged between 45% and 90% (e.g., Esenduran et al.
[43]). *us, δ � 0.8 was set for the numerical analysis.
From production to remanufacturing, products are ac-
companied by energy consumption. Based on Esenduran
et al. [43], the environmental impact of disposal of a new/
remanufactured product per unit is set to 240MJ (i.e.,
en � 240) and 138MJ (i.e., eu � 138), respectively. Based
on Lemma 3, by using the constraint condition
q

j∗
n > q

j∗
r > 0, the range of the unit cost for distributing a

remanufactured product is obtained as
−δ + 3cδ + 3cnδ + δ2/2 + δ < cr < cδ + cnδ, and after
substituting the numerical values, it is calculated as
0.371< cr < 0.4. All these figures reflected the extent to
which the change cr affected both models.

First, Figure 1 reports the results of the economic sus-
tainability before and after the competition in a market.
From Figures 1(a), 1(b), and 1(c), it can be concluded that
the profits of the manufacturer, retailers, and entire system
decreased with an increase in the value of cr. Furthermore,
Figures 1(a) and 1(c) imply that the profitability of the
manufacturer and industry in the decentralized scenario was
higher than that in the centralized scenario. However, from
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Figure 1(b), it is inferred that the sum of the profits of
retailers 1 and 2 in Model P (πP∗

R ) was always less than the
profits of retailer R in Model C (πC∗

R ). As a result, com-
petition in the retail industry is widespread as they result in a
better financial performance of the merging retailer.
Figures 1(a), 1(b), and 1(c) show that economic sustain-
ability was in line with the theoretical prediction discussed in
Propositions 1–3.

Second, Figure 2 illustrates the impact of both models on
environmental sustainability. Model P had a lower de-
structive impact on the environment than Model C. *at is,
Model P was greener than Model C (see Proposition 4). In
addition, the environmental impact increased with an in-
crease in cr in both the decentralized and centralized
scenarios.

Finally, the focus is now on social sustainability in both
models. As shown in Figure 3, consumer surplus in Model P
was larger than that in Model C (CSP >CSC), which was
consistent with Proposition 5. Furthermore, consumer
surplus in bothmodels decreased as the value cr increased; in
other words, when the cost of remarketing was higher, the
corresponding product was more disadvantageous to
consumers.

7. Managerial Implications

Based on the above analysis, the managerial insights for
marketing remanufacturing products involving a reverse
channel were summarized, and some interesting
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observations were derived. Specifically, this summary was
divided into the following three aspects:

First, from the viewpoint of economic performance, the
manufacturer’s profitability and industry profits in the
decentralized scenario were always higher than in the
centralized scenario. However, the merging retailer earned
higher profits than the retailers in Model P. *us, if man-
ufacturer wants to achieve more performance, it should
cooperate with multiple retailers. For retailer, choosing a
dual-channel model will bring more performance.

Second, from the viewpoint of environmental sustain-
ability, the decentralized scenario was always greener than
the centralized scenario; that is, Model P was beneficial for
the environment when the competition took place. For
manufacturers, the production process needs to consider
environmental pollution and formulate action plans to re-
duce pollution, for example, adopting technologies to reduce
carbon emissions and optimizing production processes.

Last, from the viewpoint of social performance, Model P
was always better than Model C in terms of the consumer
surplus. Consumer surplus, which measures the extra
benefits that buyers feel they are getting, is an important
factor influencing which business model to adopt. Sus-
tainable operations management needs to maintain a bal-
ance of economy, society, and environment.

In brief, our findings provide some practical implications
for business managers. *e most significant contribution is
that our research helps to develop channel selection strat-
egies and environmental sustainability in the remanu-
facturing industry.

8. Conclusion

With the maturity of remanufacturing technology, an in-
creasing number of manufacturers are motivated to produce
new and remanufactured products simultaneously. *e end-
of-life products from consumers are collected by manu-
facturers for remarketing, which forms a reverse supply
chain that reduces environmental pollution. Developing a
circular economy in the future has become one of the ob-
jectives of modern enterprise operations and management.

Although a considerable amount of literature has inves-
tigated competitive strategy and channel selection in the
remanufacturing industry, to the best of our knowledge,
closed-loop supply chains in the decentralized and centralized
contexts have been rarely studied, which represents a gap in the
theory. However, in practice, the importance of bothmarketing
strategies and environmental sustainability of the supply chain
has been recognized in recent years, and the selection of the
appropriate environment for an enterprise ecosystem is more
complicated from the viewpoint of operations management.
Moreover, none of these studies focused on how retailers’
competition affects the environment and consumer surplus. To
address this gap, two theoretical models were constructed
where a manufacturer collected the used products to produce
the remanufactured products, which can be viewed as green
products: (1) Model P, which is in a decentralized scenario; (2)
Model C, which is in a centralized scenario.

*e following three results are beneficial for managers in
developing pricing and channel selection strategies. First, the
economic benefit of the manufacturer inModel P was higher
than that in Model C. *e sum of profits of retailer R1 and
retailer R2 in Model P was lower than that of retailer R in
Model C. Second, for environmental protection, Model P
was found to be greener than Model C. Last, from a social
viewpoint, Model P had a higher consumer surplus than
Model C, because of the higher prices when such a com-
petition occurs.

In this paper, some valuable managerial insights were
presented, but it is also acknowledged that some limitations
deserve further study. First, the competition of downstream
retailers was analyzed without considering the vertical
competition between the upstream and downstream re-
tailers. A vertical competition will have different effects on
the firm’s business strategy, which is one of the directions
that can be investigated in the future. Second, it is assumed
that there was a monopolistic manufacturer in the model. In
reality, remanufacturing can be outsourced to a third-party
remanufacturer or other agents such as retailers. *ird, to
pay close attention to sustainability, other factors, such as
information asymmetry, network externality, and used
product quality, were abstracted, which can potentially
impact sustainable operations in a supply chain where such
competition occurs.
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Surface flattening plays an important role in the whole process of garment design. We proposed a novel method by using three-
dimensional triangle mesh flattening in this study. First, the three-dimensional triangle mesh is flattened to a two-dimensional
plane to approximate the original surface. +e initial flattening results are then used as preliminary guesses for subsequent
optimizations. Considering that the deformation energy in the real woven fabric is related to tensile or shear deformation, a
simplified fabric deformation model based on energy is proposed to update the energy distribution to determine the best two-
dimensional pattern. An innovative unified axis system process is proposed to obtain the deformation energy, and energy
relaxation in local flattening is proposed to release the distortion of flattening. Finally, the experimental results show that complex
surfaces such as garments could achieve better flattening results. Compared with other energy-based methods in garment design,
our proposed methods are more flexible and practical.

1. Introduction

+ree-dimensional computer-aided design(CAD) tools have
developed rapidly in the fashion design industry [1, 2] and
achieved better results in recent years. However, what
garment industry need is a two-dimensional design rather
than three-dimensional model. So, surface flattening [3–7]
plays an important role in the whole garment design process.
Almost all garments are nondevelopable [8], and the flat-
tening of a nondevelopable is a complicated process and
local distortions are inevitable. While, the existing surface
flattening methods for triangulated surfaces have several
limitations. A major problem is the existence of gaps and
overlaps in the resulting mesh.

For this phenomenon, a flattening method of energy-
based fabric deformation model is proposed in this study.
+e area representation method is more likely to prevent the

triangle area from being reduced to zero during flattening
than models that only consider edge deformation energy.
+erefore, the fabric energy acquisition method based on
area representation is adopted. Traditional energy-based
fabric deformation models [9] need to be converted to weft
and warp axes before energy can be obtained, which can be
cumbersome. In this article, a simplified model of fabric
deformation based on energy is proposed. A simplified
energy-based fabric deformation model simplifies the cal-
culations; at the same time, the energy relaxation in local
flattening eliminates local deformation.

+e properties of the materials need to be considered
when flattening, so energy-based or physics-based methods
are generally used in the flattening process. In the field of
computer graphics, flattening is mainly used to expand a
three-dimensional grid into a two-dimensional grid to fa-
cilitate texture mapping. +is process is also called grid
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parameterization. To obtain good texture mapping quality,
the mesh should be prevented from being deformed as much
as possible, and the flattening method based on the problem
of minimizing the deformation is often used.+ere are many
flattening methods [10–15], and we briefly summarize the
development of flattening methods over the past few
decades.

Levy [16] proposed a quasi-conformal parameterization
method based on least squares approximation. +is method
uses an objective function to minimize the angular defor-
mation. First, the complex surface is decomposed into a
series of developable surface elements, and then these de-
veloped surfaces are decomposed into another series of
developable surface elements. After the elements are ex-
panded, they are combined to obtain the final parameterized
result. When the elements are expanded, the original ori-
entation of the triangles can be maintained, so there will be
no triangle inversion. However, when the boundaries of the
elements intersect in the texture space, they may overlap. In
this case, we could subdivide the face element until there is
no overlap. Wang et al. [17] proposed a new wire warping
method for flattening surfaces using feature curves retained
by length. In addition, the progressive deformation scheme
for local shape control and the global deformation scheme
for highly curved surfaces were introduced. Since the in-
variant length of feature curves were used to generate the 2D
patterns, these strictly controlled lengths were inappropriate
when highly nondevelopable 3D surfaces were required.
Zhang et al. [18] improved Wang’s wire warping algorithm
by replacing the constant length of the feature curve with an
elastic feature curve. We could use this new feature curve to
control the shape of a flattening 2D pattern.

Energy-based or physics-based methods are often used
in surface flattening. +ere are many methods to obtain
energy [19, 20]. In [21], Afzal proposed a neutrosophic
statistical approach to analyze the resistance of conducting
material for big data. In [22], Afzal adopted neutrosophic
statistical methods; they were more informative, flexible, and
adequate than classical statistics for analyzing the measured
values of data. McCartney et al. [23] proposed a flattening
algorithm to obtain a planar development by minimizing
strain energy.+e algorithm uses an energy model to deform
the edges of the triangle mesh. In addition, darts or gussets
can be handled in a triangular mesh to assist in the fitting
process. Based on McCartney’s algorithm, Wang et al. [24]
introduced a spring-mass system from a geometric point of

view, in which the forces generated by the elastic defor-
mation energy stored in the spring-mass system could be
used to move these points. +e Lagrange equation was
applied to release energy and the penalty function was used
to prevent overlap. In addition, the energy distribution is
displayed using the interpolation function, which is deter-
mined by the surface cutting line. Li et al. [25] introduced
cross-springs to reduce the deformation of the final surface.
+e central triangle improves the levelling efficiency and
proposes a local correction method to overcome the over-
lapping problem. Zhong et al. [26] introduced a novel
method of surface flattening by opening the curved con-
figuration of each winged triangle pair. +e 2D final pattern
is generated on the collision plane, and the strain control
mechanism is introduced to preserve the area and size of the
original 3D surface.

2. The Flattening Process of the Energy-Based
Fabric Deformation Model

2.1. A Simplified Energy-Based Fabric Deformation Model.
Fabric deformation produces energy. Because of shearing,
bending, gravity, and tension, a piece of fabric is thought to
have an energy component. Each energy component is
represented by one term in the energy equation [24]:

Etotal � Egravitional + Etensile + Eshear + Ebending, (1)

where Etotal is the energy of the entire fabric, Egravitional is the
potential energy of the fabric, Etensile represents the energy
produced by tensile energy or compression of the fabric,
Eshear represents the energy produced by shear, and Ebending
is the energy produced by bending of the fabric.

In the process of flattening, a single triangle is flattened at
a time. +e triangle of the 3D shape is designed to be fixed,
and its corresponding 2D triangle is variable during the
flattening process. +erefore, the energy model will calculate
the energy generated by transforming the triangle of the 2D
shape to its corresponding 3D triangle. +e summation of
the shear energy and tensile strain energy indicates the total
internal energy of a triangle [24]. +erefore, this fabric
model only considers the variation associated with shear and
tensile stress. At the same time, it is assumed that the energy
generated by the bending is a constant. Tensile energy Etensile
is described as follows [24]:

Etensile � B1
2
Ksu Su − 1( 

2dudv + B1
2
Ksv Sv − 1( 

2dudv �
1
2

A Ksu Su − 1( 
2

+ Ksv Sv − 1( 
2

 , (2)

where A is the area of the 2D triangle, Ksu and Ksv are the
tensile constants for the U and V directions, respectively,
and Su and Sv (see Section 4.1) are strains. Shear energy Eshear
is described as follows [24]:

Eshear � B 1
2
Krϕ

2
v dudv �

1
2

AKrϕ
2
v. (3)

Similar to (2), A is the area of the 2D triangle, Kr is the
shear constant, and ϕv (see Section 4.1) is the strain.
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To obtain the energy based on fabric deformation, a
transition stage of converting 2D pattern coordinates to weft
and warp coordinates is necessary in the traditional model.
In addition, tedious calculations could take a considerable
amount of time. To reduce the tedious work, we propose a
novel simplified model that instead uses the variable Rratio
during this stage. Based on this simplified energy model, we
propose an innovative unified axis system in Section 4.1 that
will simplify computation and innovate energy relaxation in
Section 4.2, which will increase the convergence speed.
While energy data come from uncertain energy, we adopt
some neutrosophic statistical methods [27, 28].

2.2. Flattening Process. Given a triangular mesh Ω(K, P),
where K � K1, K2, . . . , Kn  is the spatial vertex set,
Ki ∈ R

3, P � T1,T2, . . . , Tn  is the topological connection
information of the mesh, andT � vi, vj, vk  is the triangle of
the surface mesh. +e goal of mesh flattening is to obtain
another triangular mesh Ω′(K′, P), where
K′ � K1′, K2′, . . . , K′ n is a 2D plane point set, Ki

′ ∈ R2, and
Ki corresponds to Ki

′. +e area of each triangle and the
length of each side remain unchanged after flattening. In
addition, the entire algorithm flow is shown in Figure 1.

To be flattened, triangle list V, active triangle list A,
flattened triangle list F, and initial flattening mesh Θ(K″, P)

are introduced in an initial flattening algorithm.
Initial flattening algorithm (its aim is to obtain the initial

flattening mesh Θ of Ω) is as follows:

(i) Step 1: Initially, add all triangles inΩ to V, and set A

and F as empty.
(ii) Step 2: Seed triangle Ts is searched in list V and then

Ts is flattened. +en, Ts is added to the active list A

and removed from the available list V. +e selection
of seed triangle is detailed in Section 3.1.

(iii) Step 3: Perform a search in list V to find all the
triangles that share an edge with Ts and insert them
into the tail of list A.

(iv) Step 4: If the list A is empty, stop processing.
Otherwise, obtain the next triangle T from the rest
of list A.

(v) Step 5: Insert triangle T into the tail of list F and
then mark T as flattened. A search is performed in
list V to find all the triangles that share an edge
with T and are not marked as flattened, and then
they are inserted into the tail of list A. Return to
Step 4.

To optimize vertex Vk and optimize triangle set Tset,
initial vertex set K″ is introduced in the optimal flattening
algorithm.

Optimal flattening algorithm (its aim is to obtain the
optimal flattening mesh Ω′ of Ω) is as follows:

(i) Step 1: Obtain the first vertex Vk from K″.
(ii) Step 2: A search is performed in list F to find the

triangle set Tset that contains vertex Vk.

(iii) Step 3: Each 2D triangle of triangle set Tset proceeds
with its corresponding 3D triangle of Ω in the
unified axis system and then obtains the energy of
vertex Vk.

(iv) Step 4: Calculate the minimum value of the energy
at the original position of vertex Vk and its eight
directions position. +ereafter, vertex Vk is moved
to the minimum energy position.

(v) Step 5: If the vertices in K″ are all traversed, go to
Step 6. Otherwise, take the next vertex Vk. Return to
Step 2.

(vi) Step 6: Iterate Steps 1–5, until all vertex positions are
unchanged.

3. Key Procedure for Initial Flattening

3.1. Selection of Seed Triangle. Before flattening, selecting the
seed triangle is an important process. +e order in which
triangles are flattened depends on the selected seed triangle,
so selecting the seed triangle can effectively reduce the
number of iterations and running time. Li et al. [25] used
integer indices to mark all vertices in the mesh. Also, Liu
et al. [29] applied the integer index to label all triangular
faces in the mesh. However, we use a novel labelling
standard that relies on the triangular edges. In addition, the
selection algorithm is detailed as follows:

(1) Set the triangle mesh edge index on the boundary to
0.

(2) Search all unlabelled triangle mesh edges that have
the same vertices as the labelled edge and increase the
unlabelled edge index number by 1.

(3) Repeat Step 2 until all triangular mesh edges are fully
labelled.

(4) Select the largest sum of the three edge indices as the
seed triangle. If there is more than one, choose one of
them.

3.2. Unconstrained Triangle Flattening. In the phase of
surface flattening, there are two kinds of flattening methods:
the unconstrained triangle flattening method and the con-
strained triangle flattening method. When one edge of a
triangle has been flattened, the third vertex can be located
using the unconstrained triangle flattening method. As
shown in Figure 2, T(v0, v1, v2) is a 3D triangle and the
vertices are arranged in reverse order. Edge v0v1 has been
flattened to edge v0′v1′ and then vertex v2 is flattened. +e
angle between the vector v0v1

���→ and the vector v0v2
���→ is cal-

culated as follows:

θ � arccos v0v1
���→

, v0v2
���→

( . (4)

Vector τ is obtained by rotating vector v0′v1′
���→

counter-
clockwise by angle θ. +en, vertex v2′ is located using the
following expression:

v2′ � v0′ + v0v2
���→

τ. (5)
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As a result of flattening, the length of the triangle edge
has no change without producing elastic potential energy,
which is known as unconstrained triangle flattening.

3.3. Constrained Triangle Flattening. Figures 3 and 4 show
two different constrained flattening methods, Figure 4 is a
classic traditional method [25] of calculating the inter-
section point of two circles with two central points and
two radii. +ese circles are centered at v0′ and v1′, and their
radii are r02 and r12, respectively, as shown in Figure 4.
However, this method will produce two intersections. A
point within the flattening range needs to be discarded.
We use another method to find the third point, as shown
in Figure 3. Triangles T0 and T1 have been flattened, and
our aim is to flatten triangle T(v0, v1, v2). We choose edge
v0′v1′, and vertex v2 is flattened to v2″ by using the un-
constrained method in Section 3.2. +en we calculate their
average coordinate as the flattened vertex, that is

v2′ � 1/2(v2′ + v0″). +e side length of the flattened triangle
T′(v0′, v1′, v2′) has been changed with respect to T, which
will produce elastic potential energy. +erefore, after the
initial flattening, optimized flattening is required to re-
lease the elastic potential energy.

4. Optimized Flattening

4.1. Process of Obtaining a Unified Axis System. +e detailed
process of obtaining a unified axis system is shown in

Initial flattening Optimal flattening 

Input 3D triangle surface

Obtain seed triangle and 
unfold it

Get the flattened adjacent 
triangle

Unconstrained flattening/
constrained flattening

All flattened

Initial flattening

No

Get first vertex

Get adjacent triangle 
contain this vertex

Get the energy around 
this vertex

Calculate this vertex 
position

All vertex 
optimal

All vertex 
still

Optimal flattening

No
No

Figure 1: Algorithm flow chart.

v0 v1

v2

v′0 v′1

v′2

θ θ

Figure 2: Unconstrained triangle flattening.

v0

v1
v2

T
T0

T1

v′0

v′1v′2
v″2

T′
T′0θ θ T′1

Figure 3: Novel constrained triangle flattening.

v0

v1
v2

T
T0

T1

r12

v′0

v′1v′2

r02 T′ T′1
T′0

v″2

Figure 4: Traditional constrained triangle flattening.
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Figure 5. P is a 2D triangle and P′ is its corresponding 3D
triangle. First, the 2D woven triangle without distortion is
placed on a uv axis system.+e corresponding 3D deformed
triangle is then superimposed on the system under the same
conditions. +e 2D fabric undeformed triangle P without
energy, and its corresponding 3D fabric triangle P′ with
energy is generated after geometric deformation. +e strain
variables Su and Sv, as well as the shear variable ϕv, transform
position v1 to v1′ and v2 to v2′, respectively.

As shown in the right part of Figure 5, v0 is located at the
origin of the coordinates. +e three-side length of the 2D
triangle P is known, and the coordinates of v1 and v2 can be
obtained using (6) and (7), where θ is the angle between axis
u and edge v0v2. z is the angle between edge v0v1 and edge
v0v2. By setting the value of Rratio as 1/2, the flattening could
achieve a better effect. +e v1′ and v2′ coordinates of the 3D
triangles can be obtained in the same way.

Rratio �
v0v2


sin θ

v0v2


sin θ + v0v1


sin(z − θ)
, (6)

z � arccos
v0v1



2

+ v0v2



2

− v1v2



2

2 v0v1


 v0v2



⎛⎝ ⎞⎠. (7)

+e unifying process completes the specification geo-
metric transformation that a representative rectangle must
undergo.+is geometric transformation can also deform the
triangle P to P′. +e total energy required for the distortion
can be calculated by determining the energy to distort the
representative weave element. +ereafter, considering it in
its entirety, we utilized the same transformation for the
triangle. +e distortion of the representative woven element
can be represented by an affine transformation. +e scaling
factor and shear angle can be calculated from affine

transformation [30]. +e general representation of an affine
transformation is as follows:

u′v′1  � [uv1]

a11 a12 0

a21 a22 0

a31 a32 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (8)

For a particular affine transformation, the affine trans-
formation matrix will now be referred to as M, where this
matrix is comprised as follows:

u′v′1  � [uv1]M. (9)

+e shape of a triangular fabric is deformed first by
stretching and then by shearing; M is therefore represented
by a matrix:

M �

Su 0 0

0 Sv 0

0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1 0 0

sin ϕv cos ϕv 0

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ �

Su 0 0

sin ϕv Sv cos ϕv 0

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(10)

For this special change, coordinate v1 transforms to
coordinate v1′ and coordinate v2 transforms to v2′:

v11, v12( ⟶ v11′ , v12′( , v21, v22( ⟶ v21′ , v22′( . (11)

+e equation can be rewritten again as shown below:

0 0 1

v11′ v12′ 1

v21 v22′ 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ �

0 0 1

v11 v12 1

v21 v22 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

a11 a12 0

a21 a22 0

a31 a32 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (12)

or U′ � UA, and this results in:

A �
1

v11v22 − v21v12
×

v22v11′ − v12v21′(  v22v12′ − v12v22′(  0

v11v21′ − v21v11′(  v11v22′ − v21v12′(  0

0 0 v11v22 − v21v12( 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (13)

By comparing (10) and (13), the strain variables Su and Sv

and the shear variable ϕv are as follows:

Su �
v22v11′ − v12v21′( 

v11v22 − v21v12( 
, (14)

ϕv � tan−1 v11v21′ − v21v11′( 

v11v22′ − v21v12′( 
, (15)

Sv �
v11v21′ − v21v11′( 

v11v22 − v21v12( sin ϕv

. (16)

+e steps for the energy of the triangular fabric defor-
mation are given as follows:

(1) Obtain 3D coordinates of the triangle
(2) Obtain the 2D coordinates of the triangle
(3) Unify the 3D and 2D triangles into the (U, V) axes

with equations (6) and (7)
(4) According to the two unified triangular coordinates,

acquire the strain variables Su and Sv and the shear
variable ϕv by applying equations (14)–(16)

(5) Use equations (2) and (3) to obtain tensile energy
Etensile and shear energy Eshear respectively

4.2. Energy Relaxation Process in Partial Flattening.
Energy relaxation plays an important role through the
flattening process, which determines the efficiency of
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flattening and the effect of flattening. In previous studies,
most works have been conducted to determine how to use
the energy released to achieve a satisfactory flattening result.
Wang et al. [24] used the spring force obtained by the
Lagrange equation to move the vertex, and a better result
could be achieved after many iterations, but the obvious
drawback is the time-consuming process. However, we
propose an innovative method of simplifying fabric defor-
mation based on energy in Section 2.1. As this method adds
four orthogonal directions in the specific node, it shows the
weighted optimization efficiency and optimization effect.
+e original position of the node is considered when cal-
culating the next position of the node; the details of the
process are described below.

As shown in Figure 6, we assumed that there are 2D
vertices P and adjacent vertices P1, P2, . . . , P5. +e triangles
formed with P are T0, T1, . . . , T4. +e energy of the vertex P

is obtained by the following expression, where Eenergy(i) is
the energy of the ith triangle connected to P and n is the
number of triangles connected to vertex P.

EP � 
n−1

i�0
Eenergy(i). (17)

+e eight directions of optimized flattening are
n
→

, n + 1
����→

, . . . , n + 7
����→

, and the movement increment is Δd. +e
next position of P will slip to the minimum energy value
direction. +e minimum energy value Emin can be obtained
as follows:

Emin � min Ep, E⟶ op+n⟶ , E⟶ op+n+1⟶ , E⟶ op+n+2⟶ , . . . E⟶ op+n+7⟶ . (18)

5. Realization of the Virtual Try-On Process

+e realization of the virtual stitching process is an im-
portant step of the virtual try-on. Before virtual garment is
flattened, the virtual human body needs to be tried-on.

5.1.Virtual Stitching. When user selects the stitching edge, if
the start point and the end point of the two corresponding
edges are selected in the same direction (clockwise or
counterclockwise), the corresponding relationship between
the points on the two edges is correct, as shown in
Figure 7(a). If different directions are chosen, that is, one
side selects the start and end points in a clockwise direction,
and the other side selects the start and end points in a
counterclockwise direction, the corresponding relationship
between the points on the two sides will be wrong, as shown
in Figure 7(b).

+e specific representation of stitching is shown in
Figure 7(c).+e brown dots represent discrete mass points of
the garment piece, and Dis represents the distance between
the two mass points. Among them, point A is applied with a
stitching force in the direction of AB

��→
, point B is applied with

a stitching force in the direction of BA
��→

, point A and point B

will gradually approach each other. +e stitching force is
defined as a linear function corresponding to the distance
between stitching points. For two stitching points A and B,
the stitching force can be calculated as follows:

Fstitching        force
������������������→

� −k• l
→

. (19)

Among them, k is the stitching force coefficient, which is
related to the stitching performance of the fabric. Generally,
a larger stitching force coefficient is used for fabrics that are
more difficult to deform; l

→
represents the distance direction

vector from the stitching point A to B. +e closer the dis-
tance between the stitching points, the smaller the stitching
force.

5.2.VirtualTry-On. +e complete virtual stitching process is
shown in Figure 8. First, seam lines are explicitly specified by
choosing pairs of panel boundary edges. +en, the designed
coats are assembled and linked by seaming lines to simulate
clothing behavior on the 3D mannequin. By applying elastic
force on the seam lines, the garment patterns can be con-
nected to each other during the stitching process, as shown
in Figure 8(a). After stitching, the virtual human completes
the 3D virtual garment try-on, as shown in Figure 8(b).

2D Triangle 3D Triangle Unify axes of coordinate

v1

v0

v2

v′0

v′1

v′2 v0 (0,0)

u

v

v′0

v1 (v11,v12)

v2 (v21,v22)

v′1 (v′11,v′12)

v′2 (v′21,v′22)

P′

P
Su Sv φv

Figure 5: Process of unify axis coordinate.

6 Complexity



01

2

3

4P

P1

P2

P3
P4

P5

(a)

P

n+3 n+2
n+1

n+7n+6

n+5

n+4

n

(b)

0
1

2

3
4

P

P1

P2

P3
P4

P5

op+n

(c)

Figure 6: Energy relaxation procedure.
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Figure 7: Diagram of virtual stitching information: (a)correct correspondence, (b)incorrect correspondence, and (c)diagram of stitching.

(a) (b)

Figure 8: Diagram of virtual dressing process: (a) virtual stitching in progress and (b) virtual stitching completed.
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6. Experiments and Discussion

+is article introduces an energy-based fabric deformation
algorithm, which is implemented by the object-oriented
Visual C++ language. It is implemented on a PC with a Core
i5 CPU and 4GB RAM. A series of triangular mesh object
surfaces are presented to measure the performance of our
algorithm. As classical geometrically shaped parts of a torus,
the garment shapes of coats and pants are selected as our
example.

We used the typical 36-sided cone model as an example
to test our optimized flattening method. +e 3D model is
shown in Figure 9(a). +e initial flattening result is shown in
Figure 9(b) and Figure 9(c) shows the optimized flattening
results after 170 iterations. +e final flattening result is
shown in Figure 9(d).

+ree criteria are used to evaluate the surface accuracy
after flattening, including area accuracy, shape accuracy, and
energy accuracy. +e area accuracy and shape accuracy were
proposed by Wang et al. [24]. +e energy accuracy is pre-
sented in this study based on an energy-based fabric de-
formation model.

Area accuracy:

Earea �


n−1
i�0 ai − ai

′





n−1
i�0 ai

, (20)

where Earea is the accuracy of the area after flattening the
entire surface; ai is the ith triangle area before flattening and
ai
′ is its corresponding triangle after flattening; and Eenergy is
the number of triangles.

Shape accuracy:

Eedge �


m�1
i�0 ei − ei

′





m�1
i�0 ei

, (21)

where Eedge is the accuracy of the shape after flattening the
entire surface; n is the ith edge length before flattening and ei

′
is the length of its corresponding edge after flattening; and m

is the number of triangular mesh edges.
Energy accuracy:

Eenergy � 

n−1

i�0
Eenergy(i), (22)

where Eenergy is the energy accuracy of the entire surface after
flattening; Eenergy(i) is the ith triangle energy after flattening,
and the corresponding triangle energy before flattening is
zero; and n is the number of triangles on the entire surface.

Table 1 shows the 36-sided cone measurement accuracy
data using the three kinds of surface accuracy methods. As
we can see from Table 1, the three measurement accuracies
will decrease during the optimized flattening process, and
theminimum value is achieved in the final process.+e value
of area accuracy, shape accuracy, and energy accuracy in the
final process is 0.397%, 1.053%, and 5.1, respectively.

We compare our optimized method with the classical
mass-spring energy relaxation method, and Figures 10(a)–
10(d) show the flattening result of the partial torus.
Figure 10(a) is the original 3D mesh model of a part of the
torus. As shown in Figure 10(b), the initial flattening result
has great distortion. Figure 10(c) is the result of optimization
based on the fabric deformation model proposed in this
study, and the result of mass-spring energy relaxation is
shown in Figure 10(d). From the appearance point of view,
the optimization result in Figure 10(c) is slightly better than
that in Figure 10(d).

+e performance accuracy is listed in Table 2. In our
experiment, the area accuracy, shape accuracy, and energy
accuracy after mass-spring energy relaxation are 1.201%,
1.533%, and 20.2 Nmm, respectively. +e value of the area
accuracy, shape accuracy, and energy accuracy after the
woven fabric-based method is 1.073%, 1.342%, and
10.3Nmm, respectively.

+e following two groups of experiments are applied in
the garment design process. Figure 11(a) shows the 3D
triangular mesh surface of a skirt, with 3414 triangular faces
and 1851 vertices. Figure 11(b) shows the flattening result
after optimization.

Figure 12(a) shows the 3D triangular mesh surface of a
coat, with 3492 triangular faces and 1965 vertices.
Figure 12(b) is the result of its optimized flattening.

To illustrate the flattening effect of our method, we added
two group experiments of pant and vest in the garment
design process. Figure 13(a) shows the 3D triangular mesh
surface of a pant, with 3852 triangular faces and 1963
vertices. Figure 13(b) shows the flattening result after
optimization.

(a) (b) (c) (d)

Figure 9: Optimized flattening for the 36-sided cone model: (a) 3D original Mesh, (b) initial flattening, (c) optimized iteration after 170
times, and (d) final flattening result.
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Table 1: Accuracy statistic of the 36-sided cone.

Initial Optimized (1) Optimized (2) Final
Area (%) 0.897 0.682 0.564 0.397
Shape (%) 1.642 1.435 1.211 1.053
Energy (Nmm) 23.1 12.2 7.9 5.1

(a) (b) (c) (d)

Figure 10: Comparison of optimization with the woven fabric method and mass-spring method: (a) original 3D mesh, (b) initial flattening,
(c) optimized with woven fabric method, and (d) optimized with mass-spring method.

Table 2: Accuracy statistics of a torus.

Initial Woven fabric Mass-spring
Area (%) 1.932 1.073 1.201
Shape (%) 2.53 1.342 1.533
Energy (Nmm) 62.1 10.3 20.2

(a) (b)

Figure 11: Energy-based flattening method for a skirt: (a) original 3D mesh of a skirt and (b) final 2D flattening pattern of a skirt.
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(a) (b)

Figure 12: Energy-based flattening method for a coat: (a) original 3D mesh of a coat and (b) final 2D flattening of a coat.

(a) (b)

Figure 13: Energy-based flattening method for a pant: (a) original 3D mesh of a pant and (b) final 2D flattening pattern of a pant.

(a) (b)

Figure 14: Energy-based flattening method for a vest: (a) original 3D mesh of a vest and (b) final 2D flattening pattern of a vest.
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Figure 14(a) shows the 3D triangular mesh surface of a
vest, with 3752 triangular faces and 1857 vertices.
Figure 14(b) is the result of its optimized flattening.

7. Conclusion and Future Work

In this article, an optimized flattening method based on the
fabric energy deformation model is proposed. First, the 3D
triangle mesh is flattened. +e selection of seed triangles can
effectively reduce the number of iterations and runs. A new
markup algorithm using the edges of triangles is adopted,
and the constraint triangle flattening method generates the
elastic potential energy and then optimizes the initial flat-
tening results. Second, in the process of optimizing flat-
tening, a new unified axis system process is proposed to
obtain the deformation energy, and an energy relaxation
method is used to release energy to eliminate the local
deformation caused by initial flattening. Finally, based on
the model of fabric deformation, which is determined by the
energy, a new energy precision is proposed in this study to
evaluate the surface accuracy after flattening. +e experi-
mental results show that the complex surface of clothing can
obtain a better flattening effect. Our approach is more
flexible and practical in clothing design than other energy-
based methods. In the future, we will consider different
materials and other physical parameters of the material in
the optimized flattening process for better flattening results.
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Sports officials, players, and fans are concerned about overseas player rankings for the IPL auction. .ese rankings are
becoming progressively essential to investors when premium leagues are commercialized. .e decision-makers of the Indian
Premier League choose cricketers based on their own experience in sports and based on performance statistics on several
criteria. .is paper presents a scientific way to rank the players. Our research examines and contrasts different multicriteria
decision-making algorithms for ranking foreign players under various criteria to assess their performance and efficiency. .e
paper uses three MCDM algorithms, TOPSIS, TODIM, and NR-TOPSIS, for foreign players ranking in the Indian Premier
League. Our analysis is limited to the batsmen and bowlers only. We perform the analysis using Python language, a popular
high-level programming language. Finally, we perform a sensitivity analysis to determine the stability of each method when the
weights of the criterion or the value of a parameter was changed. Our analysis exhibits the superiority of TODIM over TOPSIS
and NR-TOPSIS.

1. Introduction

.e Indian Premier League (IPL), established in 2007 by
the BCCI (Board of Control for Cricket in India), is a
professional twenty-team cricket league in India, with
eight teams from eight different cities. Each team in the
Indian Premier League has only four foreign players in its
starting eleven for any match according to the IPL Player
Regulations [1], as well as a maximum of eight overseas
players in the entire team [2]. A team can get players in
one of three ways: through the annual player auction,
exchanging players with other teams during trading
periods, or signing substitutes for players who are un-
available. Players sign up for the auction and establish
their starting price, following which the franchise with
the highest offer buys them. For proper bidding, each
player’s price is determined by their individual out-
comes; franchisee owners have access to all the statistics.
.ey invest in an appropriate team of players, aiming to

earn a profit through the cricket match as prize money,
sponsorships, and other forms of income. .e decision-
maker’s job of selecting the best players in a conflicting
situation is often challenging, since many qualitative and
quantitative qualities must be included in the player
selection process. Several sporting activities have been
commercialized for decades, yet IPL is India’s richest
sport, and it is only getting richer. We considered the
selection of overseas players for a few reasons. First, there
might be a regional preference for domestic players
making their debut. .ese preferences complicate the
selection process. Second, comparing overseas players
mitigates internal biases of the authors. Our approach
assumes no preference for any team for any of the players
being ranked. At the auction, it is entirely up to the
decision-makers and team owners.

In this paper, we have studied three different multi-
criteria decision-making (MCDM) algorithms, namely,
TOPSIS (Technique for Order of Preference by Similarity to
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Ideal Solution), an improvement on it called NR-TOPSIS,
and TODIM (TOmada de DecisãoInterativa e Multicritério,
Portuguese acronym for Interactive multicriteria decision-
making). .ere are various other methods available such as
ELimination Et Choix Traduisant la REalité (ELECTRE),
Preference Ranking OrganizationMethod for Enrichment of
Evaluations (PROMETHEE), and VIseKriter-
ijumskaOptimizacija I KOmpromisnoResenje (VIKOR),
whose comparative analysis can be performed later.

.e principles of the two MCDM algorithms are dif-
ferent, as TODIM employs Prospect .eory, whereas
TOPSIS makes use of normalised n-dimensional Euclidean
distance. We proved the two approaches to be contrasting
enough to make an interesting comparison. TOPSIS uses a
compensatory approach that allows trade-offs between
criteria, where a bad outcome in one criterion may be offset
by a favourable outcome in another as studied here [3]. It is
preferred over ELECTRE I because of better consistency in
the results [4]. Although TOPSIS gives various benefits [5],
including simplicity, logic, comprehensibility, computing
efficiency, and the ability to measure relative performance
for each alternative in a simple mathematical form, in our
study, we employed a crisp and accurate dataset. Conse-
quently, we did not make use of fuzzy TOPSIS, which is a
superior strategy for imprecise or ambiguous performance
assessments [6].

Our article shows how TODIM outperforms TOPSIS in
multicriteria decision-making. .is approach may be used
by decision-makers of all levels of experience over TOPSIS
whose applications in IPL performance analysis were made
by various authors. .e sensitivity analysis of TODIM
provided in this article does not depict any major change in
rank of the foreign players when the weights of the criteria
(or preferences of criteria) are shuffled, which makes the
algorithm more feasible than TOPSIS. For robustness and
stability, we have proved that TODIM is a better and more
trustworthy MCDM approach.

Compared to the other methodologies, TODIM, which
was formed by Gomes and Lima in 1992 [7], has the benefit
of considering the subjectivity of decision-makers’ (DM)
actions and giving the dominance of one alternative over
others with specific operation formulae. TODIM is claimed
to be more rational and scientific in the application of
MCDM problems and various extensions of TODIM have
been studied in fuzzy environment [8, 9]. To the best of our
knowledge, this is the first study to employ TODIM for
evaluating the performance of international players in the
IPL and prove the superiority of the algorithm over TOPSIS.

In our article, we compared TOPSIS, which is a more
popular MCDM algorithm than TODIM. We claim so with
the help of “Google Trends,” which allows us to compare
various keywords searched over the Internet [10]. We
inferred from the findings that TODIM applications have
been examined far less than TOPSIS since 2004. For a crisp
dataset, however, our study clearly shows that TODIM
outperforms TOPSIS for evaluating alternatives based on
many criteria. Other than that, we have also explored several
other existing articles where research scholars have studied
TOPSIS and TODIM from various aspects such as Choquet

based TOPSIS and TODIM [11], TOPSIS and TODIM with
Z-numbers [12], and fuzzy TOPSIS-TODIM hybrid method
[13]. Some also proved in their article that TOPSIS, TODIM,
and PROMETHEE are methods that have higher utility in
the selection of mining method in the coal mining industry
[14]. Comparative studies have also been made for fuzzy
AHP (TOPSIS is an additive variant of AHP) and fuzzy
TODIM [15].

As both TOPSIS and TODIM are applied at their most
basic stages in this paper, without implementation of any
extension, decision-makers can readily understand them.
Future studies and sensitivity analyses of other MCDM
approaches can be conducted to determine the superiority of
other methods over TODIM. One fact to note is that both
TOPSIS and TODIM are said to have rank reversal problem,
which is a shift in the rank ordering of the preferability of
alternative feasible decisions. .erefore, we tried to imple-
ment NR-TOPSIS [16], which in the article is proved to solve
the rank reversal problem in TOPSIS. However, because we
have numerous alternatives and criteria and a different
approach to calculate criteria weights, NR-TOPSIS does not
address the problem in our situation. Instead, we observed
that the approach is significantly less stable than both
TOPSIS and TODIM. All calculations and results in this
paper are done by implementing the algorithm in Python,
which is provided with this article so that other authors can
use them as well. Finally, while TOPSIS has historically been
used to rank players in the IPL, TODIM is not employed as
frequently. As a result, we picked these two approaches and
used sensitivity analysis to show how TODIM is superior to
both TOPSIS and NR-TOPSIS.

We employed rank-sum method for generating weights
for the criteria. Because of this, the weights vary significantly
based on the preferences of the decision-maker. It is also
simpler for a regular user to rank the criteria in order of their
preference rather than calculating the numeric value of the
weights manually. Owing to this significant variance, the
results generated by TOPSIS do, in fact, vary based on
subjective preferences. .e same holds true for TODIM.
Personal preferences are not included in TOPSIS, but they
are in TODIM, since it employs the idea of prospect theory.
However, as we used the rank-sum weight approach that
relies on the preferences of decision-makers, as a result, the
TOPSIS outcome will be influenced, exposing it to subjective
preferences such as TODIM.

.e following is how the rest of the paper is organised:
Section 2 contains a review of the literature on the MCDM
methodologies used in this work, and Section 3 describes the
methodology, which explains the processing done in a step-
by-step fashion. .e application of the methodology
explained in Section 3 is explained through the case study in
Section 4. In Section 5, we discuss results we had obtained
from the case study. .e next section, that is, Section 6, is
dedicated to discussion and interpretation of the results,
followed by future perspectives, and we conclude the paper
in Section 7. At last, we also provide Supplementary Ma-
terials, containing Python code and intermediate steps for
the calculations performed, followed by a list of references
used in this paper.
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2. Literature Review

.e fundamental concept for selecting a foreign player for
any club originates from an article by Xing [17], in which a
vast amount of data demonstrates that different decision-
makers base their selections on prior competition scores and
games played. .e technical data supplied is frequently used
to judge several international players. Multicriteria decision-
making (MCDM) is a common method in performance
analysis..us, several studies on variousMCDMmethods to
analyse IPL team performance analysis have been con-
ducted. Multicriteria group decision method studied in [18]
gives a practical way to evaluate a team’s success while
producing consistent performance ratings. Multicriteria
decision tree approach [19] can classify all-rounders in the
Indian Premier League for accurately and efficiently clas-
sifying data based on the output of players. It is also shown
how multicriteria decision tree method provided a good
image of the players in several categories, including per-
former, batting all-rounder, bowling all-rounder, and
underperformer, aiding franchisee owners in picking all-
rounders in the auction and compensating them depending
on their performance.

Application of MGDA (Modified Group Decision
Algorithm) is studied further [20] to analyse batsman, fast
bowler, and spin bowler statistics from IPL sessions IV, V,
and VI separately, and it consistently produced reliable
results. .e consistency testing property of AHP is used to
calculate the weights of the criterion, proving its cor-
rectness. .e hybridization of two well-known multi-
criteria decision-making (MCDM) approaches with their
classifications and characteristics has been explored [21].
.e goal was divided into two parts: First, prioritize the
weight of selected parameters for evaluating the players’
output using Analytic Hierarchy Process (AHP). Second,
TOPSIS is used to select the best alternative strategy for
ranking the teams. Performance-based analysis is studied
among IPL batsmen in seasons I (2008), II (2009), and III
(2010) using statistical multicriteria decision-making
[22]. .ey concluded that international players performed
well in season II, but their performance varied from
season to season. In case of IPL, a team has the liberty to
retain their previously auctioned players, but it lowers the
funds for the owner to enter the auction. A decision tree is
made use of to compute the “most valuable player” for a
team by player’s batting and bowling points and experi-
ences [23]. Prediction of match is calculated through
various match statistics using TOPSIS in multiple studies
based on World Cup 2019 [24].

Other related recent works in sports include the appli-
cations of Bayesian BWM (Best Worst Method) and rough
DEMATEL (Decision-MAking Trial and Evaluation Labo-
ratory), which is a type of MCDM algorithm, investigating
the impact of Sustainable Sports Tourism Criteria in Tai-
chung City [25]. Applications of fuzzy-ANP and DEMATEL
[26], ANP-DEMATEL, and VIKOR (VIseKriter-
ijumskaOptimizacija I KOmpromisnoResenje) [27] are also
studied in various sports business applications and helped in
creating a management strategy.

Another outranking approach known as TODIM
(TOmada de DecisãoInterativa e Multicritério, an acronym
in Portuguese for iterative multicriteria decision-making) is
studied in this article. We may use this MCDM technique to
discover foreign player rankings in IPL 2019 as it uses
prospect theory studied by two Israeli psychologists in 1979
[28, 29] as well to create a multiattribute value function. .e
purpose of their study was to evaluate human behaviour
during decision-making and in high-risk situations. .e two
psychologists then discovered that, in scenarios involving
advantages, humans have a propensity to be more conser-
vative in terms of risk; that is, individuals prefer to select for
a smaller, more secure gain than taking a risk to earn a larger
benefit.

.e systematic flowchart diagram and highlighted for-
mulae in article [30] were used to determine the weight, four
normalization techniques, and other details for TODIM,
making the algorithm clearer. .e comparison between
TODIM and modified TODIM on recycled water alterna-
tives based on a range of parameters were mainly studied.
.e formulae and tabular procedures are likewise based on
research work mentioned in article [31]. .e weights of the
criteria and an assessment matrix that aided us in our
implementation were explained. We also referred to another
article [32] where applications of TODIM are shown to
evaluate broadband Internet services. For TODIM sensi-
tivity analysis, we used the study from article [33], where the
authors looked at different values of θ (loss of attenuation
factor) in the space curved surfaces of distributor dominance
in four distance equations. As a result, how changes in the
value of θ have an impact on the alternatives was evaluated.
For TOPSIS, we have shuffled the ranks of the criteria,
thereby changing the weight for which we referred to related
article [34].

Although TODIM is an emerging method of MCDM
which is not as popularly used as TOPSIS and its extensions,
there are recent applications outside the sports world
[35–38], where the implementation is based on MCGDM,
stock investment selection and assessment of hydro energy
storage plant, and green supplier selection problems. Other
studies include applications of failure mode and effect
analysis (FMEA) and TODIM to demonstrate risk ranking
of wind turbine systems [39], extended fuzzy TODIM with
dual connection numbers [32], and Pythagorean fuzzy
TODIM based on cumulative prospect theory to assess the
risk in science and technology project [40]. Progressive
studies have also been made on development of TODIM
with different fuzzy sets [41]. But there are a handful of
research articles where TODIM is implemented to analyse
the performance, directly based on the scores achieved by
the players in any sport. In our article, we studied the IPL
2019 dataset, but similar applications can also be made in
other areas of sports, such as football clubs, golf clubs, and
gymnastics.

When a choice alternative is added or removed, rank
reversal occurs, which implies that the relative ranks of two
decision alternatives can be reversed. Belton and Gear were
the first to point out such a phenomenon [42]. Although the
rank reversal problem may not always have a detrimental
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influence on many datasets, the decision-makers in our
situation may not like to have such an issue when removing,
adding, or replacing a player can affect the entire rank list of
players. As a result, we examined various recent and pre-
vious studies in order to improve the MCDM technique and
avoid the problem of rank reversal. Several methods exist
such as a combination of Characteristic Objects Method
(COMET) and TOPSIS or PROMETHEE II [43], im-
provement of VIKOR method using R-VIKOR [44], and
G-TOPSIS (Gaussian TOPSIS) method for rank reversal
problem [45]; analytical studies have also been made
[16, 46–49] to find a solution to the problem for various
applications. Rank reversal problem for TODIM was first
discussed in 1990 [50], where the author compared the
problem with AHP and tried to provide a solution for the
problem. But few modifications or developments have been
made on TODIM rank reversal problem.

In this paper, we tried to implement the work of Yang,
where R-TOPSIS wasmodified [51] and the newmethod was
named NR-TOPSIS [52] to remove the rank reversal
problem of TOPSIS and compare the results with TODIM.
Unfortunately, the approach did not work, and we were still
dealing with rank reversal. Instead, we could show and infer
that when players are added or deleted from the list,
TODIM’s ranking changes relatively little. As a result, the
MCDM method becomes more appealing, demonstrating
the necessity of focusing on solving the rank reversal
problem in TODIM in order to get supremum outcomes.

3. Methodology

3.1. Weighting through Rank-Sum Weight Method. .is
subjective method establishes weights solely based on the
decision-makers’ considerations or judgments [53]. It may
be easier to rank order the relevance of criteria than it is to
describe other inaccurate weights, such as bounded weights,
for example, in instances involving time constraints, the
nature of the criteria, a lack of expertise, imprecise or partial
information, and the decision-maker’s limited attention or
information processing skills. Because a group of decision-
makers may not agree on a set of exact weights, it may be
reasonable to assume agreement merely on a ranking of
weights in such a case as stated by article [54]. .is rank
order weight approach entails two steps: first, ranking the
criteria by significance and then weighting the criteria using
the formula. In this paper, we have used the rank-sum
weight method which was proposed by Stillwell [55]. In this
method, individual ranks are normalised by dividing the
sum of the rankings in the rank-sum (RS) technique. .e
weights are calculated using the following formula:

wj(RS) �
2 n + 1 − rj 

n(n + 1)
. (1)

Here, rj is the rank of the jth criteria, j � 1, 2, . . . , n.
If there are multiple decision-makers, the ranks can be

determined through discussion. Alternatively, rankings of
the individual decision-makers can be added together and
averaged to get the final rank values. It is not strictly

necessary for the “ranks” to be integers, but it keeps the
process easily understandable.

3.2. TOPSIS (Technique forOrder of Preference by Similarity to
Ideal Solution). TOPSIS (Technique for Order of Preference
by Similarity to Ideal Solution) is a multicriteria decision-
making approach created by [56]. It is founded on the
principle that the best option should be the one with the least
geometric distance from the positive ideal solution and the
greatest geometric distance from the negative ideal solution.
.e steps for this method are listed as follows:

Step 1: create an evaluation matrix with m alternatives,
with xij representing the score for the ith candidate in
the jth criteria in an m × n matrix of the form given
below as decision matrix D.

D �

x11 · · · x1n

⋮ ⋱ ⋮

xm1 · · · xmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

Step 2: calculate the normalised matrix using the fol-
lowing formula:

rij �
xij

�������


m
i�1 x

2
ij

 . (3)

In the previous formula, i � 1, 2, . . . , m and
j � 1, 2 . . . , n.
Step 3: construct the weighted normalised matrix vij.
.is is calculated by multiplying the weight wj we had
calculated before by each column of matrix rij. .e
formula is

vij � wjrij. (4)

Step 4: identify the Positive Ideal Solution (PIS) (A∗)
and Negative Ideal Solution (NIS) (A− ), where

A
∗

� v
∗
1 , v
∗
2 , . . . , v

∗
n ,

A
−

� v
−
1 , v

−
2 , . . . , v

−
n .

(5)

We define

v
∗
j �

max vij , if jϵJ1

min vij , if jϵ J2

⎧⎪⎨

⎪⎩
,

v
−
j �

min vij , if j ϵJ1

max vij , if jϵ J2
.

⎧⎪⎨

⎪⎩

(6)

In the previous formula, J1 and J2 are attributes related to
criteria that have a positive impact and attributes related
to criteria that have a negative impact, respectively.
Steps 5 and 6: the n-dimensional Euclidean distance
can be used to calculate the separation or distance
between the alternatives. .e separations from the PIS
A∗ and NIS A− are S∗ and S− , respectively.
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.

(7)

In the previous formula, i � 1, 2 . . . , m and j �

1, 2 . . . , n. After this, in Step 3.2.5, we calculate the
similarity using

C
∗
i �

S
−
i

S
∗
i + S

−
i

. (8)

.e terms have usual meaning mentioned previously.
Step 7: we choose the candidate with the maximum C∗i
or rank all the alternatives in a descending order
according to their C∗i values. .is process is done for
both the S∗i and S−

i values..e flowchart of these steps is
given in Figure 1.

3.3. NR-TOPSIS (Improved R-TOPSIS). .is updated ver-
sion of TOPSIS method is abbreviated as NR-TOPSIS
method because it can (supposedly) handle rank reversal
problems based on the historical maximum value of indi-
cator data. In article [52], the author claimed and proved the
method to be effective on the dataset, which had 4–7 al-
ternatives and removed the rank reversal problem in original
TOPSIS method. .e steps of the algorithm are as follows:

Step 1: find the minimum value mj and maximum
value Mj of each attribute Cj. So, for any attribute xij,
the condition mj ≤xij ≤Mj is satisfied. Also, the
condition mj ≤ xij ≤Mj must be satisfied when the
scheme is increased, decreased, or replaced.
Step 2: the original decision-making matrix
X � (xij)m×n is standardized and transformed to gen-
erate standardized decision-making matrix
Y � (yij)m×n, where yij are normalised attribute values.
.is will eliminate the influence of dimension on data
decision-making.
If Cj is benefit attribute, then

yij �
xij − mj

Mj − mj

. (9)

If Cj is cost attribute, then

yij �
Mj − xij

Mj − mj

. (10)

Step 3: calculate the weighted normalised decision-
making matrix � (vij)m×n. .e weighted normalised
attribute value vij has the same calculation as that of
TOPSIS, vij � wjyij, i � 1, 2, . . . , m; j � 1, 2, . . . , n.
Step 4: identify the Positive Ideal Solution PIS (A∗) and
Negative Ideal Solution NIS (A− ), where

A
∗

� v
∗
1 , v
∗
2 , . . . , v

∗
n ,

A
−

� v
−
1 , v

−
2 , . . . , v

−
n

(11)

and
v
∗
j � wj,

v
−
j � 0.

(12)

j � 1, 2, . . . , n.

Step 5: compute the Euclidean distances S∗i and S−
i for

every alternative Ai between the positive ideal solution
and the negative ideal solution, respectively.

S
∗
i �

�����������



n

j�1
vij − v

∗
j 

2




,

S
−
i �

������������



n

j�1
vij − v

−
j 

22




.

(13)

In the previous formula, i � 1, 2 . . . , m and j � 1, 2 . . . , n.
After this, we calculate the similarity using

C
∗
i �

S
−
i

S
∗
i + S

−
i

. (14)

.e terms have usual meaning mentioned previously. .e
logic of the two instances in which the indicator is a benefit
type or a cost type is examined as follows:

Start

A* and A–

Find PIS and NIS

Generate Rankings

End

Si* and Si
–

Find all distances

Multiply Weights

vij = wjrij

Obtain Decision Matrix

D =
x11 ...

...

... ......

x1n

xmnxm1

Normalize Matrix

rij =
xij

∑m
i= 1 x2

ij

Calculate scores

Si* + Si
–

Si
–

Ci* =

Figure 1: Flowchart of TOPSIS.
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(1) Two extreme cases are considered when Cj is a
benefit attribute: xij � mj and xij � Mj, which
means if the value of an attribute is the same as the
maximum or minimum value in that column. When
xij � mj consider yij � mj − mj/Mj − mj � 0 and
v−

j � vij � 0, and when xij � Mj consider
yij � Mj − mj/Mj − mj � 1, where v+

j � vij � wj.
(2) In case of cost attribute Cj, again two extreme cases

can occur. When xij � mj consider
yij � Mj − mj/Mj − mj � 1, where v+

j � vij � wj,
and when xij � Mj consider yij � Mj − Mj/Mj −

mj � 0 and v−
j � vij � 0.

3.4. TODIM (TOmada de DecisãoInterativa e Multi-
critério, an Acronym in Portuguese for Interactive Multi-
criteria Decision-Making). .e TODIM technique we
studied from [9] is based on PT (prospect theory), as its
value gain/loss function is defined in [29]. Gains and
losses are always calculated in relation to a reference
point in this situation. As a result, while this technique
acknowledges the possibility of decision-makers, it does
not incorporate their actual involvement. .e following
are the stages that a TODIM application would take in
algorithmic form:

Step 1: we will reuse the initial evaluation matrix
considered in the previous section. We directly nor-
malize the ratings and weights using the following
formula:

Pij �

xij


m
k�1 xkj

if j ∈ J1,

1/xij


m
k�1 1/xkj

if j ∈ J2.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(15)

For the weighting factor or trade-off rate between the
reference criteria r and the generic criteria c, here, wr

determines the most relevant reference criterion for the
decision-maker. Often, it is the maximum weight. In
general, any criterion can be used as the reference
criterion, and this decision has no effect on the final
findings. So, the formula we have is

wrc �
wc

wr

, (16)

where wr � max wc|c � 1, 2, . . . , n  and i � 1, 2 . . . , m;

j � 1, 2 . . . , n.
Step 2: for calculating the dominance degree, we
need to first check the contribution of each criterion
using a formula, where φc is the contribution of
criterion c to the function δ(Ai, Aj) and θ is the loss
of attenuation factor whose value we considered as 1.

In our case,

φc Ai, Aj  �

������������
Pic − Pjc wrc


n
c�1 wrc



, if Pic − Pjc ≥ 0

−
1
θ

������������������


n
c�1 wrc(  Pjc − Pic 

wrc




, if Pic − Pjc < 0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

,

(17)

and combining all contributions, we get the dominance
degrees from the measurement of dominance δ(Ai, Aj)

as

δ Ai, Aj  � 
n

c�1
φc Ai, Aj , (18)

where i, j � 1, 2 . . . , m; c � 1, 2 . . . , n.
Step 3: finally, compute the values of ξi, which are the
normalised global performances of alternatives com-
pared to others, such that the largest value is picked as
more significant than the other alternative’s values:

ξi �


n
j�1 Ai, Aj δ − min

i


n
j�1 δ Ai, Aj 

max
i


n
j�1 Ai, Aj  − min

i


n
j�1 δ Ai, Aj 

. (19)

In the previous formula, i � 1, 2, . . . , n..e flowchart of
these steps is in Figure 2.

4. Case Study

We used the IPL 2019 dataset and rated 15–16 randomly
picked cricketers. In this section, we will first calculate the
weights for the 12 and 9 criteria selected to rank batsman and
bowlers accordingly. .en we will implement them in
TOPSIS, NR-TOPSIS, and TODIM to check the rank
generated by these algorithms, respectively. We have
highlighted the important calculations only and thus the
intermediate steps can be found in the Supplementary
Materials provided with this paper.

4.1. Criteria Selection. We used the rank-sum weight ap-
proach to determine the weights of the criteria specified for
batsmen and bowlers, making it easier for decision-makers
to grasp and rank the criteria based on their preferences..e
criteria for batsmen are described in Table 1, and those for
bowlers are stated in Table 2. It should be noted that the
criteria rankings are adjusted for the T20 format and are
subject to change based on the decision-makers’ preferences.
.e batsmen and bowlers chosen here are randomly selected
with no regional preferences from the list given in the two
following links: https://www.iplt20.com/stats/2019/most-
runs and https://www.iplt20.com/stats/2019/most-wickets.
As we can see, our data is collected from a trustworthy and
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easily available to public source; thus we do not need to
implement a fuzzy algorithm here.

.e ranking of criteria is subjective, and the decision-
maker is expected to arrange them according to their
preferences. Keeping in mind the T20 format, we assume
that strike rate is more important than batting average for

batsmen courtesy of the limited playtime. Similarly, a good
batsman may have scored fewer runs overall but may have
helped finish more run chases successfully. In case of
bowlers, both strike rate and economy are important.
However, bowling out all batsmen ends the game quicker, so
strike rate takes priority. .is form of reasoning applies to

Table 1: Batting performance criteria.

Batting criteria Symbol Definition Rank Weights Ideally
Strike rate SR SR � runs/BF × 100 1 0.1538462 Higher
Batting average Avg Avg � runs/outs 2 0.1410256 Higher
Runs Runs .e total runs scored in the season 3 0.1282051 Higher
Innings Inn .e number of innings played in the season 4 0.1153846 Higher
Not outs NO .e number of innings undefeated 5 0.1025641 Higher
6s 6s .e number of sixes hit 6 0.0897436 Higher
4s 4s .e number of fours bit 7 0.0769231 Higher
100s 100s .e number of centuries scored 8 0.0641026 Higher
50s 50s .e number of half-centuries scored 9 0.0512821 Higher
Matches Mat .e number of matches played, might be more than the number of innings played 10 0.0384615 Higher
Highest score HS .e highest individual score 11 0.025641 Higher
Balls faced BF .e number of balls faced in the tournament 12 0.0128205 Higher

Table 2: Bowling performance criteria.

Bowling criteria Symbol Definition Rank Weights Ideally
Strike rate SR SR � BB/wkts 1 0.200000 Lower
Economy Econ Econ � runs/overs � runs/BB × 6 2 0.177778 Lower
Bowling average Avg Avg � runs/wkts 3 0.155556 Lower
Wickets Wkts .e number of wickets taken in the season 4 0.133333 Higher
Runs Runs Total runs conceded 5 0.111111 Lower
Innings Inns .e number of innings played 6 0.088889 Higher
Balls bowled BB Total number of balls bowled 7 0.066667 Higher
4 wicket hauls 4w Frequency of times 4 wickets were taken 8 0.044444 Higher
Matches Mat .e number of matched played 9 0.022222 Higher

Φc (Ai, Aj)

Calculate
Update weights

Calculate

Generate Rankings

Start

Obtain Decision Matrix

D =
x11 ...

...

... ......

x1n

xmnxm1

End

 δ (Ai, Aj)

Calculate

iξ

Figure 2: Flowchart of TODIM.
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ranking the remaining criteria as well. .e rankings we
present here are not authoritative, but they are certainly
close to what would be used in practice. We illustrate an
example that differs from the current context: in One-Day
Internationals (ODIs), strike rate may have a lower pref-
erence than batting average and total runs scored for
batsmen. Similarly, the number of balls faced becomes more
important in a test match. .erefore, the decision-makers
need to rank the criteria based on the format of the game
being played.

4.2. Application of TOPSIS. After computing the weights of
the criteria, we will rank the alternatives, which are batsmen
and bowlers, using TOPSIS whose algorithm is described in
the previous section..e evaluationmatrix is the same for all
algorithms and we will be dealing with the crisp dataset.

Step 1: the evaluation matrix for Foreign Batsmen of
IPL 2019 (retrieved from the official website mentioned
at the beginning of the section) is represented in
Table 3.
.e same for bowlers is presented in Table 4 and all the
data are taken form the website mentioned at the be-
ginning of the section.
Step 2: the normalised matrix is calculated.
Step 3: the weighted normalised matrix is calculated.
Step 4: the Positive Ideal Solution (PIS) (A∗) and
Negative Ideal Solution (NIS) (A− ) are identified.
Step 5: S∗i , S−

i , and Ci∗ are calculated for all players
(batsmen and bowlers).
Step 6: S∗i , S−

i , and Ci∗ are calculated for all players
(batsmen and bowlers).
.en, we proceed to rank the candidates according to
the distance values. .ese values for the batsmen and
bowlers are provided in Tables 5 and 6.
Step 7: we choose the candidate with the maximum C∗i
or rank all the alternatives in a descending order
according to their C∗i values. .is process is done for
both the S∗i and S−

i values.

4.3. Application of NR-TOPSIS. We will utilize the same
evaluation matrix and weights for the criteria as calculated
previously. Here, Mj and mj are the maximum and mini-
mum values selected from each column of Tables 3 and 4,
respectively:

Step 1: the evaluation matrix for Foreign Batsmen of
IPL 2019 (obtained from the official website mentioned
at the beginning of the section) is represented in Table 3
and that for bowlers is presented in Table 4 and all the
data are taken form the website mentioned at the be-
ginning of the section.
Step 2: we calculate the normalised matrix.
Step 3: the weighted normalised matrix is then cal-
culated using a formula..ese results are all available in
the Supplementary Materials.

Step 4: the Positive Ideal Solution (PIS) (A∗) and
Negative Ideal Solution (NIS) (A− ) are identified.
Step 5: S∗i , S−

i , and Ci∗ are calculated for all players
(batsmen and bowlers).
Step 6: S∗i , S−

i , and Ci∗ are calculated for all players
(batsmen and bowlers).

.en we proceed to rank the candidates according to the
distance values. .ese values for the batsmen and bowlers
are provided in Tables 7 and 8.

4.4.ApplicationofTODIM. In this part, we will be evaluating
the rank generated using TODIM. We have considered the
value of attenuation factor θ as 1. However, decision-makers
can change the value accordingly. Changing this value might
affect the final ranking and is therefore discussed in the
Sensitivity Analysis section.

Step 1: we can determine the trade-off rate for batsmen
and bowlers using the list of weights we calculated
before. .ey are presented in Table 9.
Step 2: we calculate the matrix φc(Ai, Aj) and then the
matrix δ(Ai, Aj) for θ � 1.
Step 3: then, we compute the values of ξi. .e values of
ξi are calculated in Table 10.

4.5. Results. .e rankings generated by TOPSIS for batsmen
and bowlers, who are international players in the IPL 2019,
are tabulated in a descending order of preference and
summarised in Table 11. Similarly, the ranks generated by
NR-TOPSIS and TODIM are summarised in Tables 12 and
13, respectively.

From the tables, we see that David Warner is ranked as
the best batsman (according to our criteria) considering the
criteria strike rate, batting average, runs, and so forth in
TOPSIS and TODIM. Meanwhile, in case of NR-TOPSIS,
Andre Russell is the best batsman. For bowlers, Kagiso
Rabada and Imran Tahir are the top two choices for all the
three approaches based on criteria like strike rate, bowling
average, and wickets. However, their relative ranks are
swapped in case of TODIM. For the lowest performers (out
of the chosen candidates), we find that KaneWilliamson and
Ben Stokes appear near the end of the list for batsmen, and
Trent Boult is the analogue for bowlers. .ese rankings are
relative to the number of candidates chosen. .e rankings of
the players in the middle of the lists vary slightly. We
elaborate on the application of these findings in the
Conclusion.

.e rankings for both batsmen and bowlers are similar
enough in the middle of the list as is evident from our
Spearman Rank Correlation calculations. It is generally the
top ranked players that shuffle their positions greatly across
the methods. We tried to minimize the effect of rank reversal
using NR-TOPSIS over TOPSIS but failed to see any im-
provement at all. TODIM performed the best in this regard
out of the three methods by producing the least number of
rank reversals during the sensitivity analysis.
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4.6. Spearman Rank Correlation Coefficient Test. .e
Spearman Rank Correlation Coefficient [57] is a nonpara-
metric measure of the consistency and control of the

relationship between two ranking variables..ere are several
research articles where authors have evaluated various
ranking methods, such as ELECTRE and TOPSIS [58],

Table 5: Distance values for batsmen.

Batsmen S∗i S−
i C∗i

AB de Villiers 0.070196 0.055112 0.439813
Andre Russell 0.056888 0.081165 0.587927
Ben Stokes 0.106526 0.027294 0.203959
Chris Gayle 0.076169 0.055195 0.420169
Chris Lynn 0.090296 0.040840 0.311430
David Warner 0.051679 0.090778 0.637231
Faf du Plessis 0.088862 0.036606 0.291756
Jonny Bairstow 0.062814 0.069648 0.525796
Jos Buttler 0.095810 0.032634 0.254072
Kane Williamson 0.105748 0.019120 0.153120
Kieron Pollard 0.079607 0.062885 0.441323
Marcus Stoinis 0.087082 0.061924 0.415581
Moeen Ali 0.093227 0.029365 0.239533
Quinton de Kock 0.080278 0.053022 0.397761
Shane Watson 0.094307 0.041946 0.307855
Steve Smith 0.092551 0.033953 0.268397

Table 3: Batsmen statistics.

Name Nationality Mat Inn NO Runs HS Avg BF SR 100s 50s 4s 6s
AB de Villiers South African 13 13 3 442 82 44.20 287 154.00 0 5 31 26
Andre Russell West Indian 14 13 4 510 80 56.67 249 204.81 0 4 31 52
Ben Stokes English 9 9 3 123 46 20.50 99 124.24 0 0 8 4
Chris Gayle West Indian 13 13 1 490 99 40.83 319 153.60 0 4 45 34
Chris Lynn Australian 13 13 0 405 82 31.15 290 139.65 0 4 41 22
David Warner South African 12 12 2 692 100 69.20 481 143.86 1 8 57 21
Faf du Plessis South African 12 12 1 396 96 36.00 321 123.36 0 3 36 15
Jonny Bairstow English 10 10 2 445 114 55.63 283 157.24 1 2 48 18
Jos Buttler English 8 8 0 311 89 38.88 205 151.70 0 3 38 14
Kane Williamson New Zealander 9 9 2 156 70 22.29 130 120.00 0 1 12 5
Kieron Pollard West Indian 16 14 6 279 83 34.88 178 156.74 0 1 14 22
Marcus Stoinis Australian 10 10 6 211 46 52.75 156 135.25 0 0 14 10
Moeen Ali English 11 10 2 220 66 27.50 133 165.41 0 2 16 17
Quinton de Kock South African 16 16 1 529 81 35.27 398 132.91 0 4 45 25
Shane Watson Australian 17 17 0 398 96 23.41 312 127.56 0 3 42 20
Steve Smith Australian 12 10 2 319 73 39.88 275 116.00 0 3 30 4

Table 4: Bowlers statistics.

Name Nationality Mat Inn Ov BB Runs Wkts Avg Econ SR 4w
Andre Russell West Indian 14 12 30.1 181 287 11 26.09 9.51 16.45 0
Ben Stokes English 9 6 16.5 101 189 6 31.5 11.23 16.83 0
Chris Morris South African 9 9 33.0 198 306 13 23.54 9.27 15.23 0
Dwayne Bravo West Indian 12 12 41.1 247 330 11 30 8.02 22.45 0
Imran Tahir South African 17 17 64.2 386 431 26 16.58 6.7 14.85 2
Jofra Archer English 11 11 43.0 258 291 11 26.45 6.77 23.45 0
Kagiso Rabada South African 12 12 47.0 282 368 25 14.72 7.83 11.28 2
Keemo Paul West Indian 8 8 27.1 163 237 9 26.33 8.72 18.11 0
Lasith Malinga Sri Lankan 12 12 44.5 269 438 16 27.38 9.77 16.81 2
Moeen Ali English 11 9 25.0 150 169 6 28.17 6.76 25 0
Mohammad Nabi Afghan 8 8 29.1 175 194 8 24.25 6.65 21.88 1
Rashid Khan Afghan 15 15 60.0 360 377 17 22.18 6.28 21.18 0
Sam Curran English 9 9 33.0 198 323 10 32.3 9.79 19.8 1
Sunil Narine West Indian 12 12 44.2 266 347 10 34.7 7.83 26.6 0
Trent Boult New Zealander 5 5 19.0 114 163 5 32.6 8.58 22.8 0
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Table 6: Distance values for bowlers.

Bowlers S∗i S−
i C∗i

Andre Russell 0.05682 0.04047 0.41596
Ben Stokes 0.07509 0.03480 0.31667
Chris Morris 0.05326 0.04399 0.45232
Dwayne Bravo 0.06233 0.03381 0.35169
Imran Tahir 0.02677 0.08195 0.75376
Jofra Archer 0.06068 0.03907 0.39169
Kagiso Rabada 0.02479 0.07958 0.76251
Keemo Paul 0.06216 0.03659 0.37049
Lasith Malinga 0.04895 0.05030 0.50679
Moeen Ali 0.07308 0.03787 0.34136
Mohammad Nabi 0.06135 0.04246 0.40905
Rashid Khan 0.04766 0.05515 0.53646
Sam Curran 0.06326 0.03036 0.32433
Sunil Narine 0.07204 0.03081 0.29958
Trent Boult 0.07851 0.03114 0.28400

Table 7: Distance values for batsmen.

Batsmen S∗i S−
i C∗i

AB de Villiers 0.174382 0.160163 0.478748
Andre Russell 0.116700 0.248776 0.680691
Ben Stokes 0.302746 0.054920 0.153552
Chris Gayle 0.182300 0.164425 0.474222
Chris Lynn 0.226352 0.126221 0.357999
David Warner 0.154195 0.238726 0.607567
Faf du Plessis 0.237810 0.110955 0.318137
Jonny Bairstow 0.175557 0.179480 0.505525
Jos Buttler 0.245161 0.108004 0.305817
Kane Williamson 0.300392 0.040603 0.119072
Kieron Pollard 0.202568 0.164377 0.447960
Marcus Stoinis 0.236055 0.147292 0.384226
Moeen Ali 0.241691 0.105719 0.304306
Quinton de Kock 0.204539 0.169953 0.453822
Shane Watson 0.244431 0.153702 0.386057
Steve Smith 0.257682 0.094443 0.268208

Table 8: Distance values for bowlers.

Bowlers S∗i S−
i C∗i

Andre Russell 0.207621 0.185358 0.471674
Ben Stokes 0.288852 0.164804 0.363279
Chris Morris 0.191566 0.203492 0.515094
Dwayne Bravo 0.239656 0.157935 0.39723
Imran Tahir 0.119727 0.320159 0.727823
Jofra Archer 0.224961 0.199751 0.470322
Kagiso Rabada 0.109768 0.320403 0.744827
Keemo Paul 0.213923 0.180645 0.457831
Lasith Malinga 0.221858 0.183265 0.452369
Moeen Ali 0.261022 0.2044 0.439172
Mohammad Nabi 0.213779 0.221073 0.508387
Rashid Khan 0.181835 0.24905 0.577996
Sam Curran 0.260104 0.126541 0.327279
Sunil Narine 0.295574 0.147027 0.332188
Trent Boult 0.284633 0.155375 0.353119
Andre Russell 0.207621 0.185358 0.471674
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Table 9: Table of updated weights.

Batting criteria wrc Bowling criteria wrc

SR 1 SR 1
Avg 0.916667 Econ 0.888889
Runs 0.833333 Avg 0.777778
Inn 0.75 Wkts 0.666667
NO 0.666667 Runs 0.555556
6s 0.583333 Inns 0.444444
4s 0.5 BB 0.333333
100s 0.416667 4w 0.222222
50s 0.333333 Mat 0.111111
Mat 0.25
HS 0.166667

Table 10: ξi for batsmen and bowlers.

Batsmen ξi Bowlers ξi
AB de Villiers 0.804597 Andre Russell 0.561531
Andre Russell 0.818468 Ben Stokes 0.155654
Ben Stokes 0 Chris Morris 0.426346
Chris Gayle 0.848149 Dwayne Bravo 0.524013
Chris Lynn 0.687784 Imran Tahir 1
David Warner 1 Jofra Archer 0.525132
Faf du Plessis 0.667418 Kagiso Rabada 0.91773
Jonny Bairstow 0.777412 Keemo Paul 0.279925
Jos Buttler 0.427361 Lasith Malinga 0.738363
Kane Williamson 0.130708 Moeen Ali 0.374627
Kieron Pollard 0.552321 Mohammad Nabi 0.428831
Marcus Stoinis 0.247835 Rashid Khan 0.719623
Moeen Ali 0.320078 Sam Curran 0.398341
Quinton de Kock 0.823886 Sunil Narine 0.472208
Shane Watson 0.703334 Trent Boult 0
Steve Smith 0.508533

Table 11: Ranks generated by TOPSIS.

Rank Batsmen Bowlers
1 David Warner Kagiso Rabada
2 Andre Russell Imran Tahir
3 Jonny Bairstow Rashid Khan
4 Kieron Pollard Lasith Malinga
5 AB de Villiers Chris Morris
6 Chris Gayle Andre Russell
7 Marcus Stoinis Mohammad Nabi
8 Quinton de Kock Jofra Archer
9 Chris Lynn Keemo Paul
10 Shane Watson Dwayne Bravo
11 Faf du Plessis Moeen Ali
12 Steve Smith Sam Curran
13 Jos Buttler Ben Stokes
14 Moeen Ali Sunil Narine
15 Ben Stokes Trent Boult
16 Kane Williamson
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TOPSIS and modified TOPSIS [59], and MOTV algorithms
[60]. In our article, we have implemented the approach to
study the correlation between TOPSIS and NR-TOPSIS,
TOPSIS and TODIM, and TODIM and NR-TOPSIS. .e
formula used is

ρ � 1 −
6

m
i�1 d

2
i

n n
2

− 1 
, −1≤ ρ≤ 1, (20)

where ρ is the spearman rank correlation coefficient, di is the
difference between the two ranks of each method we used,
and n is the number of alternatives or players. .e values of
the correlation can vary from −1 to +1 which are further
categorized as follows:

(i) If ρ � 1, then correlation is absolute
(ii) If 0.8≤ ρ0.999, then correlation is very strong
(iii) If 0.6≤ ρ≤ 0.79, then correlation is strong
(iv) If 0.4≤ ρ≤ 0.59, then correlation is moderate
(v) If 0.2≤ ρ≤ 0.39, then correlation is weak

(vi) If 0.19≥ ρ, then correlation is very weak

.erefore, the values of ρ we obtained from results in
Tables 11–13 are given in Table 14, and as we can see TOPSIS
and TODIM are strongly positively correlated, whereas
TOPSIS and NR-TOPSIS or TODIM and NR-TOPSIS are
very strongly positively correlated.

4.7. Rank Reversal. Rank reversal is a phenomenon that
occurs when a decision-maker is choosing an alternative
from a group of options, and they are presented with ad-
ditional options that were not considered when the selection
process began. We proved rank reversal by deleting one and
two alternatives from the list of batsmen in Table 3 and then
performing the ranking. Among the alternatives, we have
seen substantial rank reversals. When we compared the three
approaches in this study, we discovered that TODIM had the
least amount of variation in the ranking. TOPSIS and NR-
TOPSIS exhibit a substantial number of reversals. Table 15
demonstrates the comparison when one alternative is

Table 12: Ranks generated by NR-TOPSIS.

Rank Batsmen Bowlers
1 Andre Russell Kagiso Rabada
2 David Warner Imran Tahir
3 Jonny Bairstow Rashid Khan
4 Ab de Villiers Chris Morris
5 Chris Gayle Mohammad Nabi
6 Quinton de Kock Andre Russell
7 Kieron Pollard Jofra Archer
8 Shane Watson Keemo Paul
9 Marcus Stoinis Lasith Malinga
10 Chris Lynn Moeen Ali
11 Faf du Plessis Dwayne Bravo
12 Jos Buttler Ben Stokes
13 Moeen Ali Trent Boult
14 Steve Smith Sunil Narine
15 Ben Stokes Sam Curran
16 Kane Williamson

Table 13: Ranks generated by TODIM.

Rank Batsmen Bowlers
1 David Warner Imran Tahir
2 Chris Gayle Kagiso Rabada
3 Quinton de Kock Lasith Malinga
4 Andre Russell Rashid Khan
5 AB de Villiers Andre Russell
6 Jonny Bairstow Jofra Archer
7 Shane Watson Dwayne Bravo
8 Chris Lynn Sunil Narine
9 Faf du Plessis Mohammad Nabi
10 Kieron Pollard Chris Morris
11 Steve Smith Sam Curran
12 Jos Buttler Moeen Ali
13 Moeen Ali Keemo Paul
14 Marcus Stoinis Ben Stokes
15 Kane Williamson Trent Boult
16 Ben Stokes
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removed and Table 16 demonstrates the comparison when
two of the alternatives are removed.

In case of NR-TOPSIS, when we removed the batsman
who was ranked 2 (Andre Russell) in Table 3, we saw a
change in ranking of alternatives present in ranks 3 (Ben
Stokes), 4 (Chris Gayle), 5 (Chris Gayle), and 6 (David
Warner). .ey are not moving positions by one spot
owing to the elimination of one player; rather they are
switching positions with one another. NR-TOPSIS was
not meant to operate in this way, as it was not supposed to
have a rank reversal problem. In case of TOPSIS, however,
when we again removed the batsman present in position 2
(Andre Russell), others in positions 5 (Chris Lynn), 6
(David Warner), 7 (Faf du Plessis), 8 (Jonny Bairstow), 9
(Jos Buttler), 10 (Kane Williamson), and 12 (Marcus
Stoinis) changed their respective ranks as well. Similar
cases were observed when we removed two alternatives.
Finally, we noticed that, in TODIM, only two players’
rankings are switched. When one alternative (3, 9, 10, or
12) or two alternatives ((3, 1), (6, 5), (7, 6), or (9, 1)) are
removed, the 4th (Chris Gayle) and 5th (Chris Gayle)
players, or 2nd (Andre Russell) and 3rd (Ben Stokes),
exchanged positions.

We added an alternative mentioned in Table 17 to the
existing list in Table 3 to observe the problem of rank
reversal in all the three methods. Because the new alter-
native was ranked last in all the three methods, we removed
one player from the original list in Table 3 and checked how
the rank reversal occurs. With TODIM, we discovered an
exceptional phenomenon. Only when the player from the
6th position is removed is there an exchange of position
between 2nd and 3rd. But, for all other players, when
removed, we see no occurrence of rank reversal issue. For
the other two methods, namely, TOPSIS and NR-TOPSIS,
we see usual occurrence of rank reversal as we have ob-
served previously.

5. Sensitivity Analysis

.e impact and stability of the weights (for both batting and
bowling criteria) produced by rank-sum weight method are
revealed in the sensitivity analysis for TOPSIS and TODIM.
We also tweaked the TODIM attenuation factor to see how
sensitive the system is for the purpose of selecting inter-
national players. For our analysis, we altered the weights for
each criterion by shuffling the rank of the criteria. Because
decision-makers can select how the criteria are ranked, we
looked at how weight changes can affect TOPSIS and
TODIM rankings. .e sensitivity of the approaches is dis-
played using the heat map representation method..e ranks
that are seen more frequently in this scheme have a darker

colour than the ranks that are seen less often, which have a
lighter colour. In this paper, the darkest hue is black, and the
lightest colour is white.

5.1. Criteria Shuffling or Weight Shuffling for TOPSIS. As
there are twelve criteria for batsmen and nine criteria for
bowlers, we end up with 12! permutations for batting
performance criteria and 9! for bowling criteria. In order to
see how changing the ranking affects the ranking of alter-
natives, we shuffle the rankings of the criteria (and hence
their weights). We uniformly selected 1000 random shuffles
for the weights using a Monte Carlo approach. .e ranking
of international players using TOPSIS is represented using
heat map style point graphs in Figures 3 and 4.

.e darker (black) dots indicate those ranks which are
more frequent in the 1000 samples chosen. Grey dots are
documented, though they appear less frequently. .e ranks
that all the players have had for various combinations of
rank of the criterion or various values of the weight may be
seen on this point graph. For David Warner (batsman), for
example, in Figure 3, we may observe two points. .e colour
of one point differs from that of the other one. .e darker
dot represents the rank that appeared more frequently than
the other. As a result, regardless of changes in weights or
criteria, we can show that he has consistently ranked first in
most cases. We may also say the same thing about Imran
Tahir (bowler) in Figure 4. Kieron Pollard (batsman) has had
a rank of 2–13, with 4 being the most common because it is
the darkest of all the dots and 2 being the least often because
it is the lightest. Even forMohammadNabi (bowler) his rank
varies between 4 and 12, with the darkest point at rank 5.
Players like Lasith Malinga (bowler) and Rashid Khan
(bowler) or Andre Russell (batsman) and Ben Stokes
(batsman) have a ranking plot with two equal dark spots,
indicating that both rankings occur frequently.

5.2. Criteria Shuffling or Weight Shuffling for NR-TOPSIS.
In the instance of NR-TOPSIS, we used the same definition
as in TOPSIS, but the outcome is different. Figure 5 rep-
resents the sensitivity analysis of NR-TOPSIS for batsmen
when the weights are shuffled. With Ben Stokes, Kane
Williamson, and David Warner, we observe somewhat
consistent results, with their rankings not deviating signif-
icantly with the change in weight. In case of TOPSIS, we saw
that these players had more grey or lighter coloured dots
surrounding the black ones, indicating that they had those
ranks for a specific weight value. Other rankings of batsmen
like Kieron Pollard, Jonny Bairstow, Shane Watson, and
Marcus Stoinis are highly unstable, similar to TOPSIS..ere
is not a lot of consistency to be seen.

In Figure 6, we see the sensitivity analysis of bowlers..e
stability is quite feeble overall. Only Kagiso Rabada, Imran
Tahir, and Rashid Khan have a reasonable level of consis-
tency. When the weights are shuffled or altered, all the other
bowlers exhibit a considerable deal of inconstancy in their
rankings. Even though the dark-coloured dots most of the
time reflect the incidence of that rank when the weights are
shuffled in the player’s direction, the existence of

Table 14: Spearman Rank Correlation Coefficient results of
TOPSIS, TODIM, and NR-TOPSIS.

TOPSIS and TODIM, TOPSIS and NR-TOPSIS, and TODIM and
NR-TOPSIS
ρ for batsmen: 0.7676, 0.9529, and 0.8647
ρ for bowlers: 0.8179, 0.9143, and 0.6464
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Table 15: Comparison of rank reversal results of NR-TOPSIS, TOPSIS, and TODIMwhen one alternative is removed from the original rank
list of batsmen.

Removed alternatives Rank
reversals for NR-TOPSIS Removed alternatives Rank reversals

for TOPSIS Removed alternatives Rank reversals for
TODIM

2 3, 4, 5, 6 2 5, 6, 7, 8, 9, 10, 12 3 4, 5
3 6, 7, 13, 14 3 12, 13 9 4, 5
4 4, 5 6 7, 8, 12, 13 10 4, 5
5 4, 5 15 11, 12 12 4, 5

Table 16: Comparison of rank reversal results of NR-TOPSIS, TOPSIS, and TODIM when two alternatives are removed from the original
rank list of batsmen.

Removed alternatives Rank
reversals for NR-TOPSIS Removed alternatives Rank reversals

for TOPSIS Removed alternatives Rank reversals for
TODIM

6, 1 6, 7, 11, 12 3, 1 5, 6, 12, 13 3, 1 4, 5
7, 2 5, 6, 7, 8, 9, 10, 11 6, 4 1, 2, 3, 4, 5, 6 6, 5 2, 3
5, 3 11, 12 10, 3 6, 7, 9, 10, 13, 14 7, 6 2, 3
10, 2 5, 6, 7, 8, 9, 10, 12 14, 2 6, 7, 8, 9, 11 9, 1 4, 5

Table 17: New batsman to be added.

Name Nationality Mat Inn NO Runs HS Avg BF SR 100s 50s 4s 6s
Shimron Hetmyer Guyanese 5 5 0 90 75 18.00 73 123.28 0 1 4 7

Table 18: Comparison of rank reversal results of NR-TOPSIS, TOPSIS, and TODIM when one alternative is removed from the new list of
batsmen.

Added alternative Rank
reversals for NR-TOPSIS Added alternative Rank reversals for TOPSIS Added alternative Rank reversals for

TODIM
2 5, 6, 7, 8, 9, 10, 12 6 1, 2, 3, 4 3 No change
3 12, 13 7 7, 8 9 No change
6 7, 8, 12, 13 9 7, 8 6 2, 3
15 11, 12 11 5, 6, 12, 13 14 No change
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Figure 3: Heat map for batsmen ranks generated by TOPSIS.
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Figure 4: Heat map for bowler ranks generated by TOPSIS.
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comparable black or lighter coloured dots shows that such
positions were likewise achieved for certain sets of criterion
weights.

5.3. Criteria Shuffling or Weight Shuffling for TODIM.
We repeat the same procedure for generating a heat map of
the rankings generated by TODIM when the weights are
shuffled. .e results are shown in Figures 7 and 8.

Unlike TOPSIS, where players like ChrisMorris (bowler)
and Kieron Pollard (batsman) have a wide range of ranks
that shift dramatically with weight changes, the TODIM
rankings are stable ranks differing by four positions at most.
Even for Sam Curran (bowler), who had the highest rating
range of 6–12, the darkest point is at rank 8. We can also
notice that several alternatives exhibit stable behaviour, such
as the first, second, or last and second last rankers of bowlers
and batsmen, who keep their rank regardless of the weight or
criteria ranking.

5.4. Change in Attenuation Factor (θ) for TODIM. .e
sensitivity analysis studied from [34] is formulated by
taking six randomly selected different values of attenuation
factor. In our case, we observe the effects of change in the
attenuation factor when it is varied from 1 to 101 with
increments of 0.1, providing us around 1000 observations.
If the value of θ is too large, the penalty for being inferior in
a category becomes insignificant. .e results are graphed in
Figures 9 and 10.

We can see the ranks that all the players have had for
various values of θ, the attenuation factor. David Warner
(batsman) and Imran Tahir (bowler), for example, had rank
1 for all values of θ. As a result, there are no grey dots areas
for them. Pollard (batsman), on the other hand, had a rank
system that ranges from 7 to 9, with 7 being the most
common and 9 being the least common. Similarly, for all
values of θ, Ben Stokes (batsman) and Kane Williamson
(batsman) have been last or second last.

6. Discussion and Future Scope

We do not need to apply our models on a fuzzy environment
here because our data is obtained from a reliable and
publicly accessible source. When it came to choosing the
players, no geographical preferences were made. .is is one
of the reasons why we chose international players rather
than Indian ones. TOPSIS and TODIM were used in this
research to analyse the performance of international players
during the selection of persons through auction in the IPL,
and we could obtain conclusive results. But rank reversal is
an issue with both methods. As a result, we implemented
NR-TOPSIS [52] to address the problem, which is a mod-
ified version of TOPSIS. We did, however, run across a rank
reversal issue with NR-TOPSIS. One of the probable reasons
might be the selection of weighting method. Although NR-
TOPSIS and TODIM are strongly correlated, there is no
advantage of implementing NR-TOPSIS as it is more un-
stable than TODIM. Hence, for ranking, we have proven that
TODIM is better than both TOPSIS and NR-TOPSIS. We

chose rank-sum weight method for our models instead of
implementing our own randomly selected values. We
present the differences between the two basic methods
TOPSIS and TODIM in Table 19.

In this article, our findings proved that, whether players
were added or withdrawn, TODIM saw a significantly lower
change in rank. After sensitivity analysis of the rankings, we
observed that the rankings generated by TOPSIS and NR-
TOPSIS are both more susceptible to change of weights than
the rankings generated by TODIM. In article [34], it is stated
that the final rankings from TOPSIS will vary if any single
weight varies in proportion by ±20% to ±50%. Since we are
only allowing decision-makers to set the rankings of the
judgement criteria and using these rankings to calculate
criteria weights, the changes in proportion are larger than
20%, thereby affecting the final rankings and making the
outcome unstable. In case of TODIM, the rankings of the
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Figure 5: Heat map for batsmen ranks generated by NR-TOPSIS.
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Figure 6: Heat map for bowlers ranks generated by NR-TOPSIS.
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criteria are not as important because the final ranks for the
candidates change little. .e decision-makers can choose
any parameter values they like, and the TODIM model will
give stable rankings anyway. Sensitivity analysis done for a
range of values of attenuator factor θ and weight shuffling for
criteria proved the stability of TODIM. .erefore, this
method is recommended over TOPSIS and NR-TOPSIS for
any level of decision-makers, from experts to less experi-
enced. .e ranks for the best and worst performers remain
relatively the same for both approaches, with the candidates
in the middle hovering near their general regions.

Amos Tversky and Daniel Kahneman proposed cumu-
lative prospect theory (CPT) in 1992 [61] as a model for
describing judgments under risk and uncertainty. .e main
difference between prospect theory (PT) and cumulative

prospect theory is that, rather than the probabilities
themselves, the cumulative probabilities are transformed in
CPT. .ereby, CPT removes the limitation of PT which
violates first-order stochastic dominance. We did not use
CPT-TODIM in our paper since we wanted to demonstrate
the superiority of TODIM over TOPSIS for rank alternatives
or IPL foreign player performance analysis. We have
therefore demonstrated that TODIM is better than TOPSIS
in terms of sensitivity and accuracy without having to use
any modified version of TODIM. However, the following
questions may arise: What if the source we used is deemed
untrustworthy by people? What if a circumstance arises in
which player performance must be analysed based on more
than simply their scores? In such scenario, scholars may
want to employ CPT-TODIM in a fuzzy environment.
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Figure 9: Heat map for batsmen ranks by TODIM through varying
θ.
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Figure 10: Heat map for bowlers ranks by TODIM through varying
θ.
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Figure 7: Heat map for batsmen ranks by TODIM through shuffled
weights.
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Figure 8: Heat map for bowler ranks by TODIM through shuffled
weights.
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Researchers may also want to study the risk of the economic
side of the IPL auction, and in such cases as well CPT-
TODIM in a fuzzy environment can be used. Some articles
[40, 62, 63] presented implementation of fuzzy CPT-
TODIM for diverse decision-making applications in recent
studies. Future research can be conducted to compare the
findings of TODIM with those of CPT-TODIM or in a fuzzy
environment for the IPL dataset. DEA is another quanti-
tative tool that can be used for foreign player ranking in the
Indian Premier League. In 1978, Charnes, Cooper, and
Rhodes proposed Data Envelopment Analysis (DEA) as a
performance evaluation method. It is sometimes known as
frontier analysis. It is a strategy for assessing the relative
efficiency of decision-making units (DMUs) in organiza-
tions. A DMU is a discrete unit inside an organization that
has flexibility in some of its decisions but not total freedom
in others. In the case of IPL, runs per innings, boundaries per
innings, and so on can be commonly used to determine
efficiency..e relative efficiencies are then determined using
the highest ratio as a reference. Future research might use
DEA [64–66] to assess the player’s efficiency in Indian
Premier League.

We did not pick any additional MCDM techniques for
our comparative analysis because of practicality and ease of
comprehending the approaches. We proved through this
research work that TODIM is superior to TOPSIS and its
variations. .e simplicity and high usage of the algorithm
are the reasons why TOPSIS was chosen over other MCDM
approaches in this study. TODIM was chosen because it is
the only approach based on prospect theory, the result of
which the decision-makers can use to auction overseas
players.We have therefore proved in our article that TODIM
is better than TOPSIS and NR-TOPSIS through the sensi-
tivity analysis. .e ease with which it can be computed in
challenging scenarios and its low sensitivity are some other
reasons for selecting this method.

We had also attempted to alter TODIM by applying the
same modification used in NR-TOPSIS, that is, a change in
the normalization procedure formulation. However, no
meaningful results were obtained, and the rank reversal
problem persisted. In fact, the modified TODIM was less
stable than the original TODIM and was more sensitive to
changes in weight or attenuation factor. Rank reversal may
occur in TODIM, as shown in our work; as a future scope, it
should be explored further, so that the problem may be
eradicated from the approach and the application can be
applied on a wide scale. Further, CPT-TODIM and modified
variants of TODIM can be applied to the IPL dataset in the
future to compare international player rankings for the IPL
auction. Lastly, all the player statistics were obtained from

the official website (http://www.iplt20.com).We did not take
into consideration the statistics from IPL 2020 or IPL 2021
because the matches were played during the COVID-19
pandemic, which could have affected the players’ general
confidence and mental health, preventing them from per-
forming as well as expected. 2019 was the latest year un-
affected by the effects of the pandemic and, consequently,
our year of choice.

7. Conclusion

IPL cricket players’ salaries are determined through an
auction process. .e same rule applies to foreign players as
well. As a result, the team owners must make a judgement
based on the performance of the players in previous matches
of IPL to determine which player to bid for and at what price.
So, the models proposed in this paper might assist a fran-
chisee in selecting the right players available. .e IPL
management releases a list of international players who may
draw a little attention for a maximum number of slots
available during the auction. For example, according to one
article [67], the IPL management had released a list of 292
international players for sixty-one places available for the
2021 auction. We ranked players in this paper based only on
statistics from the 2019 season of IPL as an example. During
the real-life player enlistment process, decision-makers can
change these criteria at their will.

DavidWarner and Andre Russell have a shared first rank
among batsmen, while Imran Tahir and Kagiso share the top
spot among bowlers, according to our TOPSIS, NR-TOPSIS,
and TODIM approaches. Hence, these players can establish
higher starting prices during the IPL auction. Since the team
owners may need to work on several lists of players si-
multaneously, our recommended approach TODIM is basic
and straightforward to execute. To compute the value of the
weights, we use the rank-sum weight approach, which
comprises rating the criteria. As a result, it is up to the
decision-makers to prioritize the criteria. In this paper, we
performed sensitivity analysis on our algorithms to examine
how the rank may vary owing to weight changes. TOPSIS
and NR-TOPSIS are definitely affected by this weighting
scheme, and the subjective preferences of the decision-
maker are reflected properly. However, TODIM allows re-
tention of subjectivity along with improved stability. If the
decision-makers cannot rank the criteria in order of im-
portance, they can give the same rank to conflicting criteria.
Even when the attenuation factor or weight values were
changed, the model remained quite stable. .e fact that
TODIM’s higher time complexity might be viewed as a
detractor is overshadowed by the accuracy of the method. As

Table 19: Difference between TOPSIS and TODIM.

TOPSIS TODIM

1.
.e essential premise is that the chosen alternative should be

closest to the Positive Ideal Solution and farthest from the Negative
Ideal Solution. .e metric most used is Euclidean distance.

.e chosen alternative should have better scores for most criteria
against all alternatives. Having a lesser score is penalised by an

amount determined by θ.

2. It has a lower time complexity for comparison,O(mn), wherem is
the number of criteria and n is the number of candidates.

It has a higher time complexity for comparison,O(mn2), wherem
is the number of criteria and n is the number of candidates.
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TODIM was never used before to rank players in IPL or any
sports, we have demonstrated how this approach can be
useful. We also looked at the differences between two well-
known MCDM techniques (and a modification) and how
their behaviour affects the ranking of alternatives. It is
therefore recommended that decision-makers should select
TODIM over TOPSIS and NR-TOPSIS based on their
requirements.

However, while utilising NR-TOPSIS to solve the heavy
rank reversal problem of TOPSIS, we observed that the
problem still exists. .is showed TODIM’s superiority,
making it the preferred technique for ranking players. We
have included the Python code for TOPSIS, NR-TOPSIS,
and TODIM in the Supplementary Materials section of this
paper. .erefore, researchers may use the comparative
analysis for additional scenarios in the future, not simply
rating players, to aid in practicality.

Data Availability

.e data are available at https://resources.platform.iplt20.
com/IPL/document/2021/04/04/35d7aa60-14d1-4260-bcc1-
72b8d1e461ba/IPL-2021-Match-Playing-Conditions.
pdfURL, retrieved: 2021-05-22.
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Supplementary Materials

.e Python source code and the intermediate steps are
available at the following repository: https://github.com/
hungrybluedev/MCDM_IPLWe also provide the output
generated by the Python code formatted into a single PDF
file that contains all the intermediate steps of the calcula-
tions. .e order in which the code and results are presented
in the documentis as follows:

(1) TOPSIS, batsmen ranking
(2) TOPSIS, bowlers ranking
(3) NR-TOPSIS, batsmen ranking
(4) NR-TOPSIS, bowlers ranking
(5) TODIM, batsmen ranking
(6) TODIM, bowlers ranking (Supplementary Materials)
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Since the beginning of 2020, COVID-19 has been sweeping the world on an unprecedented scale. As an important means of
fighting the virus, vaccines have provoked heated discussions. Motivated by this practical concern, the present study aims at
contributing to the understanding of public opinions about vaccines, which may provide implications for the government in their
making and implementation of related policies. (is research adopts a corpus-based approach in conjunction with a Critical
Discourse Analysis (CDA). Data for this study drawn from the Coronavirus corpus show what people are actually saying in online
newspapers and magazines in 20 different English-speaking countries. (e collocation and frequency of the word “vaccine” are
arranged in concordance contextually. Overall, this study reveals that the collocation of vaccine can be divided into several
categories, and people’s major concerns about COVID-19 vaccination include global progress, equality, and the
latest development.

1. Introduction

Outbreaks of infectious diseases such as Ebola, SARS, and
H1N1 flu are common around the world. Since the first half of
2020, Coronavirus has been sweeping the world on an un-
precedented scale, affecting every aspect of people’s lives. (e
outbreak is reported in Wuhan, a major city in China’s Hubei
province. In a very short time, the disease spread so fast that it
reached almost every part of China. As a result of mass mi-
gration during the Chinese Lunar New Year, the virus began to
spread abroad. It was proclaimed by the World Health Or-
ganization (WHO) as a pandemic on March 11, 2020. At
present, the global Coronavirus is still ongoing, posing a se-
rious threat to the life safety of people all over the world. To
some extent, we have come into a new postcorona era.

With no particularly effective drugs to treat Coronavirus,
the development of vaccines has been racing against time
since the outbreak. As an important means of fighting the
virus, the development of vaccines has attracted the atten-
tion of people all over the world. However, although

laboratories and medical institutions are vigilant in devel-
oping a vaccine, their attempts are not effective enough.
Besides, because of the lack of knowledge and information
about fatalities, diagnosis, medicines, and vaccines of
COVID-19, unnecessary fear and nervousness are generated
[1]. (ese factors led to a war of words and an exchange of
blame. Governments, public health agencies, and awareness
organizations must be prepared to tackle hesitancy and
improve vaccine awareness so that, where possible, the
population supports immunization. Antivaccination groups
are now lobbying against the need for a vaccine in several
nations, with others questioning the presence of COVID-19
entirely. Misinformation transmitted across different net-
works may have a major influence on acceptance.

However, there is only very limited research on public
attitude towards COVID-19 vaccines. (erefore, motivated
by this practical concern, the present study is aimed at
contributing to the understanding of public opinions about
vaccines, which may provide implications for governments
in their making and implementation of related policies.

Hindawi
Complexity
Volume 2022, Article ID 4069896, 10 pages
https://doi.org/10.1155/2022/4069896

mailto:xiaganlin@shupl.edu.cn
https://orcid.org/0000-0001-5195-7396
https://orcid.org/0000-0001-9719-8559
https://orcid.org/0000-0001-7199-4119
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4069896


(is research uses a corpus-based approach in con-
junction with a Critical Discourse Analysis (CDA), following
the Discourse Analytical Perspective in Dijk [2] to probe
public attitudes towards the COVID-19 vaccine. Data for
this study drawn from the Coronavirus corpus show what
people are actually saying in online newspapers and mag-
azines in 20 different English-speaking countries. In May
2020, the corpus was initially published. Today, there are
about 901million words in the corpus, and every day it keeps
rising by 3-4 million words. It is the definitive record of the
social, cultural, and economic impact of Coronavirus
(COVID-19) in 2020 and beyond. Collocation and fre-
quency of the word “vaccine” can be concordanced con-
textually. (rough word frequency, word collocation,
sentiment analysis towards adjectives, and other research
methods, the public’s attitude towards Coronavirus vaccines
can be analyzed and perceived [3]. In addition, since the
media is the main source for the public to acquire infor-
mation about vaccine development, its role in describing the
current phenomenon is also worth exploring. Specifically,
this paper wants to focus on the following research
questions:

(1) What are the most common adjective collocations
for “vaccines”?

(2) How are “vaccines” portrayed contextually in online
discourses?

(3) What is the general picture of the public attitude
towards Coronavirus vaccines?

(is study reveals that the collocation of the word
“vaccine” can be divided into several categories, indicating
that people’s major concerns about COVID-19 vaccination
include global progress, equality, and the latest development.

(e rest of this paper is organized as follows. In Section
2, the theoretical framework and related studies are
reviewed, introducing the history of vaccine, research
methods of CDA and corpus linguistics, and their appli-
cations in studies related to vaccines. In Section 3, instru-
ments used and data collection procedures for this study are
described, while in Section 4, results of data analysis are
reported. In Section 5, research questions put forward in
Section 1 are answered, policy implications are proposed for
governments and other organizations, and further research
directions are suggested accordingly.

2. Literature Review

2.1. ,eoretical Framework

2.1.1. Controversy over Vaccines and Vaccination.
Vaccination ranked first among the ten greatest public
health achievements of the 20th century [4], since vaccines
have saved millions of lives by preventing contagious dis-
eases from spreading [5]. Vaccines are regarded as an im-
portant guarantee to maintain social security and improve
social productivity. Smallpox vaccination was mandatory in
Europe and North America in the 19th century; in the 20th
century, certain vaccinations were also included in the
admission requirements of public schools [6].

However, vaccination is controversial. A lot of problems
we have today can date back to the 1790s, when the first
human vaccine was produced by Edward Jenner for curing
smallpox ([6]: 612). Since then, the argument of safety,
money, and proper immunization schedules has aroused a
growing concern from the public, including parents, medical
profession, policymakers and the media. (eir attitudes vary
from “awe of a seeming scientific miracle to skepticism and
outright hostility” ([6]: 613). Margaret Chan, the Director-
General of the World Health Organization, once described
the wide distrust of vaccination as “worrisome” ([7]:1151).

Increasing anxiety and panic leads to some quitting. (e
antivaccination movement began to gain support in the
United States at the end of the 19th century when smallpox
outbroke. Parents’ anxiety and protest were triggered by the
smallpox vaccine itself, which violates their personal rights.
Tensions had escalated when a mandatory vaccination
program was issued by the government. More than 100 years
ago, Jacobson, a citizen of the city of Cambridge in Mas-
sachusetts, declined to be vaccinated for smallpox as he
argued that the law violated his right to care for his own
body. (e Court dismissed the challenge raised by Jacobson.
In order to protect the public’s welfare, the U. S. Supreme
Court ruled in 1905 that, in the case of infectious disease, the
state of Massachusetts had the authority to protect the public
with mandatory laws.(at is the first U.S. Case on the power
of states in public health law [8]. (ere is often a dispute
between preserving individual liberties and protecting public
health, and a major challenge is how to balance individual
rights with community needs. Certain religions and value
systems also fostered alternate vaccine views. In general,
moral opposition to vaccination is based on the ethical
dilemmas involved in the use of human tissue cells to
manufacture vaccines and the conviction that such drugs or
blood or tissues should not be received from animals and
that they should be cured by God or by natural means [9].

In the mid-1970s, an international dispute arose in
Europe, Asia, Australia, and North America over the im-
munological protection of DTP [10]. (e UK is once again
the center of antivaccination protests nearly 25 years after
the DTP controversy, this time against the MMR vaccine. As
Johnston [11] observed, most opponents of vaccines are not
entirely opposed to immunization. What they are concerned
about is the safety and efficacy of vaccines. (erefore, they
resist only some specific vaccines with potential safety
hazards.

2.1.2. CDA and Corpus Linguistics. Following the Discourse
Analytical Approach in van Dijk [12], the CDA framework
analyzes media texts not just in the text but also from the
context. It was described as a sort of study of dialogue that
focuses on the examination of social motivations or the
philosophy of the speaker behind his or her language choice
in a debate. (e reason for using CDA to analyze these texts
is that CDA is an approach to discourse research aimed at
analyzing the use of language, whether spoken or written, in
daily conversation. From this perspective, language is seen as
a social activity [13] that reflects not only other social
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practices but also elements such as domination, opposition,
control, and ideology [14].

Much of the research that is combined CDAwith Corpus
Linguistics (henceforth CL) has placed their emphasis on
“the implications of lexical choices in the text” ([15]:16) after
analyzing ideological ideas in corpora. According to Hun-
ston [16], such studies usually choose high-frequency words
as their research emphasis. (e use of CL tends to establish
integrity and trustworthiness for the research results since
the researcher tries to gather a specialized corpus that is
representative of the text type [16]. (e textual study would
analyze the language used in the texts in expressing the view
of writers and their semantic and pragmatic meaning [17].
However, the qualitative method still needs to be adopted to
analyze the newspaper’s fiscal, political, and cultural values.
(e purpose of CL is not to discover the meaning in isolated
words that are out of context. Instead, in a specific sense, the
purpose is to identify patterns of word items used in dis-
course (consistent lines) and words that occur together
(collocations) [17].

2.1.3. CDA and Media Discourse. (is research focuses on
the analysis of the reports in online newspapers, a typical
discourse type. As the main function of news reports is to
give definitions and labels to people’s lives, their expression
is the key to portraying real life. From the angle of linguistics,
the most integrated study was done in Bednarek [18], who
believes that the essence of media discourse is “manufac-
tured.” Bednarek and Caple [19] also show the embedded
bias of newspapers. (e media discourse of this study refers
to vaccination in online magazines and newspapers that are
deposited in the corpus. (eir creators are journalists, and
readers are the general public. (is research will concentrate
on the discourse, adopt the method of Van Dijk, and
highlight the theme.

2.2. Related Studies. As Coronavirus started to spread
rapidly, the scientific community was motivated to work
together in order to gather, organize, and analyze data. At
the beginning of the outbreak, most of the scientific research
was focused on biology or medicine, and linguistic research
was rare.

Katermina and Yachenko [20] and Kim [21] examined the
linguistic phenomenon related to COVID-19 in English mass
media texts to determine if mass media creates, reproduces, and
transmits axiological values about COVID-19. (e research
studied the word collocation of “COVID-19,” “Coronavirus,”
“virus,” and “disease.” (eir results revealed that COVID-19 is
widely discussed in themass media inmany ways. For example,
some conceptualize the virus as war.(e researchers concluded
that theCOVID-19 pandemic had affected culture and language
to the extent that it can be considered a social calamity.

A contrasting analysis conducted in Awad AlAfnan [22]
studied the coverage of COVID-19 in two newspapers,
America’s Washington Post and China’s People’s Daily. It is
found that mass media expressed biased opinions in their
coverage and declaration. In the study, both CDA and CL
approaches were used, which revealed that the Chinese virus,

Wuhan Virus, and KongFlu were used to refer to the
COVID-19. In Washington Post, these labels were focused
on creating a derogatory hollow among Asian Americans.

Azizan et al. [23] performed a study based on 15
Facebook posts about COVID-19. (ey used Constructive
Discourse Analysis and Critical Discourse Analysis ap-
proaches. A thematic analysis was made to codify and
categorize data, which revealed the creation of positive
discourse. (e posts highlighted the extensive use of col-
lective pronouns such as “we” and “us” that symbolize unity
and empowerment in dealing with COVID-19 among
Malaysians. Regarding Facebook posts, four positive trends
have been identified, which are faith, patriotism, call for
heroism, and public awareness. (e researchers concluded
that individual actions subsequently served as a powerful
buffer against negative discourse and as an attempt tomake a
difference to the emergence of subtle influence.

In most of the studies, Natural Language Processing
(NLP), machine learning, sentiment analysis, and text
mining were used for analysis by computer software. Many
different aspects of COVID-19 and its impacts have been
analyzed. (ere are some studies on the public opinions
about the introduction of the COVID-19 vaccines. Some of
these studies are based on the text of social media, seeking to
understand the general public’s acceptance or hesitance of
vaccines and the influencing factors (e.g., [24–26]).(ere are
also studies designed to understand the attitude of medical
professionals towards vaccines, aiming to provide advice and
guidance to nonprofessionals (e.g., [27, 28]). Compared with
most of the above studies, the most remarkable characteristic
of the current study is as follows. (e text style in the corpus
selected for this study is news reports, and the corpus in-
cludes the news media, journals, and magazines of 20 En-
glish-speaking countries in the world, so it can better
represent the global public attitude.

3. Methodology

3.1. ,e Coronavirus Corpus. (e discourse analyzed in this
study is from English Corpora (https://www.english-
corpora.org/). It is the most widely used collection of cor-
pora in the world. Currently, the corpora are visited by more
than 130,000 users every month from over 140 countries
worldwide. Besides, hundreds of universities worldwide
have applied for academic licenses, which allow their stu-
dents and scholars to use the expanded and additional
functions of the corpora.

(e Coronavirus Corpus selected for this study is a
subset of the NOW Corpus (News on the Web), a 14.3-
billion-word corpus based on online newspapers and
magazines from 2010 to the present time, with 180–200
million words added each month. (e Coronavirus
Corpus, with 1,350 million words by January 12, 2022, is
also characterized by daily updates. It is selected for this
study mainly because it is constructed centering around
the news content related to COVID-19 on the Internet.
Articles meeting the following two requirements are
selected from the news websites: first, each article should
have at least two occurrences of one of the three words,
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i.e., Coronavirus, COVID, or COVID-19; Second, each
article should have one of the following words/strings in
the title: at-risk, cases, confirmed, contagious, con-
tainm∗(words start with “containm,” the same below),
Coronavirus, covid∗, curbside, curve, deaths, disinfect∗,
distanc∗, epicenter, epidemic, epidemiol∗, flatten∗, flu,
high-risk, hoard∗, hospital∗, hydroxychloroquine,
infect∗, influenza, isolat∗, lockdown, lockdown, mask∗,
nursing, outbreak, pandemic, panic, patient∗, pneumon∗,
preventative, preventive, quarantin∗, reopen∗, reopen∗,
respiratory, sanitiz∗, self-isolat∗, shelter∗, shutdown,
spread, spreading, stay-at-home, stay at home, stockpil∗,
testing, vaccine∗, ventilator∗, virus.

As claimed in the introduction of the corpus on the
website, the Coronavirus Corpus can be regarded as “the
definitive record of the social, cultural, and economic impact
of the coronavirus (COVID-19) in 2020 and beyond”
(https://www.english-corpora.org/corona/).

3.2. Data Collection and Analysis. Data between January
2020 and the end of April 2021 was collected from the above-
mentioned Coronavirus Corpus. Two functions of this
corpus are used to analyze this study, frequency list, and
collocation analysis.

(e frequency list displays the frequency of words or
phrases searched in 10-day increments since Jan 2020,
which can not only provide the total frequency of the
retrieved words but also indicate the changing charac-
teristics of the frequencies in a certain period of time.

Collocation analysis was conducted to investigate people’s
attitudes towards COVID-19 vaccines, and the results list
words that usually appear together with the searched word in
context. Baker emphasizes that collocation has an ideological
nature and that the recurrent collocation of lexical items
demonstrates the association of two concepts in people’s minds
(2006: 114). (ese words can be found on the node word’s left
(L) side and right (R) side. (e span of the word was set to
search for the 2L and 2R around the node word “vaccine∗”
(words starting with vaccine including the word vaccines and
other compounds) in this study. (e minimum frequency of
collocation was controlled to be 40, so the words shown in the
list must have appeared around the node word over 40 times in
the corpus. (ese settings are meant to filter out words that
have no real meaning or do not occur frequently enough.
Besides, in this research, mutual information3 (MI3) is adopted
to measure the effect size of associations between a node word
and its collocates (see [29] for detailed discussion).

4. Results

4.1. Frequencies. Figure 1 shows that the frequencies of the
word “vaccine” in NOWCorpus have increased significantly
since 2020. In 2020, the PER MIL (per million) frequency of
it was 203.06, 8–11 times that of the previous years, while in
2021, the frequency per million words was 613.87, three
times that of 2021. (ere is no doubt that while the epidemic
is raging all over the world, people’s attention to vaccines is
bound to increase.

From Figure 2, it is clear that the frequency of the word
“vaccine” has been increasing since January 2020. Vacci-
nation has been put on the agenda in Asian countries such as
China, European and American countries, and people
around the world are paying increasing attention to and
widely talking about vaccines. In December 2020, many
countries, including China and the United States, succes-
sively approved the conditional marketing of vaccines
[32, 33]. (erefore, since December 2020, the frequency of
the word in the corpus has increased sharply andmaintained
this high frequency so far.

4.2. Collocation Analysis. (e result of collocation concor-
dance is shown in Figure 3. Adjectives modifying the word
“vaccine” are grouped into three emotional categories, i.e.,
positive, negative, and neutral.

4.2.1. Positive Vaccine Portrayals. Based on the concordance
results, the top100 adjectives are taken to illustrate the point.
Among the top 100 most frequently used adjectives, positive
and optimistic one are: “available,” “effective,” “safe,”
“successful,” “promising,” “leading,” “good,” “viable,” “posi-
tive,” and “eligible.” (eir specific rankings and frequency of
use are shown in Table 1.

It can be discovered from Table 1 that the frequencies of
the first and the second adjectives “available” and “effective”
are very high, and the word “safe” ranked sixth and the word
“successful” ranked 10, which are also the focus of public
attention. It is quite reasonable that vaccine, as a special
public security product, its safety and effectiveness are two of
its characteristics that cannot be ignored. In order to gather a
deeper understanding of how these words are used con-
textually, we referred to the concordance lines. Following
Barnbrook [34], the power of concordance lines lies in the
way “of placing each word back in its original context, so that
the details of its use and behaviour can be properly ex-
amined” (p. 65). (e following example shows a random
sampling of concordance lines from a total of 2042 occur-
rences for the word “successful:”

(1) Given that at least 200,000 in the U.S. and more
than a million globally have already died from
COVID-19, we desperately need as many of the
vaccines under development to succeed as soon as
possible. # Success in dealing with COVID-19 re-
quires far more than successful vaccine develop-
ment, however. We need to eradicate the happy talk
that, somehow, the pandemic will end when a
vaccine is approved. #

(2) “A successful vaccine against Sars-Cov-2 could be
used to prevent infection, disease, and death in the
whole population, with high-risk populations such as
hospital workers and older adults, prioritized to
receive the vaccination.” #

(3) (e global race to find a successful coronavirus
vaccine continues at full pace. Meanwhile, the virus
has claimed over 8 lakh lives across the world. #
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Figure 1: (e frequencies of “VACCINE” in NOW Corpus (news on the web) [30].

Figure 2: (e frequencies of “VACCINE” in (e Coronavirus Corpus [31].

Figure 3: (e collocation list in (e Coronavirus Corpus [31].
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All the three examples above illustrate the public’s desire
for an effective vaccine, but they are slightly different. In the
first example, we can see that the speaker wants to warn
people not to rely entirely on the development of vaccines
but to be prepared for a long battle.

When analyzing the specific context, we can dig out the
deeper inner meaning behind the surface phenomena, which
is also an important reason why this study combines the
method of CDA with that of corpus linguistics so that both
the concordance function of corpus tools and more detailed
and critical analysis of CDA can be made full use of.

4.2.2. Negative Vaccine Portrayals. Among the top 100,
there are only five adjectives with negative ideas and atti-
tudes (Table 2). However, it is noteworthy that the use of
“potential,” which ranks fifth, indicates that people still pay
critical attention to the potential risks of vaccines. In ad-
dition, the use of words such as “so-called” and “adverse”
reflects a high degree of public distrust of vaccines, especially
in terms of the effect and quality of vaccines. (is point is
also well confirmed in the following specific context.

(1) # However, one controversial part of this potential
“vaccine bubble” is that people will feel like their
freedom will still be restricted unless they are part of
the “bubble.” #

(2) # In recent days, China has vowed to deploy a po-
tential vaccine as a “global public good” that would
be accessible and affordable. Toward that end, the
World Health Organization also laid out principles
to encourage collaboration and information sharing
on a COVID-19 treatment. #

In the analysis of adjectives indicating negative emo-
tions, the word potential is taken as an example. In one
context, the word “potential” is used together with words such
as risk or threat. In another context, the word “potential”
suggests that vaccines will be developed in the future, and
China will use vaccines for global health. (e difference
between these two examples lies in the use of the potential
for two different meanings of the word. (at is to say, the
contextual results of the corpus will not distinguish the
meanings, and at this time, we need to make semantic di-
vision manually to obtain more precise and accurate
meanings.

4.2.3. Neutral Vaccine Portrayals. Most adjectives do not
have a clear tendency of emotion; thus, they are classified as
neutral (Table 3). (ese neutral adjectives are divided into
four categories (Table 4).

(e first category can be labeled as “region, country,
and organization.” Countries on the top of the list are
“Chinese” and “Russian.” In fact, China and Russia have
been among the fastest in the world in terms of vaccine
research and development, and their progress has
attracted the attention of many countries. It is worth
noting that SINOVAC, the major vaccine research
company in China, is mentioned frequently. Also, Global
Alliance for Vaccines and Immunization (GAVI) is the
only organization in the top 100. GAVI is a crucial public-
private global health alliance established in 1999 that
works with governments and nongovernmental organi-
zations to promote global health and immunization.
During the period selected by this study, it actively
updated the latest vaccine research situation on their
website and encouraged global vaccination. GAVI is
coleading COVAX raised by WHO, the vaccines pillar of
the Access to COVID-19 Tools (ACT) accelerator. It has
established a global risk-sharing mechanism for pooled
procurement and equitable distribution of COVID-19
vaccines. COVAX has transported 53 million COVID-19
vaccines to 121 participants so far and has played an
important role in the transportation and distribution of
vaccines around the world.

(e second category is labeled as “medical terms,” in-
cluding information about testing and production of vac-
cines and some of the words that are specific to the medical
field of vaccines. (is shows that the media consciously used
medical terms and principles related to vaccines to inform
the public of the basic information about vaccines so that the
public can better understand the working mechanism of
vaccines.

(e third category is labeled as “development process,”
mainly including adjectives related to the research and
development process and time points of the vaccine. (is
indicates that the media has been paying close attention to
the research and development process of vaccines all the
time. (is also fully reflects the urgent need for effective
vaccines and the expectation that vaccine development can
achieve a breakthrough.

5. Conclusions and Discussions

5.1. Conclusions. Research questions put forward here are as
follows:

Table 1: Positive collocation of the word vaccine.

Word Rank Freq
Available 1 10312
Effective 2 9343
Safe 6 4080
Successful 10 2042
Promising 21 1018
Leading 27 808
Good 28 770
Viable 34 653
Positive 46 538
Eligible 73 356

Table 2: Negative collocation of the word “vaccine.”

Word Rank Freq
Potential 5 4384
Mandatory 53 456
So-called 61 410
Adverse 84 327
Fake 90 315
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(1) What are the most common adjective collocations
for “vaccines”?

(2) How are “vaccines” portrayed contextually in online
discourses?

(3) What is the general picture of the public attitude
towards Coronavirus vaccines?

Next, these questions will be answered based on the
analysis results obtained in this study.

5.1.1. Adjective Collocations for “Vaccines”. To answer the
first two research questions, a total of 447 adjectives were
included, and the lowest frequency of use was more than 40
times. (e classified percentage of these adjectives is shown
in Table 5.

Among the 447 adjectives, the number of positive ad-
jectives was about twice as many as the number of negative
adjectives. (erefore, it can be concluded that people are
more inclined to express positive and hopeful emotions
when expressing their opinions on COVID-19 vaccines.
Many positive expressions have appeared in reports de-
scribing the latest progress of the Coronavirus vaccines,
which is bound to play an optimistic role in the fight against
the Coronavirus. At the same time, the study found that
many of the positive adjectives found their antonyms in the
negative adjectives, indicating that there are different views
on the same issue among the public.

5.1.2. Public Attitude towards Vaccine. (e third research
question, “What is the general picture of the public attitude
towards Coronavirus vaccines?” can be answered based on
the results of collocation analysis. Public concerns about
vaccines fall into three categories.

(e first is the globalization of vaccines. As the first
category of adjectives mentioned in Section 4, among the 447
adjectives, frequent occurrences of global, national

Table 3: Neutral collocation of the word “vaccine.”

Word Rank Freq
Covid 3 5807
New 4 5163
Experimental 7 3859
Other 8 3112
Global 9 2535
Russian 11 1826
Chinese 12 1722
Free 13 1420
Possible 14 1365
Ready 15 1364
SINOVAC 16 1291
Approved 17 1282
Clinical 18 1211
National 19 1169
Two-dose 20 1047
Different 22 1016
Largest 23 1015
Single-dose 24 945
Current 25 823
Advisory 26 822
Early 29 731
Likely 30 697
Additional 31 681
Inactivated 32 680
Single 33 653
Indigenous 35 653
Federal 36 598
Oral 37 591
Slow 39 577
Only 40 575
International 41 570
Future 42 568
Novel 43 551
Local 44 550
One-shot 45 546
One-dose 51 461
Similar 52 459
Major 54 446
Eventual 55 440
Viral 56 435
Universal 57 435
Biggest 58 434
Investigational 59 412
Latest 60 412
Particular 62 407
Developed 63 407
Widespread 64 407
Domestic 65 403
Mass 66 396
Two-shot 67 393
Pandemic 68 392
High 69 390
Multiple 70 387
Live 71 386
Ongoing 72 360
Indian 74 355
Rapid 75 353
Public 76 352
Coronvavac 77 352
Existing 78 348

Table 3: Continued.

Word Rank Freq
(erapeutic 79 341
Actual 80 340
Specific 81 340
Recent 82 334
Equitable 83 331
Seasonal 85 327
Top 86 320
Proven 87 319
Developing 88 319
Sure 89 318
Recombinant 91 312
Pneumococcal 92 312
Various 93 309
Working 94 298
GAVI 95 298
Real 96 289
Important 97 288
African 98 280
Late 99 278
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worldwide, nationwide rank high in the list, indicating that
people are concerned not only about the development of
vaccines in their own country but also about the develop-
ment of vaccines in the world. In the face of a huge crisis like
COVID-19, all human beings should fight together. Here is
an example in this sense.

Equally clear is that the drive for a global COVID-19
vaccine regimen and the global surveillance grid are moving
ahead in conPcert to transform the world as we know it–if
we allow it to happen. # Professor Michel Chossudovsky said
in his recently republished timeline’ COVID-19 Coronavi-
rus “Fake” Pandemic.

(e second category is about the equal distribution of
vaccines. Such adjectives as equitable, equal, and fair fre-
quently appeared in the context mostly reflect people’s worry
about whether everyone can be immunized. As a special
public health measure, the distribution of vaccination can be
a test to the governments in different countries and toWHO,
and the improper sequence of vaccination may even lead to
social disorder. (e following example indicates concern of
this type.

Climate activist Greta (unberg says governments,
vaccine developers, and the international community must
“step up their game” to fight global vaccine inequity. (e
Swedish teen who inspired the Fridays for Future envi-
ronmental movement cites estimates that one in four people
in high-income countries have received coronavirus vac-
cines, compared with one in 500 in the middle- and lower-
income countries. #(unberg says it is “completely unethical
that high-income countries are now vaccinating young and
healthy people if that happens at the expense of people in
risk groups and on the front lines in low- and middle-in-
come countries.” #

Finally, most people pay attention to the effect of vac-
cines. A group of frequently used adjectives is words like
latest, novel, update, which express concerns about the latest
situation and progress. After studying the context of these
adjectives carefully, it is not hard to find that discourses with
these words are mainly about whether the vaccine devel-
oping now can resist the attack from the variant of the virus.
In fact, this is a big problem we are facing. (e Coronavirus

is mutating at a rapid rate that even vaccinated people may
be infected again.(e timeliness of vaccines has become one
of the concerns of the public. (e following statement is an
example of this type.

# “ (e problem with a novel virus is it has got so much
room to grow and shift and change to optimize itself, “ said
Harvard School of Public Health’s Dr. Michael Mina. “ (e
question is how quickly is it going to keep updating itself “ “
Whatever mutation happens, the vaccine manufacturers can
keep up with it, but given themultiplicity of strains circulating
at one time, that may be a challenge, “ said Dr. Schaffner. # Dr.
Mina, from Harvard, said he is less confident that the existing
vaccines can be updated for any and all future variants.

5.2. Discussions. (is study mainly studied the public’s at-
titude towards COVID-19 vaccines and their focus of at-
tention. It confirms the positive portrayal of those who
choose to be vaccinated. In addition, this study analyzed the
neutral adjectives and divided them into four categories.
Such classification can help policymakers and healthcare
practitioners to understand people’s concerns about vac-
cines and help the media to understand what people most
want to know. Based on these findings, it is recommended
that governments and public health agencies improve their
strategies to better communicate the benefits of vaccination
to the public, i.e., to increase vaccine confidence. Such
strategies could include methods like increasing transpar-
ency of data and introducing data from scientific studies to
make vaccines more credible. For example, Chinese media
has constantly reported the development of the COVID-19
vaccines in China and around the world at a very early stage,
and there are a lot of discussions about this issue on social
media platforms like SinaWeibo (a blogging platform where
people leave comments and express attitudes) [25]. More-
over, public attitudes are influenced bymany factors.(us, it
is suggested that strategies should be adopted to eliminate
negative emotions of the public on vaccination and improve
positive feelings at the same time [35]. A strategy called
“prosocial motivation” proved effective in making people
take preventive measures by Jordan et al. [36] and Heffner
et al. [37] belong to this category, which emphasizes how
vaccination will protect the community and will bring life
back to a state where everyone could be intimately con-
nected. (is position is supported by the study of Lyu et al.
[38], which indicates that improving the public’s pandemic
experience and increasing their sentiment scores can pro-
mote their acceptance of the COVID-19 vaccines.

Table 4: (e classification of neutral adjectives.

1 Region, country,
organization

Global, Russian, Chinese, SINOVAC, national, indigenous, federal, international, local, universal, domestic,
Indian, GAVI, African

2 Medical terms Covid, two-dose, single-dose, inactivated, oral, one-dose, one-shot, two-shot, viral, live, coronaVac,
therapeutic, recombinant, pneumococcal

3 Development process New, experimental, ready, current, early, slow, future, eventual, latest, ongoing, working, rapid, recent,
seasonal, developing, late, clinical

4 Descriptions
Other, free, possible, approved, different, largest, advisory, likely, additional, limited, only, similar, major,
biggest, investigational widespread, mass, pandemic, mass, high, multiple, public, existing, actual, specific,

equitable, proven, top, sure, various, real, important

Table 5: Adjective collocations for “vaccines.”
Positive 41 9.1%
Negative 22 4.9%
Neutral 384 85.9%
Total 447 100%
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(is study is limited to examining data from January
2020 to April 2021. With the continuous development of the
epidemic, human beings have entered the postvaccine era,
with various virus variants emerging in an endless stream. It
is believed that people’s attitudes towards vaccines will also
continue to evolve. At the same time, this corpus only
contains data from a few countries, so a corpus composed of
international newspapers and media will also be a valuable
supplement to the study.

Now, the practice of vaccination has entered a new stage,
and the governments of all countries are vigorously advo-
cating and encouraging people to be vaccinated against
COVID-19. Although China adheres to the principle of
voluntary vaccination, people’s enthusiasm about vaccina-
tion is very high. However, at the same time, there are still
people who refuse to be exposed to the COVID-19 vaccine
because of concerns about the safety of the vaccine. Lin et al.
[40] investigate and summarize the steps taken by the
Chinese government to control the spread of COVID-19 and
reopen lockdown cities, emphasizing the effect of awareness
diffusion in this process. (erefore, further research can be
conducted to probe into factors underlining different atti-
tudes and ways to promote people’s awareness so that both
vaccines and vaccination policies can be improved
accordingly.
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(e data analyzed in this study were taken from Coronavirus
Corpus from English Corpora (https://www.english-
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It has been widely assumed and proven that a firm’s research and development (R&D) investment is limited if the availability of
cash flow is constrained.*e purpose of this study is to verify the opposite proposition: whether firms invest heavily in R&Dwhen
more cash flow is available. *is paper discusses the heterogeneous relationship between cash flow from different sources and the
R&D investment of firms. *e study divides the firm’s cash flow into three categories according to the business activities that
generate firm finance: cash flow from operating activities (CFO), cash flow from investing activities (CFI), and cash flow from
financing activities (CFF). On this basis, a dynamic R&D investment model is constructed, and the relevant data for Chinese listed
firms are used for the empirical research. *e study finds that Chinese listed firms do not necessarily spend more cash on R&D
investment, even if the availability of cash flow is not constrained. For young firms, CFO and CFI do not significantly correlate
with R&D investment, and CFF significantly negatively correlates with R&D investment. For mature firms, the correlations
between cash flow generated from different activities and R&D investment are nonsignificant.

1. Introduction

R&D is a vital input for innovation and thus can increase
the competitiveness of firms and promote the economic
development of countries and regions [1]. Studies have
shown that R&D investment can be constrained by the
availability of cash flow [2]. If such financing constraints
are sufficiently severe and broad, a country’s economic
growth will suffer [3]. Based on these studies, an immediate
question regarding the promotion of innovation is the
following: do firms with sufficient cash flow necessarily
have a high level of R&D investment? Little empirical
research exists to indicate whether this proposition is valid.
*erefore, concerning cash flow from different business
activities, it is necessary to study whether firms spend more
on R&D investment and what the relationship might be
between different sources of cash flow and innovative in-
puts when adequate capital is available (i.e., the availability
of cash flow is less constrained).

*is study focuses on cash flow from firms’ operating,
investing, and financing activities and how changes in cash
flow cause changes in firm R&D investment. *e previous
literature on cash flow and R&D investment has examined
various factors affecting firm investments, such as corporate
governance level, firm political background, industry, firm
nature, financial leverage, financing ability, and investment
opportunities [2]. As the development of capital markets
steadily improves, sources of cash flow become increasingly
abundant, and it is vital to explore the heterogeneous in-
fluences of different cash flow sources on firm R&D in-
vestment. However, this has rarely been addressed in the
previous literature. To address this deficiency, the study
explores the sources of cash flow. According to the Chinese
Generally Accepted Accounting Principles (GAAP), firm
cash flow can be categorised as cash flow from operating
activities (CFO), cash flow from investing activities (CFI),
and cash flow from financing activities (CFF) [4], which
links business activities with R&D investment. *is article
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explores cash flow sources that help potential investors and
shareholders of firms improve their understanding of the
composition of R&D investment and provides recommen-
dations for choosing a firm’s innovation projects and cash
flow sources.

According to industrial organisation theory, in the de-
veloped market environment of Europe and the U.S., an
implicit assumption often underpins the study of firm R&D
investment behaviour, namely, the market size remains
unchanging [5].*is is markedly different from the situation
in emerging economies, as represented by China, where the
market has continued to expand significantly over the long
term. In emerging economies, where market demand is
expanding, R&D and investment behaviour are taking on
new characteristics [6]. In the past, industrial organisation
approaches that studied the mature oligopolistic markets of
Europe and U.S. found that mature firms had advantages in
R&D investment competition and usually carried out R&D
investment. *is can be explained bearing in mind that
compared with young firms, mature firms have more money
for investments and enjoy cost advantages in R&D [7]. In
emerging economies, however, the monopolistic advantage
of mature firms has failed, giving young firms room for
development and resulting in changes in their R&D and
investment strategies. Due to the impact of market demand
expansion on firm R&D investment, young firms can largely
focus on R&D behaviour and innovation investment to
improve their competitive advantage because they do not
have economies of scale. In contrast, mature firms use the
advantages of scale for short-term profit-making investment
[8]. *erefore, it is improper to use existing industrial or-
ganisation theory to analyse firm R&D behaviour for the
economic development of emerging economies, such as
China. *e decision-making mechanisms and competition
behaviours of firms with different levels of maturity, from
the perspective of market demand expansion, are new
problems for industrial organisation theory. Hence, this
study has great significance for the R&D investment and
cash flow decision making of firms with different maturity
levels in emerging economies, such as China.

*is study is based on the data for Chinese listed firms
over the period 2010–2017, covering 18 industries, including
manufacturing, construction, mining, and education. CFO,
CFI, and CFF are used to measure the financial position of
firms, and firms’ innovation investment is measured by their
R&D investment [3]. We adopt a variant of the dynamic
investment model developed by Brown et al. [9] to analyse
the impact of the cash flows from the three types of business
activities on R&D investment.

*is study makes several contributions to the literature
on cash flow sources and R&D investment. First, it puts
forward a new perspective on financing availability for in-
novative investment. Previous literature on innovation fi-
nancing has argued that firms do not invest in innovation if
they are underfunded [10]. By analysing the relationship
between different cash flow sources and R&D investment,
this study finds that even if the availability of cash flow is less
constrained, Chinese listed firms do not necessarily spend
more money on R&D.*e analysis of the financing activities

shows that Chinese listed firms rarely support their inno-
vative investment with financing activities.

Second, this paper clarifies the influencing mechanism
between different cash flow sources and innovative inputs,
which is the first attempt by related research. Since inno-
vation can enhance firm competitiveness, firms are urged to
raise funds frommultiple channels for R&D investment. It is
of great significance to analyse how the cash flow from
different financing channels affects R&D investment
differently.

Finally, this paper explains the heterogeneous influence
of firm cash flow sources with different maturities on R&D
investment. Since firms with different maturities differ
greatly in their ability to withstand financial risks and
bankruptcy, there are obviously significant differences in the
composition of cash flow sources and in decision-making
attitudes towards R&D investment. *e previous research
seldom considers this. *e conclusion of the study may
guide the strategic decision making of firms with different
levels of maturity in their cash flow sourcing and R&D
investment.

1.1. Literature Review and Hypotheses. Many previous
studies have shown that R&D investments can be con-
strained by the availability of cash flow. For example, Brown
et al. [9] documented that R&D investments are constrained
by the internal and external financing availability of young
high-tech firms that are publicly traded in U.S. Sasidharan
et al. [11] reported a positive impact of internal cash flow on
R&D and a nonsignificant relationship between external
funds and R&D for Indian manufacturing firms. Brown [3]
argued that firms with financing constraints tend to have
lower levels of R&D investment than firms without financing
constraints. Guariglia and Liu [10] illustrated that the dif-
ference between the cost of obtaining funding within a firm
and the cost of obtaining external funding constrained the
innovation activities of the firm. Based on the findings, these
studies have identified a necessity to establish policies to
reduce financing constraints to improve innovation [3, 10].

*e existing studies on financing constraints for inno-
vation have often made the assumption that firms under-
invest in innovation because they lack the necessary money
and that when firms obtain more money, they will use it for
innovation purposes. Some studies have used dynamic in-
vestment models based on the Euler equation to analyse the
impact of financing availability on innovation [12]. Ahia-
dorme et al. [13] identified three possible scenarios for such a
model: the firm has sufficient funds for investment; the firm
does not have sufficient funds for investment and cannot
obtain funds for investment through equity issuance; and the
firm does not have sufficient funds but can obtain funds for
investment through equity issuance. However, will firms
with sufficient (funds from different sources of) cash flow
really invest more in R&D? *is possibility has rarely been
considered in the previous literature.

*is paper discusses the impact of financing availability
on R&D investment from the perspective of CFO, CFI, and
CFF. *e status and proportion of these three cash flows for
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a firm is an important reflection of whether the firm can
make continuous R&D investment. In China and other
emerging economics whose capital markets are imperfect, a
large number of firms experience a lack of CFO and CFF and
cannot meet the requirement for investing activities (e.g.,
continuous R&D investment) [14]. However, even if these
funds are abundant, corporate managers and investors may
still prefer to use cash for projects that are more profitable in
the short term rather than to support R&D investment. *is
is mainly due to the characteristics of R&D investment: high
adjustment costs and high uncertainty.

First, the adjustment costs of R&D investment are very
high. Bernstein andMohnen [15] argued that a great amount
of adjustment costs exists in the innovation-intensive sectors
of developed countries (i.e., U.S. and Japan). Similarly,
Guariglia and Liu [10] stated that the adjustment costs of
innovation activities in emerging economies, such as China,
are also considerable. Unlike ordinary investments, R&D is
designed to acquire technological innovation and intellec-
tual property rights, which are intangible assets. In cases
where the product has not yet been developed or has not
been patented, the “value” of R&D is actually rooted in the
human capital of the developers [16]. A significant portion of
R&D investment is spent on the hiring, firing, and training
costs of R&D personnel (Hall & Lerner, 2010). Once the
original R&D employees leave a firm, the training costs spent
on these employees by the firm become sunk costs. More-
over, if the employees are rehired by the firm’s competitors,
the firm faces the risk of its R&D secrets being acquired by
competitors [17].

Second, R&D has high uncertainty. Patel and Chrisman
[18] showed that no more than 25% of R&D projects in the
development phase are successful [18]. According to
Guariglia and Liu [10], uncertainty can be driven by irre-
versibility, long-term returns of R&D activities, and market
factors. According to Lee et al. [19], the funds spent on R&D
activities are irreversible, and the abrupt halt of R&D ac-
tivities may lead to technological backwardness and value
conversion. In addition, R&D activities are by no means
short-term. Not only does the R&D phase take a long time
but also the subsequent transformation and product de-
velopment phases also involve long cycles. In addition, the
feasibility of R&D content and the estimation of R&D in-
vestment are subject to factors such as market demand and
competition [20].

Based on the above inferences, firms have difficulty
investing their funds in R&D activities even if their funds are
sufficient. *e following hypothesis is developed.

H1: when CFO, CFI, and CFF are readily available, it
remains difficult for firms to invest in R&D.

Due to the immature capital markets in emerging
economies (e.g., China) as well as the existence of infor-
mation asymmetry, agency problems, and transaction costs,
there is a significant cost difference between internal finance
and external finance that cannot be completely compensated
[21]. According to pecking order theory, because firms are
free to control internal funds for R&D investment, internal
financing is preferred to external financing [9]. Under actual
market conditions, because information asymmetry exists

between the firm seeking financing and the external investor,
the information-deficit party assumes the valuation risk.
External creditors’ rights financing and equity financing
require the firm seeking funding to bear the high under-
writing, audit, legal, regulatory, and other direct or indirect
costs, resulting in high external financing costs, which are
not conducive to sustainable R&D investment. Firms, on the
other hand, can use their own internal reserves of cash for
R&Dwithout incurring additional costs, which is a relatively
low-cost option. According to financing constraint theory,
firms with low availability of cash flow can use internal
finance as a buffer for R&D investment to reduce external
financing difficulties [22]. Hence, internal cash flow can be
more available than external cash flow to finance R&D
investment [9].

What is the link between internal and external finance and
cash flow from the three different sources? According to the
GAAP, CFO mainly includes cash and cash-equivalent in-
flows and outflows from firm operating activities, such as
manufacturing and selling goods or offering services. CFO
belongs to internal finance and is the normal source of cash
for firms. According to Xu et al. [23], CFO represents capital
turnover and improves the ability of the firm to handle risks,
which can ensure the smoothing of R&D investment. CFI
mainly includes cash inflows and outflows from buying
machinery and equipment, plants, advanced technology,
intangible assets, etc. *e portion of CFI derived from fi-
nancial instruments constitutes external finance, while the
capital investment of CFI can be regarded as internal finance.
In addition, CFF mainly includes cash and cash-equivalent
inflows and outflows from financing activities, such as issuing
or taking debt (e.g., bond or loan) or equity (e.g., stock or
dividend). CFF comprises external funds. External creditors
and investors are only willing to invest in investments that are
considered to be financially sound and, hence, are reluctant to
invest in R&D activities, which have the characteristics of high
uncertainty [23]. Based on the statements, CFO can be the
most accessible source of finance for firm R&D investment,
and CFF can be the least accessible source of finance for firm
R&D investment. *at is, R&D investment can be least
constrained by CFO andmost constrained by CFF.*erefore,
hypothesis 2 is presented as follows.

H2: among the three types of firm financing sources, R&D
investment is influenced most by CFF availability and then by
CFI availability, and it is least influenced by CFO availability.

According to previous studies, there are significant
differences in the sensitivity of cash flow sources for R&D
investment for firms with different levels of maturity [9, 24].
Compared with young firms, mature firms with scale ad-
vantages have stronger R&D financing capacity based on
industrial organisation theory [3, 10]. However, firms with a
higher level of maturity are less likely to invest in R&D [25].
In contrast, young firms can be more willing to engage in
R&D activities, especially young firms with high technical
requirements [9].

Following industrial organisation theory, an implicit
assumption often underpins the study of firm R&D in-
vestment in developed markets, such as Europe and the U.S.:
the market size is unchanging [16]. However, the market size
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in emerging economies, such as China, has continued to
expand significantly over the long term. In the case of the
dynamic expansion of market demand, the cash flow
characteristics of R&D investment will be different from
those of unchanging markets. *erefore, we cannot simply
use existing industrial organisation theory to analyse the
R&D cash flow strategies of Chinese firms with different
levels of maturity.

In the previous literature on industrial organisation the-
ory, the mature firms in European and U.S. mature oligop-
olistic markets are found to have advantages in R&D
investment competition (e.g., sufficient funds and cost ad-
vantages) [26]. As the market in emerging economies con-
tinues to expand, themonopolistic power ofmature firms fails,
giving young firms room for development and resulting in
changes to their R&D investment strategies [27]. In view of the
impact of market expansion on firm R&D investment, young
firms have no advantage of scale or brand and need to invest in
R&D to develop a unique competitive advantage, whilemature
firms use the advantages of scale to focus on short-term profit-
making investment strategies [28]. *is is because when the
market expands and the demand for products is strong,
mature firms can promote efficiency by making simple in-
vestments to expand production. In the context of market
expansion, although mature firms also invest in R&D, the
intensity of their investment is reduced. *e expansion of
market size contributes most significantly to the R&D in-
vestment of young firms [29]. On the whole, in emerging
economies, where markets are expanding, mature firms invest
mainly to increase their scale and gain market pricing power.
Simple investment to expand production can promote effi-
ciency gains without the need for high-risk R&D investment
activities. However, young firms mainly invest in R&D to
produce innovative products and develop a unique compet-
itive advantage [30]. *erefore, in emerging economies where
market size is expanding, the impact of cash flow sources on
R&D investment can vary greatly for firms with different levels
of maturity. Hypothesis 3 is presented as follows.

H3: in emerging economies, the R&D investment of
young firms is more influenced by CFO, CFI, and CFF than
that of mature firms.

1.2. Data Collection

1.2.1. Sample Selection. *e sample includes all Chinese
firms from the Main Board, Small and Medium Enterprise
(SME) Board, and ChiNext Board listed on the Shanghai
Stock Exchange and the Shenzhen Stock Exchange. *ese
listed firms cover 18 industries, and the details are presented
in Table 1. Since the ChiNext Board was officially launched
in the Shenzhen Stock Exchange on 23 October 2009, our
data range starts in 2010. Due to the reform of the Chinese
accounting system in 2018, the data range ends in 2017 to
ensure the consistency of the accounting-related measures
(e.g., cash flow and R&D). For the source of the dataset, we
obtain the majority of statistics from Wind and acquire the
disclosed information on financing activities from China
Stock Market & Accounting Research Database (CSMAR).

Following the previous literature [31, 32], we require a
firm to have positive assets and sales to be included in the
sample. Firms with no R&D observations are excluded. In
addition, to reduce potential bias from the outliers, we trim
all the variables at the first and ninety-ninth percentiles;
thus, the final sample is an unbalanced panel of 2,401 firms
and 12,245 observations. In addition, we differentiate be-
tween young and mature firms in the analysis. Following
Brown et al. [9] and Gkypali et al. [33], firms with less than
15 years of listed experience are categorised as young firms,
and the remaining firms are counted as mature firms [9]. All
the variable definitions are described in Table 2.

1.2.2. Descriptive Statistics. *e descriptive statistics for the
variables are shown in Table 3. *e first column reports the
information for the full sample.*emean rdt is 0.024, which
is smaller than the mean value of the R&D-to-assets ratio for
U.S. industrial firms (0.043) reported by He and Wintoki
[31]. *e mean cfot is 0.047, which is equal to the mean cff t

(0.047). *is suggests that CFO and CFF can both be im-
portant finance sources for firms. *e mean cfit is −0.081,
showing that investing cash outflows are always greater than
the inflows. In addition, the standard deviation of rdt (0.023)
is much smaller than the standard deviations for cfot (0.079),
cfit (0.109), and cff t (0.144), indicating that R&D spending is
relatively stable when cash flow from operating, investing,
and financing activities fluctuates.

Columns 2 and 3 present the information for the young
firm and mature firm subsamples, respectively. In the last
column, we show the standard t-test results, comparing the
mean difference between the two subsamples. Since the test
results are all significant, it is evident that young firms are
significantly different from mature firms in all of the di-
mensions [31].

1.3. Model. Based on the previously stated hypotheses, the
study modifies a dynamic investment model taken from Tori
and Onaran [34] to examine the impacts of different types of
cash flow on R&D spending:

rdi,t � β1rdi,t−1 + β2rd
2
i,t−1 + β3salesi,t−1 + β4cfoi,t−1

+ β5cfii,t−1 + β6cff i,t−1 + β7Zi,t + ut + vi + εi,t,
(1)

where rdi,t is the dependent variable, denoting the R&D
spending for firm i in period t; cfoi,t−1, cfii,t−1, and cff i,t−1
denote firm i’s net CFO in period t−1, net CFI in period t-1,
and net CFF in period t-1, respectively; and salest−1 rep-
resents the firms’ net sales, denoting the firm’s output. All
these variables are scaled by total assets. Following the
previous studies [3], we include prior R&D expenditure and
its quadratic terms in the model because these might in-
fluence the relationship between cash flow and R&D. Z is a
vector of the control variables, which includes growth op-
portunities (tobinqt), the use of cash for R&D smoothing
(Δ cashholdingst), and firm size (sizet). In addition, we
establish the firm’s fixed effects (vi) to control for unob-
served (time-invariant) firm characteristics and time fixed
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effects (ut) to control for the impact of unobserved time
events. εi,t is the firm-specific idiosyncratic shock [35].

In this study, the dynamic investment model is used to
determine whether the costs of cash flow obtained by firms
from different business activities differ. *en, by analysing
the sensitivity of R&D investment to different cash flows, the
study provides the new support for R&D investment by
listed firms in emerging economies, such as China.

We estimate the model using the one-step GMMmethod
instead of two-step estimates because the standard errors
from two-step GMM are downward-biased for small samples
(e.g., [9]). Since equation (1) is a dynamic model with firm
fixed effects, we apply the first-difference GMM [36]. Similar
approaches have also been employed in many recent studies,
such as Brown and Petersen [9]; Sasaki [37]; and Weng and
Soderbom [2]. *e results are shown in the next section.

2. Results

2.1. Cash Flow Sources and R&D Investment. Table 4 presents
the first-difference GMM coefficient estimates of equation (1)
for the full sample of Chinese listed firms.*e study begins with
a modified dynamic investment model containing the three
types of cash flow, and then we add more control variables. All
explanatory variables in these regression specifications are
treated as potentially endogenous. Referring to Brown and
Peterson [9]; Sasaki [37]; and Tori and Onaran [34], we choose
lagged values dated t−3 to t−5 as instruments. *e p values of
the AR(1) and AR(2) statistics are reported.*e p values for the
AR(1) statistics show first-order autocorrelation in the errors,
and the p values for the AR(2) statistics do not reject the null
hypothesis of no second-order autocorrelation. In addition, we
conduct Hansen tests for the overidentification of the

Table 2: Variable definitions.

Variable Definition
rdt R&D expenses in period t divided by the book value of total assets at the beginning of period t.
ocf t Net operating cash flow in period t divided by the book value of total assets at the beginning of period t.
icf t Net investing cash flow in period t divided by the book value of total assets at the beginning of period t.
fcf t Net financing cash flow in period t divided by the book value of total assets at the beginning of period t.
salet Net sales in period t divided by the book value of total assets at the beginning of period t.
tobinqt Natural logarithm of Tobin’s Q in period t. Tobin’s Q is equal to market value over total assets.

Δ cashholdingst

Difference between cash and cash equivalents in periods t and t-1 divided by the book value of total assets at the
beginning of period t.

sizet

Natural logarithm of the total number of a firm’s employees in period t. *e alternative measure is equal to natural
logarithm of total assets.

Alternative sizet Natural logarithm of the total assets in period t.
Alternative
tobinqt

Natural logarithm of alternative Tobin’sQ in period t. Alternative Tobin’sQ is equal to market value over (total assets-
net intangible assets-good will).

roat Return-on-assets ratio in period t.
taxt Total tax divided by the book value of total assets in period t.
Age at A variable that takes the value of one when a firm is listed less than 15 years and zero otherwise.
Age bt A variable that takes the value of one when a firm is listed less than 10 years and zero otherwise.
Age ct *e number of years that a firm is listed.

Table 1: Industry types.

1 Agriculture, hunting, and forestry
2 Mining
3 Manufacturing
4 Electricity, gas, and water supply
5 Construction
6 Wholesale and retail trades
7 Transportation, warehousing, and postal service
8 Accommodation and catering
9 Information transmission, software, and information technology services
10 Financial
11 Real estate
12 Renting and business services
13 Scientific research and technical services
14 Water conservancy, environment, and public facilities management
15 Education
16 Health and social work
17 Culture, sports, and entertainment
18 Comprehensive
Note. *e firms listed on the Shanghai Stock Exchange and the Shenzhen Stock Exchange are from 18 industries in all. *e classification of industries follows
Industrial Classification for National Economic Activities listed on National Bureau of Statistics website (http://www.stats.gov.cn/tjsj/tjbz/).
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instruments [3]. *e tests shows that the validity of the in-
struments cannot be rejected in Table 4.

In Table 4, the coefficients for rdt−1 are significantly
positive, indicating the persistence of R&D. However, the
coefficients for rdt−1 are always smaller than 1; the coeffi-
cients for rd2t−1 are often negative; and the coefficients for
salest are negative but not always significant. Hence, these
results reject the null hypothesis of the Euler equation, which
could be explained by the financial constraints of the firms in
imperfect capital markets [9]. *e coefficients for cfot−1 and
cfit−1 are always nonsignificant. In addition, the coefficients
for cff t−1 are always negatively significant.

*ese results suggest that firms with greater CFO and
CFI may not have spent more money on R&D, and firms
with greater CFF tend to invest less in innovation. *e
results align exactly with hypothesis 1. Since R&D

investment can have long-term risk, unpredictability, and
irreversibility, firm managers and external investors may be
reluctant to invest largely in R&D, even if CFO, CFI, and
CFF are sufficiently available.

Moreover, the results show that R&D spending is more
sensitive to financing cash flow than the other two types of
cash flow. *at is, an increase in CFO and CFI does not
necessarily lead to an increase in firm R&D investment, but
an increase in CFF can be significantly associated with a
decrease in R&D investment. Hence, hypothesis 2 is partially
supported. *is can be explained by the high adjustment
costs of R&D investment [3, 18], which make firms sustain a
relatively stable R&D level instead of changing their R&D
significantly with the increase/decrease in CFI and CFO. In
addition, it is highly possible that firms that need more CFF
are generally firms whose CFO and CFI are insufficient,
indicating that these firms are in relatively poor operational
conditions. *erefore, they tend to invest less in R&D.

For other control variables, the coefficient for
Δ cashholdingst is positive and slightly significant. In ad-
dition, the coefficients for tobinqt and sizet are nonsignif-
icant. *is is possibly because the growth opportunity and
size of firms have already been selected, as we utilise listed
firms to construct our sample. In China, for instance, a firm
is required to have sustainable growth ability and a mini-
mum of 30,000,000 RMB capital stock with over 25%
publicly issued shares to be listed on the ChiNext Board

Table 4: Dynamic R&D regressions for full sample.

(1) (2)
rdt−1 0.433∗ 0.907∗∗∗

(0.247) (0.169)
rdt−1

2 0.007 −3.603∗∗∗
(1.850) (1.398)

cfot−1 0.022 −0.011
(0.024) (0.018)

cfit−1 0.012 0.001
(0.011) (0.010)

cff t−1 −0.022∗∗ −0.025∗∗∗
(0.009) (0.010)

salest−1 −0.011∗∗∗ −0.002
(0.004) (0.003)

tobinqt −0.003
(0.002)

Δ cashholdingst 0.019∗
(0.011)

sizet −0.003
(0.003)

Time dummies Yes Yes
Firm dummies Yes Yes
AR(1) 0.000 0.000
AR(2) 0.955 0.062
Hansen 0.538 0.137
Obs. 7,176 6,261
Firms 1,898 1,826
Note. Robust standard errors are in parentheses; ∗∗∗p< 0.01, ∗∗p< 0.05, and
∗p< 0.1. Estimation is by first-difference GMM. Time and firm fixed effects
are included in both regressions. Lagged values dated from t-3 to t-5 are
utilised as instruments for all explanatory variables.

Table 3: Sample descriptive statistics.

Variables Full Young Mature Difference
(1) (2) (3) (4)

rdt

Mean 0.024 0.027 0.018

−0.009∗∗∗Median 0.019 0.022 0.011
SD 0.023 0.023 0.021
N 12245 8702 3543

cfot

Mean 0.047 0.049 0.040

−0.009∗∗∗Median 0.044 0.048 0.037
SD 0.079 0.079 0.080
N 12117 8628 3489

cfit

Mean −0.081 −0.093 −0.052

0.041∗∗∗Median −0.056 −0.067 −0.034
SD 0.109 0.112 0.093
N 12068 8605 3463

cff t

Mean 0.047 0.054 0.028

−0.026∗∗∗Median 0.004 0.008 −0.002
SD 0.144 0.149 0.129
N 12015 8598 3417

salest

Mean 0.708 0.691 0.750

0.059∗∗∗Median 0.579 0.575 0.588
SD 0.518 0.483 0.595
N 12091 8628 3463

tobinqt

Mean 0.666 0.690 0.605

−0.085∗∗∗Median 0.579 0.610 0.501
SD 0.476 0.467 0.494
N 11587 8288 3299

Δ cashholdingst

Mean 0.012 0.010 0.019
0.009∗∗∗Median 0.002 0.001 0.005

SD 0.101 0.103 0.094
N 12067 8577 3490

sizet

Mean 7.795 7.650 8.150

0.500∗∗∗Median 7.714 7.570 8.143
SD 1.151 1.088 1.222
N 12134 8606 3528

Column 1 is for the full sample, column 2 is for the young firm subsample,
and column 3 is for the mature firm subsample. In the last column 4, we
show the standard t-test results to compare the mean difference between the
two subsamples in columns 2 and 3. *e p value of the t-test results are all
significant with 3 asterisks, that is, ∗∗∗p significant at the 1.0% level. It is
evident that young firms are significantly different frommatured firms in all
of the dimensions. ∗ Significant at the 1.0% level. ∗∗Significant at the 0.5%
level. ∗∗∗Significant at the 0.1% level.
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market (http://www.szse.cn/disclosure/notice/company/
t20120420_508712.html).

Since there can be significant variations between young
and mature firms [2, 9], we split the full sample into young
and mature firm subsamples based on the firms’ age to
further check the findings.

2.2. FirmMaturity, Cash Flow Sources, and R&D Investment.
Table 5 provides the dynamic regressions for the young and
mature firm subsamples. All explanatory variables in these
regressions are treated as potentially endogenous, and we
refer to Brown and Peterson [9]; Sasaki [37]; and Tori and
Onaran [34] to use lagged values dated t-3 to t-5 as in-
struments. *e p values for the AR(1) statistics indicate first-
order autocorrelation in the errors, and the p values for the
AR(2) statistics do not reject the null hypothesis of no
second-order autocorrelation. Moreover, the Hansen tests
cannot reject the instruments’ validity [3].

In Table 5, columns 1 and 3 document the results for the
young firm subsample, and columns 2 and 4 report the
results for the mature firm subsample. Past R&D is always
significantly and positively associated with current R&D.
Similar to the results of the full sample, the coefficients for
tobinqt and sizet are nonsignificant. *e coefficients for
cfot−1 and cfit−1 in the regression specifications are always
nonsignificant, which indicates that the lagged CFO and the
lagged CFI do not have a significant relationship with
contemporaneous R&D for both young and mature firms.
*e coefficients for cff t−1 are only negatively significant in
columns 1 and 3, showing that an increase in lagged CFF is
significantly related to a decrease in contemporaneous R&D
for young, but not mature, firms. Hence, the result confirms
hypothesis 3 only for CFF. *e R&D investment of both
young and mature firms is less likely to be influenced by the
availability of CFO and CFI, while an increase in CFF leads
to a more significant decrease in R&D investment by young
Chinese firms than by mature firms.

*e finding on CFF is different between young and
mature firms in this study. Mature firms are more capable of
relying on their internal funds to finance R&D because they
have accumulated more profits over the years [38]. In
contrast, young firms always lack internal funds. Hence,
young firms are more likely to rely on CFF thanmature firms
are [39]. Since investors in CFF are normally inclined to
pursue short-term and low-risk investments, they are less
likely to support R&D investment, which has a long-term
risk [40, 41]. In addition, as discussed above, firms tend to
sustain a relatively stable R&D level with changes in CFI and
CFO and are reluctant to invest more in R&D when CFF
increases, which can be explained by the high adjustment
costs and high uncertainty of R&D investment [42].

2.3. Intentions of Financing Activities and R&D Investment.
Based on the analyses above, it is found that firms with
available CFO, CFI, and CFF may not spend more on R&D.
Moreover, young firms may spend significantly less on R&D
when they have more CFF. Hence, this section verifies the

intentions for firms to acquire CFF to further support these
findings.

Financing activities basically involve issuing or taking debt
or equity. To verify the intentions behind financing activities,
we examine the disclosed records of Chinese listed firms in the
CSMAR database during the period 2010 to 2017. *e results
are shown in Table 6. It is acknowledged that only few firms
disclose the intentions behind their financing activities, but the
statistics can provide an overview of possible trends for firms in
raising funds. We classify the intentions of financing activities
into six groups: innovation, capital investment, operation,
funding, debt repayment, and others.

Column 1 of Table 6 presents the analysis of all the
disclosed intentions relating to stock issuance or reissuance.
A total of 2,777 out of 5,410 observations disclosed inten-
tions. Of these observations, approximately 6.80% of funds
are raised for innovation. Column 2 of Table 6 provides the
analysis of all the disclosed intentions for borrowing bank
loans, which is a main source of debt finance. A total of 1,334
out of 2,179 observations disclosed intentions. Of these
observations, only 0.29% of loans are borrowed for inno-
vation. *ese statistics show that firms spend merely a small
portion of funds from financing activities on innovation,
which supports our findings that firms with more CFF do
not necessarily invest more in R&D.

Table 5: Dynamic R&D regressions for young and mature firm
subsamples.

Young Mature Young Mature
(1) (2) (3) (4)

rdt−1 0.455∗∗ 0.359 0.854∗∗∗ 0.503∗∗
(0.253) (0.307) (0.211) (0.233)

rdt−1
2 −0.599 0.119 −3.958∗∗ −1.071

(1.879) (2.761) (1.626) (2.630)
cfot−1 0.016 0.030 −0.002 −0.003

(0.023) (0.028) (0.019) (0.016)
cfit−1 0.007 −0.004 −0.002 −0.012

(0.012) (0.014) (0.012) (0.013)
cff t−1 −0.027∗∗∗ −0.012 −0.027∗∗ −0.012

(0.009) (0.010) (0.011) (0.010)
salest−1 −0.008∗ −0.005 −0.001 −0.001

(0.005) (0.006) (0.004) (0.003)
tobinqt −0.002 −0.003

(0.003) (0.003)
Δ cashholdingst 0.019 0.001

(0.014) (0.011)
sizet −0.005 0.001

(0.005) (0.004)
Time dummies Yes Yes Yes Yes
Firm dummies Yes Yes Yes Yes
AR(1) 0.000 0.012 0.000 0.003
AR(2) 0.603 0.627 0.218 0.846
Hansen 0.573 0.208 0.538 0.289
Obs. 4,778 2,398 4,160 2,101
Firms 1,406 713 1,347 674
Note. Robust standard errors are in parentheses; ∗∗∗p< 0.01, ∗∗p< 0.05, and
∗p< 0.1. Estimation is by first-difference GMM. Time and firm fixed effects
are included in all regressions. Lagged values dated from t-3 to t-5 are
utilised as instruments for all explanatory variables. Columns 1 and 3 are
regressions for the young firm subsample, and columns 2 and 4 are re-
gressions for the mature firm subsample.
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We further examine the mean values of cash flow and
R&D for the disclosed observations and present the results in
Table 7. Compared with Table 3, the mean values of cfot are
quite close, showing that the operational state of firms that
obtained finance by issuing stock is similar to the average
level for listed firms. *e mean R&D spending is 0.029 for
young firms and 0.018 for mature firms, which is quite close
to the values of 0.027 and 0.018 in Table 3. However, the
absolute mean values of cfit in Table 7 are much larger than
those in Table 3. *is suggests that firms in good operating
conditions can raise more funds by issuing and reissuing
stocks, but they tend to conduct more capital investment
than R&D investment. *e results can be explained by the
conservative attitude of Chinese listed firms due to the high
uncertainty of innovation investment. In addition, we find
that firms that need bank loans have a much smaller mean
cfot, indicating that these firms are in a relatively poor
operational condition and find it more difficult to sustain
their business by operational profits. *ese firms are less
likely to invest in R&D, even if they obtain funding through
bank loans.

According to the statistics from the CSMAR database,
the mean value of net debt issuance is approximately three
times greater than that of the net stock issuance. However,
the analyses show that the firms are more likely to support
R&D by equity financing than bank loans. One explanation
is that the firms that can raise funds from stocks are in
better operational condition than the firms that need loans;
hence, even if more funds are acquired from debt issuance,
the funds are used for purposes such as maintenance and
debt repayment. Previous studies on innovation finance
have suggested that a large amount of stock or debt is-
suance may be a main source of R&D spending [3, 9], which
is consistent with the previous research conclusions in this
paper. It is necessary to verify the intentions of financing
activities. *e results confirm that firms may not invest in
innovation even if they can obtain additional funds from
financing activities.

2.4. Robustness. To check the stability of our findings, we
conduct the following analyses. *e results are shown in
Tables 8–13. First, in columns 1–3 of Table 8, we employ the
alternative Tobin’s Q measure and firm size measure [31]
and obtain consistent results. Second, in columns 4–6 of

Table 8, we add return on assets (roa) to control for prof-
itability [1] and tax-to-asset ratio (tax) to control for the firm
tax environment [43]. *e results are consistent when ad-
ditional control variables are added. *ird, we adjust the
instrument set to include lagged values dated from t-2 to t-5
and lagged values dated from t-3 to t-4. *e results are
presented in Table 9 and are consistent with the findings in
Table 5.

Fourth, the sample utilised above includes firms with
at least one R&D observation. Since some relevant
studies construct their samples with at least three R&D
observations [37], this paper analyses the regressions
using an alternative sample with at least three R&D
observations as well in Table 10. *e results are invariant
with the sample selection criterion for the number of
R&D observations.

Fifth, while we drop observations with no R&D in the
analyses above, we set missing R&D values to zero as in Pang
& Wang [44] to check the robustness. *e results are shown
in Table 11, which are verified to be robust.

In addition, we employ 10 years as an alternative firm
age selection criterion, referring to Brown et al. [9];
Haltiwanger et al. [45]; and Coad et al. [46]. *e results,
presented in Table 12, show that the findings are robust
when firm age selection criterion is different. Further, to
verify that the effects of various types of cash flow on R&D
investment are significantly different among young and
mature firms, we also interact CFO, CFI, and CFF with
firm age variables (Age at, Age bt, and Age ct), respec-
tively, for the full sample, following the research of Howell
[47]. *e results are reported in Table 13, which cor-
roborate the significant effects of CFF on R&D investment
for young firms.

Table 6: Disclosed intents of financing activities.

Intents Activities Stock issues Bank loans
(1) (%) (2) (%)

Innovation Research and development, technical reform, and new product development 6.80 0.29
Operation Enlarging firm size, merger and acquisition, and purchasing fixed assets 35.26 69.62
Capital investment Operation maintenance and projects 22.73 9.01
Debt repayment Adding liquid funds 3.90 4.76
Funding Paying for debt 29.69 10.90
Others All other purposes such as advertising, training, and export security 1.62 5.43
Based on the intentions disclosed on the CSMAR, the study classifies them into six groups: innovation, capital investment, operation, funding, debt re-
payment, and others. Details of the activities for each group are presented. *e statistics are reported for the disclosed records of Chinese listed firms on the
CSMAR during the period 2010 to 2017. Column 1 provides the percentage of the funds utilised for different intentions, obtaining from stock issues. Column
2 provides the percentage of the funds utilised for different intentions, obtaining from borrowing bank loans.

Table 7: Analysis of the disclosed observations.

Stock issues Bank loans
Full Young Mature Full Young Mature
(1) (2) (3) (4) (5) (6)

cfot 0.049 0.047 0.054 0.026 0.029 0.018
cfit −0.152 −0.171 −0.091 −0.077 −0.075 −0.082
cff t 0.255 0.280 0.171 0.068 0.059 0.087
rdt 0.027 0.029 0.018 0.011 0.012 0.010
*e mean values of cash flow and R&D for the disclosed observations are
analysed in this table.
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Table 8: Additional controls and alternative controls.

Alternative control Additional controls
Full Young Mature Full Young Mature
(1) (2) (3) (4) (5) (6)

rdt−1 0.926∗∗∗ 0.877∗∗∗ 0.503∗∗ 0.796∗∗∗ 0.774∗∗∗ 0.556∗∗
(0.165) (0.201) (0.210) (0.163) (0.202) (0.219)

rdt−1
2 −3.829∗∗∗ −4.052∗∗ −1.095 −3.290∗∗ −3.701∗∗ −1.824

(1.359) (1.576) (2.330) (1.432) (1.629) (2.616)
cfot−1 −0.009 −0.001 −0.002 −0.019 −0.010 −-0.006

(0.018) (0.020) (0.017) (0.015) (0.016) (0.017)
cfit−1 −0.001 −0.004 −0.015 0.004 −0.002 −0.015

(0.010) (0.012) (0.014) (0.011) (0.011) (0.013)
cff t−1 −0.021∗∗ −0.028∗∗∗ −0.008 −0.019∗∗ −0.019∗ −0.016

(0.010) (0.010) (0.011) (0.010) (0.010) (0.010)
salest−1 −0.002 −0.000 −0.001 −0.003 −0.003 −0.000

(0.003) (0.004) (0.003) (0.003) (0.005) (0.003)
tobinqt −0.002 −0.001 −0.002 −0.004 −0.004 −0.003

(0.002) (0.003) (0.003) (0.002) (0.003) (0.003)
Δ cashholdingst 0.024∗∗ 0.015 0.013 0.014 0.022∗ -0.011

(0.011) (0.012) (0.012) (0.010) (0.013) (0.009)
sizet −0.003 −0.003 −0.001 −0.001 −0.005 0.005

(0.003) (0.004) (0.005) (0.003) (0.004) (0.004)
roat 0.001∗∗ 0.001∗∗ 0.001∗∗∗

(0.000) (0.000) (0.000)
taxt 0.039 0.071 -0.020

(0.064) (0.080) (0.089)
Time dummies Yes Yes Yes Yes Yes Yes
Firm dummies Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.001 0.000 0.000 0.003
AR(2) 0.059 0.252 0.476 0.444 0.769 0.465
Hansen 0.114 0.262 0.566 0.239 0.756 0.450
Obs. 6,316 4,190 2,126 6,043 4,044 1,999
Firms 1,835 1,354 676 1,800 1,329 653
Note. Robust standard errors are in parentheses; ∗∗∗p< 0.01, ∗∗p< 0.05, and ∗p< 0.1. Estimation is by first-difference GMM. Time and firm fixed effects are
included in all regressions. Lagged values dated from t-3 to t-5 are utilised as instruments for all explanatory variables. Columns 1–3 are regressions with
alternative control variables. Columns 4–6 are regressions with additional control variables. Among them, regressions in columns 1 and 4 are for the full
sample; regressions in columns 2 and 5 are for the young firm subsample; and regressions in columns 3 and 6 are for the mature firm subsample.

Table 9: Other instruments.

Full Young Mature Full Young Mature
(t-2, t-5) (t-2, t-5) (t-2, t-5) (t-3, t-4) (t-3, t-4) (t-3, t-4)

(1) (2) (3) (4) (5) (6)
rdt−1 0.800∗∗∗ 0.751∗∗∗ 0.621∗∗∗ 1.028∗∗∗ 1.112∗∗∗ 0.618∗∗∗

(0.133) (0.169) (0.180) (0.205) (0.257) (0.236)
rdt−1

2 −3.193∗∗∗ −2.702∗∗ −2.591 −4.328∗∗∗ −5.742∗∗∗ −1.841
(1.078) (1.359) (1.576) (1.592) (1.973) (2.654)

cfot−1 −0.005 −0.005 0.001 −0.003 −0.002 −0.014
(0.004) (0.006) (0.006) (0.022) (0.023) (0.019)

cfit−1 −0.001 −0.001 0.001 −0.004 −0.008 −0.015
(0.003) (0.003) (0.006) (0.013) (0.013) (0.015)

cff t−1 −0.010∗∗∗ −0.012∗∗∗ −0.003 −0.031∗∗∗ −0.027∗∗ −0.012
(0.003) (0.004) (0.004) (0.011) (0.012) (0.012)

salest−1 −0.003 −0.004 −0.001 −0.000 −0.000 −0.001
(0.002) (0.004) (0.002) (0.003) (0.004) (0.003)

tobinqt 0.001 −0.002 0.002 −0.002 −0.002 −0.003
(0.003) (0.004) (0.004) (0.003) (0.003) (0.004)

Δ cashholdingst 0.017 0.029 0.006 0.012 0.019 -0.005
(0.015) (0.025) (0.015) (0.013) (0.014) (0.011)

sizet −0.004 −0.009 0.001 −0.001 −0.003 0.003
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Table 9: Continued.

Full Young Mature Full Young Mature
(t-2, t-5) (t-2, t-5) (t-2, t-5) (t-3, t-4) (t-3, t-4) (t-3, t-4)
(0.004) (0.006) (0.006) (0.004) (0.005) (0.004)

Time dummies Yes Yes Yes Yes Yes Yes
Firm dummies Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000 0.000 0.005
AR(2) 0.098 0.215 0.924 0.066 0.232 0.892
Hansen 0.743 0.696 0.501 0.073 0.219 0.386
Obs. 6,261 4,160 2,101 6,261 4,160 2,101
Firms 1,826 1,347 674 1,826 1,347 674
Note. Robust standard errors are in parentheses. ∗Significant at the 1.0% level. ∗∗Significant at the 0.5% level. ∗∗∗Significant at the 0.1% level. Estimation is by
first-difference GMM. Time and firm fixed effects are included in all regressions. Columns 1-3 are regressions with instruments lagged twice to five times.
Columns 4-6 are regressions with instruments lagged three to four times. Among them, regressions in columns 1 and 4 are for the full sample; regressions in
columns 2 and 5 are for the young firm subsample; and regressions in columns 3 and 6 are for the mature firm subsample.

Table 10: Alternative sample selection criterion: at least three R&D observations.

Full Young Mature Full Young Mature
(1) (2) (3) (4) (5) (6)

rdt−1 0.433∗ 0.455∗ 0.359 0.907∗∗∗ 0.854∗∗∗ 0.503∗∗
(0.247) (0.253) (0.307) (0.169) (0.211) (0.233)

rdt−1
2 0.007 −0.599 0.119 −3.603∗∗∗ −3.958∗∗ −1.071

(1.850) (1.879) (2.761) (1.398) (1.626) (2.630)
cfot−1 0.022 0.016 0.030 −0.011 −0.002 −0.003

(0.024) (0.023) (0.028) (0.018) (0.019) (0.016)
cfit−1 0.012 0.007 −0.004 0.001 −0.002 −0.012

(0.011) (0.012) (0.014) (0.010) (0.012) (0.013)
cff t−1 −0.022∗∗ -0.027∗∗∗ −0.012 −0.025∗∗∗ −0.027∗∗ −0.012

(0.009) (0.009) (0.010) (0.010) (0.011) (0.010)
salest−1 -0.011∗∗∗ −0.008∗ −0.005 −0.002 −0.001 −0.001

(0.004) (0.005) (0.006) (0.003) (0.004) (0.003)
tobinqt −0.003 −0.002 −0.003

(0.002) (0.003) (0.003)
Δ cashholdingst 0.019∗ 0.019 0.001

(0.011) (0.014) (0.011)
sizet −0.003 −0.005 0.001

(0.003) (0.005) (0.004)
Time dummies Yes Yes Yes Yes Yes Yes
Firm dummies Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.012 0.000 0.000 0.003
AR(2) 0.955 0.603 0.627 0.062 0.218 0.846
Hansen 0.538 0.573 0.208 0.137 0.538 0.289
Obs. 7,176 4,778 2,398 6,261 4,160 2,101
Firms 1,898 1,406 713 1,826 1,347 674
Note. Robust standard errors are in parentheses; ∗∗∗p< 0.01, ∗∗p< 0.05, and ∗p< 0.1. Estimation is by first-difference GMM. Time and firm fixed effects are
included in all regressions. Lagged values dated from t-3 to t-5 are utilised as instruments for all explanatory variables. An alternative sample with at least three
R&D observations is executed. Regressions in columns 1 and 4 are for the full sample; regressions in columns 2 and 5 are for the young firm subsample; and
regressions in columns 3 and 6 are for the mature firm subsample.

Table 11: Replacement of all missed R&D values as zero.

Full Young Mature Full Young Mature
(1) (2) (3) (4) (5) (6)

rdt−1 1.816∗∗∗ 1.267∗∗ 1.891∗∗∗ 1.497∗∗∗ 1.025∗∗ 1.343∗∗∗
(0.417) (0.541) (0.538) (0.340) (0.416) (0.492)

rdt−1
2 −12.199∗∗∗ −6.483 −15.365∗∗∗ −9.425∗∗∗ −5.015 −10.037∗∗∗

(3.862) (5.084) (4.490) (2.778) (3.644) (3.583)
cfot−1 −0.027 0.024 0.014 −0.002 −0.004 0.008
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Table 11: Continued.

Full Young Mature Full Young Mature
(1) (2) (3) (4) (5) (6)

(0.025) (0.026) (0.028) (0.025) (0.021) (0.021)
cfit−1 0.017 0.031 0.006 0.005 −0.008 0.012

(0.022) (0.022) (0.028) (0.014) (0.016) (0.013)
cff t−1 −0.039∗∗∗ −0.032∗∗ −0.010 −0.023∗∗ −0.034∗∗∗ −0.007

(0.015) (0.015) (0.018) (0.010) (0.013) (0.008)
salest−1 −0.012∗∗ −0.013∗∗ 0.001 −0.005∗ −0.003 0.002

(0.005) (0.006) (0.006) (0.003) (0.004) (0.003)
tobinqt 0.001 0.003 −0.003

(0.002) (0.003) (0.004)
Δ cashholdingst 0.012 0.031∗∗ −0.009

(0.015) (0.014) (0.015)
sizet −0.007∗ −0.008∗ 0.004

(0.004) (0.004) (0.006)
Time dummies Yes Yes Yes Yes Yes Yes
Firm dummies Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.005 0.000 0.000 0.003
AR(2) 0.368 0.646 0.210 0.921 0.215 0.065
Hansen 0.553 0.727 0.740 0.529 0.582 0.869
Obs. 9,490 5,553 3,937 8,186 4,822 3,364
Firms 2,347 1,626 1,057 2,255 1,557 995
Note. Robust standard errors are in parentheses; ∗∗∗p< 0.01, ∗∗p< 0.05, and ∗p< 0.1. Estimation is by first-difference GMM. Time and firm fixed effects are
included in all regressions. Lagged values dated from t-3 to t-5 are utilised as instruments for all explanatory variables. All missing R&D values are set to zero.
Regressions in columns 1 and 4 are for the full sample; regressions in columns 2 and 5 are for the young firm subsample; and regressions in columns 3 and 6
are for the mature firm subsample.

Table 12: Alternative firm age selection criterion.

Young Mature Young Mature
(1) (2) (3) (4)

rdt−1 0.794∗∗∗ 0.191 0.824∗∗∗ 0.717∗∗∗
(0.283) (0.316) (0.242) (0.177)

rdt−1
2 −3.035 1.492 −4.300∗∗ −2.850

(1.998) (2.692) (1.715) (1.930)
cfot−1 0.015 0.006 −0.018 −0.012

(0.025) (0.031) (0.023) (0.018)
cfit−1 0.010 0.005 0.004 −0.005

(0.013) (0.015) (0.010) (0.012)
cff t−1 −0.022∗∗ −0.012 −0.025∗∗ −0.014

(0.009) (0.010) (0.010) (0.010)
salest−1 0.001 −0.015∗∗∗ 0.009∗∗ −0.005∗

(0.004) (0.005) (0.004) (0.003)
tobinqt 0.001 −0.002

(0.003) (0.003)
Δ cashholdingst 0.018 0.017

(0.012) (0.013)
sizet −0.004 0.003

(0.004) (0.004)
Time dummies Yes Yes Yes Yes
Firm dummies Yes Yes Yes Yes
AR(1) 0.000 0.016 0.000 0.000
AR(2) 0.140 0.979 0.840 0.122
Hansen 0.697 0.533 0.539 0.366
Obs. 3,533 3,643 3,063 3,198
Firms 1,116 1,005 1,073 954
Note. Robust standard errors are in parentheses; ∗∗∗p< 0.01, ∗∗p< 0.05, and ∗p< 0.1. Estimation is by first-difference GMM. Time and firm fixed effects are
included in all regressions. Lagged values dated from t-3 to t-5 are utilised as instruments for all explanatory variables. An alternative firm age selection
criterion is executed. *e firms with less than 10 years’ listed experience are categorised as young firms, and the remaining firms are counted as mature firms.
Regressions in columns 1 and 4 are for the full sample; regressions in columns 2 and 5 are for the young firm subsample; and regressions in columns 3 and 6
are for the mature firm subsample.
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3. Conclusions

R&D is an important driver of firms’ competitiveness and
economic growth. Using firm-level dynamic panel data for
2,401 Chinese listed firms from 2010 to 2017, this study
investigates whether firms’ R&D spending would increase
when more cash flows from different business activities
became available. In addition, the differential impacts of the
cash flow sources of firms with different levels of maturity on
R&D investment are discussed.

*e findings concern mainly two aspects. First, it is
found that Chinese firms will not necessarily spend more
cash on R&D even if funds are available. In contrast, they
would rather use funds for projects that are more profitable
in the short term. *is explanation can be supported by the
disclosure information on financing activities presented
above. Second, the findings suggest that CFO and CFI are
nonsignificantly related to R&D spending for both young
and mature firms, and CFF has a significantly negative
impact on R&D spending for young, but not mature, firms.

With regard to implications, this study provides new
insight into financing availability for innovative investment.
In China and other emerging economies, financial markets
are imperfect, and many firms lack funds [14]. Since con-
tinuous R&D investments require a great amount of cash,
firm CFO and CFF may not be sufficient to meet such needs.
Furthermore, even if cash is abundant, firm managers and
external investors may be unwilling to invest in R&D due its

high uncertainty. Hence, alleviating financing constraints
may not lead to greater innovation investments. Measures
should be implemented to increase the willingness of firm
managers to invest in R&D.

In addition, this paper clarifies the influencing mecha-
nism between different cash flow sources and R&D in-
vestment. Firms are suggested to plan and manage CFO,
CFI, and CFF as an organic unified system. According to the
characteristics of the cash flow throughout the whole process
of R&D, based on the differential management of firm cash
flow, the investment management of CFO, CFF, and CFI on
R&D should be integrated into an organic and unified
management system. *e differential management of CFF
minimises financial costs while providing start-up funds for
R&D investment. *e differential management of CFI offers
an important guarantee for R&D financing. *e differential
management of CFO would maximise the benefits of R&D
investment by increasing R&D efficiency and reducing fees.
In turn, the differential management of CFO would promote
the steady progress of R&D financing and thus realise the
integration of all aspects and the whole process of R&D
activities.

Finally, this study explains the heterogeneous impacts of
the cash flow sources of firms with different levels of ma-
turity on R&D investment. Compared with the R&D in-
vestment of mature firms, the R&D investment of young
firms is more significantly and negatively influenced by CFF.
*is is because young firms that need more CFF are gen-
erally in relatively poor operational condition. In addition,
external investors are inclined to pursue short-term and low-
risk investments and are less likely to support R&D in-
vestment, which has high uncertainty. To ensure the in-
vestment in R&D for young firms, policies and measures to
stimulate innovation funds from external investors are
suggested.

Since this study uses a different categorisation of finance
from the perspective of business activities, future research
might analyse the impact of funds from specific business
activities (e.g., instrument investments, mergers, and ac-
quisitions) on innovation activities. As for the study limi-
tations, since a certain number of listed firms did not
disclose their financing intents, we acknowledge that we only
analysed the disclosed firms’ intents regarding stock issuing,
reissuing, and bank loan borrowing in this study. *erefore,
it is recommended that these results are used only as
support.

Data Availability

*e sample of this study includes all Chinese firms from the
Main Board, Small and Medium Enterprise (SME) Board,
and ChiNext Board listed on the Shanghai Stock Exchange
and the Shenzhen Stock Exchange. *ese listed firms cover
18 industries, and the details are presented in Table 1. *e
majority of statistics and disclosed information on financing
activities used to support the findings of this study were,
respectively, supplied by Wind (https://www.wind.com.cn/
newsite/about.html) and China Stock Market & Accounting
Research Database (CSMAR, https://cn.gtadata.com) under

Table 13: Interactions.

(1) (2) (3)
rdt−1 0.903∗∗∗ 0.922∗∗∗ 0.893∗∗∗

(0.168) (0.166) (0.173)
rdt−1

2 −3.595∗∗ −3.953∗∗∗ −3.463∗∗
(1.432) (1.423) (1.428)

salest−1 −0.002 −0.003 −0.003
(0.003) (0.003) (0.003)

tobinqt −0.003 −0.002 −0.002
(0.002) (0.002) (0.002)

Δ cashholdingst 0.021∗∗ 0.025∗∗ 0.019∗
(0.010) (0.010) (0.011)

sizet −0.003 −0.001 −0.004
(0.003) (0.004) (0.003)

cfot−1 × Age −0.006 0.007 −0.005
(0.020) (0.027) (0.007)

cfit−1 × Age −0.001 −0.002 0.002
(0.013) (0.014) (0.005)

cff t−1 × Age −0.033∗∗∗ −0.030∗∗ −0.009∗∗∗
(0.012) (0.013) (0.004)

Time dummies Yes Yes Yes
Firm dummies Yes Yes Yes
AR(1) 0.000 0.000 0.000
AR(2) 0.086 0.125 0.071
Hansen 0.183 0.188 0.133
Obs. 6,266 6,266 6,237
Firms 1,827 1,827 1,823
Note. Robust standard errors are in parentheses; ∗∗∗p< 0.01, ∗∗p< 0.05, and
∗p< 0.1. Estimation is by first-difference GMM. Time and firm fixed effects
are included in all regressions. Regressions in columns 1 and 3 are for the
full sample. Here, Age represents the firm age variables, which are Age at,
Age bt, and Age ct in columns 1,2, and 3, respectively.
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license and so cannot be made freely available without
permission. *e data used to support the findings of this
study are available from the corresponding author upon
request.
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[25] D. Coluccia, M. Dabić, M. Del Giudice, S. Fontana, and
S. Solimene, “R&D innovation indicator and its effects on the
market. An empirical assessment from a financial perspec-
tive,” Journal of Business Research, 2019.

[26] R. Qiu and J. Cantwell, “General Purpose Technologies and
local knowledge accumulation - a study onMNC subunits and
local innovation centers,” International Business Review,
vol. 27, no. 4, pp. 826–837, 2018.

[27] S. Ren, A. B. Eisingerich, and H.-T. Tsai, “How do marketing,
research and development capabilities, and degree of inter-
nationalization synergistically affect the innovation perfor-
mance of small and medium-sized enterprises (SMEs)? A
panel data study of Chinese SMEs,” International Business
Review, vol. 24, no. 4, pp. 642–651, 2015.

[28] H. Lu, J. Hong, Q. Chen, and P. Deng, “Impact of overseas
M&As on Chinese service enterprises’ market value,” Service
Industries Journal, pp. 1–21, 2019.

[29] A. Riding, B. Orser, and T. Chamberlin, “Investing in R&D:
small- and medium-sized enterprise financing preferences,”
Venture Capital: An International Journal of Entrepreneurial
Finance, vol. 14, no. 2-3, pp. 199–214, 2012.

[30] Q. Zhu, X. Li, F. Li, J. Wu, and D. Zhou, “Energy and en-
vironmental efficiency of China’s transportation sectors under

Complexity 13



the constraints of energy consumption and environmental
pollution,” Energy Economics, vol. 89, 2020.

[31] Z. He and M. B. Wintoki, “*e cost of innovation: R&D and
high cash holdings in U.S. firms,” Journal of Corporate Fi-
nance, vol. 41, pp. 280–303, 2016.

[32] K. Singh, M. Misra, M. Kumar, and V. Tiwari, “A study on the
determinants of financial performance of U.s. Agricultural
cooperatives,” Journal of Business Economics and Manage-
ment, vol. 20, no. 4, pp. 633–647, 2019.

[33] A. Gkypali, A. Rafailidis, and K. Tsekouras, “Innovation and
export performance: do young and mature innovative firms
differ?” Eurasian Business Review, vol. 5, no. 2, pp. 397–415,
2015.
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We study the impact of COVID-19 on Chinese stock market which can be seen as a complex system. We use the event study
method to evaluate its performance change in terms of the return rate, turnover rate, etc. We show that the abnormal return of
stock market was significantly negative after the outbreak of COVID-19 and did not turn positive until May 2020. Moreover, the
five-factor model is used to estimate the ordinary returns of different industries and show that abnormal returns for medical and
food industries were significantly positive, while energy and public utility industries had significantly negative abnormal returns
which persisted for a long time. COVID-19 had lag effects on clothes industry, finance industry, transportation industry, and IT
industry. We also find that energy and finance industries had negative abnormal turnover rates during the sample period, while
other industries, such as healthcare and telecommunications service industries, had positive abnormal turnover rates.

1. Introduction

In 2020, COVID-19 swept the world, and the global capital
market fluctuated violently. .e Shanghai Composite
dropped by 7.72% on February 3, 2020; the stock indexes of
almost all countries, including USA, Canada, Brazil, South
Korea, and the Philippines, also plummeted in March 2020.
Over the past two years, the COVID-19 pandemic tre-
mendously influenced the global financial markets.

Literature about the impacts of the COVID-19 on the
financial market of different countries and regions is in-
creasing. For example, Del et al. [1] found that the increase of
confirmed cases can influence the stability of African
markets; however, the effect of the fatality rate is not sig-
nificant. Zaremba et al. [2] showed that, for the countries
which have relatively low unemployment rates and plenty of
firms with conservative investment policies and low P/E
ratio, stock markets are more likely to be immune to the
healthcare crisis. Additional works also explore how the
government policy and reports about COVID-19 influence
the financial market [3–5], for example, Pandey and Kumari

(2021) [6, 7]. Moreover, researchers show that there are
different impacts on different specific markets. For example,
Ji et al. [8] demonstrated that the return of gold increases
during the pandemic and remains robust as a safe asset;
meanwhile Ali et al. [9] argued that the return of gold
becomes negatively related to the COVID-19 deaths with the
spread of COVID-19. Mazur et al. [10] and Sayed and
Eledum [11] investigated the impact of the COVID-19
outbreak on the return of different industries in USA and
Saudi Arabia, respectively. Corbet et al. [12] discussed the
effect of COVID-19 on the Bitcoin market.

.e aim of this work is to study the impact of COVID-19
on China’s A-stock; specifically, we use event study to in-
vestigate the abnormal return and turnover rate for different
industries in the long run and short run. Although related
works, for example, those by Ali et al. [9], Dai et al. [13], Liu
et al. [14], Mezghani et al. [15], and Nguyen et al. [16],
explore the impact of COVID-19 on the Chinese stock
market, we put emphasis on the abnormal return of the
whole market via the OLS model; moreover, compared with
existing works, for example, Liu et al. [17], we study the
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impact of COVID-19 on the return of different industries by
using a five-factor model [18]. In addition, since liquidation
is an important feature of stock market, we explore the
change of turnover rate in different industries.

COVID-19 may be traced back to December 8, 2019,
when the first patient was suspected to catch COVID-19 in
Wuhan, China. .e Chinese government confirmed the
existence of COVID-19 and set up the experts group on
January 19, 2020. .erefore, we use January 20, 2020 (the
first trading day after January 19, 2020), as the event date in
event study. We use a long event window (about one year) to
clearly examine the impact of COVID-19 on Chinese stock
market in the short and long run.

Our results prove that China’s A-stock suffered from the
negative abnormal return which became zero after about
30 days. We find that the turnover rates of most industries
increased during the sample period, while the responses to
COVID-19 were different for different industries. Some
industries, such as medical care (energy), benefitted (suf-
fered) from COVID-19 very much; others, such as real
estate, were affected slightly. Moreover, for some industries,
such as food, the impact of COVID-19 lasted a short period;
on the contrary, for some industries, such as energy and
medical care, it lasted a long period.

.e contribution of our work is twofold. First, it extends
the literature about the impact of COVID-19 on emerging
market; second, it uses a five-factor model to study the
abnormal return of different industries and also examine the
change of turnover rates. .e remainder of this work is
organized as follows. Section 2 presents data and method-
ology. Section 3 explores the impact of COVID-19 on
China’s A-stock. Section 4 investigates the impact of
COVID-19 on the return rate of different industries. Section
5 studies the impact of COVID-19 on the turnover rate of
different industries. Section 6 gives the conclusion.

2. Data and Methodology

We choose data of A-stock index, return rate, turnover rate,
the one-year deposit interest rate, and five-factor data from
China Stock Market & Accounting Research (CSMAR). All
Country World Index (ACWI) is from Yahoo Finance. .ey
are all the daily data of trading days from January 2, 2019, to
December 31, 2020, roughly covering the years before and
after the event day.

2.1. Event. In the event study method, the estimation
window, the event date, and the event window need to be
determined. We use the period from January 1, 2019, to
December 6, 2019, as estimation window. .e event date is
January 20, 2020, since it is the first trading day after January
19, 2020, when China started to count the number of
COVID-19 patients. .e event window involves the period
from t−5 to t230, where tx denotes the xth day before or after
the event day.

2.2. Calculation of Benchmark Return and Abnormal Return

2.2.1. (e Case of A-Stock. To analyze the abnormal return
(AR), we firstly specify a benchmark. Following the works of
Dyckman et al. [19], Pandey and Kumari [20], and others, we
use OLS market model to define the benchmark return:

ERt � α + βERmt, (1)

where α and β represent the intercept and slope of the
market model, respectively; ERmt is the return of ACWI on
day t; and α and β are calculated by the data from January 1,
2019, to December 6, 2019.

To get the abnormal return, we compare the benchmark
return with the actual return by using the equations of AR
and CAR as follows:

ARt � Rt − ERt,

CAR � Σt2t1ARt,
(2)

where ARt is the abnormal return on day t, Rt is the actual
return on day t, ERt is the benchmark return on day t ((1)
above), and CAR is the cumulative abnormal return from t1
to t2.

To calculate the daily return of actual index and
benchmark, we use log-returns [21] as follows:

Rt � LN
Pt

Pt−1
 ∗ 100, (3)

where LN is the log of nature number, Pt is the price on day t,
and Pt−1 is the price on day t − 1.

2.2.2. (e Case of Industries. Huang [22] and others argued
that the five-factor model in China may be superior to other
traditional models in explaining the returns of different
specific industries. .us, the five-factor model is adopted to
estimate the benchmark return of various industries as
follows:

ERit − Rf � α + βm Rm − Rf  + βSMBSMB

+ βHMLHML + βRMWRMW + βCMACMA,

(4)

where Rm is the return rate of the tradable market value
weighted index of A-stock; Rf is the risk-free return rate;
SMB is the difference between the return rate of the low
market value stock portfolio and that of the high market
value stock portfolio; HML is the difference between the
return rate of the high book value stock portfolio and that of
the low book value stock portfolio; RMW is the difference
between the return of the high-profit stock portfolio and that
of the low-profit stock portfolio; and CMA is the difference
between the return of the high investment ratio stock
portfolio and that of the low investment ratio stock portfolio.

.e AR of industries can be obtained by the following
equation:
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ARit � Rit − ERit, (5)

where ARit is the AR of one industry return on day t; Rit is
the actual return of one industry on day t; and ERit is the
benchmark return on day t.

2.2.3. (e Case of Turnover Rate. Following Liang [23],
Michaely et al. [24], and others, the normal turnover rate is
defined as the average turnover rate in the estimation
window. We calculate the abnormal turnover rate and cu-
mulative abnormal turnover rate as follows:

TO �
Σn1TOt

n
,

ATt �
TOt − TO

TO
,

CAT � Σt2t1ATt,

(6)

where n is the total number of days in the estimation
window; TOt is the turnover rate on day t; TO is the average
turnover rate during the estimation window. ATt is the
abnormal turnover rate on day t; σt is the variance of the
turnover rate during the estimation window; and CAT is the
accumulated abnormal turnover from t1 to t2.

2.3. Calculation of t-Statistics. To determine the significance
of the AR and CAR, we use popular parameter test t-sta-
tistics [25, 26]:

σA �

��������������

Σn1(AR − AAR)
2

n
,



t − statisticsAR �
ARt

σA

,

t − statisticsCAR �
CAR

��������������

t2 − t1 + 1( ∗ σ2A
 ,

(7)

where σA is the standard variance on the estimation window,
AAR is the abnormal average return, n is the number of
estimation days, and t − statisticsAR represents the t-statistics
of AR. CAR represents the cumulative abnormal return from
t1 to t2; and t − statisticsCAR represents the t-statistics of
CAR.

3. The Impact of COVID-19 on China’s A-Stock

As Figures 1 and 2 show, roughly speaking, China’s A-stock
suffered from two shocks of COVID-19 in the sample pe-
riod: the outbreak in China and the outbreak in many other
countries. However, it recovered quickly from the two
shocks.

According to Figures 1 and 2 and Table 1, it can be seen
that the AR was significantly negative on t2 and remained
negative until t4 when the CAR reached −13.96%. Starting
from t4, the CAR gradually turned to zero and returned to a

positive value on t30. Subsequently, it turned negative again
and reached its lowest point on t90. Around t100, the stock
index suddenly rose and got close to the predicted return
rate on t120.

Table 1 presents that, on t2 and t3, the market had
significantly negative returns..e CAR from day t3 to day t10
was also statistically significant. On t30, the market had
significant positive return, but the CAR was no longer
significant.

4. The Impact of COVID-19 on the Return
Rate of A-Stock in Various Industries

COVID-19 greatly influenced the return of A-stock; how-
ever, COVID-19 may have different impacts on various
industries. We here investigate this issue by selecting the 12
following industries: healthcare, food and major supplies
retail, utilities, energy, durable consumer goods and cloth-
ing, media, finance, real estate, materials, transportation,
information technology, and telecommunication.
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4.1. Industries with Positive Abnormal Return

4.1.1. Healthcare Industry. From Figures 3 and 4 and Ta-
ble 2, we know that the actual and predicted cumulative
returns of the healthcare industry had a clear upward trend
in the sample period. In the short term, the CAR rose; on t−1,
t0, and t3–t7, the AR appeared significantly positive. But on
t2, t8, t9, and t10, the CAR remained significantly positive.
Moreover, there was a a longer-term impact of COVID-19
on the healthcare industry; the positive CAR remained
significant until t120.

4.1.2. Food and Major Supplies Retail Industry. Figures 5
and 6 show that the actual cumulative return of food and
major supplies retail industry exhibited a trend of rising first
and then rebounding. In the short term, COVID-19 had a
positive impact. From Table 3, we know that the AR was
significantly positive on t2 , t4, t5, t7, and t9, and the CAR
started to become significantly positive on t10. From a long-
term perspective, although the CAR of the food industry fell
rapidly after t100 when reaching the peak, the CAR of the
industry remained significant until t160. .is indicates that
the impact of COVID-19 was relatively long-term.

4.1.3. Summary. Both the medical and food industries had
positive ARs under the impact of COVID-19. In the early
stage of the epidemic, the demand for COVID-19 medical
testing increased significantly; meanwhile, the demand for
medical protective equipment grew substantially. In the
middle and late stages of the epidemic, the importance of
COVID-19 vaccine was highlighted. Moreover, since the
large-scale vaccination by the COVID-19 vaccine is still the
only solution to the pandemic, it is obviously beneficial to
vaccine-related companies. .is may be why healthcare
industry can keep a positive AR in the short and long term.
For food industry, the traffic blockade led to the insufficient
food supply; this boosted the performance of food industry
companies. In addition, the food industry is a high-quality
defense asset, so it can attract a large amount of capital
inflow. However, in the long run, as the epidemic eases,
investments are transferred from defensive assets, and the
AR of the food industry returns to zero.

4.2. Industries with Negative Abnormal Return

4.2.1. Public Utilities. As Figures 7 and 8 and Table 4 show,
from a short-term perspective, the CAR of public utilities has
been significantly negative since t6. On t9, the CAR reached

Table 1: AR, CAR, and t-statistics for China’s A-stock.

Date t AR (%) t-stat CAR (%) t-stat Date t AR (%) t-stat CAR (%) t-stat
−5 0.24 0.20 0.24 0.20 6 1.59 1.37 −11.20 −2.78
−4 0.05 0.04 0.29 0.18 7 0.57 0.49 −10.64 −2.54
−3 −0.75 −0.65 −0.46 −0.23 8 0.77 0.67 −9.87 −2.27
−2 −0.91 −0.78 −1.37 −0.59 9 0.00 0.00 −9.87 −2.19
−1 −0.26 −0.22 −1.63 −0.63 10 0.70 0.60 −9.17 −1.97
0 −1.13 −0.97 −2.76 −0.97 30 2.38 2.05 1.83 0.26
1 0.05 0.04 −2.71 −0.88 60 −0.64 −0.55 −5.37 −0.57
2 −2.69 −2.32 −5.40 −1.64 90 −0.68 −0.58 −6.97 −0.61
3 −8.38 −7.21 −13.78 −3.95 120 1.34 1.15 −1.06 −0.08
4 −0.17 −0.15 −13.96 −3.80 160 −1.85 −1.59 −1.47 −0.10
5 1.16 1.00 −12.80 −3.32 220 −0.36 −0.31 −6.90 −0.39
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the maximum of −4.34%. In the long run, COVID-19 had a
long-term negative impact on public utility companies. Since
t6, the CAR has remained significantly negative for around
100 days. Although the AR turned positive on t150, it quickly
fell and turned positive again. Until t230, a significantly
negative return in the public utility industry still existed.

4.2.2. Energy Industry. As Figures 9 and 10 and Table 5
show, the energy industry had a bad situation under the
impact of COVID-19. From a short-term perspective,
significantly negative AR occurred on t4; and, on the fol-
lowing 5 days, the ARs were all negative. As a result, the
CAR became significantly negative on t9. In the long run,
the CAR showed a significantly downward trend and
continued until t150. Subsequently, the CAR gradually
rebounded, but the CAR in the energy industry was still
significantly negative on t230.

4.2.3. Durable Consumer Goods and Clothing Industry.
As Figures 11 and 12 and Table 6 show, the CAR of consumer
durable goods and clothing industry presented a downward
trend. From t1 to t10, every day presented a significantly
negative abnormal return rate. .e AR of the first seven days
was significant at the 1% significance level, but the t-test
statistics on the following days gradually declined. .e CAR
started to be significantly negative on t2, showing a trend of
long-term slow decline and reaching the lowest point on t100,
about −15%. From a long-term perspective, although the CAR
tended to be positive, the consumer durable goods and
clothing industry generally had a negative AR.

4.2.4. Finance Industry. As Figures 13 and 14 and
Table 7show, in the short term, the impact of COVID-19 on
the finance industry was not significant. From t−5 to t5, the
AR of finance industry did not have a significant decline.
However, during the period from t6 to t10, a significantly
negative AR appeared. On the following 100 days, the CAR
neared zero; but it was significantly negative on t230.

4.2.5. Transportation Industry. As Figures 15 and 16 and
Table 8 show, on t−2, there was a significantly positive gain
which was presumably caused by the Spring Festival when
many people went hometown to reunite. .is led to a sig-
nificantly positive CAR which remained until t10.

With the implementation of social distancing, the vol-
ume of transportation fell sharply. Transportation industry
has had a negative AR since t120. On t230, the CAR reached
−10.34%. On the whole, the impact of COVID-19 was long-
term and negative.

Table 2: AR, CAR, and t-statistics for healthcare.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.73 −1.29 −0.73 −1.29 6 3.64 6.46 18.84 9.65
−4 0.22 0.39 −0.51 −0.64 7 1.60 2.85 20.45 10.06
−3 −0.27 −0.49 −0.78 −0.80 8 −3.05 −5.42 17.39 8.25
−2 −0.16 −0.29 −0.94 −0.84 9 −3.87 −6.87 13.52 6.20
−1 1.02 1.82 0.08 0.06 10 −1.30 −2.31 12.22 5.42
0 1.54 2.73 1.62 1.17 30 −3.00 −5.32 7.41 2.19
1 4.36 7.74 5.98 4.01 60 −0.94 −1.67 12.69 2.77
2 −2.75 −4.88 3.23 2.02 90 0.35 0.62 7.33 1.33
3 2.36 4.18 5.58 3.30 120 −0.06 −0.10 11.35 1.79
4 6.47 11.48 12.05 6.76 160 0.10 0.18 8.50 1.17
5 3.15 5.59 15.20 8.13 230 −0.22 −0.39 2.68 0.31
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4.2.6. Information Technology Industry. As Figures 17 and 18
and Table 9 show, in the short term, the impact of COVID-19
on the information technology industry was relatively small.
Although a significantly negative AR appeared on t4 and t7, the
CAR was not significantly negative. In the medium and long
term, the negative CAR was kept. On t120, the negative CAR
was significant.

4.2.7. Media Industry. As Figures 19 and 20 and Table 10
show, in the short term, the media industry was negatively
impacted by COVID-19. On t0 and t3, the AR was signifi-
cantly negative. .e CAR continued to decline until t50, and
the CAR has started to become significantly negative since
t30. However the CAR returned to zero on t90.

4.2.8. Summary. Based on the above analysis, the negative
impacts of COVID-19 on different industries varied. For
energy industry, because of the reduction of global demand
for energy, high cost of energy saving, and speculation, the
abnormal phenomenon of negative prices in crude oil fu-
tures appeared on April 20, 2020. Besides, due to the de-
crease of demand for some utilities, such as water and
electricity, significantly negative ARs in these industries
lasted for a long period.

Because of the policy of lockdown, the demand of
traveling and cargo transportation dropped significantly.
Because the epidemic prevented work and decreased the
family income, demand for nonrigid demand products, such
as durable consumer goods and clothing, also dropped
significantly. Besides, IT industry faced difficulties in the
recovery of domestic production lines, as well as domestic
demand and foreign demand. Moreover, because compa-
nies’ short-term debt paying ability declined, the quality of
bank assets decreased and bad debt rates increased, and the
bank’s high-quality lending targets also shrunk, resulting in
a credit crunch. .erefore, there were large negative impacts
on durable goods and clothing, transportation, information
technology, and finance industries.

In terms of media, COVID-19 had different impacts on
offline and online media. Offline theaters were shut down
and filming stalled, making the media industry face diffi-
culties; however, the online media benefited from the in-
creased number of people moving to home entertainment,
driving negative abnormal return of the media industry.

4.3. Industries without Significant Abnormal Return

4.3.1. Real Estate Industry. As Figures 21 and 22 and Ta-
ble 11 show, real estate was not greatly affected by COVID-
19. Within 120 days after the event, neither the AR nor the

Table 3: AR, CAR, and t-statistics for food and major supplies retail.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.81 −1.17 −0.81 −1.17 6 −0.44 −0.63 2.58 1.07
−4 −0.41 −0.58 −1.22 −1.24 7 2.26 3.25 4.84 1.93
−3 0.20 0.29 −1.02 −0.84 8 0.26 0.38 5.10 1.96
−2 −0.37 −0.54 −1.39 −1.00 9 3.18 4.58 8.28 3.08
−1 0.48 0.69 −0.91 −0.58 10 −2.38 −3.42 5.91 2.12
0 −0.27 −0.38 −1.17 −0.69 30 −0.11 −0.15 10.09 2.42
1 −1.31 −1.89 −2.49 −1.35 60 3.39 4.88 24.34 4.31
2 0.73 1.05 −1.76 −0.89 90 −1.98 −2.85 21.32 3.13
3 −0.26 −0.38 −2.02 −0.97 120 −0.20 −0.28 24.45 3.13
4 3.19 4.59 1.17 0.53 160 0.50 0.71 16.43 1.83
5 1.85 2.66 3.02 1.31 230 0.28 0.41 −1.32 −0.12
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CAR presented significant fluctuation..e large negative AR
that started to appear on t150 may be related to the gov-
ernment’s macro adjustment of housing prices, not directly
caused by COVID-19.

4.3.2. Telecommunications Industry. As Figurse 23 and 24
and Table 12 show, COVID-19 did not have an obvious
impact on the telecommunications industry. Within
100 days after the event day, neither AR nor CAR was
significant; but the CAR dropped largely after t100.

4.3.3. Materials Industry. As Figures 25 and 26 and Table 13
show, the impact of COVID-19 on the materials industry
was relatively small. Within 160 days after the incident, the
CAR and AR were not significant on most of the days. Only
t10 had a significantly positive abnormal return of 0.85%, but
the CAR at that time was not significant. However, the CAR
started to rise quickly around t170.

4.3.4. Summary. Real estate, telecommunications, and
materials did not have a significant AR in a short term after
the outbreak of COVID-19. Although there were significant
ARs after t100 for these industries, their occurrences were far
from the event date. .erefore, we argue that the impacts of
COVID-19 on these industries were limited relatively. As for
real estate, even though the lockdown reduced the demand
for office space, the real estate stock’s return did not drop
significantly in the short term after the outbreak. In terms of
telecommunications, it is speculated that the increase of the
demand for online services compensated the negative impact
of COVID-19, making the return of telecommunication
industry stable. What is more, although the terminal
manufacturing industry was hit hard, the material industry
did not suffer a huge impact in the sample period. In the long
run, benefiting from the recovery of the world economy, the
materials industry gradually recovered and showed a sig-
nificantly positive AR.

5. The Impact of COVID-19 on the Turnover
Rate of A-Shares in Various Industries

Liquidity determines whether one trade can be made shortly
at a low cost and therefore influences the value of stocks. We
here use turnover rate to represent the liquidity of stock to
investigate the impact of COVID-19.

As Figure 27 shows, among the 12 selected industries, the
turnover rates of 10 industries, healthcare, real estate, ma-
terials, utilities, telecommunications services, durable

Table 4: AR, CAR, and t-statistics for public utilities.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.22 −0.39 −0.22 −0.39 6 −0.30 −0.52 −3.48 −1.74
−4 0.22 0.38 −0.01 −0.01 7 −0.77 −1.33 −4.26 −2.04
−3 −0.25 −0.43 −0.25 −0.25 8 0.18 0.32 −4.07 −1.88
−2 −0.50 −0.87 −0.76 −0.66 9 −0.27 −0.47 −4.34 −1.94
−1 −0.26 −0.44 −1.01 −0.79 10 0.52 0.90 −3.82 −1.65
0 −0.07 −0.11 −1.08 −0.76 30 −0.19 −0.32 −7.56 −2.18
1 0.29 0.51 −0.79 −0.51 60 0.10 0.17 −7.13 −1.52
2 −0.29 −0.50 −1.07 −0.66 90 −0.16 −0.27 −7.32 −1.29
3 0.07 0.12 −1.00 −0.58 120 −0.55 −0.94 −6.28 −0.97
4 −2.19 −3.79 −3.20 −1.75 160 0.26 0.44 −3.16 −0.42
5 0.01 0.02 −3.18 −1.66 230 −0.73 −1.27 −8.20 −0.92
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consumer goods and clothing, transportation, media, in-
formation technology, and food and major supplies retail,
increased significantly after the event date. Among them, the
abnormal turnover rates of medical care, materials, utilities,
durable consumer goods and clothing, and transportation
industries maintained a growth trend during the event
window.

For real estate, telecommunications services, media,
information technology, and food and major supplies retail
industries, the abnormal cumulative turnover rates dropped
to some extent on t150. Among them, only the abnormal
cumulative turnover rate of the retail sales of food and major
supplies dropped to become negative at the end of the event
window. In addition, the abnormal cumulative turnover rate
of energy and finance declined after event day. However,
after the abnormal turnover rate suddenly increased on t100,
that of finance directly returned to the normal level, and that
of energy also had a significant recovery.

Table 5: AR, CAR, and t-statistics for energy industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.28 −0.71 −0.28 −0.71 6 −0.48 −1.20 −2.15 −1.56
−4 −0.20 −0.49 −0.48 −0.85 7 −0.05 −0.12 −2.20 −1.53
−3 −0.21 −0.53 −0.69 −1.00 8 −0.16 −0.41 −2.36 −1.58
−2 0.10 0.25 −0.59 −0.74 9 −0.37 −0.92 −2.73 −1.77
−1 0.45 1.12 −0.14 −0.16 10 0.87 2.17 −1.86 −1.17
0 −0.23 −0.58 −0.38 −0.39 30 −0.96 −2.42 −4.85 −2.02
1 0.13 0.32 −0.25 −0.24 60 −1.07 −2.67 −9.04 −2.79
2 −0.19 −0.48 −0.44 −0.39 90 0.64 1.61 −9.14 −2.34
3 0.28 0.71 −0.16 −0.13 120 1.65 4.14 −12.13 −2.71
4 −1.46 −3.65 −1.61 −1.28 160 0.25 0.63 −15.40 −2.99
5 −0.06 −0.16 −1.67 −1.26 230 −0.22 −0.56 −11.79 −1.92
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Table 6: AR, CAR, and t-statistics for consumer durable goods and clothing industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.47 −1.42 −0.47 −1.42 6 0.31 0.96 −2.54 −2.24
−4 −0.04 −0.11 −0.50 −1.08 7 0.01 0.03 −2.53 −2.14
−3 −0.04 −0.12 −0.54 −0.95 8 0.53 1.62 −2.00 −1.63
−2 −0.05 −0.14 −0.59 −0.89 9 −0.23 −0.72 −2.23 −1.76
−1 −0.10 −0.29 −0.68 −0.93 10 −0.22 −0.66 −2.45 −1.87
0 −0.22 −0.68 −0.91 −1.13 30 −1.41 −4.32 −0.08 −0.04
1 −0.20 −0.61 −1.11 −1.28 60 −0.14 −0.44 −5.97 −2.24
2 −1.38 −4.22 −2.49 −2.69 90 −0.44 −1.33 −7.92 −2.47
3 −0.04 −0.13 −2.53 −2.58 120 −0.10 −0.30 −13.22 −3.59
4 −0.12 −0.36 −2.65 −2.56 160 −0.16 −0.49 −10.58 −2.51
5 −0.20 −0.62 −2.85 −2.63 230 0.67 2.05 −14.89 −2.96
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Table 7: AR, CAR, and t-statistics for finance industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 0.05 0.10 0.05 0.10 6 −0.79 −1.40 −0.57 −0.29
−4 −0.07 −0.13 −0.02 −0.02 7 −0.91 −1.62 −1.48 −0.73
−3 0.07 0.12 0.05 0.05 8 0.08 0.14 −1.41 −0.67
−2 −0.44 −0.78 −0.39 −0.34 9 −0.87 −1.55 −2.28 −1.04
−1 0.11 0.19 −0.28 −0.22 10 0.44 0.79 −1.83 −0.81
0 0.19 0.35 −0.09 −0.06 30 0.01 0.02 −2.89 −0.85
1 0.24 0.43 0.16 0.11 60 −0.47 −0.84 −3.17 −0.69
2 −0.05 −0.09 0.11 0.07 90 −0.89 −1.57 −3.21 −0.58
3 0.30 0.53 0.41 0.24 120 −0.48 −0.85 −7.34 −1.16
4 0.06 0.11 0.47 0.26 160 −0.22 −0.40 −8.86 −1.22
5 −0.25 −0.45 0.22 0.12 230 0.31 0.56 −21.94 −2.53
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Table 8: AR, CAR, and t-statistics for transportation industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.52 −0.94 −0.52 −0.94 6 0.62 1.13 3.14 1.65
−4 0.15 0.27 −0.37 −0.47 7 −0.81 −1.48 2.33 1.18
−3 −0.25 −0.45 −0.61 −0.64 8 0.31 0.56 2.64 1.28
−2 4.88 8.88 4.27 3.88 9 −0.71 −1.30 1.93 0.91
−1 −0.42 −0.76 3.85 3.14 10 0.63 1.14 2.55 1.16
0 0.79 1.44 4.64 3.45 30 −0.77 −1.40 −1.66 −0.50
1 0.75 1.37 5.40 3.72 60 −0.51 −0.92 −2.76 −0.62
2 −0.89 −1.61 4.51 2.90 90 0.58 1.05 −0.83 −0.15
3 0.32 0.58 4.83 2.93 120 −0.10 −0.18 −7.76 −1.26
4 −0.70 −1.28 4.13 2.38 160 0.62 1.13 −3.76 −0.53
5 −1.61 −2.93 2.52 1.38 230 −0.18 −0.32 −10.34 −1.23
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Figure 17: Actual and predicted cumulative returns.
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Table 9: AR, CAR, and t-statistics for information technology industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.02 −0.05 −0.02 −0.05 6 −1.28 −2.62 −0.91 −0.54
−4 0.03 0.06 0.01 0.01 7 −0.71 −1.44 −1.61 −0.92
−3 0.41 0.83 0.41 0.49 8 0.93 1.91 −0.68 −0.37
−2 −0.10 −0.20 0.31 0.32 9 −0.23 −0.47 −0.91 −0.48
−1 0.22 0.44 0.53 0.48 10 0.59 1.20 −0.33 −0.17
0 0.44 0.90 0.97 0.81 30 0.81 1.66 −1.15 −0.39
1 −0.20 −0.41 0.77 0.59 60 −0.15 −0.30 −6.61 −1.66
2 1.02 2.08 1.78 1.29 90 1.03 2.10 −6.51 −1.36
3 −0.27 −0.55 1.51 1.03 120 −0.03 −0.06 −10.14 −1.85
4 −0.95 −1.94 0.56 0.36 160 0.45 0.91 −2.90 −0.46
5 −0.19 −0.38 0.37 0.23 230 −1.08 −2.20 −8.73 −1.16
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Figure 19: Actual and predicted cumulative returns.
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Table 10: AR, CAR, and t-statistics for media industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 0.25 0.43 0.25 0.43 6 0.31 0.53 −3.79 −1.86
−4 0.37 0.62 0.62 0.75 7 1.07 1.82 −2.72 −1.28
−3 −0.20 −0.34 0.42 0.41 8 0.56 0.95 −2.16 −0.98
−2 −0.40 −0.69 0.02 0.01 9 −0.07 −0.11 −2.22 −0.97
−1 0.02 0.03 0.04 0.03 10 0.38 0.65 −1.84 −0.78
0 −1.39 −2.35 −1.35 −0.94 30 0.07 0.12 −6.34 −1.79
1 −0.65 −1.10 −2.00 −1.28 60 0.15 0.25 −5.64 −1.18
2 −0.26 −0.44 −2.26 −1.35 90 −0.80 −1.36 1.52 0.26
3 −0.92 −1.56 −3.18 −1.80 120 0.09 0.16 −2.76 −0.42
4 −0.51 −0.87 −3.69 −1.98 160 0.16 0.28 1.44 0.19
5 −0.41 −0.69 −4.10 −2.10 230 −0.19 −0.32 −5.10 −0.56
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Figure 21: Actual and predicted cumulative returns.
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Table 11: AR, CAR, and t-statistics for real estate industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.26 −0.54 −0.26 −0.54 6 −0.62 −1.30 −3.52 −2.13
−4 −0.27 −0.57 −0.53 −0.79 7 −0.59 −1.23 −4.11 −2.39
−3 0.01 0.03 −0.52 −0.63 8 0.13 0.27 −3.98 −2.23
−2 0.03 0.06 −0.49 −0.51 9 −0.17 −0.35 −4.15 −2.25
−1 −0.30 −0.62 −0.78 −0.73 10 0.54 1.12 −3.62 −1.89
0 −0.48 −1.00 −1.26 −1.08 30 0.11 0.23 −0.88 −0.31
1 0.11 0.23 −1.15 −0.91 60 −0.35 −0.73 −1.53 −0.40
2 0.52 1.08 −0.64 −0.47 90 −0.12 −0.25 −0.11 −0.02
3 −0.18 −0.38 −0.82 −0.57 120 −0.14 −0.29 2.43 0.45
4 −0.24 −0.50 −1.06 −0.70 160 0.70 1.47 −1.37 −0.22
5 −1.84 −3.87 −2.90 −1.83 230 −0.03 −0.05 −24.80 −3.38

Telecommunications

0 50 100 150 200 250

actual CR
predicted CR

-10

0

10

20

30

Figure 23: Actual and predicted cumulative returns.
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Table 12: AR, CAR, and t-statistics for the telecommunications industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 −0.78 −0.54 −0.78 −0.54 6 −0.69 −0.48 1.81 0.36
−4 4.35 3.00 3.57 1.74 7 0.28 0.19 2.08 0.40
−3 −0.73 −0.51 2.84 1.13 8 0.19 0.13 2.27 0.42
−2 −1.03 −0.71 1.81 0.62 9 1.24 0.86 3.51 0.63
−1 0.06 0.04 1.86 0.58 10 −0.92 −0.64 2.59 0.45
0 0.83 0.57 2.69 0.76 30 −0.14 −0.10 1.70 0.20
1 −0.61 −0.42 2.09 0.54 60 −0.19 −0.13 4.90 0.42
2 −0.04 −0.03 2.05 0.50 90 −0.64 −0.44 0.45 0.03
3 0.12 0.08 2.17 0.50 120 −1.30 −0.90 −13.56 −0.83
4 −0.20 −0.14 1.97 0.43 160 0.24 0.16 −11.44 −0.61
5 0.53 0.37 2.50 0.52 230 −1.81 −1.25 −27.72 −1.25
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Table 13: AR, CAR, and t-statistics for materials industry.

Date AR (%) t-stat CAR (%) t-stat Date AR (%) t-stat CAR (%) t-stat
−5 0.03 0.08 0.03 0.08 6 0.14 0.31 1.77 1.17
−4 0.50 1.14 0.53 0.86 7 −0.37 −0.84 1.41 0.89
−3 0.01 0.02 0.54 0.71 8 −0.27 −0.62 1.14 0.70
−2 −0.16 −0.36 0.38 0.44 9 0.58 1.32 1.71 1.01
−1 0.15 0.35 0.54 0.55 10 0.85 1.94 2.56 1.47
0 −0.04 −0.09 0.50 0.47 30 −0.35 −0.80 0.59 0.23
1 −0.07 −0.17 0.43 0.37 60 −0.01 −0.03 0.97 0.27
2 0.29 0.66 0.71 0.58 90 0.54 1.24 1.50 0.35
3 0.17 0.40 0.89 0.68 120 0.28 0.63 2.50 0.51
4 0.47 1.07 1.36 0.98 160 −0.15 −0.35 2.76 0.49
5 0.28 0.64 1.64 1.13 230 −0.01 −0.01 10.27 1.53
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6. Conclusion

In the short term, the actual return on A-stock was sig-
nificantly lower than the expected return after the outbreak
of COVID-19. After suffering two waves of shock, the return
of A-stock came normal onMay 2020..e medical and food
industries benefited from the influence of COVID-19.
However, energy and utility suffered the negative impact of
COVID-19 for a long time; the negative impact on the
durable consumer goods and clothing, finance, trans-
portation, and information technology industries did not
appear to be significant until several weeks after the event
date. .e industries of real estate, telecommunications, and
materials were not influenced relatively by COVID-19 too
much. In order to hedge the various impacts of the epidemic
on A-stock and different industries, a more proactive fiscal
policy and a flexible monetary policy from government may
be helpful.

In terms of turnover rates, the energy and finance in-
dustries had significantly negative abnormal turnover rates
after the outbreak of the pandemic; moreover, the cumu-
lative abnormal turnover rates of real estate, telecommu-
nications service, clothes, media, information technology,
and food and major products started to drop after reaching
the highest point on t150; but those of healthcare, materials,
durable consumer goods and clothing, transportation, and
utilities kept increasing in the event window.

Data Availability

.e data are from China Stock Market & Accounting Re-
search (CMSAR), Yahoo Finance.
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Te standardized precipitation index (SPI) is one of the most widely used indices for characterizing and monitoring drought in
various regions. SPI’s applicability has regional and time-scale constraints when it observes in several homogeneous climatic
regions with similar characteristics. It also does not provide sufcient knowledge about precipitation defcits and the spatio-
temporal evolution of drought. Terefore, a new method, the regional spatially agglomerative continuous drought probability
monitoring system (RSACDPMS), is proposed to obtain spatiotemporal information and monitor drought characteristics more
expeditiously. Te proposed framework uses spatially agglomerative precipitation (SAP) and copulas’ functions to continuously
monitor the drought probability in the homogenous region. Te RSACDPMS is validated in the region of the Northern area of
Pakistan. Te outcomes of the current study provide a better quantitative way to obtain appropriate information about pre-
cipitation defcits and the spatiotemporal evolution of drought.

1. Introduction

Drought is a creeping phenomenon that gradually spreads in
an area over a period and may continue for a long period
[1–4]. It is a multifaceted phenomenon that periodically
fuctuates in many regions worldwide and becomes a cause
of negative impacts [5, 6]. Its impacts directly or indirectly
afect humans’ activities more than other natural hazards
[3, 4, 7, 8]. Furthermore, it negatively afects vast areas in
several ways, such as distressing the region’s economy,
recreation, water resources, waterfowl, hydroelectric energy,
forestry, and other environmental locations [9–11]. How-
ever, suitable drought monitoring measures can assist to
reduce the negative impacts of drought in the afected area
regarding the needs such as the region’s economy, food,

water resources, hydroelectric energy, and social security of
the people. Although drought is primarily a water-associated
hazard, it has been assessed and defned by several felds
from various perspectives [12–14]. To bring some order to
measure drought that substantially helps in investigating the
various efects, the climatological scientists grouped the
drought into four major types [15, 16]. Tese defnitions are
associated with a shortage of precipitation over time [12–14].

Te standardized procedures are commonly used for
drought assessment and its characterization [17]. Numerous
studies proposed several standardized drought indices for
characterizing and monitoring drought [18, 20]. Te indices
provide quantitative information about drought monitoring
forecasting that helps decision makers with drought char-
acteristics. Over the years, several drought indices have been
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developed for drought assessment. However, due to the
complexity of the drought phenomena, several researchers
proposed various drought indices to the specifc climatic
conditions. Some of the indices are used in specifc regions
and have some limitations of use under specifc climatic
conditions. For instance, Palmer [21] provided an index
which is known as “Palmer drought severity index (PDSI)”
and is extensively used in the United States. Gibbs and
Maher [22] developed an index which is known as “Rainfall
deciles as drought indicators (RDDIs) and functioning” in
Australia. Te China Z index (CZI) was developed in China
and is frequently used in China to identify and monitor
drought events. However, among the various standardized
indices, the standardized precipitation index (SPI), devel-
oped by McKee et al. [23], is frequently used. Te SPI uses
precipitation data to assess meteorological drought on
various time scales. It prevails in developing drought
monitoring and mitigating policies [24, 25]. Furthermore,
the standardized values of the SPI, therefore, can be used to
compare in diferent climatic zones [13, 19, 26, 27]. Te SPI
has been frequently considered to identify or envisage
drought events; however, standardized numerical values of
the index become challenging when associated with the
precipitation defcits and the temporal evolution of droughts
[28, 29]. Terefore, it is important to develop a new method
that provides information about the precipitation defcits,
drought probability, and temporal evolution of the droughts.

Usually, drought occurrences are identifed by the uni-
variate setting. However, the climatological characteristics of
hydrological phenomena consist of the dependence structure.
Te univariate setting could not be able to consider the de-
pendence structure. Since univariate approaches cannot
perform well and become insufcient in hydrological phe-
nomena [30]. Terefore, multivariate techniques were de-
veloped to address the dependence structure of the
characteristics to enhance the efciency of the estimates in
hydrological studies. Tese techniques have several short-
comings; for example, these techniques do not explicitly
model more than two variables. Tese techniques are also
based on the condition that marginal must have a similar
probability distribution that restricts them from illustrating
other individual dependence structures. Te research is
therefore needed to develop techniques that explicitly de-
scribe the dependence structure to overcome these issues. In
this regard, the concept of copula-based modeling was in-
troduced that has some fexibility. For instance, copula-based
modeling extensively assesses a multivariate dependence
structure and joint distributions through mainly categorizing
the dependence structure of random variables from their
marginal distributions [31]. Te copulas and their

applications in drought have achieved signifcant importance
for joint modeling of drought indices [32]. Furthermore,
copulas’ functions were used to evaluate varying character-
istics of the drought events (e.g., duration, magnitude, in-
tensity, and spatial distribution). In climatic regions such as
the Northern area of Pakistan, the major source of drought
events is insufcient precipitation during the rainy season. An
advanced copula-based methodology is employed to observe
the advancement in drought probability by using continuous
precipitation information.

Te present study proposes the Regional Spatially Ag-
glomerative Continuous Drought Probability Monitoring
System (RSACDPMS) to calculate more accurate and
comprehensive information about homogeneous stations
and monitor regional drought characteristics more expe-
ditiously. Te RSACDPMS utilizes spatially agglomerative
precipitation (SAP) and copulas’ functions to continuously
monitor the drought probability in the homogeneous region.
Te proposed framework is validated on six meteorological
stations in the Northern area of Pakistan.Te study provides
a better quantitative way of analyzing drought at the regional
level.

2. Methods

2.1. Copula’s Teory. Te predictive relationship between
two or more than two variables can be analyzed by studying
their dependence structure. Mostly, the relationship among
the variables can be analyzed using the Pearson correlation
coefcient. However, this method cannot consider structural
dependence but the degree of dependence. Furthermore, the
structural dependence remains unimportant by using this
method. Terefore, the nonlinear dependence structure
between the variables can be judged by the rank correlation
coefcient. Generally, this nonlinear dependence structure is
assessed by using Spearman rank correlation and Kendall’s
Tau.Moreover, the use of Kendall’s Tau is frequent because it
helps to determine the concordant or discordant pairs’
probability directly.Te relationship between the correlation
coefcient and copula function allows assessing the liner
dependencies [33]. For this purpose, Sklar’s theorem has
gained substantial importance on the various characteristics
for the analysis in literature [33, 34]. For instance, random
variables, we can say y1,. . .,yd which are following a
marginal probability distribution function
F1(y1),. . .,Fd(yd), respectively, there exists a copula, C [35],
that can be used to join these functions of marginal dis-
tribution in the form of a joint distribution function, as
shown in the following equation:

H y1, y2, y3 . . . , yd(  � F1 y1( , F2 y2( , F3 y3( , Fd yd, Fd yd( ( ( 

� C u1, u2, u3..., ud( ,
(1)
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where Fk(yk) � uk for k � 1, 2, 3, . . . . . . , m, with uk∼ u(0, 1),
and C(u1, u2, . . . , ud) is envisioned as the copula function.
Te copulas have been employed as a convenient and useful
method in distinct parts of several felds [33, 35]. Tese
various characteristics can be predicted by helping multi-
variate copulas.

2.2. Regional Spatially Agglomerative Continuous Drought
Probability Monitoring (RSACDPMS). Te RSACDPMS
uses regional-level characteristics to continuously monitor
the drought probability in the Northern area of Pakistan.Te
RSACDPMS provides knowledge for several homogeneous
climatic regions and monitors drought characteristics more
expeditiously. To complete this work, the following steps are
described accordingly.

2.2.1. Seasonal Treshold at the Regional Level Defnition.
Te major concern of the study is to monitor advances re-
garding precipitation at the regional level. For this purpose, the
present study proposed RSACDPMS that calculates the re-
gional thresholds. Tis calculation is based on the following
steps. Te precipitation thresholds for four drought severity
conditions (“extremely dry, severely dry, median dry, and
normal dry”) are calculated. Tese severity conditions are
defned in the literature and are classifed according to liter-
ature [36]. Te RSACDPMS can be used for other drought
severity conditions accordingly. However, the present study
considers them according to current requirements for the
research. Te rainy season of six months (January to June) is
selected for the current analysis. During this selected season,
most of the rain falls for this region [37, 38]. Te selected rainy
season is important for the climatological characteristics. Tis
season accounts for 70% to 80% of the annual rainfall from
January to June. Te dependency of the other parts of the
country is highly linked to this rainy period. Te rainy season
provides high precipitation, which substantially contributes to
themajor river system (Indus) in Pakistan. For the rainy period
of six months, the SPI is used to drought-triggering precipi-
tation thresholds. Furthermore, the data of the selected stations
present a homogeneous environment. Niaz et al. [39] proposed
a framework to accumulate information from homogeneous
stations. Te mentioned study selected the standardized values
of the drought category from the varying stations. However, the
present study uses the same methodology for selecting pre-
cipitation data of the homogeneous stations, which is called
“spatially agglomerative precipitation (SAP).”

2.2.2. Converting SPI for the Period. Te SPI, which was
frstly introduced by McKee et al. [23], has frequently been
considered for assessing and characterizing the meteoro-
logical drought. Te SPI can quantify the standardized
discrepancy from selected probability distributions that
model the raw data to observe precipitation [19, 26]. Fur-
thermore, SPI reliability found signifcant distribution in
diferent climatic scenarios (geographical and temporal
distribution) and makes it more recognized worldwide
[19, 40]. However, the SPI index is insufcient to monitor

continuing drought characteristics because it cannot provide
expeditious information associated with precipitation def-
cits, drought probability, and the temporal evaluation of
droughts [28, 29]). Furthermore, the defciency in the
precipitation causes the main factor of the drought occur-
rences. Terefore, the RSACDPMS based on copulas and
steady-state probabilities is developed to give the regional
level probability of having drought as the rainy season
advances by assigning the SPI-6 to drought-triggering
precipitation thresholds. Te purpose of the proposed
RSACDPMS is related to the precipitation advances in the
region.

2.2.3. Copula’s Fitting. Te time series of precipitation data is
used for the characterization of the drought. Te rainy season
of the time-series data is used to envisage the drought oc-
currences in the selected stations. Te thresholds concept
proposed by Santos et al. [28] and used by Pontes Filho et al.
[29] is also used for the analysis with adaptation. Te men-
tioned studies calculate the precipitation thresholds corre-
sponding to each drought intensity using the generic
probabilities proposed by Agnew [41]. However, in the
current study, the probabilities for each drought severity
condition are obtained by the steady-state probabilities,
specifcally for the application site. Moreover, the signifcant
diference is that the RSACDPMS was initiated to continu-
ously monitor the drought probability over the Northern area
of Pakistan. Te precipitation threshold is a signifcant
concern of the analysis. Te precipitation thresholds for a
region and drought severity are calculated by converting the
SPI from January to June, SPI-6. In the studied region, the
selected season (January to June) accounts for 70% to 80% of
the annual rainfall. Te current study is performed to obtain
accurate information and timely inform the meteorologists
and policymakers to understand the growing risk of drought.
For this perspective, the present analysis is accomplished by
considering the copula-based method. Numerous studies
discuss the families of the copulas in literature [35].Moreover,
the copulas were grouped into four prominent families: ex-
treme value type, meta-elliptical copulas, and Archimedean
copulas. Because archimedean copulas have accessible
properties in hydrological analyses, it is therefore very
prevalent in modeling dependence structures, especially in
measuring the dependent tail structures [42]. Te Archi-
medean copulas have limitations for modeling higher-order
dependency structures between/among variables. Meta-el-
liptical copulas [43] can be used to assess such higher-order
types in the dependent structure. Furthermore, Archimedean
copulas (Gumbel) and meta-elliptical copulas (Gaussian and
Student t) were selected as candidates given in the following
equations–:

Gumbel exp − − lnu1( 
∅

+ − lnu1( 
∅

 

1
∅

⎧⎪⎨

⎪⎩
, (2)

Gaussianθρ θ− 1
u1(   + θ− 1

u2( , (3)
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3. Application

Te suitable selection of the region (see Figure 1) for the
analysis can improve the capabilities for drought assessment.
Te selected region has important features regarding the
climatological characteristics, including the dependency of
the other regions of the country and high altitude, which
signifcantly infuences the diferent parts; it holds a large
water frozen reservoir, which substantially contributes to the
major river system (Indus) in Pakistan. Terefore, the study
selects the most suitable region for the analysis region and
develops a widespread basis of permeating evaporative and
considerable efect for the irrigation of agriculture sectors of
the country [44–46]. Te agriculture sectors play a signif-
cant role in the development of the country [47–50]). Re-
cently, the agriculture sectors of the country were afected by
global warming [51]. Global warming afects widespread
places of the world; its impacts are stirring Pakistan’s water
temperature scarcity. Generally, the drought existences have
damaged the economic sector, farming, and agriculture
sectors. Particularly, the drought has severely damaged
human life and the agriculture sector for the last three
decades in Sindh (Province of Pakistan). Terefore, the
country needs a comprehensive and substantial method to
monitor drought characteristics more quickly by developing
inclusive and trustful tools. However, the current outcomes
are determined to improve the ability of drought monitoring
and mitigation policies signifcantly.

3.1. Results. Te defciency of precipitation and disturbance
to an expected precipitation pattern becomes the main
forcing factor for a drought. Te drought produces adverse
consequences on society and the economy. Terefore, the
researchers developed various methods and procedures to
reduce the potential negative impacts of drought. However,
there are very few studies that focus on drought monitoring
in homogeneous regions [39, 52, 53]. Te current study used
monthly precipitation data to classify the diferent drought
severities in a homogeneous region. Te various drought
severity conditions are classifed according to literature [36].
Te steady-state probabilities are used to calculate precip-
itation thresholds to monitor drought probability and
temporal evaluation (Table 1).Te steady-state probability is
defned as the probability of drought severity in the long run
duration. Te calculated precipitation thresholds, R∗N for the
rainy season of six months, January to June, at varying
drought severities for a region are given in Table 2. Te Brier
skill score (BSS) values are used to profess the performance
of the RSACDPMS. Te mathematical description of BSS is
available in [29, 54]. In Table 3, the BSS values for normal
droughts are given. A value close to 1 represents that model
performance is better. Furthermore, n rises the predicting
performance of the RSACDPMS rises as well. Te average
value of all the stations for n � 1 is 0.30, while it increases to
0.32 for n � 2 and increases to 0.87 for n � 5. Furthermore,

the probability distributions frequently used for the stan-
dardization of SPI, steady-state probabilities, and copula
functions (to evaluate the dependence structure of a rainy
season’s precipitation and its subperiod precipitation) are
used in RSACDPMS to calculate the precipitation thresholds
in the selected region.

Tis study tested the most popular Archimedean copulas
(Clayton, Gumbel, and Frank) and meta-elliptical copulas
(Gaussian and Student t). Tese copulas’ families have been
defned in literature [35, 42]. Te candidate copulas families
are selected based on the Akaike information criterion
(AIC). Te parameters’ estimation of the selected families of
the copulas is carried out by the maximum pseudolikelihood
(MPL). Furthermore, the bivariate models are used for
selecting each subperiod (n), for January (n �1) and May
(n � 5) (Table 4). Te progressive records of the precipitation
are observed by Kendall’s Tau correlation coefcient
(KTCC). KTCC witnesses that the precipitation integrated
progressively in the model. Te stronger structure of the
dependencies RN and Rn is observed which means that the
30% precipitation of the rainy season is explained by n1,
while n5 explains 90% of rainfall. Te slight disparity be-
tween the model and the empirical Kendall’s Tau estimates
infers that RN and Rn are suitably modeled by using copulas.
Te small p-values provide considerable indication against
the independence of the structure. When bivariate models
are ftted, the next step is to monitor drought probability in
chosen stations for every month.

Te year 2017 is being selected as an example to con-
tinuously show the capabilities of RSACDPMS to monitor
drought for that year (Table 5). In January, the observed
precipitation is 16mm, and the climatological precipitation
for this month is 22.78mm. Tus, RSACDPMS has already
started to show the risk of a drought in the frst semester
given the rain in the frst month. To occur a normal dry, its
probability is 0.72, as the frst value is already below the
mean. However, it is not so low, and the other drought
categories do not present high probabilities as well, and 0.39,
0.34, and 0.009 are for median, severe, and extremely dry
conditions. February comes with another month’s below
mean values, and the two-month accumulated precipitation,
which is 34.2, already shows a defcit of 17.9mm from the
climatological accumulated mean of 52.13mm. Tis situa-
tion kept the normal dry probabilities high but is enough to
signifcantly decrease the other categories’ probabilities as
they got closer to their precipitation thresholds. In March,
the drought severity level (i.e., extremely dry (ED)) is already
out of option as the precipitation accumulated by this
month, 60.9mm, is already higher than the ED threshold of
55.29. By April, the observed accumulated precipitation is
already greater than all drought severities but one, the closest
to normal condition. When June is ended and with it, the
rainy season, the accumulated precipitation for 2017 is
102.8mm, which is below the climatological mean
(134.42mm). Moreover, the mean of the accumulated
precipitation (102.8mm) is not enough to meet the normal
dry (ND) threshold (120.99mm). Terefore, RSACDPMS
permitted decision makers to understand the growing risk of
drought in that year and what category it would represent.

4 Complexity



For example, in March, the ND condition has 0.78 drought
risk while other categories have much less drought risk.
Terefore, anticipated measures that ft the exact propor-
tions of normal drought could be implemented to mitigate
its potential negative outcomes.

3.2. Discussion. Te present study develops a new method to
timely inform the meteorologists and policymakers to un-
derstand the growing risk of drought. For this purpose, Pontes
Filho et al. [29] proposed the continuous drought probability
monitoring system (CDPMS) to monitor drought occurrences
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Figure 1: Geographical locations of the six selected stations of the Northern area of Pakistan.
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and translate their probability of occurrence into user-friendly
information mathematical transformations. It was applied at
the rain gauge level in Portugal, but droughts are usually
widespread in large areas. Te mentioned study used generic
probabilities proposed by Agnew [41] and Gamma distribution
to calculate precipitation thresholds in their study. Further-
more, Niaz et al. [54] proposed modifed CDPMS to monitor
drought occurrences in Punjab and Pakistan. Te study used
various probability distributions (instead of Gamma distri-
bution), copulas, and steady-state probabilities (instead of
generic probabilities) to translate the probability of drought
occurrence into user-friendly information mathematical
transformations. However, the present study proposes the
RSACDPMS to calculate more accurate and comprehensive
information about the homogeneous regions and monitor

regional drought characteristics more expeditiously. Te in-
clusion of regional spatiotemporal information makes this
study innovative. RSACDPMS may receive more importance
than CDMPS [29] and MCDPMS [54] at the regional level,
specifcally, in the homogeneous region. Now, themodifcation
in CDMPS and MCDPMS allows users to calculate precipi-
tation thresholds for the homogeneous region. Tis modif-
cation increases the accuracy and efciency to determine
thresholds for the drought severity.

4. Conclusion

In this study, the dependency between precipitation of the
season’s total and the observed precipitation at individual
months is addressed by using bivariate copula-basedmodels.

Table 1: Te steady-state probabilities observed for various drought conditions.

SPI SPI> − 1 & SPI≤ 1 SPI> − 1.5 & SPI≤ − 1 SPI> − 2 & SPI≤ − 1.5 SPI≤ − 2
Drought classes Normal dry Median dry Severely dry Extremely dry
Steady state probabilities 0.53 0.17 0.14 0.05

Table 2: Te precipitation thresholds for various drought conditions (extremely dry, severely dry, median dry, and normal dry) are
provided.

Drought intensity Extremely dry Severely dry Median dry Normal dry
Precipitation thresholds (mm) 55.29 66.05 70.04 120.99

Table 3: BSS values n � 1 to n � 5 for the normal droughts.

Region n � 1 n � 2 n � 3 n � 4 n � 5 Average
Northern area 0.30 0.32 0.39 0.71 0.87 0.65

Table 4: Each coupled (RN, Rn) series for bivariate models, their parameters, Kendall’s Tau correlation (according to the model and
empirical), AIC, and p values at the Northern area.

Parameters Kendall’s tau
Rn Family ∅ or ρ v Model Empirical AIC p value

n1 Gumbel 1.50 — 0.33 0.30 − 10.49 <0.05
n2 Gumbel 1.98 — 0.49 0.45 − 27.98 <0.05
n3 T 0.74 2.0 0.53 0.54 − 40.71 <0.05
n4 Gaussian 0.91 — 0.74 0.72 − 81.71 <0.05
n5 Gumbel 10.23 — 0.90 0.91 − 162.6 <0.05

Table 5: Probability of extreme, severe, median, and normal drought events along the rainy season of 2017 (January to June) at scale 6
according to the RSACDPMS framework for the Northern area.

January February March April May June

Mean monthly precipitation (mm) Monthly 22.78 29.35 22.41 27.55 20.28 12.05
Accumulated 22.78 52.13 74.54 102.09 122.37 134.42

Observed precipitation (mm) Monthly 16 18.2 26.7 15.2 16.1 10.6
Accumulated 16 34.2 60.9 76.1 92.2 102.8

Drought category (threshold) Drought risk
Extremely dry (55.29) 0.09 0.07 0.00 0.00 0.00 No drought
Severely dry (66.04) 0.34 0.03 0.01 0.00 0.00 No drought
Median dry (70.05) 0.39 0.04 0.02 0.00 0.00 No drought
Normal dry (120.90) 0.72 0.59 0.78 0.94 0.96 Drought

6 Complexity



Te selection of the classes of the copulas families is based on
the AIC criterion. Te MPL method is employed for esti-
mating the parameters of the copula’s families. Furthermore,
to continuously monitor the drought probability over the
Northern area and monitor advances regarding precipita-
tion at the regional level, the current study proposes
RSACDPMS that provides information about the regional
advances including the precipitation defcits, drought
probability, and spatiotemporal evolution of the drought.
Te RSACDPMS is validated in the Northern area of
Pakistan. Consequently, RSACDPMS enables decision
makers to identify the increasing risk of drought severity in
the homogeneous region. Furthermore, the RSACDPMS
provides information to execute the exact proportions of
such a drought’s anticipated measures to decrease the
possible negative efects of the specifc drought condition.
For example, in March 2017, the ND condition appears with
drought risk (0.78), while other classes have much less
drought risk. Terefore, anticipated measures that ft the
exact proportions of ND could be implemented to decrease
its potential negative efects. Te outcomes obtained from
the RSACDPMS may improve the monitoring abilities in
rainy season advances of the selected region.
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Correspondence should be addressed to Hannia Gonzalez-Urango; hkgonzal@upvnet.upv.es

Received 3 November 2021; Accepted 30 December 2021; Published 27 January 2022

Academic Editor: Alireza Amirteimoori

Copyright © 2022 Rocio Poveda-Bautista et al.+is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

+is paper proposes a state-of-the-art methodology for the analysis of stakeholders and their role and performance related to SMEs in the
mining industry in the Chilean region of Coquimbo. +e relationships between the actors are studied and prioritized according to their
support network position. An individual index for each actor based on their influence on solving problems is provided.+e social network
analysis was used to know the influence of the actors in the sector through the centrality measures. Furthermore, a methodology to
measure stakeholders’ influence based on themulticriteriamethod analytic network process approach is proposed. Bothmethods are used
to identify themain stakeholders, study their relationships, and identify themost influential actors involved in executing strategies to boost
the sector performance.+e results show that the network remains cohesive thanks to certain actors, while the links between private actors
must be strengthened; likewise, some public actors should assume a more proactive role in dealing with the problems of the sector.

1. Introduction

Mining is one of the most important economic activities
worldwide. Globally, Chile is recognized as one of the largest
producers and exporters of minerals, mainly copper. In 2019,
Chile produced 5,822 thousand metric tons, equivalent to
28.4% of the world’s copper production, which, at the na-
tional level, generates a high impact on the gross domestic
product (GDP) of the country (9.4% in 2019) [1].

Small and medium-sized companies (SMEs) in the
mining industry are significant contributors to this sector
and important employment generators [2]. +ey depend on
national development and promotion policies. As a draw-
back, this generates high inefficiency in productive activities.
In this study, we focus on some of the problems related to
these companies, given their social and economic impact
and the scarce information available in this regard [3].

Mining activities are among themain polemical industries
and constitute a real concern worldwide, especially in de-
veloping countries like Chile [4]. +e modernization of the
mineral extraction and treatment processes should be one of
the sector’s major concerns. However, these activities have
been carried out in the same way for more than a century in
Chile, where traditional exploitation and treatment practices
are difficult to give up. Several other problems are also fre-
quent, e.g., the lack of innovation in their processes and the
error in estimating mineral deposits’ value [5].

+e problems of the sector are intensified in SMEmining
and are reflected in their production. Additionally, the
limited allocation of resources and the absence of efficient
plans and programs threaten the implementation of their
projects.

+e active and coordinated participation of the sector’s
actors in resolving the problems mentioned above is key for

Hindawi
Complexity
Volume 2022, Article ID 9096744, 15 pages
https://doi.org/10.1155/2022/9096744

mailto:hkgonzal@upvnet.upv.es
https://orcid.org/0000-0001-8904-5421
https://orcid.org/0000-0001-8300-7774
https://orcid.org/0000-0002-3698-3411
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/9096744


decision making in the mineral extraction processes. Also
known as “stakeholders,” actors can positively or negatively
influence the treatment of a given problem [6]. In the case of
SMEs involved in Chilean mining, stakeholders usually
apply their ability to act in favor. However, they can also
become a threat, developing practices and activities in-
compatible with the sector’s progress, which can turn them
into allies or enemies.

As in other previous works, the first step to reach
concerted solutions is to identify the related stakeholders
and analyze the relationships between them [7]. A solution
proposed from the joint work of stakeholders would imply
considering participatory methods. +ey are widely used to
address the difficulties of decision-making processes in
different scenarios. Nonetheless, one of the challenges of
participative processes is selecting proper stakeholders [8].

Within the well-known stakeholder theory, social net-
work analysis (SNA) helps address this challenge. SNA
depicts, models, and analyzes a community of agents using a
network structure with some nodes and links that represent
participating actors and their relationships [8].

+e network view has reshaped conventional theory [9],
and for that reason, network thinking has been effectively
utilized in various areas at different levels. For instance, in
economic geography, SNA has been considered a promising
tool for empirically investigating the structures and evolution
of inter-organization networks and knowledge flows within
and across regions [10]. Regarding the mining industry [11],
SNA has been applied to examine the strategic role of human
resource management in decision-making processes and to
determine how the human resources department collaborates
with other departments or external organizations.

Considering the network of stakeholders involved in
SMEs’ problems in the mining industry in Chile, we believe
that the action of one or more actors can affect the entire
network. +erefore, the structure of this network may be the
result of the actions of a few stakeholders. From this point of
view, we consider it interesting to use the network approach
to understanding the structure of this network.

Describing the existing relationships between the small
and medium-sized mining industry stakeholders and their
influence in the treatment of the sector’s problems can help
assess new solutions that support the development of this
group. In this way, promoting new ways of cooperation
between the different actors could correct the negative
impacts caused by the influence of a few actors. +e complex
network method can be used to study this kind of complex
structural relation among these stakeholders, in which there
are different individuals with a large number of interactions
[12].

+e research on social networks has proved that a
complex network is more suitable to the characteristics of
the real network and that this complex network is composed
of several subnetworks [13]. Many SNA-based methods,
especially corporate-level and industry-level research, do not
fully use SNA constructs to unravel the underlying com-
plexity of the networks [14]. +ere are many traditional
social network analysis methods but few studies from the
perspective of complex networks [13].

For this reason and as a novelty of this study, the pri-
oritization logic proposed by the analytic network process
(ANP) technique [15] is used to analyze the influence of the
actors and compare it with the standard centrality measures
of the SNA.+us, a new SNA-ANP approach to measure the
influence among stakeholders exert is proposed. ANP is a
well-known multicriteria decision method (MCDM) that
models a typical decision problem in the form of a network
based on the influence between the problem’s elements and
prioritizes them based on the influence relationships be-
tween them [16,17]. Another advantage of the application of
these methodologies is their usefulness in circumstances
where there is little precise information, either because it has
not been obtained, processed, and disseminated by decision
makers; because it is not feasible to generate the type of
accurate and complete information that other techniques
require; or simply because the one that exists is out of date or
not relevant [18,19].

To summarize, the main objective of this study is to
analyze the influence relationships between the actors and,
based on these influence relationships, prioritize the
stakeholders to involve them in future decision-making
processes. +e aim is to provide different individual indexes
for each stakeholder, analyzing the concept of influence
from a multirelational point of view based on a combined
SNA-ANP methodology. +is methodology is used to an-
alyze stakeholders using as a case study the small and
medium-sized mining industry of the Chilean region of
Coquimbo. In addition, we propose how to take advantage
of different actors’ positions for the treatment of problems
related to the extraction of the mineral.

+e rest of the paper is organized as follows. Section 2
presents the context of the case. Section 3 presents the lit-
erature on SNA and ANP. Section 4 details the methods
proposed and illustrates how the proposed model works
through the case study. +e results of the case study are
discussed in Section 5. Section 6 proposes some implications
of the results in the development of strategies for the sector.
Finally, Section 7 concludes the study.

2. The Context: SMEs in the Chilean
Mining Industry

Small and medium-scale mining comprises all those pri-
vately owned mines with an extraction capacity of up to 200
tons of “ore” per day. +is group’s main characteristic is that
the smelting and refining processes are carried out by the
National Mining Enterprise ENAMI [5, 20]. ENAMI is a
company for promoting and developing small and medium-
sized enterprises in the mining industry of the Government
of Chile, which provides them with subsidized payment
treatment [5, 21].

+is segment comprises a large group of small miners
who adhere to the government’s promotion policy, and most
of them sell their products to ENAMI’s purchasing powers
through a tariff system [5, 21]. Unlike large-scale mining, the
demands on small-scale mining in terms of reserves,
implementation time, and initial investment are minimal,
the capacities and infrastructure needs are moderate, and the
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employment per unit of production is high. Hence, the
specific production pattern makes small-scale mining an
attractive option for developing countries [22]. However,
several studies indicate that this sector has less equipment,
difficult working conditions, and extreme sensitivity to low
price cycles [2].

+is study focuses on SMEs in the Coquimbo Region
(with a total of 33.4% of the mines located in Chile), rec-
ognized as one of the most productive areas of the country.
+e Coquimbo Region contains 11.1% of the total area of
exploration mining concessions and 11.5% of the country’s
exploitation in 2019 [1]. +e interest in analyzing SMEs’
situation in Coquimbo lies in the productive specialization
in the mining activity of this region. +is specialization has
given rise to a regional development strategy based on
creating mining alliances in which SMEs play a leading role.

Chile promotes some policies for the development of
small and medium-scale mining through ENAMI [23, 24].
However, these policies also generate some inefficiencies,
mainly in terms of incentives. By providing fixed rates and
assuring the purchase of their products, small mining
producers are not incentivized to reduce costs or to improve
the quality of the products they deliver.

Table 1 shows the most critical problems related to the
mineral extraction and sale processes faced by small and
medium-sized mining companies in the Coquimbo Region
[25, 26]. +is research will focus on the problems of the
mineral extraction process. +ese processes are the basis for
the subsequent sale of the mineral, which must comply only
with the buyer’s procedures and requirements: ENAMI.

To solve this type of problem, the commitment of mining
producers and the organizations that represent them, public
and private, is essential. +ey must understand that this is a
common challenge and that the only long-term solution lies
in the conviction to share coordinated efforts among all
actors [23].+is study intends to provide an individual index
for each actor based on his or her influence on the problems
and propose some recommendations about how to engage
actors in addressing the problems.

3. Theoretical Background

3.1. -e Importance of Stakeholder Analysis. Stakeholders
can be defined as any group or individual who can affect or is
affected by the achievement of an organization’s purpose [6].
+e stakeholder approach proposed by stakeholder man-
agement theory is strongly related to managing the rela-
tionship with those groups and individuals.

Interest in analyzing how stakeholders influence man-
agement processes, decision making, and conflict resolution
has grown significantly, as can be seen in the literature
[6, 27]. +erefore, stakeholder management has been
adopted in many different areas such as corporate gover-
nance, social responsibility, project management [28], en-
vironmental management [29], urban development [30], or
public management [31], among many others.

However, the identification of the agents, the analysis of
their mutual influences and interrelations, the study of the
impact or importance in decision making, and the

measurement of these influences constitute a real problem
that is not fully resolved in the literature. For this reason, so-
called “stakeholder analysis” has become an increasingly
popular area. +e objective of stakeholder analysis is to
generate knowledge about the relevant agents so that their
behavior, intentions, relationships, and the influences or
resources they can contribute to the decision-making pro-
cesses can be better understood.

Although this analysis is mainly focused on defining
methods for identifying and selecting key stakeholders
[31–33], many tools have been proposed to improve man-
agement and stakeholder engagement. According to Bourne
and Weaver [34], there are three basic approaches followed
to identifying stakeholders: customer relationship man-
agement (CRM), techniques for listing and mapping
stakeholders, and social network analysis (SNA).

In general, the analysis of the stakeholders’ qualities
helps us identify each one of them and thus to know more
precisely the expectations they may have. +erefore,
selecting the appropriate way of managing stakeholders is
crucial. Yang [30] considers that there is no perfect method
of identification and prioritization of actors. +erefore, it is
convenient to combine different techniques, depending on
the case study to which it is applied, that is, according to the
number of stakeholders and interest groups, according to the
relationships to be studied, and according to the type of
information to be extracted.

3.1.1. Social Network Analysis (SNA). SNA was initiated in
the early 1920s [35]. It enables relationships to be represented
and described systematically and compactly [36]. SNA sees the
social world in terms of interactions, rather than as an ag-
gregation of actors who act independently, and thus focuses on
patterns of relationships as the unit of analysis [37, 38] and in
the implications of these relationships [9, 35, 39].

Since its institutionalization in the 1980–90s, SNA has
grown significantly, both in terms of the number of pub-
lications and the number of disciplines involved using the
SNA approach [40].+e method has been applied in many
fields, including resource utilization, social communication,
disease transmission, strategic planning, science interaction,
smart specialization, and project management [35, 41].

Many SNAmetrics and concepts have been developed to
characterize and compare network structures and positions
within them [41]. When selecting each actor’s centrality, it is
important to keep in mind what we want to consider in the
study. +is is what a centrality indicates to a specific
property. An actor may be visible in terms of one centrality
but not another. +erefore, this actor may be more useful in
one respect than another may be. A detailed description of
centrality measures can be found in [35, 37, 41, 42].

3.1.2. Analytic Network Process (ANP). +e analytic network
process (ANP) is a theory of relative measurement of in-
tangible features proposed by Saaty [15]. It defines the
prioritization model as a network in which the relationships
between decision elements represent the influence between
them [43–45].
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In a network of actors, the decision elements can be con-
sidered the actors of the network, among which it is necessary to
identify those with the greatest relevance to the problem, de-
termined by the influence they exert and receive, and what
makes them the most relevant actors of the analyzed network.

Like SNA, ANP represents the influence of the elements
of a decision problem in a matrix. However, an essential step
of ANP is identifying the network elements and their re-
lationships. +is is a network design that forces the decision
maker to conduct an in-depth analysis of the problem.

In general, the steps to carry out a prioritization process
using ANP are

(i) Identifying the components and elements of the
network and their relationships (influence matrix).

(ii) Conducting pairwise comparison and calculating
relative importance weights.

(iii) Placing the resulting relative importance weights
(eigenvectors) within the original influence matrix
(unweighted matrix).

(iv) Weighting the unweighted matrix elements by the
corresponding priorities of the clusters so that they
can be column stochastic (weighted matrix).

(v) Raising the weighted matrix to limit powers until
the weights converge and remain stable (superlimit
matrix).

+e steps and mathematical formulation of the ANP
process can be found in [15, 16, 46].

In this paper, we propose the use of ANP logic to
quantify the relative influence of stakeholders on the
problem of mineral extraction. We conducted the analogy in
which the stakeholders identified are the elements in the
decision model that should be ranked to prioritize their role
in solving the problems for the Chilean sector of mining.

Moreover, to maintain the binary scale of relationships,
as in the SNA, no paired comparisons are made between
elements. +erefore, the influence matrix is directly trans-
formed into a stochastic column matrix (weighted matrix).
+is ANP approach allows us to analyze the stakeholders’
interdependencies to reflect deeply on the influences of
stakeholders on the others (among stakeholders).

4. The SNA-ANP Approach for
Stakeholder Analysis

+is study proposes the analysis of the network of the small
and medium-sized mining industry of the Chilean region of

Coquimbo through a methodology that combines SNA, in
the stakeholder’s identification and the analysis of their
influences, and ANP, for the analysis of these influences and
the prioritization of the most influential stakeholders in
dealing with the problems of this group of companies.
+erefore, we have named the proposed methodology SNA-
ANP-based approach for stakeholder analysis. +e purpose
is to associate the actors’ positions to decision-making
processes and the responses to the mineral extraction
problems that this group of companies faces.

+e study is exploratory as it examines ANP’s approach
to stakeholder analysis. It is also descriptive because it
combines the SNA-ANP approach to describe the network
and its actors’ characteristics. +e following steps were used
to conduct this research (Figure 1).

+e combined use of the two techniques has previously
been performed in the works of [47–49] for the identification
of actors to link in multicriteria decision-making processes.
However, as far as the authors know, both techniques have
not been combined to study influences between the same
elements and compare results.

4.1. Problem Formulation. +e correct definition of the
problem to be dealt with is the initial stage and is the basis for
applying any methodology related to decision making. As
mentioned in Section 2, among the possible drawbacks to be
addressed in this work, we have focused on problems related
to production technology. +ese problems were identified
and classified in previous works [25, 26] through a survey
answered by 340 companies belonging to the National
Mining Society Database (SONAMI database of small and
medium-sized companies in the Coquimbo Region) from
which the main problems that are shown in Table 1 of this
work were extracted.

4.2. Design: Definition of the Elements of the Stakeholder
Analysis. In both techniques (SNA and ANP), the relations
are as important as the actors are; therefore, the two fun-
damental components to identify are the list of stakeholders
and the type of interaction to be studied.

4.2.1. Nodes: Identification of Stakeholders. +e main in-
terest groups related to mining exploitation in Chile are
summarized in Table 2. +ese actors were selected among
associations of small miners, medium-sized companies, or
services that usually carry out functions of promotion,

Table 1: Main problems of SME mining in Coquimbo.

Problems of production technology: mineral
obtaining process Commercialization problems: mineral sales process

Lack of professional qualifications Lack of orientation of small and medium-sized companies in the mining industry for
the sale of mineral ore

Lack of strategic business vision Lack of knowledge in the process of buying and selling minerals
Lack of entrepreneurial capacity +e inefficiency of the state-owned company ENAMI
Technological obsolescence Low production capacity of the state-owned company ENAMI
Financial weaknesses Setting of high treatment charges by the state-owned company ENAMI
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support, technical support, and control of the sector’s
activities.

Since this study was carried out in the Coquimbo Region,
the actors that are directly related to the mining SMEs in this
region were identified. For this, a survey of the information
was carried out through the Regional Government (GORE)
and the Regional Ministerial Secretariat of Mining (SER-
EMIA). On the other hand, the Ministry of Mining was
consulted to define the central government actors that have a
direct relationship with SMEs in the different regions of
Chile. +e list of key stakeholders was compiled, including
all these identified actors.

+eir public or private nature determines the first
characteristic of these actors. +e first group corresponds to
public institutions, while the second one is conformed of
those that do not belong to the Government of Chile and are
characterized as being private organizations and trade
associations.

+e actors represent the nodes in the SNA and the
decision elements in the ANP.

4.2.2. Interactions: One-Mode Network. +e second key
elements are the links between the nodes that represent the
relationship between different stakeholders. As this paper
analyzes the actor’s influence in the problems related to
mineral extraction, the relationships (relational content) are
those interactions between the actors related to the treat-
ment of the problems.

According to Hanneman and Riddle [36] and many other
studies, sharing of information and interactions can be used to
establish links between two nodes in a social network. In this
work, the relationships between all the actors were studied.

4.3. Collection and Modeling of Influences. A questionnaire
was designed as a tool to collect data (Table 3) and sent to the
31 actors listed in Table 2. Responses were received from 17
actors out of the 31 (Table 4). +e rest of the actors did not

respond despite several attempts. In these cases, the
methodology advises against interviewing them because
their unwillingness would bias their answers and, therefore,
the results. If they were key actors, they would be nominated
by the rest of the participants [10].

+e network was formed with the 17 actors who an-
swered, taking into account their representativeness in de-
cision-making problems related to mineral extraction.

With respect to the trade associations, of the nine
existing ones, the six that participated in the study were
included in the network since they are representative in
terms of their production size, number of workers, and
sales distance from their deposit to ENAMI, while the
remaining three are much smaller and not very repre-
sentative. On the other hand, the eight mining companies
existing in the Coquimbo Region, classified as medium-
sized mining enterprises, were considered not relevant for
this study. +ese companies sell the final product of their
process in a different way than trade associations, and
therefore their sales relationship with ENAMI is different.
+at is, trade associations sell their product extracted
from their deposit directly to ENAMI, while the com-
panies, once their product has been exploited, process it in
their own plants, obtaining a product and by-product as
benefits. Considering these eight companies, with dif-
ferent relationships in the extraction and sales problems
with the main promoter of the sector in the Chilean
Government´s mining industry (ENAMI), would have
altered the relationships of the key network players and
their connections with the rest of the network.

Regarding safety entities, in the initial list, we had ACHS
(Chilean Association of Security), CCHC (Chilean Chamber
of Construction), and IST (Worker Safety Institute). All of
them are private non-profit entities, whose missions are very
similar and which provide full coverage for work accidents
and develop risk prevention programs in Chile. +erefore,
CHCH was considered as representative of the three oc-
cupational health and safety entities.

Phase IV
Influences 
Assessment

Phase III
Collection

Phase II
Design 

Phase I
Problem 
formulation

Network cohesion and 
Stakeholder positions

Analysis of the relevant 
informationContext of the study

Identification and definition 
of the elements

Modelling the influences

Interactions (links)

Phase V
Stakeholder 
Analysis

Problems vs Stakeholders
Actions vs actors

Stakeholders (nodes-elements)

Best and worst positions

Questionnaire for stakeholders

Adjency matrix 

SNA Centralities

ANP Prioritization

Figure 1: +e SNA-ANP proposed approach.
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Table 2: List of actors.

No Acronym Description Type Main activity
1 ENAMI National Mining Enterprise Public Promoting, processing, trading

2 SONAMI National Mining Society Private/
business Promotion and advisory services

3 SERNAGEOMÍN National Geology and Mining
Service Public Promotion

4 CORFO Production Development
Corporation Public Promotion

5 SERCOTEC Technical Cooperation Service Public Promotion

6 SEREMÍA Regional Ministerial Secretariat of
Mining Public Technical support

7 GORE Regional Government Public Promotion

8 SENCE National Training and
Employment Service Public Training-technical support

9 DDT Labor Department Public Control

10 IST Work Safety Institute Private/
business Training and prevention

11 ACHS Chilean Security Association Private/
business Prevention

12 CCHC Chilean Chamber of Construction Private/
business Promotion

13 ULS University of La Serena Public Training and technical support

14 EB Banking Entities Private/
business Control

15 AGM La Higuera La Higuera Mining Association Private/
business

Small-scale mining: grouping and representing miners

16 AGM Andacollo Andacollo Mining Association Private/
business

17 AGM Punitaqui Punitaqui Mining Association Private/
business

18 AGM Ovalle Ovalle Mining Association Private/
business

19 AGM El Huacho El Huacho Mining Association Private/
business

20 AGM
Combarbalá Combarbalá Mining Association Private/

business

21 AGM Salamanca Salamanca Mining Association Private/
business

22 AGM Illapel Illapel Mining Association Private/
business

23 AGM La Serena La Serena Mining Association Private/
business

24 CMSG San Geronimo Mining Company Private/
business

Medium mining: exploration, extraction, production, and
processing: mine + plant

25 CMPN Palo Negro Mining Company Private/
business

26 CMLL Los Linderos Mining Company Private/
business

27 CMDP Punitaqui Mining Company Private/
business

28 CMAC Minera Andacollo Copper
Company

Private/
business

29 CMLP Los Pingos Mining Company Private/
business

30 CMNE Nueva Esperanza Mining
Company

Private/
business

31 CMLC La Cocinera Mining Company Private/
business
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Regarding the participation of the Banking Entity (EB),
this was considered unnecessary, since the financing of small
mining and trade associations through financial entities is
almost nil because the mining sector does not provide
benefits for financial entities.

Table 3 shows an example of the questionnaire that was
given to the final list of stakeholders.

+e adjacency matrix is built based on the actors’ re-
sponses about the relationships between them to improve
the problems related to the mineral extraction process. An
actor (A) pointing to another actor (B) indicates that actor B
supports actor A.+erefore, this matrix reflects the influence
of the elements located in rows on the elements located in
columns. A binary measurement scale has been used in
which “1” (green) indicates that influence exists between the
actors and “0” (red) indicates that there is no influence at all.
Once the nodes and lines are identified, a 1-mode adjacency
matrix was generated (Table 4).

4.4. Stakeholder Influence Assessment

4.4.1. Analysis through SNA Approach. +ree structural or
cohesion measures (network density, network centrality,
and average path length) and four types of centrality
measures (degree, closeness, betweenness, and eigenvector)
were used. We have chosen UCINET [50] as the software to
carry out the visualization and SNA analysis. +e results are
presented in Section 5.

4.4.2. Analysis through ANP Approach. Using ANP logic, the
prioritization of the actors was obtained according to their
influence in solving the mineral extraction process’s problems.

According to ANP terms, the adjacency matrix obtained
(Table 4) corresponds to the influence matrix representing
the influences relationships. Since the calculation of relative
importance weights has been avoided, to maintain the same
binary scale used in SNA analysis, the influence matrix is
transformed into a stochastic column matrix to obtain the
weighted matrix (Table 5). Finally, the weighted supermatrix
is raised until the weights converge and remain stable to
obtain the superlimit matrix. +ese calculations have been
developed using Superdecisions® software [15, 51].+e ANP
results are shown in the last column of Table 6.

5. Results and Discussion

5.1. Structural Analysis of the Whole Network. Based on the
adjacency matrix, a 1-mode network of stakeholders was

generated. In the network, the identified stakeholders are
mapped into nodes linked with arrows (Figure 2).+e nodes’
shape represents the stakeholder’s nature, while the nodes’
color represents their main activity.

A brief scan of Figure 2 shows that the network is built
on several central actors that establish multiple relationships
(A1, A2, A6, . . .). Likewise, some peripheral nodes can only
communicate through each other, for example, A5, A8, and
A9.+ere is only one isolated node (A10).+erefore, this is a
sociocentric type network connected by actors positioned in
the center.

Considering only the governmental actors (Figure 3(a)),
all of them maintain multiple connections with each other.
On the other hand, isolating the non-governmental actors in
a subnet (Figure 3(b)), the number of connections dimin-
ishes. In the last case, there are two disconnected actors (A10
and A16), while the rest are only held together by actor A2.
+is subnet also shows a complete disconnection among the
associations.

Table 7 shows the main cohesion measures. +e social
network density is 0.228, indicating that the network is
sparse and poorly connected. Such a value is low since the
total number of nodes is 17, which indicates that the social
network is not very large and it should not be challenging to
connect many actors. +e number of existing relationships
in this network is weak; hence, it is necessary to improve
further exchanges and relationships in the sector. +is is
reflected especially in the group of associations and in some
entities that should be recognized as more central actors,
such as A5 and A10, given their supporting role.

+e social centralization of the network indicates a sig-
nificant difference among some stakeholders’ degree centrality.
+is is reflected in the network graph in the central position of
some actors versus the disconnection of others.

+e average degree of each stakeholder is 3.6. +is
finding indicates that one specific stakeholder can, on av-
erage, support more than three stakeholders. Given the size
of the network, the average path length is relatively small,
with a value of 2. It means that the network connections are
efficient, indicating that one actor could easily be exchanged
for another. +is value facilitates the rapid transfer of in-
formation or resources, reducing the loss of information or
resources in the process. +is is especially important for the
small business community that is hard hit by resource
constraints.

In general, the results of the cohesion measures show
that the relationships between stakeholders are not very
close despite the size of the network. However, since the
network is small and compact, it is not difficult to improve
the connection between the most remote actors.

5.2. Power Quantification Analysis of Chilean Small Miners’
Network. Some of the conclusions that emerged from the
structure analysis of the whole network carried out in the
previous section are reinforced and complemented by the
analysis of individual indicators. Table 6 shows the measures
calculated for each of the actors in the small mining industry
in Chile.

Table 3: Example of the questionnaire for stakeholders.

Which of the actors do you contact in order to address issues
related to mineral extraction problems? Please tick.
Actor:
National Mining Enterprise (ENAMI)
National Mining Society (SONAMI)
National Geology and Mining Service (SERNAGEOMÍN)
. . .

Others

Complexity 7



In Table 6, red circles are used to mark low values for
each indicator, amber circles are used for average values, and
green circles are used for the most central actors. +ese
measures assess different types of actor relationships and
provide insights into how the stakeholders are connected
within the mining sector.

+ere is a significant difference between the most im-
portant positions of the OutDegree and InDegree central-
ities. +is is to be expected given the meaning of the
relationship studied. Regarding OutDegree, A11ULS has the
highest value [13], indicating that 13 out of the 17 stake-
holders look for help from this actor to deal with the sector’s
problems; therefore, it is the most consulted actor. +is is
consistent given the role of technical support and the ty-
pology of problems related to mining production. A11ULS
role is critical, especially for small miners’ associations, since
they only draw on it to solve the problems of the sector. Two

hypotheses can be developed to explain this situation. First,
the associations do not consider contacting more actors due
to lack of knowledge, and second, other actors have not dealt
with them in previous experiences. A7GORE, A8SENCE,
and A10CCHC are actors that do not provide support to the
network.

Regarding InDegre, the values of A1ENAMI [12] and
A6SEREMÍA [10] are relatively high, indicating that both
institutions are ones that contact more actors to deal with
extraction problems.+e results of both centralities give us a
first idea about the strategy to be implemented considering
the contact power of the triad A1, A6, and A11. In general,
Associations have the lowest values, which is an evident
weakness of the network, as these actors are the ones that
require the most support.

Considering OutCloseness, A11ULS remains the closest
actor to the rest, along with A6SEREMÍA, A4CORFO, and

Table 5: Weighted supermatrix.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17
A1.ENAMI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A2.SONAMI 0 0 0.125 0 0 0.100 0 0 0 0 0.333 0 0 0 0 0 0
A3.SERNAGEOMÍN 0.083 0 0.125 0.200 0 0.100 0.167 0 0 0 0 0 0 0 0 0 0
A4.CORFO 0.083 0.143 0 0 0 0.100 0 0 0 0 0 0 0 0 0 0 0
A5.SERCOTEC 0.083 0 0.125 0 0.500 0.100 0.167 0 0 0 0.333 0 0 0 0 0 0
A6.SEREMÍA 0 0 0 0.200 0 0.100 0 0.500 0 0 0 0 0 0 0 0 0
A7.GORE 0.083 0.143 0.125 0.200 0.500 0 0.167 0 0 0 0.333 0 0 0 0 0 0
A8.SENCE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A9.DDT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A10.CCHC 0.083 0 0.125 0 0 0 0.167 0 0 0 0 0 0 0 0 0 0
A11.ULS 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A12.AGM La Higuera 0.083 0 0.125 0.200 0 0.100 0.167 0.500 1.00 0 0 1.00 1.00 1.00 1.00 1.00 1.00
A13.AGM Andacollo 0.083 0.143 0 0.200 0 0.100 0 0 0 0 0 0 0 0 0 0 0
A14.AGM Punitaqui 0.083 0.143 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A15.AGM Ovalle 0.083 0.143 0 0 0 0.100 0 0 0 0 0 0 0 0 0 0 0
A16.AGM Combarbalá 0.083 0.143 0.125 0 0 0.100 0.167 0 0 0 0 0 0 0 0 0 0
A17.AGM Salamanca 0.083 0 0.125 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 4: Adjacency matrix.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17
A1 ENAMI 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0
A2 SONAMI 1 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0
A3 SERNAGEOMÍN 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
A4 CORFO 1 0 1 0 1 1 1 0 0 0 1 0 0 0 0 0 0
A5 SERCOTEC 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0
A6 SEREMÍA 1 1 1 1 1 0 1 0 0 0 1 0 0 0 0 0 0
A7 GORE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A8 SENCE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A9 DDT 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
A10 CCHC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A11 ULS 1 0 1 1 0 1 1 1 1 0 0 1 1 1 1 1 1
A12 AGM La Higuera 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0
A13 AGM Andacollo 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A14 AGM Punitaqui 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
A15 AGM Ovalle 1 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0
A16 AGM Combarbalá 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A17 AGM Salamanca 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
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A1ENAMI.+is suggests that A4CORFO could be an ally for
the triad of actors mentioned above. Moreover, given its aim
of promoting production, this actor’s role must be better
used and strengthened. +e analysis of InCloseness shows a
larger group of actors with the best results. However, given
the nature of the network, associations should be able to
arrive quickly and get close to the rest of the actors who
support them.

OutEigen considers the privileged position of nearby
nodes. +is centrality shows some different results among

the associations, which could be used when designing or
applying strategies that seek to impact small miners directly.
Especially, A12AGM_La_Higuera and A15AGM_Ovalle,
which have the highest values, should make less effort to
disseminate or deliver information or resources than the rest
of the associations. Regarding the InEigen, A3SERNA-
GEOMIN seems to play a role in searching for resources for
the sector.

As expected, for betweenness, A11ULS has the highest
value, indicating that it has the highest potential to connect

A5.Sercotec A4.Corfo

A7.Gore

A3.Sernageomín
A9.DDT

A11.U.L.S.

A6.Seremía

A16.AGM Combarbalá

A15.AGM Ovalle

A13.AGM Andacollo

A14.AGM Punitaqui

A12.AGM La Higuera

A17.AGM Salamanca

A10.C.CH.C

A1. Enami

A2. Sonami

A8. Sence

Figure 2: +e social network of actors linked to the problem of the mineral extraction process of small mining companies in the Coquimbo
Region, Chile (UCINET®) (circles: public actors; squares: private organizations or associations; grey: ENAMI; green: promoting; red:
training; blue: control, orange: technical support; purple: association.

Table 6: +e SNA-ANP measures.

Actor OutDeg Indeg OutClose InClose OutEigen InEigen Between ANP
A1.ENAMI 3

5
3
6
3
7
0
0
3
0

13
4
2
3
5
2
3

12
7
8
5
2

10
6
2
1
0
3
1
1
1
1
1
1

31
37
39
28
38
27
64
64
40
64
21
37
40
38
36
42
38

26
31
30
35
39
28
31
43
46
64
35
46
46
46
46
46
46

0.47
0.49
0.37
0.64
0.30
0.73
0.00
0.00
0.19
0.00
1.00
0.52
0.21
0.37
0.46
0.19
0.37

1.00
0.56
0.91
0.58
0.35
0.99
0.66
0.20
0.13
0.00
0.57
0.13
0.13
0.13
0.13
0.13
0.13

50.98
9.17
6.64

13.72
3.13

47.03
0.00
0.00
0.00
0.00

94.62
0.14
0.14
0.14
0.14
0.00
0.14

0.107
0.056
0.033
0.137
0.043
0.157
0.000
0.000
0.013
0.000
0.261
0.060
0.017
0.033
0.037
0.013
0.033

A2.SONAMI
A3.SERNAGEOMÍN
A4.CORFO
A5.SERCOTEC
A6.SEREMÍA
A7.GORE
A8.SENCE
A9.DDT
A10.CCHC
A11.ULS
A12.AGM La Higuera
A13.AGM Andacollo
A14.AGM Punitaqui
A15. AGM Ovalle
A16.AGM Combarbalá

A17.AGM Salamanca
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and control other stakeholders in the network. Stakeholders
with higher values of betweenness centrality can act as
brokers since they lie on many different paths in the public
network and the non-public network. Consequently, they
connect many different pairs of actors. Other organizations
can also have power as intermediate institutions, such as
A1ENAMI and A6SEREMÍA, which can help build up more
connections for supporting exchanges, especially to connect
the most distant actors. Moreover, these public institutions
have adequate drivers and capacities to promote this sector.

Besides, it is not recommended that the network depends
so much on a single actor. Actors with the highest be-
tweenness (high and differentiated) have the power to break
the link among various actors in the network, weakening the
group, and thus must be treated with caution [52]. Centrality
analysis also uncovers the betweenness centrality of several
actors such as A7, A8, A9, and A10 and all the associations
located on the edges of the network, indicating the presence

of structural holes. +is lack is more evident among non-
public actors. +ey cannot frequently interact with other
organizations to discuss mineral extraction problems.

Finally, we analyze the result of the proposed analysis using
ANP logic. +e result presents the prioritization of the actors
that participate in the small companies’ mineral extraction
process of the mining industry of the region of Coquimbo of
Chile. It establishes the dimension of an actor’s influence on the
problem. +is facilitates the comparison between the positions
of an actor with respect to others and highlights the differences
between the most central and most peripheral actors.

+e result reinforces that the A11ULS is themost influential
actor. Its priority in this problem is 26%.+is value is high, but it
is also quite far from the rest. Hence, it is necessary to take
actions so that the actors, especially small miners, seek more
support in other types of organizations. Moreover, other actors,
such as A2SONAMI, could take more relative importance,
taking advantage of its proximity to the rest of the actors.

+e second group comprises A6SEREMÍA, A4CORFO,
and A1ENAMI, with values of 15.7%, 13.7%, and 10.7%.
+ese three public institutions are called upon to lead the
process of modernization of the sector that allows small
miners to overcome extraction problems. All strategies
should be led by them and aimed at those disadvantaged
actors of the network, such as small miners’ associations,
which are the least influential as regards the problem.

+e rest of the actors have zero or very low influence
values. In this group, we find all the miners’ associations

Table 7: Cohesion measures.

Measure Value
Density 0.228
Deg-centralization 0.663
Out-central 0.621
In-central 0.555
Avg-degree 3.647
Avg-distance 2.076

A5.Sercotec A4.Corfo

A6.Seremía

A7.GoreA11.U.L.S.

A3.Sernageomín A9.DDT

A8. Sence

A1. Enami

(a)

A16.AGM Combarbalá

A15.AGM Ovalle

A13.AGM Andacollo

A14.AGM Punitaqui

A12.AGM La Higuera

A17.AGM Salamanca

A10.C.CH.C

A2. Sonami

(b)

Figure 3: Subnets according to the nature of the actors. (a) Public actors. (b) Non-public actors: private organizations or associations.
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(A12–A17) and A2SONAMI, A3SERNAGEOMIN,
A5SERCOTEC, A7GORE, A8SENCE, A9DDT, and
A10CCHC. +is suggests that 13 out of the 17 stakeholders
do not offer any kind of support to the rest of the network.
+erefore, the group addresses the same actors (A1ENAMI,
A4CORFO, A6SEREMÍA, and A11ULS) regardless of the
type of problem, for example, whether it is a problem related
to technological obsolescence or financial weaknesses.

An advantage of using ANP logic is that it allows us to
complement and summarize the situation depicted from the
SNA centralities. +e joint analysis using the SNA-ANP
approach also allows the classifying of the actors according
to the weaknesses and strengths derived from their position
in the network. Each measure reveals the location and
importance of actors from several different viewpoints.
However, to summarize the previous results, following the
proposal of Ahmadi et al. [8], we propose a classification of
the actors in four groups according to their actions to
promote the mining sector (Table 8).

Public actors, especially A11ULS, can easily control the
network. +e actors in the associations’ group (Group V)
have less influence because they cannot support other
actors and seek support only in A11ULS. For this reason,
the intervention of more central actors (Group I and
Group II) to establish more support connections is im-
perative and urgent. Greater availability is required to help
these types of actors. +e associations A12AGM_La_Hi-
guera and A15AGM_Ovalle may be the most important
allies since they are the ones that hold the best position in
this group.

+erefore, it is crucial to prepare more policies to en-
courage non-public stakeholders to ask for more support
and involve more public actors supporting small businesses
(Group III). A2SONAMI can serve as an intermediate to
connect both groups since it is the non-public actor with
better linkages among these groups.

Finally, the actors must demand a more significant
presence from the actors of Group IV since their role of

promoting, training, technical support, and control does not
have any influence on the network.

6. Implications of the Results in Handling the
Extraction Problems

Two types of actions can be proposed to strengthen the
sector. +e first aimed at stimulating relations between
actors to improve the role and presence of certain actors in
the network [42]. +e second aimed at solving the problems
found by taking advantage of the actors’ current position
[9, 35]. +e objective is to detect opportunities for im-
provement in management and to support decision-making
processes related to the mineral extraction process in the
region of Coquimbo in Chile from the perspective of the
actors and their positions.

University of La Serena (ULS) is the actor with the most
significant influence on the problem of the mineral
obtaining process of the SMEs of the mining industry of the
region of Coquimbo.+is is because this public institution is
committed to this region and is aiming at transferring and
disseminating knowledge, techniques, and technologies
related to mining topics. +e Regional Ministerial Secretary
of Mining (SEREMÍA) is a relevant public institution since
its central role is to execute regional policies, plans, and
projects. In a nutshell, these two actors could provide
support to companies, helping them increase their strategic
vision of the business and improve their entrepreneurial
capacity.

In the third and fourth positions appear the Corporation
for the Promotion of Production (CORFO) and the National
Mining Enterprise (ENAMI). ENAMI is an institution for
the promotion of small and medium-sized mining. CORFO
is a world-class agency intended to project Chile towards the
new knowledge economy of the 21st century. Both insti-
tutions play a crucial role in supporting companies’ pro-
fessionals and providing technological training.

Table 8: Groups of stakeholders

Group Actors Actions to be promoted
Group I A11.ULS Key actor to lead the actions to be performed

Group II
A6.SEREMÍA

To take a more active roleA4.CORFO
A1.ENAMI

Group III
A2.SONAMI

To improve their connectionsA5.SERCOTEC
A3.SERNAGEOMÍN

Group IV

A9.DDT

To increase their presenceA7.GORE
A8.SENCE
A10.CCHC

Group V

A12.AGM La Higuera

+ey are the neediest in the network. Urgent actions are required.

A15.AGM Ovalle
A14.AGM Punitaqui
A17.AGM Salamanca
A13.AGM Andacollo
A16.AGM Combarbalá
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+e active, adequate, constructive, and organized par-
ticipation of the actors can contribute to better managing the
human, technical, and financial resources required for im-
provements in the mineral extraction process, favoring the
access and exchange of crucial information [53], as well as
the generation and adoption of commitments by the actors
to contribute to management programs and reduce conflicts.

+erefore, we have related SNA-ANP measures to key
characteristics of the actors. +is makes it easier to identify
those actors with specific characteristics required for par-
ticular improvement actions. Table 9 shows the best-posi-
tioned actors for each measure and those that should be
promoted, either because they should offer or because they
should ask for more support from the network.

Table 9: SNA-ANP analysis vs. key characteristics.

Key characteristics Measure Best positions To be strengthened in

Contacted by other stakeholders
Greater support capacity [7,41] OutDeg A11.ULS

A6.SEREMÍA

A10.CCHC
A4.CORFO
A2.SONAMI
A1.ENAMI
A8. SENCE
A7.GORE

Contact more actors
Request support
Greater access to support [7,41]

InDeg

A1.ENAMI
A6.SEREMÍA

A3.SERNAGEOMÍN
A2.SONAMI

A15.AGM Ovalle
A12.AGM La Higuer
A14.AGM Punitaqui
A17.AGM Salamanca
A13.AGM Andacollo
A16.AGM Combarbalá

Closer to support the rest of the network [37] OutClose

A11.ULS
A6.SEREMÍA
A4.CORFO
A1.ENAMI

A2.SONAMI
A3.SERNAGEOMÍN

A5.SERCOTEC
A7.GORE
A8.SENCE
A9.DDT

A10.C.CH.C

Get help faster [35] InClose

A1.ENAMI
A6.SEREMÍA

A3.SERNAGEOMÍN
A2.SONAMI
A7.GORE

A15.AGM Ovalle
A12.AGM La Higuera
A14.AGM Punitaqui
A17.AGM Salamanca
A13.AGM Andacollo
A16.AGM Combarbalá

Reduced delivery effort [29,54] OutEigen A11.ULS
A6.SEREMÍA

A7.GORE
A8.SENCE
A10.CCHC
A9.DDT

A5.SERCOTEC
A3.SERNAGEOMÍN

Less effort to seek/demand support or help [29,54] InEigen
A1.ENAMI
A6.SEREMÍA

A3.SERNAGEOMÍN

A15.AGM Ovalle
A12.AGM La Higuera
A14.AGM Punitaqui
A17.AGM Salamanca
A13.AGM Andacollo
A16.AGM Combarbalá

A2.SONAMI

Gatekeepers
Close structural holes [41,50] Between

A11.ULS
A1.ENAMI
A6.SEREMÍA

A4.CORFO
A2.SONAMI

A3.SERNAGEOMÍN
A7.GORE

Influence [15] ANP
A11.ULS

A6.SEREMÍA
A4.CORFO

A1.ENAMI
A2.SONAMI

A3.SERNAGEOMÍN
A5.SERCOTEC

A7.GORE
A8. SENCE
A9.DDT

A10.CCHC
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Finally, Table 10 shows the relationship between the
production technology problems and the stakeholders that
could support the decision making and solutions according
to their position in the network and their main activity.

7. Conclusions

+e application of the methodology proposed in this paper
facilitates participatory decision making in the problem of
the mineral extraction process. +is methodology prioritizes
the most influential actors and develops a novel stakeholder
analysis model that recommends the participation of the
most relevant stakeholders to evaluate opportunities for
improvement in the management of mineral extraction
processes. In this sense, this methodological approach can be
a complementary method in order to go deeper into the
relationship between the complexity of real social networks
and the decision-making processes of these relevant actors
[8].

+e active participation of the most relevant actors in
these processes contributes to better managing human,
technical, and financial resources, relating these actors to
specific improvement actions to be applied in the sector.+is
relationship allows establishing a connection between the
sector’s production technology problems and the stake-
holders, who should make the decisions related to each type
of problem, according to their main activity and their po-
sition in the network.

+e results of the SNA centralities assign a value to the
actors’ influence on the problem and establish the importance
of an actor concerning others, highlighting the differences
between the most central and the most peripheral actors.

On the other hand, an advantage of using ANP logic is
that it allows complementing the analysis of SNA central-
ities. +e joint analysis, using the SNA-ANP approach,
classifies the actors according to the weaknesses and
strengths derived from their position in the network. +is
new approach could be applied in other complex networks
with complex structural relations among stakeholders, e.g.,
at corporate or industrial level, since these levels have not
received much attention in network research [14].

According to the results obtained, it can be concluded
that government agencies are competent and of great im-
portance for the SMEs of the mining industry of the region
of Coquimbo in Chile. It is necessary to re-evaluate the role
of the ENAMI, since, as the only purchasing power of
minerals of the State of Chile, it results in SMEs of the
mining industry of the Coquimbo Region having greater
difficulties in complying with the requirements demanded

by the state entity, especially with the extraction of the
mineral.

Finally, as one of the main limitations of this study, we
can mention the low participation of medium-sized com-
panies. However, the information collected with the par-
ticipating actors allowed us to understand the role of the
actors who did not participate [54].
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Critical types of infrastructure are provided by the state to maintain the people’s livelihood, ensure economic development, and
systematic government operations. Given the development of ever more complicated critical infrastructure systems, increasing
importance is being attached to the protection of the components of this infrastructure to reduce the risk of failure. Power facilities
are one of the most important kinds of critical infrastructure. Developing an effective risk detection system to identify potential
failure modes (FMs) of power supply equipment is crucial. *is study seeks to improve upon prior approaches for risk assessment
by proposing a hybrid risk-assessment model using the concepts of failure mode and effect analysis (FMEA) and multiple-criteria
decision-making (MCDM). *e proposed model includes a cost-based factor for decision-makers. *e subjectivity and un-
certainty in FM assessment are adjusted through the rough number method. *e original risk priority number (RPN) can be
expanded by including the entropy weights in the risk index. Furthermore, to rank the risk priorities in a rational manner, a
modified technique for order preference by similarity to ideal solution (modified TOPSIS) is adopted. *e applicability and
effectiveness of the proposed method were demonstrated by considering an example of a turbine steam engine in a nuclear
power plant.

1. Introduction

Critical infrastructure networks, such as technological
networks, information and communication technology
systems, transport networks, health care systems, and fi-
nance and government systems, are vital assets for every
country [1, 2]. When a piece of critical infrastructure is
destroyed, degraded, or rendered unavailable, lives can be
lost, and economic development can be hindered. For ex-
ample, in mid-August 2017, a large-scale unexpected power
outage occurred in Taiwan. *e primary reason for this
incident was that the supply pipeline for the power supply
plant stopped operating, which resulted in a large number of
generator sets being shut down. *e resultant blackout
indirectly caused one death and multiple injuries. *e area

affected by the incident included a metropolitan area with a
high population concentration. *e main effects of the
blackout included the suspension of business operations in
the area and loss of road lighting leading to traffic con-
gestion. To avoid critical infrastructure failure events like
this, many countries have begun to focus considerable efforts
on protecting critical infrastructure [2]. Interest in the field
of risk analysis has grown in recent years, and risk assess-
ment has emerged as a reliable and stable process that
supplements and complements many aspects of citizens’
lives [3, 4].

Critical infrastructure systems are interdependent, and
the infrastructure for producing electrical power is the key
system powering the functioning of other facilities [5, 6].*e
efficiency of nuclear power generation is higher than that of
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other power supply systems. One of the main pieces of
power generation equipment for nuclear power plants is the
turbine steam engine [7]. If the potential for failures can be
detected before a failure incident occurs, maintenance
measures and improvement strategies can be developed to
effectively reduce the probability of failure. *is is the
purpose of the failure mode and effect analysis (FMEA).
FMEA is one of the most popular risk detection tools used to
identify, assess, and remove potential or known failure
modes (FMs) to improve the safety and robustness of in-
tricate systems. t is intended to provide suggestions for risk
management decisions [8–10].

Basically, potential FMs in FMEA are assessed and sorted
according to the risk priority number (RPN), which is
obtained by multiplying three risk elements: severity (S),
occurrence (O), and detection (D) [11–13]. Unfortunately,
cost, which is often of most concern to the organization or
enterprise, is not included as a risk element in the FMEA [8].
In addition, there are only a few FMEA studies that discuss
the failure analysis of steam turbines in nuclear power
plants.

However, there are problems with the method for de-
termining RPN values when FMEA is applied to real-world
problems. *e method has been criticized because of the
equal weightings of its elements, its high duplication rate,
and its failure to address the subjective perceptions from
analysts. *ese shortcomings can significantly affect the
accuracy of the analysis results [8, 14]. It is also the case that
many current FMEA models use arithmetic averaging to
integrate the judgments of multiple experts/decision-
makers/analysts. *is means that outliers/extreme values are
ignored [9].

*is study develops an extension of the FMEA model
aimed at enhancing the effectiveness of the methodology.
Multiple-criteria decision-making (MCDM) techniques that
use analysts’ experience and judgment to strengthen the risk
assessment process are utilized for making critical risk
management strategies to enhance the efficacy and empirical
validity of risk analysis results. Numerous MCDM models
have been proposed to improve the FMEA methodology
[15, 16]. *e methods for determining the weights of three
risk elements include the analytic hierarchy process (AHP)
[17], the analytic network process (ANP) [18], data envel-
opment analysis (DEA) [19], and the best worst method
(BWM) [8]. *e FM sorting methods include the technique
for ordering preference by similarity to ideal solution
(TOPSIS) [9], grey relational analysis (GRA) [8], and
VIsekriterijumska Optimizacija i Kompromisno Resenje
(VIKOR) [20]. FMEA methods using MCDM techniques
have been increasingly used for solving real-world cases in
recent years. In one study, a hierarchical MCDM approach
based on the fuzzy concept and the VIKOR technique was
proposed to deal with site evaluation in municipal solid
waste management systems [21]. Silva et al. [22] proposed an
approach for risk assessment of information security
encompassing FMEA and fuzzy set theory. A modified
VIKOR method was used to explore the effects of FMs.
Researchers have applied the AHP method based on the
decision-making trial and evaluation laboratory

(DEMATEL) to obtain the influential weights [11]. Instead
of calculating the RPN, Safari et al. [23] prioritized risk
elements by using fuzzy VIKOR because of the drawbacks of
the conventional FMEA method. Mohsen and Fereshteh
[14] applied the Z-number technique to reflect the inherent
uncertainty in decision-makers’ perceptions and the Shan-
non entropy method to obtain objective weights. A fuzzy
VIKOR approach was applied to prioritize the potential
risks. Previous studies have significantly advanced risk
analysis with fuzzy linguistic information. However, if a risk-
assessment model is developed without suitably considering
the comprehensive risk elements, the model may produce
inaccurate solutions, which could lead to confusion in FM
ranking.

In this study, a novel priority model is proposed by
applying MCDM methods for FM assessment and ranking
in FMEA. In addition, a risk element called the expected
cost (E) is added to the process of evaluating the RPN value
for financial considerations. *e four elements exploited in
the FMEA implementations encompass the large range of
causal factors leading to an FM, which can reduce the
probability of mistakes, uncertainties, and ambiguities in
evaluation. *e proposed method includes three important
steps. In the first step, the concept of rough numbers is
employed to handle the uncertainty, subjectivity, and
fuzziness arising from the analysts’ subjective perceptions
and differences in experience during the risk-assessment
process. Instead of using the arithmetic mean to obtain
crisp values, the rough number is used to effectively in-
tegrate analyst information for forming a set of interval
values. Next, the entropy technique is employed to generate
the objective weights of each risk element. *e modified
TOPSIS technique is then applied to rank the FMs. In
contrast to the traditional TOPSIS, all the alternatives and
weight preferences are considered in the modified TOPSIS.
Finally, a numerical example of critical infrastructure is
shown to illustrate the real application of the proposed
model. *is study can provide a reference for the industry
or organizations to evaluate and prioritize risk in different
scenarios. *e contributions of this study and the advan-
tages of this methodology are summarized below:

(i) Entropy is used to assign the weight of the risk
elements according to the FM assessment data. *e
proposed model does not require a pairwise com-
parison questionnaire of risk elements to be issued.

(ii) *e increased expected cost is considered a risk
element, the inclusion of which enhances the risk-
assessment ability of the FMEA.

(iii) *e proposed extended FMEA model effectively
assesses the potential FMs of nuclear power plants.

(iv) *e proposed FMEA model can be applied to other
kinds of critical infrastructure. *e time and quality
of the analysis are not affected by an increase in the
criteria and alternatives.

*e remainder of the article is organized as follows. A
review of the literature on critical infrastructure, risk
analysis, and FMEA is presented in Section 2. *e research
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methodology is discussed in Section 3. A real-world case
study demonstrating the application of the proposed model
is presented in Section 4. Section 5 describes the results and
subsequent discussion. Finally, some conclusions and sug-
gestions for future work are presented.

2. Literature Review

*is section briefly reviews the topics related to this study,
including the interdependence of critical infrastructure
systems, type of risk analysis, and FMEA.

2.1. Interdependence of Critical Infrastructure Systems.
Critical infrastructure refers not to a single facility but to a
collection of numerous facilities, including water, energy,
information, telecommunication, financial, transportation,
government, and emergency rescue systems [13, 24]. Critical
infrastructure is the backbone of the economy in many
countries. Energy sustainability, as well as economic and
social development, cannot be achieved if the operations of
critical infrastructure are at risk of damage or disruption
[25]. In recent years, natural disasters and terrorist attacks
have been frequently reported, and infrastructure systems
have failed, which affects the functioning of all aspects of
society [1].

Interdependencies between systems vary widely, and
according to their characteristics and effects on infra-
structure agents, there are four main categories of inter-
dependencies: cyber, geographic, physical, and logical
interdependencies [4]. Geographic interdependency occurs
when components of multiple structures are in close spatial
proximity. Physical interdependency is related to material
flows among infrastructures. Cyber interdependency occurs
when a state relies on information transmitted through the
internet infrastructure. Logical interdependency includes all
types of interdependencies that are not cyber, physical, or
geographic connections. *erefore, the reliability of each
component of critical infrastructure is the basis of all pro-
tective operations.

Huang et al. [5] noted that most types of critical in-
frastructure are interrelated, but the loss of the electrical
power supply is a major factor affecting other infrastructure
systems. For example, the water supply, communication,
and transportation systems require the provision of elec-
tricity to maintain normal operations. Wang et al. [6]
proposed a critical infrastructure responsibility framework
based on the concept of ethics. In today’s high-tech society,
electricity is the most basic energy demand, without which
all communication systems fail. Große and Olausson [26]
believed that when electrical equipment is unavailable, an
increasing number of disaster events, such as the inter-
ruption of financial transactions, blocked transportation,
and failure to monitor security, would occur that would
affect society. *erefore, they called for strengthening the
protection of energy infrastructure. Developing a com-
prehensive risk analysis method before an unpredicted
disaster occurs can significantly reduce reconstruction
costs.

2.2. Type of Risk Analysis. *ere are two types of risk as-
sessment methods: quantitative and qualitative risk analysis
approaches. Quantitative risk analysis methods, such as the
proportional risk-assessment technique [27, 28] and the
decisionmatrix risk-assessment technique [10], use the value
obtained from mathematical and statistical equations to
represent the degree of risk. However, it is difficult to
conduct risk evaluation by using mathematical measures
because of the complicated structures and widespread usage
of information systems. Qualitative risk assessment such as
in the FMEA what-if analysis method [12] is based on
analyst interviews, and evidence-based results are obtained
through soft computing tools rather than mathematical
calculations alone.

One major drawback of qualitative risk analysis is that it
often does not yield exactly the same results. Furthermore,
because qualitative methods do not apply mathematical
tools to model the risk, the risk-assessment results are quite
dependent on the perceptions of the people who conduct the
risk evaluation. *e danger of obtaining subjective results
when employing qualitative risk analysis approaches exists.
Today’s information systems have more complicated
structures than previous information systems and more
widespread usage. Consequently, the intensive mathematical
measures used to model risk for complex environments
make the risk-assessment process increasingly difficult.
Quantitative methods may actually increase the difficulty of
the evaluation process. Risk assessment tools based on
qualitative measures are more appropriate than other risk-
assessment methods for today’s intricate risk environment of
information systems [10, 29]. A hybrid risk-assessment
model is proposed in this study based upon the concepts of
qualitative risk analysis, FMEA, and rough numbers. *e
rough number technique is applied to handle subjectivity
and uncertainty, which are significant weaknesses in qual-
itative risk evaluation.

2.3. FMEA. *e purpose of FMEA is to identify all possible
risk elements and assess their causes as well as their sub-
sequent effects on the function of the system under con-
sideration [9]. FMEA is a reliable qualitative method applied
for accident prevention and risk detection. *is technique
can be applied to discover and eliminate recognized or
potential FMs to enhance the robustness and safety of
complex products or systems [8]. In contrast to other risk
analysis tools, the major focus of FMEA is to engage in
proactive prevention rather than finding a solution after
system failure occurs. *is proactive prevention can help
decision-makers adjust existing strategies, add compensa-
tory provisions, apply the recommended actions to decrease
the likelihood of failures, reduce the probability of risk, and
minimize accident hazards [11, 12]. Due to its effectiveness,
FMEA has been widely applied and proven to be successful
in many fields related to the knitting process [30], the
aerospace [31], automotive [32], andmedical [33] industries,
to name a few [34, 35]. *e most common way to assess the
risk of failure in FMEA involves determining the RPN,
which is the product of the S, O, and D. However, when
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applied in real-world problems, the crisp RPN method also
has some shortcomings and limitations. *e limitations of
the conventional FMEA model are as follows
[8, 9, 11, 17, 36]:

(i) *e three elements applied in FMEA analysis do
not encompass the entire range of causal risk
elements

(ii) *e measurement of S and D is relative and
subjective, with no holistic characterization of
group judgment

(iii) *e S, O, and D are difficult to evaluate precisely in
numerical form

(iv) *e S, O, and D are often given no or equal im-
portance weights

(v) RPN values are not continuous, and there exists no
mechanism to interpret the meaning of the dif-
ferences among different RPNs

(vi) Different combinations of S, O, and D may pro-
duce the same RPN, thereby causing some high-
risk FMs to be ignored

(vii) Many numbers in the 1–1,000 range cannot be
formed from the product of S, O, and D

(viii) Small variations in each rating may lead to con-
siderably different effects on the RPN

*e conventional FMEA method has been proven to be
one of the most important early preventative initiatives for
systems, processes, and services; however, the aforemen-
tioned limitations may reduce the reliability of the con-
ventional FMEA model. To deal with the drawbacks of the
conventional FMEAmodel, the entropy-based rough FMEA
method is proposed. A detailed introduction of the proposed
method is provided in Section 3, and the practical appli-
cation of the proposed method is described in Section 4.

3. Proposed Extended FMEA Model

In this section, we introduce the mathematical tools used in
the proposed method, including rough numbers, entropy,
and the modified TOPSIS method. *e analysis process of
the proposed model is illustrated in Figure 1.

3.1. Determination of Risk Elements. *e S, O, and D used in
the FMEA execution process do not encompass the entire
range of causative risk elements that need to be considered
during decision-making. An increasing number of decision-
makers also consider the expected cost when prioritizing FM
for prevention. *erefore, for a more comprehensive evalua-
tion of the FMs, the proposed FMEA is not limited to the
conventional three risk elements. An additional risk element,
namely the expected cost (E), is added as a criterion for de-
cision-making. During the risk assessment procedure, analysts
selected a linguistic term to describe the degree of S,O,D, and E
for every FM. *e corresponding scores for these terms are
presented in Table 1. If an analyst decided that the expected cost
for a specific FM was close to the original price, the relative
score for the expected cost for that FM would be 10. For

example, turbine blade breakage is hazardous (H), and the
maintenance cost when the blade fails is extremely high (EH);
however, risk detection is very high (VH), and the failure does
not occur frequently (very slight, VS). *e assessment score
would thus be represented as follows: S: 10,O: 3,D: 2, and E: 9.

3.2. Integration of Analyst Opinions byUsing RoughNumbers.
In practice, FM evaluation is an uncertain and subjective
group decision-making process because the analysts on the
FMEA team judge the importance of risk elements and
assess different FMs according to their own knowledge and
experience. *us, practitioners and engineers should find a
reliable method to solve the problems of the analysts’
subjectivity as well as uncertain or insufficient information.
As a new soft computing tool for adjusting the uncertainty
and ambiguity of information, rough numbers can provide
potential new knowledge without any prior information as
well as a relatively objective and reasonable description of
the decision issue.

*e rough number method is a mathematical extension
of the rough set theory proposed by Pawlak [37] and an
effective tool for handling vague, imprecise, and uncertain
information. *ere is some overlap with several other
theories for dealing with fuzziness and uncertainty, espe-
cially with fuzzy set theory. Nevertheless, rough numbers
can be viewed as an independent and complementary dis-
cipline [38].*e steps involved in the rough number method
are described in the following explanation.

3.2.1. Step 1: Construct the Initial Assessment Matrix.
After obtaining the corresponding scores of risk elements
from the linguistic form (see Table 1), the analyst assesses the
risk scores of all FMs. Suppose the FMEA team has k an-
alysts, i FMs, and j risk elements, where k� 1, 2, . . ., p; i� 1,
2, . . .,m; and j� 1, 2, . . ., n.*e initial assessment matrixA is
represented as follows:

Feedback from the experts
List the potential failure modes

Determination of risk elements
Assign a rating for each failure modes

Integration of analyst opinions by using rough numbers
Step 1. Construct the initial assessment matrix
Step 2. Convert the crisp matrix into the rough interval form

Calculation of the objective weight by using the entropy
Step 3. Construct the normalized assessment matrix
Step 4. Calculate the value of the decision information entropy
Step 5. Calculate the difference degree
Step 6. Calculate the entropy weight

Ranking of FMs by using the modified TOPSIS
Step 7. Construct the weighted normalized assessment matrix
Step 8. Define the PIS and NIS
Step 9. Measure the relative closeness to the ideal solution
Step 10. Calculate the ranking index

Figure 1: Analysis process of the proposed model.
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where a
(k)
ij represents the score provided by RN(A) analyst k

for FM i under risk element j.

3.2.2. Step 2: Convert the CrispMatrix into the Rough Interval
Form. Next, the rough assessment matrix RN(A) is

generated by converting the crisp assessment score into the
rough interval form to generate the rough assessment ma-
trix. *e rough number calculation is discussed in detail in
Lo et al. [9].
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where aL
ij and aU

ij represent the rough upper and lower
bounds, respectively. *e rough matrix is defuzzified for
subsequent entropy and modified TOPSIS operations, as
given in equation (4). *e final assessment matrix Y is
represented as follows:
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2
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3.3. Calculation of the ObjectiveWeight by Using the Entropy.
In this study, the entropy method was used to eliminate the
problem of no or equal relative weights for different risk

elements and generate the objective weight of the assessment
indicators in FMEA.

*e entropy method originated from the thermody-
namics field and was initially used to describe the irreversible
phenomenon of a motion or process. Shannon [39] then
introduced the entropy method into information theory.
Entropy is defined as the degree of uncertainty in a random
variable. *erefore, the entropy method can be used to
determine the degree of disorder and its utility in the system
information. If the evaluated parameters have a considerable
dissimilarity from each other for a specific risk element, the
entropy is small, which indicates that the risk element
provides effective information and should be assigned a large
weight. By contrast, the smaller the dissimilarity, the larger
the value of the entropy weight.

*e entropy approach is based on inherent information
and is used to obtain the index objective weight. *us, the
method can eliminate the effect of subjective elements and
provide a reasonable solution. When adopting the entropy
method, only one calculation needs to be performed to
obtain a set of weights suited for all FMs.

Table 1: Corresponding scores of linguistic terms [9].

Severity Occurrence Detection Expected cost Corresponding scores
No (N) Almost never (AN) Almost certain (AC) Almost no cost (N) 1
Very slight (VS) Remote (R) Very high (VH) Remote (R) 2
Slight (S) Very slight (VS) High (H) Low (L) 3
Minor (MI) Slight (S) Moderately high (MH) Relatively low (RL) 4
Moderate (MO) Low (L) Moderate (M) Moderate (M) 5
Significant (SI) Medium (M) Low (L) Moderately high (MH) 6
Major (M) Moderately high (MH) Very low (VL) High (H) 7
Extreme (E) High (H) Remote (R) Very high (VH) 8
Serious (SE) Very high (VH) Very remote (VR) Extremely high (EH) 9
Hazardous (H) Almost certain (AC) Absolute uncertainty (VU) Almost or close to original price (O) 10
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*e entropy method is generally used in the problem of
supplier selection; however, in this study, the entropy
method was adopted to obtain the weight of the risk-as-
sessment factors in FMEA. *e process of calculation is
described below.

3.3.1. Step 3: Construct the Normalized Assessment Matrix.
*e final assessment matrix Y is obtained through rough
number calculation. *e matrix is used to normalize the
rating through equation (5) for eliminating the effect of the
rating dimension on incommensurability. Many normalized
approaches exist, but in this study, the following equation is
selected for normalization:

rij �
yij

�������


m
i�1 y

2
ij

 . (5)

3.3.2. Step 4: Calculate the Value of the Decision Information
Entropy. *e evaluation information for each risk element
can be represented by

fj � −k 
m

i�1
rij ln rij, (6)

where k � (1/ln n).

3.3.3. Step 5: Calculate the Difference Degree. *e difference
degree is calculated using

gj � 1 − fj. (7)

3.3.4. Step 6: Calculate the Entropy Weight. *e entropy
weight of the risk element j index is determined using

wj �
gj


n
j�1 gj

. (8)

In this study, the entropy weight represents useful in-
formation of the risk-evaluating factors. Consequently, the
larger the entropy weight, the more useful the risk element.

3.4. Ranking of FMs by Using the Modified TOPSIS. Due to
the drawbacks of the conventional FMEA method men-
tioned in Section 2, a more comprehensive and flexible
FMEA approach for ranking potential risk elements is
proposed in this section. *e proposed method is based on
the traditional TOPSIS, with some modifications made to
eliminate flaws.*emodified TOPSIS was then used to solve
the problem of crisp multiplication in the traditional FMEA.

*e TOPSIS technique, which was proposed by Hwang
and Yoon [40], has been widely applied in different research
areas. *e TOPSIS approach is a ranking method based on
the concept of a compromise solution. We attempted to
determine the solutions farthest from the negative ideal
solution (NIS) and nearest to the positive ideal solution (PIS)
simultaneously. In the past decades, many studies have

attempted to extend the TOPSIS. *e modified TOPSIS
method used in this study was proposed by Kuo [41]. *e
ranking index in the traditional TOPSIS does not consider
the weights of the separations of an alternative from the PIS
and NIS. *erefore, Kuo [41] proposed a new ranking index
to deal with this drawback. *e proposed solution steps are
as follows:

3.4.1. Step 7: Construct the Weighted Normalized Assessment
Matrix. *eweighted assessment matrix V is determined by
multiplying the normalized assessment elements rij and the
corresponding entropy weights wj, as given in the following
equation:

vij � rij · wj . (9)

3.4.2. Step 8: Define the PIS and NIS. *e PIS is composed of
the maximum of every risk element from the weighted
decisionmatrix, and the NIS is composed of theminimum of
every risk element from the weighted decision matrix. *e
PIS and NIS are determined as follows:

PIS � v
+
1 , v

+
2 , . . . , v

+
j , . . . , v

+
n ,

NIS � v
−
1 , v

−
2 , . . . , v

−
j , . . . , v

−
n .

(10)

3.4.3. Step 9: Measure the Relative Closeness to the Ideal
Solution. *e distance of every feasible solution from the
PIS and NIS is determined using equations (11) and (12),
respectively. In this paper, the PIS and NIS are expressed as
the highest risk and the lowest risk, respectively. *is can
facilitate decision-makers to understand the relative risks of
these failure modes.
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���
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2
, (11)
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i �

���



 n

j�1
vij − v

−
ij 

2
. (12)

3.4.4. Step 10: Calculate the Ranking Index. Compared with
the traditional TOPSIS, the modified TOPSIS, which is
presented in equation (13), has two advantages in the de-
cision-making process. First, the “relative importance” is
considered for two criteria in the modified TOPSIS by
adding weights. *us, if a decision-maker prefers to separate
an alternative from the PIS, the modified TOPSIS can
provide a different ranking index that caters to the re-
quirements. Second, the ranking index is more compre-
hensive, thus avoiding the unrecognized ranking of certain
alternatives.

In attempting to find a compromise solution, the ranking
index in equation (13) is more intelligible than and superior
to the original TOPSIS. *e calculation process of the
ranking index (RCi) is given as follows:
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where w+ and w− denote the weights that reflect the cor-
responding importance of the two separation measures
obtained from the decision-makers.

4. Empirical Case: Steam Turbine at a Nuclear
Power Plant

*e proposed methodology was applied to an empirical case
for a steam turbine in a nuclear power plant. *e smooth
functioning of a steam turbine is essential for the reliability
and stability of operations in a nuclear power plant. A steam
turbine is simply a heat engine that performs mechanical
work by using steam as its working fluid. Compared with
traditional steam engines of the reciprocating type, steam
turbines have considerable improved heat transfer efficiency
and are commonly used in thermal and nuclear power
plants. To ensure the reliability of the turbine system, the
potential FMs of the system should be evaluated, and risk
assessment conducted. *e effectiveness of the proposed
FMEA model was verified by comparison with the con-
ventional FMEA approach.

4.1. Survey Data. *is study investigated a nuclear power
plant in Taiwan as an example to demonstrate the use-
fulness and practicability of the proposed FMEA model.
*e FMEA team consisted of 24 analysts, including gov-
ernment regulators, professors in the relevant fields, and
nuclear power plant engineers. Each analyst had at least 10
years of work experience in the nuclear power industry.
Currently, two major nuclear power plants are in operation
in Taiwan. *e occurrence of unplanned downtime at a
nuclear power plant has a significant impact on the
functioning of society. Nuclear power plants contain nu-
merous and complex pieces of equipment, but we selected
the most critical component, namely the “steam turbine,”
for investigation. Twelve major potential FMs were iden-
tified for nuclear power plants by the group of analysts:
high temperature of the engine (FM1), clogged lubricating
oil system (FM2), foreign objects within the system (FM3),
fracture of the vane (FM4), loose valve (FM5), bearing
damage (FM6), broken chassis (FM7), mechanical trans-
mission breakdown (FM8), rotor breakdown (FM9), sensor
malfunction (FM10), leakage of the pipeline (FM11), and
measurement instrument breakdown (FM12).

4.2. Ranking Priority of FMs. After identifying the major
potential FMs, the 24 analysts subjectively ranked the im-
portance of these risk elements using a questionnaire format.
To save space, we have only presented one criterion, namely
the severity scores of analysts for the 12 FMs (Table 2).

*e rough assessment matrix comprises the interval
values obtained from the analysts’ feedback, which includes
the uncertainty of their subjective judgments. *e rough
number method provides a larger amount of implicit in-
formation than the arithmetic meanmethod does.*e rough

assessment matrix (Table 3) can be obtained using equations
(1) and (2). Here, use the fourth FM (FM4) as a rough
number calculation case, as shown in Appendix A.

Using equations (3) and (4), the intervals obtained from
Table 3 were transformed into final crisp values. *en, by
executing the entropy calculation program described in
Section 3.3 (equations (5)–(8)), the weights of the risk el-
ements were obtained as follows: wS � 0.4925, wO � 0.1944,
wD � 0.0806, and wE � 0.2325. *e severity (S) was rated as
the most important risk element, with a weight value of
0.4926.*e expected cost (E) was the secondmost important
risk element, which indicated that cost considerations are
necessary for critical infrastructure risk-assessment systems.
In fact, the government allocates maintenance budgets for
critical infrastructure in specific cycles. Finally, the modified
TOPSIS was used to calculate the ranking of the FMs, as
described in Section 3.4. Table 4 presents the ranking, d+

i

value, and di value of the FMs.

4.3. Results and Management Implications. Steam turbines
are a key mechanism for energy conversion in nuclear power
plants. According to the information provided by the 24
experts, the results of our analysis indicate that rotor
breakdown (FM9), fracture of the vane (FM4), foreign ob-
jects (FM3), a clogged lubricating oil system (FM2), bearing
damage (FM6), and mechanical transmission breakdown
(FM8) are the top 6 FMs leading to the failure of steam
turbines. *e modified TOPSIS can provide the relative risk
level of the FMs through the ranking index (RCi). Because
the sum of RCi is equal to 0, when RCi is greater than 0, the
FMs have a high-risk level. For example, rotor breakdown
(FM9) is the highest-ranking FM.*is mode has the shortest
distance from the PIS (d+

9 � 0.0396) and farthest distance
from the NIS (d−

9 � 0.1083). In addition, RC9 is positive and
represents the largest ranking index (0.0391) of the FMs.

*e purpose of FMEA is captured in the phrase “An
ounce of prevention is worth a pound of cure.”*e results of
FMEA can provide engineers with guidance as to what
precautionary measures should be taken before an accident
occurs. We conducted detailed interviews with the analysts
to identify the prevention methods for the six aforemen-
tioned FMs. Several inspection and maintenance measures
were obtained, as presented in Table 5.

4.4. FMEA Model Comparison. To demonstrate the effec-
tiveness of the proposed method, it was compared with the
conventional and cost-based RPN methods. In the con-
ventional RPN method, which is based on an engineering
perspective, S, O, and D are multiplied. In the cost-based
RPN method, the expected cost is considered as a risk el-
ement, and then S, O, D, and E are multiplied. Both the cost-
based RPN and proposed methods consider the manage-
ment perspective to reflect the actual budget constraints of
risk management. *e calculation results obtained with the
three approaches are listed in Table 6.

*e correlation coefficient between the ranking re-
sults of the conventional and cost-based RPN methods
was 0.78, which indicates that the ranking results
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Table 2: Crisp severity (S) ratings from the analysts for the 12 FMs.

Analysts FM1 FM2 FM3 FM4 FM5 FM6 FM7 FM8 FM9 FM10 FM11 FM12

1 SI H M H MI E MO M H MO S SI
2 SI M M H M H SE H M MI MI SE
3 SI SI M H M SI MI SE SE VS MO MO
4 SI SE SE H SI SI SI SI SE SI MO SI
5 SE M M H M E SE SE SE MO MO MO
6 MO M H H MO M H E SE S MO MO
7 S M SE H SI SI SE SE SE S S MO
8 SI SE H H MO H SI S H S S S
9 SI SE SE H SI M SE SE H SI M SI
10 MO SE SI H SI M SI SI SE MO SE SI
11 M SE M M M M MO M M MO MO MO
12 MO SE SE H M M SI SI SE MO SI MO
13 VS M SE H MO M MI S SE S S N
14 M E E SE MO SI SI E E N MI SI
15 SI SE M SE SI E E M SE MO MO MI
16 MI SE M E SI M SI M H S MO M
17 MO E SE H M M SE SI H S MO MI
18 M M E E E E E E E SI MO MI
19 SI M M SE SI SI SI M SE S SI S
20 MI M SE E M M MI M SE VS MI M
21 SI E SE H M SE SI M H N M SI
22 M SE E SE E SE M E M MI SI MI
23 MO SE E SE M SI M SI E S M SI
24 SI H SE SE MI E M E E MI SI MO

Table 3: Rough assessment matrix.

FMi S O D E
FM1 [4.635, 6.541] [2.497, 4.451] [1.504, 3.444] [3.613, 6.115]
FM2 [7.456, 8.863] [3.114, 5.545] [2.101, 4.209] [4.463, 6.392]
FM3 [7.411, 8.832] [3.383, 6.571] [3.706, 6.42] [3.435, 6.515]
FM4 [8.854, 9.834] [1.799, 3.927] [2.536, 5.71] [4.936, 7.299]
FM5 [5.466, 6.906] [4.018, 6.478] [2.827, 4.656] [3.628, 5.584]
FM6 [6.632, 8.212] [2.284, 5.524] [2.327, 4.182] [3.813, 6.974]
FM7 [5.526, 8.007] [1.724, 5.113] [2.332, 5.076] [3.96, 6.121]
FM8 [5.926, 8.214] [2.706, 5.611] [2.589, 4.876] [4.15, 6.638]
FM9 [8.216, 9.407] [2.434, 5.007] [2.201, 3.961] [5.626, 8.394]
FM10 [2.718, 4.754] [5.522, 7.931] [2.843, 5.832] [3.617, 5.688]
FM11 [4.154, 6.169] [5.316, 7.489] [2.745, 4.617] [3.809, 6.172]
FM12 [4.008, 6.202] [3.589, 6.674] [3.33, 5.626] [3.698, 5.646]

Table 4: Results of the modified TOPSIS calculation.

FMi d+
i d−

i RCi Ranking

FM1 0.0915 0.0386 −0.0329 11
FM2 0.0441 0.0925 0.0271 4
FM3 0.0415 0.0943 0.0298 3
FM4 0.0481 0.1163 0.0386 2
FM5 0.0738 0.0581 −0.0108 8
FM6 0.0568 0.0769 0.0104 5
FM7 0.0709 0.0628 −0.0063 7
FM8 0.0598 0.0708 0.0050 6
FM9 0.0396 0.1083 0.0391 1
FM10 0.1182 0.0478 −0.0436 12
FM11 0.0894 0.0522 −0.0237 9
FM12 0.0933 0.0409 −0.0326 10
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obtained with the conventional and cost-based RPN
methods were somewhat similar. However, certain large
differences were observed between them, such as the
differences in FM4 and FM9. *ese differences were
caused by the inclusion or exclusion of the expected cost
as a risk element in the FMEA. In both the cost-based
RPN and proposed methods, S, O, D, and E are con-
sidered to be risk elements. Nevertheless, the correlation
coefficient between the results of the cost-based RPN and
proposed methods was 0.4511. *e ranking results ob-
tained with these two methods were different, especially
for FM2, FM6, FM10, FM11, and FM12. *e proposed
method provides a more rational risk assessment than the
other two methods because it addresses the drawbacks in
the calculation of the RPN. Rezaee et al. [42] increased the
cost element in the conventional FMEA model to opti-
mize the model. *ey applied the optimized model to data
in the marble processing industry. Rezaee et al. [42]
verified that the analysis results obtained with the opti-
mized FMEA model were closer to reality than the results
obtained using the conventional FMEA model. In the
proposed method, linguistic variables and rough num-
bers are used to capture and express analysts’ subjective
opinions regarding the importance of each risk element
in FMEA.*e weights of the risk elements were generated
using the concept of entropy, and the ranking index was
obtained using the modified TOPSIS.

After analyzing the FMEA calculation results, four main
differences were observed among the three methods.

4.4.1. Comprehensively Consider Available and Significant
Factors for Decision-Making. *ree risk elements, namely
severity, occurrence, and detection difficulty, are used in the
conventional RPN method. However, the conventional RPN
method does not encompass the entire range of causal
factors. It does not consider the expected cost, which is an
important element. If two FMs receive the same ratings for S,
O, and D, the FM with a higher expected cost should have a
higher priority. It is not possible for any organization,
whether a government agency or private enterprise, to assign
unlimited resources to ensure the system or product reli-
ability. In Taiwan, the government allocates a certain budget
to the Homeland Security Office every year for maintaining
critical infrastructure. *erefore, the cost-based RPN and
proposed methods, which consider the expected cost as a
risk element, are more suitable for obtaining a sufficient
decision-making index.

4.4.2. Evaluate the Ratings and Consider Subjectivity during
FM Evaluation. In the conventional RPN method, the final
score of every risk element is derived from the arithmetic
average, but information loss may occur during the calcu-
lation process. In many cases, the obtained score may be
unrepresentative because of some uncertain ratings. How-
ever, in the proposed method, the subjectivity and uncer-
tainty in FMEA can be adjusted. *e rough number
mechanism in the proposed FMEA method can provide
reasonable and realistic risk element ratings because the

Table 5: Top six FMs as well as the inspection and maintenance measures for them.

Ranking FMi Failure mode Inspection and maintenance measures

1 FM9 Rotor breakdown Monitor the vibration and temperature of bearings and perform nondestructive inspections
on a regular basis to ensure that there is no degradation of the components.

2 FM4 Fracture of vane Set standard operating hours and perform regular inspections of turbine vanes.
3 FM3 Foreign objects Implement a foreign material exclusion (FME) control system.

4 FM2
Clogged lubricating oil

system
Regular cleaning or replacement of related devices. In addition, the quality of the lubricating

oil must be monitored and tested regularly.
5 FM6 Bearing damage Regular maintenance, inspection, and replacement of bearings with lubricating oil.

6 FM8
Mechanical transmission

breakdown
Monitor the speed and vibration of the machinery and perform nondestructive tests on a

regular basis.

Table 6: Calculation results and rankings obtained with the three methods.

FMi

Conventional RPN
(S, O, and D)

Cost-based RPN
(S, O, D, and E) Proposed FMEA method

RPN Ranking RPN Ranking RCi Ranking
FM1 36 12 180 12 −0.0329 11
FM2 96 9 480 9 0.0271 4
FM3 200 1 1,000 1 0.0298 3
FM4 108 7 648 3 0.0386 2
FM5 120 3 600 5 −0.0108 8
FM6 84 10 420 10 0.0104 5
FM7 84 10 420 10 −0.0063 7
FM8 112 5 560 7 0.0050 6
FM9 108 7 756 2 0.0391 1
FM10 112 5 560 7 −0.0436 12
FM11 120 3 600 5 −0.0237 9
FM12 125 2 625 4 −0.0326 10
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flexible and dynamic rough interval represents the subjec-
tivity in the determination of the risk element scores.

4.4.3. Deploy Objective Weights for Every Risk Element.
*e conventional RPN method assumes that every risk el-
ement has equal weight. *is method fails to examine the
importance of each risk element. In addition, some im-
portant elements tend to be ignored. In the proposed
technique, the entropy weight method, which is based on
inherent information, is used to determine the index weight.
*erefore, the proposed method not only considers the
weight of each element but also determines the weights in an
objective manner. Our determining weights method is
different from the studies of Lo et al. [9], Lo and Liou [8], and
Yucesan and Gul [35], since they generate weights based on
the judgment of experts. *is method requires the design of
another questionnaire (such as AHP, ANP, or BWM
questionnaires). Undoubtedly, these documents all pointed
out that risk elements (S, O, D, and E) should have corre-
sponding importance weights.

4.4.4. Lower the Repetition Ratio for Prioritization. *e
simplemultiplication used in the conventional FMEAmeans
that many repeated ranking values are obtained (Table 6).
When the conventional RPN method was used, the third,
fifth, seventh, and tenth ranks were repeated twice. *e
priority orders assessed were identical with a high frequency,
and the repetition rate was over 66%. In this situation, the
decision-maker may find it difficult to decide which FM to
prioritize. With the cost-based RPN method, the repetition
rate was less than 50%. However, the aforementioned
problem still persisted. With the proposed method, the
repetition rate among all FMs was 0%, which indicates that
the method could clearly distinguish the priorities for all the
FMs. *e main differences between the conventional RPN,
cost-based RPN, and proposed methods are presented in
Table 7.

On the other hand, we use sensitivity analysis to explore
whether changes in risk element weights will affect the
ranking of failure modes. *e sensitivity analysis method
refers to Lo and Liou’s [8] study. *e severity (the highest
risk element weight) among all the risk elements is assigned
from 0.1 to 0.9, with the other weights assigned in pro-
portion. Table 8 presents the results of nine weight con-
figurations. *e “severity weight” changes from run 1 to run
9 in units of 0.1. Figure 2 is the ranking result of the failure
mode after nine runs of the sensitivity analysis. Under the

change of the risk element S, the failure modes will have a
significant change, which means that our model is highly
sensitive to the change of the risk element weight. *erefore,
the relative importance of risk elements must be evaluated.
In this case, it is reasonable to use entropy to determine the
objective weights of the risk elements, and the analysis re-
sults are also unanimously approved by experts.

5. Conclusions and Remarks

Critical infrastructure systems are important for the normal
functioning of society and economic development [43].
Natural disasters and accidents are often not predictable in
advance. Adopting suitable prevention strategies can sig-
nificantly reduce the cost and time of reconstruction after a

Table 7: Main differences in the three methods.

Method selection
Factors considered

Expected cost consideration Rating Consideration of parameter weight Reduce ranking repeatability
Conventional RPN method Partial No No No
Cost-based RPN method Yes No No Partial
Mohsen and Fereshteh [14] No No Yes Yes
Lo and Liou [8] Yes No Yes Yes
Yucesan et al. [36] No No Yes Yes
Proposed FMEA method Yes Yes Yes Yes

Table 8: All the risk element weights change according to severity.

S O D E
Entropy 0.493 0.194 0.081 0.233
Run 1 0.100 0.345 0.143 0.412
Run 2 0.200 0.306 0.127 0.367
Run 3 0.300 0.268 0.111 0.321
Run 4 0.400 0.230 0.095 0.275
Run 5 0.500 0.191 0.079 0.229
Run 6 0.600 0.153 0.063 0.183
Run 7 0.700 0.115 0.048 0.137
Run 8 0.800 0.077 0.032 0.092
Run 9 0.900 0.038 0.016 0.046
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Figure 2: *e ranking result of the failure mode after nine runs of
the sensitivity analysis.
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disaster. Many major incidents of critical infrastructure
failure have occurred, and governments have actively de-
veloped risk management policies to cope with them. *e
FMEA method, which can reveal the potential causes and
problems of failure modes during the process of risk eval-
uation, is widely used in many fields to control the stability
and reliability of any facility [36, 44, 45]. However, some
intrinsic problems in the conventional FMEA method exist.
*e entropy-based rough FMEA method proposed in this
study has four advantages, which can alleviate the problems
of the conventional FMEA method. *e proposed approach
considers the uncertainty of information provided by ana-
lysts with varied backgrounds. It determines the weight of
the relationship among evaluation parameters and reduces
the repetition rate for prioritization. Consequently, decision-
makers can more effectively identify high-risk FMs and take
the appropriate corresponding measures in advance.

To validate the applicability of the proposed approach
under a vague and subjective environment, an illustrative
example, for a nuclear power plant, was taken into con-
sideration. Via the collection of data from the analysts, the
results obtained using three risk-assessment methods,
namely the conventional RPN, cost-based RPN, and pro-
posed methods, were compared. *e comparison reveals
that the proposed method provides a more reasonable and

robust ranking system than the other two methods. Sensi-
tivity analysis also confirmed the necessity of risk elements
weights evaluation. Decision-makers or risk analysts can use
the failure mode risk ranking to determine which part we
first maintain and improve. *e concept of this article
overcomes the traditional methods of qualitative risk as-
sessment. It is feasible and effective to show the degree of risk
of failure modes through quantitative calculations. In ad-
dition to steam turbine failure mode assessment, the pro-
posed method can also be applied to other nuclear power
plant systems or components. Future studies can apply the
proposed methodology in other interdisciplinary fields.

Appendix

A. Example of Rough Number Calculation

For the fourth FM (FM4), the 24 analysts’ crisp rankings are
10, 10, 10, 10, 10, 10, 10, 10, 10, 10, 7, 10, 10, 9, 9, 8, 10, 8, 9, 8,
10, 9, 9, and 9. By applying the rough number calculation
process, the rough interval of the severity importance for the
fourth FM is obtained as described in the following text.

Step 1. Obtain the lower and upper limits of the rough
numbers

Lim (10) �
1
24

(10 + 10 + · · · + 9) � 9.375, Lim(10) �
14
14

(10 + 10 + · · · + 10) � 10,

⇒RN(10) � [9.375, 10],

Lim (7) �
1
1

(7) � 7, Lim(7) �
1
24

(10 + 10 + · · · + 9) � 9.375,

⇒RN(7) � [7, 9.375],

Lim (9) �
1
10

(7 + 9 + · · · + 9) � 8.5, Lim(9) �
1
20

(10 + 10 + · · · + 9) � 9.7,

⇒RN(9) � [8.5, 9.7],

Lim (8) �
1
4

(7 + 8 + 8 + 8) � 7.75, Lim(8) �
1
23

(10 + 10 + · · · + 9) � 9.478,

⇒RN(8) � [7.75, 9.478].

(A.1)

Step 2. Obtain the interval values of the rough numbers *e set of scores can be obtained by averaging as
follows:

RN a4S(  �
(9.375 + 7 + 8.5 + 7.75)

4
,
(10 + 9.375 + 9.7 + 9.478)

4
  � [8.854, 9.834]. (A.2)
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+e development of China’s new urbanization has driven the rapid increase in large complex engineering projects, which have the
characteristics of large-scale investment, long-term construction, and wide social influence, easily causing benefit conflicts among
relevant stakeholders, and breaking out social stability risks. In the previous research, the risks of large complex engineering
projects mainly concentrated on the assessment of economic risk, schedule risk, etc. However, there were few studies on social
risks, and they did not consider how the risks spread on the complex networks based on the social connections such as in-
terpersonal relationship. From the subject of social stability risk diffusion of large complex engineering projects, this paper
constructs a related risk diffusion model based on the SIR model to analyze risk diffusion mechanism. +rough NetLogo
simulation platform, the model is placed under a small-world network environment that is closest to the topology structure of real
social interpersonal relationship network for simulation research, aiming to find out key factors of social stability risk intervention
for large complex engineering projects, which greatly contributes to the social stability risk management of large complex
engineering projects.

1. Introduction

With the acceleration of economic growth and moderni-
zation, large complex engineering projects have entered a
period of rapid growth, making great contributions to
social and economic development. Taking a major water
conservancy project as an example, the Chinese govern-
ment plans to construct 150 projects from 2020 to 2022,
with a total investment of 1,290 billion yuan, which can
drive direct or indirect investment of 6,600 billion yuan.
While different from general projects, the large complex
engineering projects have a high degree of complexity and
uncertainty. With the characteristics of large-scale in-
vestment, long period of construction, as well as numerous
stakeholders that involves the problem of multi-party in-
terest balance, it can easily lead to social conflicts and form

social stability risk events extending over a large area and
with a wide range of impacts. Taking the currently con-
troversial PX project in China as an example, some newly
constructed PX projects have triggered many social sta-
bility risk events due to the adverse impact on the envi-
ronment. For instance, the social stability risk event
triggered by “Ningbo PX incident” caused direct economic
loss of 6.4 billion yuan. +ere are also some other social
stability risk events triggered by large complex engineering
projects that have a great impact on the normal order of
society and economy. For example, the “Qidong Incident”
triggered by the sewage disposal of a paper mill led to a
demonstration by about 2,000 people, severely affecting the
image of the local government, social order, and economic
development. +e “Suijiang 325 Incident” triggered by the
construction of the Xiangjiaba major water conservancy
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project caused traffic interruption for more than 100 hours,
greatly affecting local social stability.

+e social stability risks have always attracted the at-
tention of the Chinese government. In the report on the
work of the government in 2015, it emphasized that “social
stability risks which major policy decisions may pose are
fully assessed so as to effectively prevent and resolve social
conflicts.” In 2017, the 19th National Congress of the
Communist Party of China pointed out that “resolutely fight
the battle to prevent and resolve major risks” and
“strengthen the construction of mechanisms for preventing
and resolving social conflicts.” All have emphasized the
importance of preventing and resolving social stability risks.
In China’s current context of emphasis on preventing and
resolving major risks, since social stability risks of large
complex engineering projects belongs to the category of
major risks, it has also become the focus of attention from all
walks of life and the hot topic in academic research.

+e social system is a special complex large system. +e
conflict of interests among subjects is the root of the social
stability risks of large complex engineering projects, and the
complex network formed by the interaction among subjects
is an important carrier for the spread of social stability risks.
Although some regions and departments in China have
established local social stability risk assessment systems, and
achieved certain outcomes in social stability risk manage-
ment, social stability risks in large complex engineering
projects still occur and have not been fundamentally avoi-
ded, causing the failure of the “stability evaluation” safety
valve. +e reason is that, on the one hand, it is difficult to
effectively deal with subject conflicts under the existing
social stability risk system of large complex engineering
projects. On the other hand, it ignores the influence of
complex social network relationships on the diffusion
process of social stability risks. Many systems in the real
world can be described with complex networks. With the
rise of social networks such as Weibo, WeChat, and Twitter,
the research on complex networks has expanded from the
complex network of natural sciences to that of human so-
ciety, and has become the focus of attention in the academic
and practical circles. On the complex network, the conflicts
among the subjects of large complex engineering projects
demonstrate some new characteristics. For example, the
different network structures formed among the subjects have
changed the evolution results of the subject conflicts and
significantly affected the process of social stability and risk
diffusion. +ese new features weaken the effective under-
standing and accurate grasp of traditional engineering
project impact and social risk management theory on the
social stability risk diffusion mechanism of large complex
engineering projects. +erefore, by ignoring the influence of
complex networks on the spread of social stability risks of
large complex engineering projects, and conducting research
only from the social impact of conflicts of interest in large
complex engineering projects, neither the diffusion mech-
anism of social stability risks of large complex engineering
projects can be grasped, nor a comprehensive, effective, and
realistic social stability risk management mechanism can be
put forward. As a result, the “safety valve” of the

institutionalized arrangements for social stability risk
management of large complex projects will fail. +erefore,
under the complex network environment, studying the
social stability risk diffusion process of large complex en-
gineering projects and proposing a social stability risk
management mechanism that conforms to its scientific laws
is an alternative way to solve the social stability risk problem
of large complex engineering projects in China, which is also
an urgent task in practice.

2. Literature Review

2.1. Research on the Impact of Large Complex Engineering
Projects on Social Stability. As the characteristics of large-
scale investment have a wide range of impacts, the con-
struction of large complex engineering projects will generally
affect the local ecological environment and human social
environment [1–4]. Especially, in the process of reconstruc-
tion of nature and human society, the evolution of various
social elements in time and space will occur. +is is an un-
controllable variable, which will have a huge impact on social
stability without proper handling, causing social conflicts and
social stability risks [5, 6]. Taking the construction of a mega
industrial park project as an example, Liu et al. [7] analyzed its
impact on social stability, and proposed a practical framework
of social risk management. He et al. [8] studied the impact of
large-scale engineering projects on social stability from the
perspective of stakeholder conflicts.

2.2. Research on Social Stability Risks of Large Complex En-
gineering Projects. Social stability can be literally explained
as a steady, settled, and harmonious state of politics,
economy, culture, ecology, etc. It includes not only political
stability and economic stability but also normal social order
and peace of mind. In a broad sense, social risks can be
understood as the social instability and disharmony caused
by the political, economic, cultural, ecological, and other risk
factors, triggering social conflicts, and endangering social
stability and social order with certain probability, which is
accumulated to a certain extent on the subject’s interactive
relationship network and becomes reality; social risks will
evolve into social crises, which will cause a catastrophic
impact on social stability and social order. Social stability
risks can be defined as the shift of steady status for some
uncertain factors, resulting in the risks of social disorder and
social environment disharmony in the social system [9]. In
recent years, with the Chinese government attaching great
importance to social stability risk management, research on
social stability risks of large complex engineering projects
has gradually become a hot spot. Scholars’ research mainly
focuses on two aspects. On the one hand, from the per-
spective of social stability, risk assessment to construct an
assessment index system and model for empirical research is
of great importance [10, 11]. Wu et al. [12] established an
assessment index system about social stability risks of major
water conservancy projects in fragile eco-environment re-
gions (FEER), and by using the set pair analysis (SPA) and
the principal component analysis (PCA) methods, they
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established an assessment model for social stability risks,
which was applied to the major water conservancy projects
in Shaanxi Province, China. Ma and Cong [13] used cloud
model and ordered weighted averaging and matter-element
model to establish an assessment model for social stability
risks of Not In My Back Yard major projects. On the other
hand, many scholars have focused on the social stability risks
of specific types of large complex engineering projects,
studying their formation and prevention mechanisms. It
includes major water conservancy projects [9, 14], power
energy projects [15, 16], urban demolition projects [17–19],
transportation infrastructure projects [20, 21], environ-
mental engineering Projects [22, 23] and so on.

2.3. Research on Risk Diffusion Based on Infectious Disease
Model. Once the social stability risks of a large complex
engineering project form, it is prone to spread in the society
due to its high-risk, unexpected, and diffused characteristics,
leading to a wider range of social instability, and the pro-
liferation of social stability risks gradually attract the at-
tention of scholars [24, 25]. +e most common method for
the risk diffusion research is the infectious disease model,
including those like SIS model and SIR model, which are
mainly applied in the medical field to study the spread of
various infectious diseases [26]. Based on improving the SIR
model, Jiao and Huang [27] constructed the SIHR model
containing four types of subjects to study the infectiousness
of COVID-19 and put forward a policy to control the spread
of COVID-19. With the development of research, infectious
disease models have gradually expanded from the medical
field to the risk diffusion research in the economic, social,
and other fields [28, 29]. Among them, there are many
researches on the spread of rumors, which is quite similar to
that of social stability risks. Li et al. [30] constructed a SIHR
model based on probability generating function to study the
spread of rumors, and conducted numerical simulation to
examine the differences between rumor transmission re-
covery mechanism and disease transmission recovery
mechanism. Qiu et al. [31] constructed a novel SIR rumor
spreading model with the influence mechanism to study the
spread of rumors in society. Sun et al. [32] constructed an
uncertain SIR rumor spreading model to study the influence
of perturbation in the transmission mechanism of rumor
spreading.

2.4. Research on Risk Diffusion on Complex Networks. +e
well-known physicist Hawking said that, “the 21st century
will be the century of complexity science.” Complexity
science has triggered tremendous changes in the natural
science. +e basis of complex network theory is the random
graph theory established by famous mathematicians, Erdos
and Renyi [33]. Qian et al. [34] gave a stricter definition of
complex networks: networks with some or all of the
properties of self-organization, self-similarity, attractor,
small world, and scale-free are called complex networks.
With the deepening of people’s research on complex net-
works, it has become a highly active interdisciplinary re-
search field, encompassing multiple disciplines such as

computer science, statistics, physics, and social sciences. At
present, scholars’ research on complex networks is mainly
concentrated on two aspects: First of all, based on the
analysis of the realist world by powerful data analysis tools to
study the topological characteristics of realist complex
networks [35]. Secondly, use complex network theory to
study the normal operation of many realist systems [36, 37].
In reality, the spread of various risks can be regarded as the
infectious dynamic behavior on complex networks that
follow specific laws, while the infectious dynamic behavior
has always received extensive attention from scholars
[38, 39]. Research on risk diffusion on complex networks has
been widely used in supply chain, finance, project man-
agement, and other fields [40–43]. In the late 20th century,
the “Collective dynamics of ‘small-world’ networks” [44]
published in Naturemagazine and the “Emergence of scaling
in random networks” [45] published in Science magazine
proposed the small-world network model and the scale-free
network model, providing a way for researchers to describe
the actual system with networks. It further verified that the
real-world network is a network with small-world effects and
scale-free characteristics, and provides a realistic and feasible
way to solve many important issues in the real world. With
the in-depth study on various types of complex networks
such as small-world network and scale-free network, in-
fectious models based on small-world network and scale-
free network have also been studied in depth [46]. Many
scholars have proposed effective risk prevention strategies by
exploring the spread of various risks on different and specific
complex network structures [47–49].

+erefore, this paper will analyze the relevant charac-
teristics of the social stability risk diffusion of large complex
engineering projects, discuss the applicability of the infec-
tious disease model, improve the traditional SIR model, and
have a simulation analysis on complex networks to study the
diffusion process of social stability risks of large complex
engineering projects.

3. Social Stability RiskDiffusionModel of Large
Complex Engineering Projects Based on an
Improved SIR Model

3.1. Definition of Large Complex Engineering Projects. +e
project is a very broad concept, ranging from the con-
struction of a basketball court to the construction of a
national high-speed railway. A project can span decades, like
the construction of the +ree Gorges Project, or it can be
completed in a few days, like the renovation of a football field
lawn. It can stretch thousands of kilometers in space, such as
the Beijing-Shanghai high-speed rail, or it can be completed
in a small office, such as the development of an enterprise
management platform.+e investment of a project can reach
hundreds of billions, such as the South-to-North Water
Diversion Project, or less to tens of thousands, such as the
construction of a country road. With the rapid development
of China’s economy, the scale of engineering projects is
increasing, and the projects are getting more and more
complicated. Projects with investment of billions or even
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tens of billions are emerging in an endless stream. Regarding
which standard the investment quota reaches can be
regarded as large complex engineering projects, people from
all circles of life have not reached a consensus. +is paper
believes that large complex engineering projects cannot be
simply defined from the investment quota but should be
considered in terms of investment scale, construction pe-
riod, technical difficulty, and social influence. +e large
complex engineering projects studied in this paper refer to
those characterized by huge construction scale, huge in-
vestment scale, many factors involved, and those that have a
major and far-reaching impact on the region and the entire
country. +e engineering projects here have a wide range of
connotations, including water conservancy projects, high-
speed railways, large-scale petroleum and chemical projects,
etc., such as the +ree Gorges Project, the South-to-North
Water Diversion Project, the Beijing-Shanghai High-speed
Railway, the Guangdong-Hong Kong-Macao Bridge, the
West-East Gas Pipeline, and strategic Petroleum reserve
project, etc.

3.2. 5e Subjects of Social Stability Risk Diffusion of Large
Complex Engineering Projects. After the social stability risks
of large complex engineering projects form, due to their
diffusion characteristics, they will spread among key subjects
such as the government, project legal persons, and local
people as well as the public, the media, and other relevant
subjects, shaping a complex network of social stability risk
diffusion of large complex engineering projects. On this
complex network, different types of subjects such as the
government, project legal persons, local people, and the
public have different understanding of and attitudes towards
large complex engineering projects, leading to different
attitudes towards risk diffusion, and the different risk per-
ceptions further make their risk spreading capabilities dif-
ferent. Some subjects are not supportive of large complex
engineering projects, or for the reason that the benefit
compensation received is lower than what was expected,
when the social stability risks caused by large complex
engineering projects spread out, they will actively participate
in the diffusion process and become a new transmission
source.

+ere are also some other subjects who support the large
complex engineering projects, or as the benefit compensa-
tion meets their psychological expectation, they will not get
involved when the social stability risks spread out, but
choose to ignore it or even try to persuade others. +ese
subjects are divided based on the role they play in the spread
of social stability risks of large complex engineering projects.
For example, some of the local people will directly partic-
ipate in the spread of social stability risks, while some will
not and become the new type of subjects in the risk diffusion.
Similarly, for other subjects such as the government and the
public, a certain proportion of subjects in each type will
participate or not participate in the spread of social stability
risks. By combining with the attitudes of the subjects in-
volved in the spread of social stability risks and the division
of the subjects of the classic infectious disease model, this

paper divides the subjects of social stability risk diffusion of
large complex engineering projects into four categories: the
ignorant, malcontents, staggerers, and the rational.

(1) 5e Ignorant: in the process of spreading the social
stability risks of large complex engineering projects,
the ignorant refer to the kind of subjects who are not
familiar with the large complex engineering projects
and the related information about social stability
risks, and they will not spread the social stability risks
without being exposed to social stability risk
information.

(2) Malcontents: the malcontents refer to those subjects
who are resistant to the large complex engineering
projects and dissatisfied with the relevant benefit
compensation, so that they appeal for benefits by
violent protests and other means and actively spread
the social stability risks.

(3) Staggerers: the staggerers can be understood as those
subjects who have known the social stability risk
information related to the large complex engineering
projects. However, for certain reasons such as their
own lack of active participation and that benefit
compensation has reached expectations, they
maintain a wait-and-see attitude at this stage and will
not actively participate in the spread of social sta-
bility risks temporarily.

(4) 5e Rational: the rational are the subjects who get
access to a large amount of information about social
stability risks of the large complex engineering
projects. However, due to certain reasons such as
support for large complex engineering projects and
social stability maintenance, they do not participate
in the spread of social stability risks (or are immune
to social stability risks). +e difference between the
rational and staggerers is that the latter do not
participate in the spread of social stability risks for
the time being, but when they get access to a certain
amount of social stability risk information, they may
become a transmission source. While the rational are
already immune to risks, they will not participate in
the spread of any social stability risks.

3.3. InteractiveModel of Social Stability RiskDiffusionof Large
Complex Engineering Projects. In the process of spreading
the social stability risks of large complex engineering
projects, the four types of subjects, namely, ignorant, mal-
contents, staggerers, and the rational, interact and influence
each other, forming a diffusion network about social stability
risks. In this process, on the basis of certain social con-
nections, one subject can pass the social stability risk in-
formation to other subjects after receiving it. +erefore, the
diffusion network can be regarded as a directional and
powerless network with people as nodes and relationships
among people as edges, as shown in Figure 1. When per-
ceiving the social stability risks, subject A will spread it to
those subjects in contact with it such as B, C, and D. B and C
may not be interested in the risks or may doubt their
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existence after receiving the risk information, so they will not
spread them again. While affected by the risk information
and perceiving the social stability risks, subject D will panic
and further spread the risks to those subjects in contact with
it such asA,C, and E. SubjectC is not used to participating in
the spread of social stability risks, but due to the increased
exposure to risk information, it gradually turns into a
communicator, further spreading social stability risks to
related subjects with connections.

+e interactive model of social stability risk diffusion of
large complex engineering projects is shown in Figure 2,
with four subjects of the ignorant, malcontents, staggerers,
and the rational. When the ignorant perceive the social
stability risks, some become malcontents, some become
staggerers, and the others become the rational. +ose who
become malcontents will spread the risks again, causing the
rise in the number of malcontents. +ose who become
staggerers will not spread risks temporarily but may turn to
malcontents with increased connections with social stability
risk information. In the process of social stability risk dif-
fusion, some malcontents will turn to staggerers under
appropriate social handling or for some personal reasons
they will not spread risks for the moment, while the others
will not participate in the spread of risks and become the
rational.

3.4. Infectious Disease Characteristics of Social Stability Risk
Diffusion of Large Complex Engineering Projects. +e spread
of social stability risks of large complex engineering projects
is essentially the process wherein various subjects perceive
the social stability risks caused by the construction of large
complex engineering projects and spread them to other
subjects with connections through various transmission
channels. Infectious diseases generally have the character-
istics such as pathogens, infectious agents, infectiousness,
and immunity, to which the spread of social stability risks of
large complex engineering projects is similar.

(1) Pathogen of Social Stability Risk Diffusion of large
complex Engineering Projects: In the process of
social stability risk diffusion of large complex en-
gineering projects, the pathogen is the source of
risks, namely, the various conflict events triggered
during the construction of large complex engi-
neering projects. +e source of risks is the prereq-
uisite for the spread of risks, or risk diffusion will not

exist. When interest conflicts among subjects trig-
gered by large complex engineering projects occur,
group incidents break out, forming a source of social
stability risks, which will be further diffused through
infectious media to other relevant subjects with
connections.

(2) Infectious media of Social Stability Risk Diffusion of
large complex Engineering Projects: +e infectious
medium is the carrier through which the risk source
transmits. +e infectious medium of social stability
risks of large complex engineering projects is the re-
lationship network among the subjects. It includes not
only the Internet, newspapers, and other new media
and traditional media but also the various social re-
lationships formed in the regions. Once the source of
social stability risks form, risk information spreads to a
larger area through these infectious media, which have
a huge impact on the entire society.

(3) +e Infectiousness of Social Stability Risk Diffusion
of Large complex Engineering Projects: Like infec-
tious diseases, the spread of social stability risks of
large complex engineering projects is also infectious.
When perceiving the social stability risks, a subject
will spread it to the external environment through
the infectious media. Especially, in today’s era, when
the Internet is so developed, risk information will
spread rapidly. Under the great impact of large
complex engineering projects, other subjects will also
accept the risk information and form a certain degree
of panic. +ese subjects will become staggerers and
malcontents. With the increased degree of impact,
the staggerers may further turn into malcontents.
+is in turn affects the surrounding subjects, thus
forming the infectiousness of the social stability risk
diffusion of large complex engineering projects.

(4) Immunity of Social Stability Risk Diffusion of large
complex Engineering Projects: In the process of
infectious disease transmission, some people will
build immunity due to their antibodies and will no
longer be infected by infectious diseases. Similarly, in
the spread of social stability risks of large complex
engineering projects, some subjects will not be af-
fected by social stability risk information due to their
relatively complete knowledge structure, a good
understanding of large complex engineering proj-
ects, and strong psychological endurance. +ey will
not participate in the spread and become rational
people of the social stability risks of large complex
engineering projects, that is, they have a certain
degree of immunity to the social stability risks.

3.5. Applicability of the Infectious Disease Model. +e
transmission model of infectious diseases originated from
the analysis of smallpox infection in the 18th century. With
the deepening of research, scholars have successively con-
structed some infectious disease models that quantitatively
study the spread of infectious diseases, gradually expanding

B C D

E

A

Certain social connections
among subjects

Diffusion of social
stability risks

Figure 1: Network diagram of social stability risk diffusion of large
complex engineering projects.
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from the field of medical research to general transmission
mechanisms. Infection models such as SI model, SIS model,
and SIR model were formed. Based on the SIR model, the
follow-up research content of this paper will improve it, so
the SIR model will be mainly introduced in the following
part. +ere are three types of people in the SIR model. In
addition to healthy people and infected patients, there is also
an immune group. Immune group means that the infected
patient has immune function after being cured or disappears
in the group, and will no longer have any influence on the
infection process. In the SIR model, S represents the pop-
ulation in a healthy state, I represents those who have been
infected, and R represents the immune population. +e SIR
model has the following assumptions (Figure 3):

(1) S(t) represents the proportion of people in a healthy
state at time t, I(t) represents the proportion of
people in an infected state at time t, and R(t) rep-
resents the proportion of people in an immune state
after being cured at time t.

(2) People in a healthy state will be infected by infected
patients with a certain probability to become pa-
tients, and we will record the infection rate as λ.

(3) Patients who have been infected will be cured with a
certain probability and become healthy people. We
record the cure rate of patients as μ. People in the
cured immune group will not be infected again, nor
will they participate in any infection process (Figure 4).

Figure 4 shows the infection process of the SIR model.
According to the above assumptions, there are λS(t)I(t) people
with a healthy state who are infected and become patients, and
μI(t) patients are cured and become immune populations at
every moment. +erefore, the SIR model can be obtained as:

dS(t)

dt
� − λS(t)I(t),

dI(t)

dt
� λS(t)I(t) − μI(t),

dR(t)

dt
� μI(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

From this differential equation, it can be seen that the
number of infected people will gradually increase. When the
time reached a certain point, the number of infected people will
start to decrease due to the decline in the number of healthy
people until the number of infected patients is reduced to zero.

+e spread of social stability risks of large complex
engineering projects has the characteristics of infectious
diseases, and the spread on social network is similar in terms
of spreading environment, spreading mechanism, spreading
direction, and spreading stage, etc.

(1) Diffusion environment: Infectious diseases spread on
social network based on the connections among
people. Human individuals are equivalent to the
nodes of social network, and communication among
people is the way of infection, which is equivalent to
the edges of a social network. While the social sta-
bility risks of large complex engineering projects also
spread among stakeholders, namely, the nodes,
connections, and communication among related
subjects are the edges. +erefore, the spreading
environment of infectious diseases is similar to that
of social stability risks of large complex engineering
projects, and both spread on a complex network.

(2) Diffusion mechanism: When an infectious disease
spreads, the virus carrier infects others through
connections, and then the infected people further
infect other people with connections. +e trans-
mission is based on the direct connections among
people, and the virus is transmitted outward by
depending on people’s connections; this is the
mechanism of virus transmission. +e spread of
social stability risks of large complex engineering
projects is similar. After perceiving the social sta-
bility risks, the relevant subjects will pass risk in-
formation to subjects who have connections with
them, and further spread it to other subjects and
through them to the entire society. +e position and
capability of the individual on the network deter-
mines the infectiousness of the social stability risks.
+erefore, the spreading mechanism of infectious
diseases is similar to that of social stability risks of
large complex engineering projects.

The ignorant
The ignorant become the

malcontents after
perceiving risks

The number of the
malcontents increases

The social stability risks
spread out

The ignorant become
the staggerers

The ignorant become
the rational

The staggerers become
malcontents after being

affected

Some malcontents
become the staggerers

after being affected

Some malcontents
become the rational after

being affected

Figure 2: +e interactive model of social stability risk diffusion of large complex engineering projects.
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(3) Diffusion Direction: +e spread of infectious diseases
is radial and directionless. In the process of
spreading social stability risks of large complex
engineering projects, although the relationship
among the subjects has certain sequential charac-
teristics due to different status, the spread of risk
information is also radial and can be affected by each
other. +ere is no one-way influence, that is, the
spread of social stability risks is also directionless.
+erefore, the diffusion direction of infectious dis-
eases is similar to that of social stability risks of large
complex engineering projects.

(4) Diffusion Stage: +ere are the incubation period, the
outbreak period, and the recovery period in the
spread of infectious diseases. +ere are also certain
periods in the social stability risks of large complex
engineering projects. When the risk information
spreads out, not all the subjects will become mal-
contents and actively participate in the spread of
social stability risks, as some will take a wait-and-see
attitude. At this time, the social stability risks are not
very serious, which is equivalent to the incubation
period. With the group incidents becoming critical,
social stability risks will erupt on a large scale, and
eventually die out because of the disposal of all
parties. +erefore, the diffusion stage of infectious
diseases is similar to that of social stability risks in the
large complex engineering projects.

To sum up, the spread of social stability risks of large
complex engineering projects on the social network is
similar to that of infectious diseases, so it is very appropriate

to introduce infectious disease models into the research on
the social stability risks of large complex engineering
projects.

3.6. IMSRModel Construction. Based on the traditional SIR
model, this paper constructs the IMSR model for social
stability risk diffusion of large complex engineering projects
and improves it from the following four aspects. First of all,
compared with the three types of subjects in the traditional
SIR model, this paper increases the model subjects into four
types. According to the previous subject analysis of social
stability risk diffusion of large complex engineering projects,
the subjects in the hypothetical model include four categories:
the Ignorant (abbreviated as I), Malcontents (abbreviated as
M), Staggerers (abbreviated as S), and +e Rational (abbre-
viated as R). Secondly, assuming that the subjects have
memory and forgetting functions as time passed, the stag-
gerers and malcontents will spontaneously change their state
with a certain probability if not contacting other types of
subjects. +is is called memory mechanism and forgetting
mechanism [50]. +irdly, after the subject is exposed to social
stability risks, it is assumed that there is an acceptance
probability, which is not fixed since it will be affected by
external influences such as the amount of risk information
and the social effect of the risks. Lastly, assuming that the
social stability risks of large complex engineering projects
spread under the complex network topology, by learning
from the average field theory in statistical physics and con-
sidering the influence of the network node degree in the
model, the average degree of the complex network is intro-
duced into the model.

Based on the previous analysis of the four types of
subjects, this paper gives the diffusion rules of social stability
risks:

(1) When contacting the malcontents, the ignorant will
be affected by the social stability risks diffused.
During the spread of social stability risks, there is a
probability p(x) for the ignorant to become a
malcontent, and we called it risk diffusion
probability.

(2) When contacting the malcontents, the ignorant
temporarily neither spread the social stability risks
nor explicitly reject them. +e probability of be-
coming a staggerer is α, since the staggerers just
temporarily do not spread social stability risks, we
call α the risk dormancy rate.

(3) When contacting the malcontents, the ignorant will
refuse to spread the risks on the ground of not being
affected by social stability risks. +e probability of
becoming the rational is β, which is called the risk
rejection rate.

(4) It is believed that the staggerers have memory
function. With the increase in exposure to risk in-
formation or for other influencing factors, they will
be awakened spontaneously with a certain proba-
bility θ and become the malcontents. We call θ the
risk recovery rate. At the same time, after contacting

The source of
virus

Infectious
media

Infectiousness

Immunity

Transmission
characteristics of

infectious diseases

The risk source like group
incidents

Transmission networks such
as interpersonal relationships

and media

The subjects perceive the
risks and participate in the

diffusion

The subjects ignore the risk
information and do not

participate in the diffusion

Infectious disease characteristics of
social stability risk diffusion of large

complex engineering projects

Figure 3:+e infectiousness of social stability risk diffusion of large
complex engineering projects.
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Figure 4: Schematic diagram of the infection process of the SIR
model.
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the malcontents, there is a probability p(x) for the
staggerers to turn into the malcontents.

(5) It is believed that the malcontents have forgetting
function. As time goes by, the malcontents tend to
calm down and they will spontaneously turn into
staggerers with a certain probability σ; as they will
not participate in the spread of social stability risks
for the time being, we call σ the risk hibernation rate.

(6) When the malcontents contact other malcontents,
staggerers, or the rational, there is a probability μ that
the malcontents will turn into the rational under the
persuasion of other subjects, and will no longer
spread the social stability risks, and we call μ the risk
extinction rate.

+e risk diffusion framework of IMSRmodel is shown as
Figure 5.

It is believed that the risk diffusion probability is not a
fixed value, but it is related to how many times the ignorant
contact the malcontents. Drawing on the assumption of the
rumor acceptance probability in the literature [51], this
paper considers the risk diffusion rate as:

p(x) � (M − ρ)e
(− |SI|×(x− 1))

− M


. (2)

In formula (2), x represents the cumulative number of
times that the ignorant have contacted the malcontents.M is
a function of SI, and |SI| represents the degree of risk
amplification or restraint in society. When SI> 0, it means
that risks have been amplified in society, and M� 1 at this
time. When SI< 0, it means risks have been restrained in
society, and M� 0. ρ � p(1) represents the risk diffusion
probability when the ignorant first contact the malcontents.
It can be obtained that when there is a social amplification
effect of risks, the risk diffusion probability can be expressed
as:

p(x) � 1 − (1 − ρ)e
(− |SI|×(x− 1))

. (3)

When there is a social restraint effect of risks, the risk
diffusion probability can be expressed as:

p(x) � ρe
(− |SI|×(x− 1))

. (4)

It respectively shows the changing curves of risk diffu-
sion probability when there is a social amplification effect of
risks and a social restraint effect of risks, as shown in
Figure 6.

As shown in Figure 6(a), when there is a social ampli-
fication effect of risks, the risk diffusion probability increases
with the number of times the people contact the malcon-
tents; the greater the degree of social amplification, the faster
the growth of risk diffusion probability. At this time, because
of the amplification effect of risks, every time the ignorant
contact the malcontents, the perceived risks become greater
and greater, leading to the greater risk diffusion probability.
As shown in Figure 6(b), when there is a social restraint
effect of risks, the risk diffusion probability decreases with
the number of times the people contact the malcontents, and
the greater the degree of risk restraint, the slower the de-
crease of the risk diffusion probability. At this time, because
of the amplification restraint of risks, every time the ignorant
contact the malcontents, the ignorant will dislike the risk
information transmitted by the malcontents, and become
less willing to participate in the risk diffusion as the number
of contacts increases; thus, the risk diffusion probability
decreases.

On a complex network, I(t), M(t), S(t), and R(t), re-
spectively, represent the density of the ignorant, malcon-
tents, staggerers, and the rational at time t. According to the
given risk diffusion rules of large complex engineering
projects, dynamic equation of IMSR model is got as below:

dI(t)

dt
� − [p(x) + α + β]〈k〉I(t)M(t),

dM(t)

dt
� p(x)〈k〉I(t)M(t) − μ〈k〉M(t)[M(t) + S(t) + R(t)] − σM(t) + θS(t) + p(x)〈k〉S(t)M(t),

dS(t)

dt
� α〈k〉I(t)M(t) + σM(t) − θS(t) − p(x)〈k〉S(t)M(t),

dR(t)

dt
� β〈k〉I(t)M(t) + μ〈k〉M(t)[M(t) + S(t) + R(t)].

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)
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Among them, I(t) +M(t) + S(t) +R(t)� 1, and 〈k〉 rep-
resents the average degree of the complex network.

From the above formula, it gets:

dR(t)

dI(t)
�
β〈k〉I(t)M(t) + μ〈k〉M(t)[M(t) + S(t) + R(t)]

− [p(x) + α + β]〈k〉I(t)M(t)

�
β〈k〉I(t)M(t) + μ〈k〉M(t)[1 − I(t)]

− [p(x) + α + β]〈k〉I(t)M(t)

�
(μ − β)I(t) − μ

[p(x) + α + β]I(t)
.

(6)

It further gets:

dR(t) �
μ − β

p(x) + α + β
dI(t) −

μdI(t)

[p(x) + α + β]I(t)
. (7)

Assuming that there are a total of N subjects on the
network, when the social stability risks break out at the
beginning, there is only one malcontent, and the rest are the
ignorant. +en, there are:

I(0) �
N − 1

N
,

M(0) �
1
N

,

S(0) � 0,

R(0) � 0.

(8)

In particular, when the number of subjects is large
enough, I(0) � limN⟶∞N − 1/N � 1. In the process of
spreading social stability risks of large complex engineering
projects, as time goes by, the number of malcontents in-
creases, and then gradually reduces to zero. At this time, the
network reaches a steady state, and there are only the ig-
norant and the rational. Let R(∞) � R, then
I(∞) � 1 − R(∞) � 1 − R, and integrating formula (7), it
gets:

R � −
μ − β

p(x) + α + β
R −

μ
p(x) + α + β

ln(1 − β). (9)

+en, it gets:

R � 1 − e
− (p(x)+α+μ/μ)R

. (10)

Let τ � p(x) + α + μ/μ, then formula (10) can be written
as:

R � 1 − e
− τR

. (11)

For τ � p(x) + α + μ/μ, p(x)> 0, α> 0, then τ > 1. Let
f(R) � R − 1 + e− τR and taking its derivative, we can get
f′(R) � 1 − τe− τR, f″(R) � τ2e− τR. Since f(0) � 0,
f(1) � e− τ > 0, and f′(0) � 1 − τ < 0, f″(R) is always
greater than 0, there are two solutions of 0 and Rs in formula
(11), and 0<Rs < 1. +is shows that for the parameters p(x),
α, and μ, no matter what the value is, when the network
reaches a steady state, there are two possible situations for
the proportion of rational people, that is, there is no dif-
fusion threshold.

+e above analysis shows that the proportion of rational
people R in the final steady state is a function of the risk
diffusion rate p(x), the risk dormancy rate α, and the risk
extinction rate μ. Next, we use simulation research methods
to analyze the relationship between the proportion of ra-
tional people R and the risk diffusion rate p(x), the risk
dormancy rate α, and the risk extinction rate μ in the final
steady state.

4. Simulation Analysis of Social Stability Risk
Diffusion of Large Complex Engineering
Projects on Complex Networks

4.1. Simulation Rules on Complex Networks. On the basis of
constructing the IMSR model for the social stability risk
diffusion of large complex engineering projects, for the
purpose of more clearly analyzing how the subjects vary in
the spread of social stability risks and explaining the process
of social stability risk diffusion, further simulation research
is needed to have a more vivid analysis of its diffusion
process. As it is easily affected by the complexity of large
complex engineering projects and inner dynamic changes of
diffusion networks, the diffusion process will be accompa-
nied by the mutual impacts and constant accumulation of
risks, despite certain regular patterns, which further com-
plicates the process of social stability risk diffusion of large
complex engineering projects.+e network of social stability
risk diffusion of large complex engineering projects is es-
sentially a complex network based on the multi-subject
interaction on real social networks, and it is affected by
external systems like the socioeconomic environment. It has
been verified by a large number of scholars that the real
social networks have small-world characteristics, Watt and
Strogatz [44] studied social network, thinking its topology
structure lied somewhere between completely regular and
completely random, and characterized by small average
length and large clustering coefficients, which belongs to a
typical small-world network. By using “Tomocom” data,
Tomochi et al. [52] analyzed the structure of social network
and the result showed the social network belonged to the
small-world network. Lu et al. [53] studied a community

The Ignorant
(I)

Staggerers
(S)

Malcontents
(M)

The Rational
(R)

α σ θ, p (x)

p (x) μ

β

Figure 5: +e risk diffusion framework of IMSR model.
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model for social networks based on social mobility and
analyzed the degree distributions, clustering coefficients,
average distances, and diameters of networks. Experimental
results demonstrated that the proposed model possessed the
small-world property and could reproduce social networks
effectively and efficiently. What is more, scholars also verified
that social networks such as Facebook and Weibo were also
featured with the small-world network, Su and Yen [54] an-
alyzed 226 Facebook users, verifying that Facebook had ob-
vious small-world characteristics. Dong et al. [55] studied the
information dissemination on Sina Weibo during natural di-
sasters, believing that the topology structure of Sina Weibo
interactive network had the attribute of small world. In view of
the fact that small-world networks can provide help to explain
the problems related to complex socioeconomic systems and
that the actual communication networks are similar to small-
world networks, the type of complex network structure con-
structed in this paper is the small-world network. In the
simulation study of social stability risk diffusion of large
complex engineering projects on the small-world networks,
this paper uses the NetLogo simulation platform, on which the
simulation rules of IMSR model are as follows:

(1) Generate a WS small-world network with a certain
number of nodes and an average degree of 〈k〉. +e
number of nodes indicates the number of subjects on
the network of social stability risk diffusion of the
entire large complex engineering projects, and the
average degree indicates that each subject on the
diffusion network is directly related to individuals with
the number of 〈k〉 on average. +e types of nodes on
the diffusion network are divided into four categories,
namely, the ignorant I, malcontents M, staggerers S,

and the rational R, and the colors of the nodes cor-
respond to yellow, red, green, and gray, respectively.

(2) In the initial state, it is assumed that there is only one
malcontent, who is extremely dissatisfied with the
current state, and actively spread the social stability
risks in various ways, and we set the node to be red.
All other nodes are the ignorant, indicating that they
have not yet got the relevant social stability risk
information, and we set them to be yellow.

(3) +e malcontents transmit information about social
stability risks to neighboring nodes of the ignorant;
some subjects will believe in the risk information and
participate in the spread of social stability risks, and
they will become malcontents with the probability
p(x) (the color of the nodes turns red). Some subjects
cannot judge the risk information well and are tem-
porarily in a wait-and-see state, and they will become
the malcontents with the probability α (the color of the
nodes turns green). Other subjects who do not believe
in the risk information at all and refuse to spread the
social stability risks will turn into the rational with
probability β (the color of the nodes turns gray).

(4) As time goes by, some staggerers who are exposed to
more risk information or begin to believe in risk
information for other factors will join in the spread
of the social stability risks, and then spontaneously
transform into the malcontents with probability θ
(the color of the nodes turns red).

(5) When contacting the malcontents, some of the
staggerers will be further affected and turn into the
malcontents with probability p(x) (the color of the
nodes turns red).
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Figure 6: Changing graph of risk diffusion probability p(x) in different situations: (a) there is a social amplification effect of risks; (b) there is
a social restraint effect of risks.
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(6) Over time, due to factors such as excessive exposure
to risk information and under persuasion, some
malcontents will temporarily take a wait-and-see
attitude and will not participate in the spread of
social stability risks, that is, spontaneously transform
into the staggerers with probability σ (the color of the
nodes turns green).

(7) When surrounded by staggerers, the rational, or
other malcontents, some malcontents will be inter-
vened by outside factors and will gradually turn into
the ideal, namely, they will become the rational with
probability μ (the color of the nodes turn gray).

(8) When there are not any malcontents on the entire
network of social stability risk diffusion (no nodes
with red color exist), the process of social stability
risk diffusion is over.

4.2. Basic Variable Setting of NetLogo Simulation Platform.
According to the simulation rules above, it primarily gen-
erates the WS small-world network on NetLogo platform
and the initial network status will be set, as shown in
Figure 7.

In Figure 7, the relevant initial parameters of the model
are on the left. “Num-nodes” represent the total number of
nodes on the network, namely, the total number of subjects
on the diffusion network of the social stability risks of large
complex engineering projects. “Rewiring-probability” rep-
resents the random reconnection probability p of generating
the WS small-world network. “Initial-malcontent” repre-
sents the number of malcontents on the entire diffusion
network in the initial state, and SI represents the social
amplification degree of risks on the diffusion network (in the
simulation, we assume that the risks are amplified in the
society, setting SI> 0), then the risk diffusion rate p(x) can
be obtained from formula (3). “Dormancy-probability”
represents risk dormancy rate α, “rejection-probability”
represents risk rejection rate β, “recovery-probability”
represents risk recovery rate θ, “hibernation-probability”
represents risk hibernation rate σ, “extrusion-probability”
represents risk extinction rate μ, “clustering-coefficient”
represents aggregation coefficient of the generated WS
small-world network, and “average-path-length” represents
the average distance of the generated WS small-world
network.

+is paper conducts an investigation on a major water
conservancy project in Guangdong Province, and conducts
interviews and investigations on the government, project
developers, experts, residents, and other related subjects
involved in the project to obtain the initial values of the
relevant parameters. Due to the sensitivity of social stability
risks, this paper has carried out “desensitization” treatment,
and the names of large complex engineering projects have
been given, but only briefly introduced. +e research object
is a comprehensive major water conservancy project that
focuses on flood control and water supply, and takes into
account power generation and shipping. Together with
upstream and downstream dikes, it forms a flood control
system called “combined with dykes and reservoirs.” +e

major water conservancy project plays an important role in
ensuring water safety and promoting economic develop-
ment; thus, it has received extensive attention from the local
government and people.

In the initial state, it assumes that the reconnection
probability p on the small-world network is 0.5, the number
of subjects on the entire network is 100, with the initial
number of malcontents being 1, and the rest are all the
ignorant. It also assumes that the social amplification degree
of risks SI is 1, the risk dormancy rate is 0.1, the risk rejection
rate is 0.1, the risk recovery rate is 0.2, the risk hibernation
rate is 0.1, and the risk extinction rate is 0.2.+emodel is run
under this state, generating the simulation results as shown
in the lower left and right of Figure 7. At the bottom left of
Figure 8, it can be seen from the changing trend of subjects
in different states that, at the beginning, the number of
malcontents on the diffusion network increases rapidly,
while the number of ignorant decreases sharply. +ere are
the ignorant, malcontents, staggerers, and the rational on the
entire diffusion network. With the spread of social stability
risks on the network, the number of malcontents gradually
decreases after reaching the peak, and the number of rational
people gradually increases, until the malcontents spreading
social stability risk factors on the entire network disappear,
with only ignorant and rational people left to reach a stable
equilibrium state. At this time, the number of rational people
on the entire network is 88.

From the theoretical derivation of the previous model, it
can be seen that the network equilibrium state is related to
the risk diffusion rate, the risk dormancy rate, and the risk
extinction rate, among which the risk diffusion rate is de-
termined by the social amplification degree of risks SI.
+erefore, the parameters SI, dormancy-probability, and
extinction-probability are adjusted to simulate and analyze
the influence of changes in risk diffusion rate, risk dormancy
rate, and risk extinction rate in the final steady state.

4.3. Simulation Results and Analysis

4.3.1. 5e Relation between Final Steady State and Risk
Diffusion Rate. It can be seen from formula (3) that the risk
diffusion rate p(x) is determined by the social amplification
degree of risks SI on the diffusion network, and the number
of times that the ignorant contact the malcontents x. On the

Figure 7: +e initial status of IMSR model simulation on WS
small-world network.
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simulation model, x can be calculated by the number of
times that the malcontents contact the ignorant, so the
influence of SI variation in the final steady state is mainly
considered. From formula (3), it can be further seen that
when SI increases, p(x) also increases. When the values of SI
are 2, 3, and 4, the simulation results are shown in Figure 9.

As shown in Figure 9, after a period of spreading of the
social stability risks on the diffusion network, it finally
reaches a steady state, ending up with only the ignorant and
the rational, that is to say, the diffusion process of social
stability risks is over. In the final steady state, the final
number of rational people are 84 (when SI� 2), 81 (when
SI� 3), and 76 (when SI� 4). When the social amplification
degree of risks SI increases, the risk diffusion rate p(x) in-
creases; finally, the proportion of rational people on the
diffusion network gradually decreases, thus the spread of
social stability risks of large complex engineering projects
becomes more violent. From the simulation results, it can be
seen that in order to effectively control the spread of social
stability risks of large complex engineering projects, the
value of the social amplification degree of risk SI should be
reduced. In the process of social stability risk diffusion of
large complex engineering projects, the reduction of in-
formation asymmetry can significantly affect the social
amplification degree of risk SI. When the information
asymmetry decreases, the government’s credibility can be
improved, the subjects have relatively more trust in the
government, and the social amplification degree of risk SI
will decrease. +erefore, as the main owner of information
resources, the government has the responsibility and obli-
gation to perform the information disclosure function when
the social stability risks of large complex engineering
projects break out, build a sound information disclosure
mechanism, and protect the public’s right to know, so as to
reduce the risk of the social amplify degree to control the
spread of social stability risks.

4.3.2. 5e Relation between the Final Steady State and Risk
Dormancy Rate. It can be seen from the previous analysis
that, in the steady state, the proportion of rational people R is
inversely proportional to the risk hibernation rate α on the
IMSR model. As the risk dormancy rate α increases, the
proportion R decreases. When the value of the risk dor-
mancy rate in the initial state is 0.1, the number of rational

people in the final steady state is 88. When the values of risk
dormancy rate α are 0.2, 0.3, and 0.4 (namely, the dormancy-
probability values in the simulation interface are 0.2, 0.3, and
0.4), respectively, the simulation results are as shown in
Figure 10.

As shown in Figure 10, after a period of spreading of the
social stability risks on the diffusion network, it finally
reaches a steady state, ending up with only the ignorant and
the rational, that is to say, the diffusion process of social
stability risks is over. In the final steady state, the final
numbers of rational people are 85 (when α� 0.2), 82 (when
α� 0.3), and 75 (when α� 0.4). In the final steady state, when
the risk dormancy rate α increases, the proportion of rational
people in the entire diffusion network gradually decreases,
leading to more violent risk diffusion as well as serious social
stability risks of large complex engineering projects. From
the simulation results, it can be seen that in order to ef-
fectively control the spread of social stability risks of large
complex engineering projects, the value of the risk dor-
mancy rate α should be reduced. Similar to the social am-
plification degree SI of risk, in the process of social stability
risk diffusion of large complex engineering projects, the
reduction of information asymmetry can effectively reduce
the risk dormancy rate α, thereby effectively controlling the
social stability risk diffusion of large complex engineering
projects.

4.3.3. 5e Relation between the Final Steady State and Risk
Extinction Rate. It can be seen from the previous analysis
that, in the steady state, the proportion of rational people R is
proportional to the risk extinction rate μ on the IMSRmodel.
When the risk extinction rate μ increases, the proportion R
increases. When the value of the risk extinction rate μ in the
initial state is 0.2, the number of rational people in the final
steady state is 88. When the values of risk extinction rate μ
are 0.3, 0.4, and 0.5 (namely, the extinction-probability
values in the simulation interface are 0.3, 0.4, and 0.5) re-
spectively, the simulation results are as shown in Figure 11.

As shown in Figure 11, after a period of spreading of the
social stability risks on the diffusion network, it finally
reaches a steady state, ending up with only the ignorant and
the rational, that is to say, the diffusion process of social
stability risks is over. In the final steady state, the final
numbers of rational people are 89 (when μ� 0.3), 93 (when
μ� 0.4), and 97 (when μ� 0.5), respectively. In the final
steady state, when the risk extinction rate μ increases, the
proportion of rational people on the entire diffusion network
gradually increases, making it more difficult for risk diffu-
sion on the network, and the social stability risks of large
complex engineering projects can be alleviated. +rough the
simulation results, it can be seen that in order to effectively
control the spread of social stability risks in large complex
engineering projects, the value of the risk extinction rate μ
can be increased. In the process of social stability risk dif-
fusion of large complex engineering projects, the ability to
deal with risk events can significantly affect the risk ex-
tinction rate μ. When the ability is strong, it can quickly act
on relevant subjects (namely dissatisfied) that have been

Figure 8: +e simulation results of initial parameter values of
SWN-IMSR model.
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Figure 9:+e simulation results of the IMSRmodel when the social amplification degree of risks SI takes different values: (a) the simulation
result when SI� 2; (b) the simulation result when SI� 3; (c) the simulation result when SI� 4.

(a) (b)

(c)

Figure 10: +e simulation results of the IMSR model when the risk dormancy rate α takes different values: (a) the simulation result when
α� 0.2; (b) the simulation result when α� 0.3; (c) the simulation result when α� 0.4.
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affected by risk information, accelerate their transition to
staggerers and the rational, and increase their risk extinction
rate. +erefore, the government should build a sound social
stability risk response mechanism, such as strengthening
regional social security and economic compensation at the
macro level, and strengthening risk rumors control and
psychological counseling at the micro level, so as to control
social stability diffusion by increasing the risk extinction
rate.

5. Conclusion

Based on the analysis of subjects, interactive model, and
infectious disease characteristics of the social stability risk
diffusion of large complex engineering projects, this paper
discusses the adaptability of the infectious disease model.
+e traditional SIR model is improved from the aspects of
diffusion subjects and diffusion rules, and by regarding the
small-world network as the complex network topology, the
diffusion process of social stability risks of large complex
engineering projects is studied through the NetLogo sim-
ulation platform. +e results are shown as below:

First of all, we found that the changes in risk diffusion
rate p(x), risk dormancy rate α, and risk extinction rate μ can
affect the final steady state of social stability risk diffusion of
large complex engineering projects, which are basically
consistent with the theoretical analysis results. Under the
impact of malcontents, the risk diffusion rate p(x) referring
to the ignorant participates in the spread of social stability
risks and is directly affected by SI, namely, the social

amplification degree of risks. +e larger the SI is, the greater
the risk diffusion rate p(x) is, and finally the proportion of
rational people is lower when the state becomes steady.
Similarly, the greater the risk dormancy rate α is, the lower
the proportion of rational people in the final steady state is.
Furthermore, for the purpose of effectively intervening in
the spread of social stability risks of the large complex
engineering projects, effective measures should be taken to
reduce the social amplification degree SI and risk dormancy
rate α of risks, which exist on the network of social stability
risk diffusion of large complex engineering projects. +en, it
affects the diffusion process to effectively defuse the social
stability risks.

What is more, the malcontents no longer participate in
the spread of social stability risks since they are affected by
other subjects or their interest demands are met; thus, the
increase in the risk extinction rate μ will increase the pro-
portion of rational people in the final steady state. +erefore,
at the same time of reducing social amplification degree SI
and the risk dormancy rate α, the risk extinction rate μ on the
network of social stability risk diffusion of large complex
engineering projects should also be increased as much as
possible, aiming to better control the spread of social sta-
bility risks of the large complex engineering projects.

+ere are still three deficiencies in the study. Firstly, from
the aspect of diffusion subjects and diffusion rules, the IMSR
model constructed in this paper is improved based on the
traditional SIR model, but the division of subjects and the
analysis of diffusion rules still remain at the theoretical level;
whether new subjects and more complex diffusion paths can

(a) (b)

(c)

Figure 11: +e simulation results of the IMSR model when the risk extinction rate μ takes different values: (a) the simulation result when
μ� 0.3; (b) the simulation result when μ� 0.4; (c) the simulation result when μ� 0.5.
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be added is worthy of further exploration. Secondly, al-
though the small-world network is indeed the network
structure most in line with the real social network, this paper
only considers the small-world network as a network
structure for simulation research, and does not choose other
network structures such as scale-free networks for com-
parative analysis. +irdly, real data are not used in the
simulation study of social stability risk diffusion of large
complex engineering projects on the small-world network;
the relevant parameters such as the social amplification
degree of risks SI, the risk diffusion rate p(x), the risk
dormancy rate α, and the risk extinction rate μ are assigned
with hypothetical values, which still deviate from the actual
situation, although these assignments are determined based
on a large number of literatures and interviews with relevant
experts. +e further research of this paper should focus on
the following three aspects. Firstly, further combine the
construction practice of large complex engineering projects
in China, analyze more types of subjects participating in the
spread of social stability risks, consider the diffusion paths
among more subjects, and improve the IMSR model. Sec-
ondly, improve the model by constructing other network
structure types, such as scale-free networks, and conduct
further comparative analysis to study the process of social
stability risk diffusion under different network structure
types.+irdly, increase the relevant case collection and social
survey, and try to use real data from some typical cases,
including social networks such as Facebook and SinaWeibo,
enabling the selection of relevant parameters in simulation
research to be more scientific and reasonable. At the same
time, it is possible to propose more appropriate intervention
strategies for the spread of social stability risks of the large
complex engineering projects based on more accurate pa-
rameter selections.
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*e supply and demand management of rural public transport has gained an important place in Iran, given its decreasing trend
over the last decade. Accordingly, an effective approach is to analyze stakeholders’ opinions in this field to identify the effective
local solutions for increasing the share of this transport method. *e used methodology was to design a mixed questionnaire, a
part of which included fuzzy pairwise comparison, while, in its first layer, the variables were classified using rotary analysis. In the
other two sections of the questionnaire, the respondents were asked to express their opinions regarding the questions in the form
of qualitative and words cloud. According to the inquiries made from the users in 20 selected terminals of Iran providing services
to more than 85% of rural passengers, the indicators were weighted and divided into two groups based on the rotary analysis. *e
weighted results obtained from the users’ opinions revealed that the safety, dynamics of incentive policies, and traffic system
performance in the rural transport had the highest effects on the micro- and macro-level indicators. In the second section, based
on the qualitative questions, a multivariate linear estimation model of the number of rural passengers was constructed. Moreover,
in the third section, the users’ suggested keywords focused on policy-making, travel time optimization, quality of services, and
safety. Both the second and third sections had an acceptable agreement with the pairwise comparisons. Given the vast area of Iran
and the distance between the population centers in the country, the obtained solutions to increase the share of public rural road
transport included reducing the desirability of travel with private cars in short rural distances through interaction with industrial
towns around metropolises, along with providing such areas with special services to attract passengers to rural transport with
occupational goals.

1. Introduction

*is study aims to seek solutions for mitigating the declining
share of rural public transport in I.R. Iran since 2008 and to
suggest measures to attract passengers to this mode of trans-
port. According to the latest data published by the Iranian
Roads and Transportation Organization for 2019, the average
number of passengers was 18 per bus, 14 perminibus, and 4 per
passenger car. Table 1 presents the number of intrastate and
interstate passengers in terms of vehicle type from2008 to 2019.

According to Table 1, the following remarks can be
presented:

Road passengers are more likely to choose a minibus for
intrastate trips, while interstate passengers are more likely to

choose a bus. In recent years, the popularity of buses and
minibuses has declined, while passenger cars have main-
tained their popularity.

From 2008 to 2019, using buses and minibuses for in-
terstate and intrastate trips has decreased on a yearly basis. It
seems that appropriate policies had been adopted for road
trips by 2008; however, the market share of this mode has
been later absorbed by other modes.

*e number of road passengers is decreasing, and it can
be seen that, in recent years, the attractiveness of road
transport has decreased.

Finally, the question arises as how to increase the utility
of road public transport systems. It is noteworthy that the
decrease in the total number of public transport passengers
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may occur for two reasons: first, a reduction in the number
of intercity passengers due to reduced financial capacity and,
consequently, a reduction in the general willingness to travel;
secondly, a shift in the tendency of passengers from using
public toward private modes of transport. *e devel-
opment of remedial strategies to increase the modal
share of public transport requires identifying the main
variables affecting the utility of the public transport
system. *is is to be carried out through extensive in-
terviews, stakeholder surveys, information analysis, and
the classification of variables using a rotary analysis and a
fuzzy AHP approach. Passengers in all major rural bus
terminals in the country (i.e., 20 terminals), accounting
for 85% of total passengers, were randomly selected for
the interviews.

*e fuzzy pairwise comparison was applied due to its
good adaptability with the data of the study and the way they
were collected. *e rotary analysis was also performed to
complete the study using a method based on a programming
language that readily makes complex calculations and can be
suggested as an experience for future studies on rural road
transport. It is worth noting that the users’ opinions were
collected, compared, and verified in three different sections,
including rotary pairwise comparison, qualitative assess-
ment, and word cloud.

*e study was completed by fuzzy rotary classifying the
opinions, words cloud analyzing the users’ behavior, con-
structing a multivariate linear estimation model of the
number of rural passengers and identifying an effective
solution that can remarkably impact the share of rural public
transport.

2. Literature Review

Analyzing the factors influencing the choice of transport and
determining its utility leads to identifying the people who are
attracted to each mode of transport and meeting the needs of
each individual based on the utility of those transport
modes. *e choice of transport in intercity travels depends
on many factors, and this diversity is due to the commercial
differences between different modes of transportation, the

heterogeneity of their passengers, and using them for
modeling and evaluation.

When expressing their opinions, public transport users
generally consider their immediate needs rather than the
total utility of the transport system. Using the previous
empirical criteria, Hoque et al. (2021) [2] indicated that
traffic forecasters used their set of values in expressing their
opinions. A goal of inquiries from users is to identify the
issues of different parts of a transportation system. In this
regard, Jafino (2021) [3] sought to identify parts of a network
based on utilitarianism. In this framework, two main ideas
were investigated: calculation of the transport demand with
balanced weights and balance of users in the network. Jafino
et al. (2020) [4] stated that the importance of using the
opinions of transportation users to support decision-making
is increasing, while the principle of balanced distribution
resulting from ethical analyses is still applied minimally.

*e way passengers value the waiting time and the access
quality are among the crucial factors determining the de-
sirability of a public transport system. Instead of conducting
a face-to-face survey of passengers, Yap and Cats (2021) [5]
investigated the behavior of passengers who denied boarding
and their alternative decisions.*e competitive evaluation of
public transport operators from the users’ perspective is of
great importance to identify the supply improvement
methods. Mo (2021) [6] assessed the competitive approach
and a system’s performance from four stakeholders’ per-
spectives, including automatic vehicle operators, public
transportation operators, passengers, and the transport
authority. Introducing the required data and the processing
stages, Hörl and Balac (2021) [7] studied a sample of re-
peatable travel demand for Paris and the suburbs to develop
a general design.*ere are several contradictory approaches,
such as the users’ needs against the system’s performance
and goals (e.g., increasing the spatial coverage and increasing
the frequency) for the redesign of public transport networks.
Weckström (2021) [8] provided a multidimensional navi-
gability approach from the users’ perspective.

With the development of social media, we should in-
vestigate whether we can access reliable data through them to
meet the information needs of public transport. According to

Table 1: Number of public Rural Road Passengers in Terms of Vehicle Type from 2008 to 2019 (Statistical yearbooks of road transport from
2008 to 2019) [1].

Year
Inter-state passenger (thousand) Intra-state passenger (thousand) Total (thousand)

Bus Minibus Passenger car Bus Minibus Passenger car Bus Minibus Passenger car
2008 74075 12004 7107 43901 67923 18945 117976 79927 26052
2009 80981 12757 7489 52324 73755 20305 133305 86512 27794
2010 84252 13670 8593 56290 76455 24382 140542 90125 32975
2011 84268 13366 9568 57675 75020 27057 141943 88386 36625
2012 79006 11211 8962 51593 68171 26026 130599 79382 34988
2013 76725 10640 8488 49026 65139 25770 125751 75779 34258
2014 77239 10136 9226 43600 59173 26176 120839 69309 35402
2015 75772 8588 9120 39209 52259 26330 114981 60847 35450
2016 67547 6790 8769 32599 47227 27207 100146 54017 35976
2017 64240 6334 8507 30137 45407 24323 94377 51741 32830
2018 62923 5816 7724 29100 39684 21742 92023 45500 29466
2019 57514 6642 7776 25137 35354 21552 82651 41996 29328
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studies, this approach has had good results in some routes, but
on a large scale like within a country, comprehensive data
cannot be accessed given the governmental restrictions. Sala
et al. (2021) [9] questioned whether it was possible to extract
reliable data on passenger travels from the content of social
media (Twitter) to design bus routes in areas around cities.
*e information was tested for a great musical event in
Barcelona, and an acceptable image of supply distribution was
suggested. In a similar way, Yao (2021) [10] analyzed the
information of twits regarding the sleep/wake status, local
events, and planned traffic incidents of each day to describe
the traffic of the morning in next day in 53 road segments of
Pittsburgh.

Despite the unprecedented volume and variety of dis-
placement data, origin-destination (OD) matrices are still
the widest tools for organizing and expressing travel de-
mand. Ballis and Dimitriou (2020) [11] stated that standard
ODs could not fully demonstrate the factors affecting travel
behavior, such as trip interdependency and trip chaining.
*ey suggested considering home-based trip chains, and
consequently, activity schedules in studying personal mo-
bility. Khan et al. (2021) [12] reported increasing the at-
tractiveness of public transport as a necessity for sustainable
systems and mentioned a lack of empirical research to
analyze how to do so. Santos and Lima (2021) [13] evaluated
the public transport quality indicators and their perfor-
mance concerning the users’ opinions based on a multi-
criteria approach.

Fournier et al. (2021) [14] performed a survey of pas-
sengers regarding heterogeneous values, which resulted in a
computational model for policy-making in determining the
transportation price. Transportation based on managed
demand can potentially raise the desirability of public travel.
Kucharski and Cats (2020) [15] identified a combination of
compatible trips, which remain attractive by replacing travel
with private cars. *ey achieved a formulation that obtains
optimum time value among prices, delays, and dissatisfac-
tions. Developing and verifying a questionnaire, Deb et al.
(2017) [16] analyzed the acceptance level of fully self-driving
vehicles. *e outcomes revealed that men and the youth
residing in cities were more open to changes. Jokubauskaite
et al. (2019) [17] investigated different trips and the weights
allocated to them and found a framework to develop nu-
merous trips.

Popović et al. (2018) [18] presented a satisfactory road
transport system in the European Transport Committee
based on the domestic market, fair competition, the reali-
zation of workers’ rights, the implementation of decar-
bonization policies, using digital technologies in passenger
transport in accordance with the principles of transport,
sustainable transfers in cities, and fare and payment modes.
Augustin et al. (2017) [19] investigated intercity buses in
Germany and Italy based on a number of performance
indicators, such as the travel company’s development pol-
icies, the ticket prices, the frequency of service per day, the
type of vehicles, and competitive indicators. Solak (2016)
[20] evaluated the effects of the rules and policies of sub-
urban road transport in Turkey as a platform for attracting
more passengers, and they provided a structure to expand

the contribution of public road transport. Afandizadeh and
Safari (2020) [21] presented a set of models developed using
clustering methods based on departure time.

*e requirements for the intercity bus system are pre-
sented in the TCRP-79 (2019) [22] Report and used as a
reference, the original version of which was published in
2002. *is report addresses the issue of intercity buses in
three sections. *e first section deals with the requirements
for developing intercity bus systems, related industries, and
investment issues in this area. *e second section presents a
number of system improvement strategies in the form of
planning, the establishment of affiliated branches, marketing,
and the development of service facilities, smart equipment,
and related items. *e final section involves field studies
carried out in different states to improve the system. *e
Interregional Travel Guide (2016) [23] discusses the topics
related to passengers in suburban trips; however, these topics
are not limited to the road system.*is guide is important for
providing a unified structure for developing benchmarks,
gathering information, and providing an analytical tool.

Brzeziński et al. (2018) [24] analyzed the possibility of
utilizing high-efficiency means of transportation in trans-
portation companies as one of the most important ways to
achieve a competitive advantage. *is point is especially
important in the passenger transport services market in large
areas, because, in addition to the economic dimension, this
also involves a social aspect. It should be noted that their
study focused on groups of passenger transport vehicles.
Wang et al. (2020) [25] argued that the rapid construction
and development of existing high-speed rail (HSR) lines in
China had increased the convenience of this mode of
transportation and attracted passengers from other modes of
transportation. Yan et al. (2021) [26] stated that the rapid
growth in demand for intercity travel had put significant
pressure on passenger transport networks in various
countries. Wang et al. (2020) [27] evaluated the inevitable
transfer in a multimode public transport network, and while
confirming it, they explored the planning and management
for an efficient transmission network and identified the
needs that would lead to understanding the factors of these
transfers. Paudel (2021) [28] considered the relationship
between congestion and the quality of services in trans-
portation systems as one of the concerns of citizens, plan-
ners, transportation managers, and passengers.

3. Methodology

In order for an inquiry, the first step is to determine the size
of the needed sample for meaningful analyses. According to
the annual statistics recorded by the Road Maintenance and
Transportation Organization of Iran (2019) [29], more than
85% of intercity passengers travel through 20 main termi-
nals. Equation (1) was used to determine the number of
samples required in the mentioned terminals (Transit Ca-
pacity and Quality of Service Manual, 2013) [30].

N �
z
2
1− α/2p(p − 1)

d
2




, (1)
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where Nis the adequate number of passengers, z2
1− (α/2) is

the normal distribution at the confidence level of α%
(z21− (α/2) � 1.96 based on the confidence level of 95%), P is
the distribution percentage (p � 0.5), and d is the ac-
ceptable error (d � 0.5).

In order to analyze the opinions of stakeholders of road
transport, a questionnaire was designed, a part of which
represented pairwise comparisons, while the variables re-
quired for rotary analysis were included in its hidden layer.
*e questionnaire was given to technical experts, office
managers, representatives of the union, drivers, and pas-
sengers of carriers throughout the country, and they were
asked to fill it in a given time.

In the first section of the questionnaire, aimed at the
pairwise comparison, the respondents were asked to give
scores to each of the determined indicators based on the
developed questions. In the second section of the
questionnaire, entitled quality assessment, the respon-
dents were requested to express their qualitative opin-
ions on road transport infrastructures and services to
indicate their satisfaction with the system in the intended
sample, according to the variables expressed and the
separated provincial socioeconomic data of the National
Statistics Center of Iran [31] and the Ministry of Roads
and Urban Development of Iran [1, 29]; a suitable
multivariate linear estimation model of the number of
suburban passengers can be constructed. In the third
section, the participants were asked to give their solu-
tions to increase the share of public road transport in
passenger transportation in the form of general and brief
opinions. A statistical analysis program adaptable with
the analytic features of Excel (XLSTAT) was employed to
analyze the keywords, and the results were displayed
using the word cloud method. *is method was effective
in identifying the frequency and similarity of opinions
from the participants’ responses.

Regarding the first section of the questionnaire, since the
studied indicators were returned frommicro-level to macro-
level and vice versa, their direct pairwise comparison in-
dicates a linear curve with frequent breaks while paving the
path for a back-analysis. *erefore, in order to classify
the indicators, the questions were asked from the par-
ticipants in the form of pairwise comparison to identify
the bilinear and hidden effective level and, accordingly,
perform the ultimate classification through rotary
analysis (using the R statistical programming language)
and introduce the output of the classification as the input
to the pairwise comparison weighting through fuzzy
AHP. It is worth noting that rotary analysis is a statistical
method that uses the studied data in the analysis of the
same data and paves the path for the evaluation of other
data from the same class concerning their nature. *at is
why it is called rotary analysis. In the first phase of
classification, the concentration density of respondents
on the performance levels of indicators is investigated.
As can be seen in (2), by using the power cosine dis-
tribution function, the classification of the concentration
of respondents on the performance levels of indicators
can be shown in Figure 1.

f(θ) �
2− 1+1/ζΓ2(1 + 1/ζ)

π Γ(1 + 2/ζ)
(1 + cos(θ − μ))

1/ζ
. (2)

After determining the density of concentration on levels,
the indicators are classified to be weighted regardless of their
performance levels. According to equation (3), using the von
Mises density distribution function and based on the con-
centration density, the classification levels of indicators can
also be determined and displayed. Circular statistics in R
(2014) [32]:

f(θ) �
1

2πI0(κ)
e
κcos(θ− μ)

, Ip(κ) �
1
2π


2π

0
cos pθe

κcos(θ)
dθ.

(3)

In the next step, by performing the fuzzy hierarchical
analysis, the weights of indicators in each class can be de-
termined. Given the advantages of the fuzzy (AHP) hier-
archical analysis in reflecting the experts’ opinions, this
method was employed to weight and analyze the partici-
pants’ answers in the form of linguistic preferences from
equal importance to completely more important and within
three fuzzy spectra of the lower, middle, and upper limits.
*e participants had to score their opinions from 1 to 9, and
from 1/2 to 1/9 (reverse structure) in the form of pairwise
comparison.

Regarding the numerical representation of fuzzy ex-
pressions, it is suggested that a fuzzy number may be
expressed as a triangle or a trapezoid. In the triangular case,
the corresponding number is displayed as M � (a, b, c),
where a, b, and c represent the lowest possible value, the
most probable value, and the maximum possible value for
the desired number, respectively, and the desired number
can be between a and c. *e fuzzy hierarchical analysis was
conducted in the study according to the method suggested
by Wang (2008) [33] as follows:

Interactive level

Micro level
Macro level

π

2

+ 0

3π

2

π

Figure 1: *e classification of indicator levels using cosine power
distribution.
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*e first step: plotting the hierarchy curve.
In anymulticriteria analysis, plotting the hierarchy curve

(decision tree) is one of the first and of course important
steps. Because it is the goal after plotting this curve, the
structure of the hierarchy of indicators and subindicators
and the options are clearly defined. In principle, even before
designing a fuzzy AHP questionnaire, the decision hierarchy
plan must first be determined.

*e second step: defining the fuzzy numbers to make
pairwise comparisons.

In this stage, it is necessary to define the fuzzy numbers
that are needed to make pairwise comparisons, so that
experts can provide their answers accordingly. *ese
numbers are already listed in Table 2.

*e third step: creating the pairwise comparison matrix
using fuzzy numbers.

At this step, the questionnaires have been provided to the
experts, and they have answered them. *erefore, in this
step, the matrix of pairwise comparisons containing fuzzy
numbers is prepared.

*e fourth step: calculating matrix S for each row of the
pairwise comparison matrix.

*e S are triangular fuzzy numbers calculated from the
following equation:

Si � 
m

j�1
M

j
gi

× 
n

i�1


m

j�1

M
j
gi

⎛⎝ ⎞⎠

− 1

, (4)

in whichM denotes the triangular fuzzy numbers inside the
pairwise comparison matrix. In fact, when calculating the
matrix S, components of fuzzy numbers are added peer to
peer and multiplied by the total inverse fuzzy sum. *is step
is similar to calculating the normalized weights in the or-
dinary AHP but with fuzzy numbers.

*e fifth step: calculating the relative magnitude of Sis.
In this step, Sis are compared with respect to their

magnitude based on the equation (5) and Figure 2:

V M2 ≥M1(  � hgt M1 ∩M2(  � μM2
(d) �

1, if m2 ≥m1,

0, if l1 ≥ u2,

l1 − u2

m2 − u2(  − m1 − l1( 
, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

From the equation above,

M2 � l2, m2, u2( , M1 � l1, m1, u1( . (6)

*e sixth step: calculating the weights of criteria and
options in pairwise comparison matrices.

In this step, the unnormalized weight vector is obtained
by finding the lowest value of the calculated Vs in the
previous step.

*e seventh step: calculating the ultimate weight vector.
In the last step, the weight vector obtained in the pre-

vious step is normalized to achieve the ultimate weight
vector as the goal of fuzzy computations.

4. Data Description

*e studied data were defined in three sections. In the first
section, with the goal of pairwise comparison of indicators,
the respondents were asked to give scores to each of the
determined indicators based on the designed questions.

(i) Dynamics of incentive policies: *is variable in-
dicates whether the policies considered at the
macro-level to develop a public road transport
system are up-to-date or not.

(ii) Traffic performance of the system: *is variable
denotes the performance of the road transport
system, including its infrastructures and executive
tools. *erefore, it involves the performance and

function of some cases, such as the qualitative level
of roads, terminals, buses, minibuses, and road
taxis.

(iii) System coverage: *is variable represents the
coverage level of the public road transport fleet by
the whole origin-destination pairs of the country.

(iv) System integrity: It denotes the function and in-
teraction of different modes of public road
transport and the performance of the related ex-
ecutive organizations with each other.

(v) Safety: It indicates the safety level of the public
road transport system.

(vi) Environment: *is variable represents the indi-
cators associated with the environment, especially
air pollution, regarding the road transport system.

(vii) Trip time: It indicates the condition and quality of
choosing the public road transport mode con-
cerning trip time.

(viii) Resting services: It indicates the quality of resting
services regarding the public road transport in-
frastructures, such as terminals and roadhouses.

(ix) Smart systems: *is variable indicates the effect of
using smart systems in attracting passengers and
the way they are employed in the current condition
of the public road transport system.
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In the second section of the questionnaire, the qualitative
opinions of the participants on the road transport infra-
structures and services were received to identify the level of
satisfaction with the system.

In the third section of the questionnaire, the respon-
dents’ opinions were obtained in the form of solutions to
increase the share of public road transport in transferring the
passengers.

Given the existing limitations, the inquiries were made
from the passengers in four successive days from 2019 to 02-
12 to 2019-02-15. *e surveys in the West, East, South, and
Beyhaghi Terminals of Tehran (the commercial and ad-
ministrative center of Iran) were made face-to-face.
Meanwhile, the coordinated representatives performed the
surveys in the other 20 terminals selected (Tabriz Central
Bus Terminal, Kaveh Bus Terminal in Isfahan, Shahid
Kalantari Bus Terminal in Karaj, Bushehr Bus Terminal,
Imam Reza Bus Terminal in Mashhad, Siahat Bus Terminal
in Ahvaz, Enqelab Bus Terminal in Zahedan, Shahid Kar-
andish Bus Terminal in Shiraz, Azadegan Bus Terminal in
Qazvin, Qom Bus Terminal, Shahid Kaviani Bus Terminal in
Kermanshah, Eastern Borujerd Bus Terminal, Sari State Bus
Terminal, Persian Gulf Bus Terminal in Bandarabbas,
Hamedan Bus Terminal, and Yazd Bus Terminal) during the
same period. A total of 330 samples, including 114 pas-
sengers, 63 drivers, 32 members of passenger unions, and 21
traffic experts, were selected and surveyed. Of the partici-
pants, 45% had B.Sc. Degrees, and 29% had M.Sc. or higher
degrees. *e experts, separated by expertise and manage-
ment levels, were selected, such that all levels (from associate
to Ph.D. degrees) were covered. *e passengers were chosen
randomly, and the drivers were selected according to their
vehicles and working hours.

5. Results and Discussion

*is study aims to replace the traditional methods of
attracting passengers to the public road transport system
with scientific techniques and identify effective solutions to
increase the share of this transportation mode with the aid of
the users’ opinions. It should be noted that the efficiency of
social networking services, especially on regional and local
scales, has been recognized based on the studies by Sala et al.
(2021) [9] and Yao (2021) [10]. However, given the filtering
of such tools as Twitter and Telegram in Iran, and the na-
tional scale of this study, using questionnaires seems to be
still more efficient unless the conditions change. *e study
by Ballis and Dimitriou (2020) [11] had a similar suggestion.

5.1. Evaluationof the Information regarding theFirst Sectionof
the Questionnaire: Pairwise Comparison of the Indicators.
Table 3 lists the classification results of the indicators used in
this study for policy-making in road transport to increase its
share in micro- and macro-levels using the indicators ef-
fective in the desirability of public road transport system and
the power cosine distribution function.

*e classification of the concentration of respondents on
the performance levels of indicators revealed that they had
equal comparisons in the micro- and macro-levels. How-
ever, regarding the indicators with conflicting levels, they
expressed different opinions, proving the performance
power of these indicators (e.g., safety, environment, and
system coverage). It also revealed that the respondents had
properly separated the micro- and macro-levels and had not
positioned them in one analytical field.

After determining the concentration density on levels,
the indicators should be classified to be weighted regardless
of their performance levels. According to equation (3), by
using the von Mises density distribution function and based
on the concentration density, the levels of indicators were
divided into two groups, one with five indicators and the
other with four indicators, as shown in Table 4. As can be
seen in Figure 3, four indicators are grouped and shown by
dashes, and four other indicators are in another group
shown by dots. Another indicator (shown by a solid line),
positioned between the two groups, is classified in the group
shown by dots given its shorter polar distance with them.

Table 2: Fuzzy spectrum corresponding to linguistic preferences.

Linguistic preferences Importance Low limit (L) Midline (M) High limit (U)
Equal preference 1 1 1 1
Preference lower than medium 2 1 2 3
Medium preference 3 2 3 4
Medium preference to high 4 3 4 5
High preference 5 4 5 6
High preference to very high 6 5 6 7
Very high preference 7 6 7 8
Very high preference to completely high 8 7 8 9
Completely high preference 9 8 9 10

1

V (M2 ≥ M1) D

M2

l2 l1 u2 u1m1m2

M1

Figure 2: Pairwise comparison of triangular fuzzy numbers.
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In the next step, regarding the defined classification,
the weights of indicators in each class were determined
by performing the fuzzy hierarchical analysis. Table 5
provides the ultimate results of the stakeholders’
opinions.

According to the statistics published in the World
Bank Report on Iran (2016) [34] and National Statistics
Center (2019) [31], the main competitor of public road
trips is trips by private cars, and rail and air transport
methods have no great potential due to their improper
infrastructures in Iran. *is issue, along with the high
importance of safety in trips reported by the users given
the high rate of road accidents in Iran, indicates the

necessity to improve the safety of public trips. Moreover,
according to the Office of Transportation Planning and
Economics (2017) [35], public trips are safer than private
ones. *e delays, dissatisfactions, and optimum time value
formulation introduced by Kucharski and Cats (2020) [15]
are different from the obtained results. *e reason is that
the users in Iran pay attention to the high rate of road
accidents and underestimate the importance of the en-
vironment, smart systems, and trip time, which can be
expected from the users in a developing country like Iran.
It seems that the concern of Iranian users over safety
influences important indicators like trip time mentioned
in other studies.

Table 3: Indicators affecting the utility of the public rural road transport system.

Effective indicators Micro-level Macro-level
*e dynamics of incentive policies ✓
System traffic performance ✓
System coverage ✓ ✓
System integrity ✓
Safety ✓ ✓
*e environment ✓ ✓
Time of trip ✓
Resting services ✓
Smart systems ✓

Table 4: Classification of indicators based on rotational analysis.

First category Second category
*e dynamics of incentive policies System traffic performance
System coverage Safety
System integrity Time of trip
*e environment Smart systems
Resting services —

π

2

+ 0

3π

2

π

Figure 3: Functional classification of indicators for weighting.
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5.2. Evaluation of the Information regarding the Second Sec-
tion of the Questionnaire. In the second section, six ques-
tions were asked to evaluate the quality of the current road
transport infrastructures and services. *e following pro-
vides each question, along with the answers given to it:

(i) *e first question: What is your evaluation of
the status of the country’s roads regarding
infrastructures?

Of the participants, 51% described the status of the
country’s roads as weak in terms of infrastructures. More-
over, 43% gave a good score, and 6% gave an excellent score
to the road infrastructures of the country. Given the un-
developed infrastructures of Iran according to the Plan and
Budget Organization (2015) [36], the similarity of the users’
opinions with the multidimensional attitude of Weckström
(2021) [8] and Jafino et al. (2020) [4] indicates the low
expectations of the Iranian users.

(ii) *e second question: What is your evaluation of the
status of the country’s roads regarding safety?

Of the respondents, 69% stated that the country’s roads
had weak safety. Moreover, 26% gave a good score, and 5%
gave an excellent score to the safety of the country’s roads.
Hörl and Balac (2021) [7] mentioned the role of safety in
repeatable trips, which can help identify a solution in the
current study.

(iii) *e third question: What is your evaluation of the
services provided by the carriers?

Fifty-one percent of the participants described the ser-
vices provided by carriers as good. In addition, 40% gave a
weak score, and 9% gave an excellent score to the state of
their services. *e responses to this question have a good
agreement with the condition of the carriers that provide
services to the users.

(iv) *e fourth question: What is your evaluation of the
status of passenger terminals regarding their pro-
vided services and construction quality?

Of the whole participants, 61% stated that the passenger
terminals had good performance regarding their provided
services and construction quality. Furthermore, 37% gave a
weak score, and 2% gave an excellent score to the state of the
services provided by them. *e relative satisfaction of the
users can indicate the potential to attract more passengers to
the public transport system. Mo (2021) [6] mentioned this
competitive attitude.

(v) *e fifth question: What is your evaluation of the
access to passenger terminals?

Sixty-nine percent of the respondents described the
condition of access to passenger terminals as good. Mean-
while, 28% gave a weak score, and 3% gave an excellent score
to this variable. According to Fournier et al. (2021) [14], it
can be realized that the users are relatively satisfied with the
access costs.

(vi) *e sixth question: In your idea, to what extent do
carriers have delays?

Of the respondents, 52% stated that the carriers have a
good performance regarding the probable delays. However,
47% gave a weak score, and only 1% gave an excellent score
to this variable of the carriers. Although the valuation of the
passengers to the delay time has no conflict with the results
of Yap and Cats (2021) [5], the Iranian users do not give the
delay in trips the importance that they should, due to the lack
of fast access systems like subways to most terminals of the
country.*is issue is more analyzed in the fourth part of this
section.

Based on the questions asked and statistics information,
a multivariate linear estimation model of the number of
rural passengers can be constructed. *is model helps
measure the impact of changes in different sectors on
passenger volume in order to apply appropriate strategies
accordingly.

Regarding the bus passenger estimation model,
according to the variables expressed and the separated
provincial socio-economic data of the National Statistics

Table 5: Results of weighting the indicators.

*e first category Weight *e second category Weight
0.43 0.57

Indicator Weight Indicator Weight
*e dynamics of incentive policies 0.27 Safety 0.39
Resting services 0.21 System traffic performance 0.26
System coverage 0.19 Time of travel 0.19
System integrity 0.18 Smart systems 0.16
*e environment 0.15 — —
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Center of Iran [31] and the Ministry of Roads and Urban
Development of Iran [1] [29], the estimated volume of rural
bus passengers is as follows:

UBus � β1 × v1 − β2 × v2 + β3 × v3 − β4 × v4 − β5 × v5 − β6 × v6 − β7 × v7 − β8 × v8

+ β9 × v9 − β10 × v10 + β11 × v11 − β12 × v12 + β13 × v13 + β14 × v14 + β15 × v15

+ β16 × v16 − β17 × v17 + β18 × v18 + β19 × v19 + Ci + εi.

(7)

*is model is made using data from 2008 to 2019. *e
results of themodel construction and names are presented in
Table 6.

5.3. Evaluation of the Stakeholders’ Responses in the Words
Cloud Section. In the third section of the questionnaire, the
users were requested to express their opinions about the
short-term and long-term solutions and programs to in-
crease the share of public road transport in the trans-
portation of passengers in the form of separate items.
Figure 4 demonstrates the obtained word cloud, which
indicates the concentration of the suggestions.

*e suggested solutions focus on policy-making, trip
time optimization, safety level improvement, and quality of
services. *e other keywords extracted from the suggestions

can also be seen in the figure. *e opinions are depicted
either horizontally or vertically, given the small space of the
figure. *e larger thickness of the text for an indicator
represents its more repetitions.

As can be seen, the results of this section agree with those
of the two previous sections. *e users preferred their
personal benefits to the system, as stated by Hoque et al.
(2021) [2], and the utilitarianism principle of Jafino (2021)
[3] is also observed. In this section, the users paid slightly
lower attention to safety and gave more importance to
management issues, such as trip time and quality of services.
*e difference between the results of this section indicates
the importance of the surveying method and the fact that the
type of questions can lead to the answers. *is can be one of
the reasons to consider the data of social networks as a
supporting factor.

Table 6: Results of constructing the bus passenger estimator model in rural trips.

Variables name Coefficient t-test Variables Coefficient t-test
1Age 3.13e− 2 2.64 11Number of transportation companies 2.34e− 5 2.76
2Employment rate 0.231 − 2.32 12Number of buses 1.73e− 2 3.45
3Family size 0.103 2.23 13Bus age 4.33e− 3 − 3.23
4Gender composition 2.234 − 2.63 14Number of resting complexes 5.97e− 5 2.43
5Per capita car ownership 4.25e− 2 − 3.65 15Freeway and highway length 4.61e− 2 3.44
6Level of education 2.67e− 5 − 2.28 16*e length of the arterial pathways 2.27e− 4 2.23
7Economic strength of the household 2.43e− 2 − 3.29 17Waiting time (delay) 4.83e− 2 − 3.88
8Travel expenses 2.11e− 3 − 4.12 18Access 5.69e− 3 4.45
9*e purpose of the trip 6.25e− 2 3.75 19Fixed model 0.37 2.23
10Number of accidents (killed) 1.78e− 4 − 2.89

Accidents

Demand Management

Tax

Advertisem
ent

Tourism

Subsidized fuel

Welfare Services

Infrastructure

Movement speed

Smart transportation

Safety

Research 
studies

Fleet renovation

Rules

Penalty

Fleet wear

Culture-m
aking

Quality of services

Statement

Accessibility

Long-term loan

Policy -Making

Investment

Delay

Service disable

Travel Tim
e

Figure 4: Word cloud map for the answers of the respondents to the questionnaire.
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5.4. IntegratedAnalysis of the Stakeholders’Answers. In order
to draw a conclusion from the users’ responses, the travel
status of the passengers in the rural public transport system
during different months of a year is investigated. Figure 5
demonstrates the travels of passengers in 2019. May, August,
September, and November have the highest number of
public travels.

*e least travels have occurred in June due to the be-
ginning of Ramadan and October due to the reopening of
the schools and universities. *e relative agreement between
Figures 5 and 6 indicates that the most travels occur in
summer and the months with more holidays, but the goals of
trips in these months should also be studied.

According to Figure 5, in each month, on average, 12831
thousand passengers are transferred by the public transport
system of the country. Meanwhile, according to the annual
report of the Road Maintenance and Transportation Or-
ganization (2019), a large portion of travels, especially on
holidays, take place with private cars (4% with buses and
minibuses, and 2% with automobiles). Based on the origin-
destination report of the country (2016), most of the travels
by bus have occupational (42%) and educational (19%)
objectives. Accordingly, of the total monthly travels, 5389
thousand have occupational objectives. A glance at the
answers given to the question concerning the delay in travels
and performance of terminals reveals that while a large
portion of travels happen with occupational objectives, the
users have no considerable sensitivity to delays and per-
formance of passenger terminals.

Moreover, according to the data of the geographic in-
formation system of industrial towns and areas of Iran
(2018) [31], the average distance between industrial towns
and cities is 30 km, as shown in Figure 7. On the other hand,
almost 41700 industrial and manufacturing units are active
in the industrial towns of the country, in which 729
thousand people work. With an average of 25 working
days per month, there is a potential for 36450 thousand
travels, 15% of which have been attracted to public

transport. *e low share of public business travels from
the total potential working travels in the country can be
attributed to the indifference of existing users to the
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coverage and integrity of the system and the quality of the
rural road infrastructures.

6. Conclusions

*e dynamics of incentive policies in the first class and safety
in the second class have greater weights, as an indicator of
the macro-level and an indicator of the interactive level,
respectively, which are along each other according to the
rotary analysis. *us, the weighting results indicate that the
dynamics of incentive policies and policy-making with a
focus on safety can highly influence the micro- and macro-
level indicators to increase the share of public road
transport.

In the first class, following the dynamics of incentive
policies, the coverage and integrity of the system have, re-
spectively, greater weights. Regarding the comparison with
the opinions of the users in the second section and the 50%
satisfaction with the infrastructures, in this class, the users
prioritize development and incentive policies to complete
the existing network rather than constructing new roads.
Almost 70% of the respondents have described safety as
weak, indicating the correct weight of this indicator in the
second class of the first section of the questionnaire. *e
satisfaction with passenger terminals (61%) and with access
to them (69%), along with the relative satisfaction with the
infrastructures, can indicate the potential to attract more
passengers in the existing conditions. *e only risk leading
to the undesirability of this method is the strong belief of the
users in the lack of safety in the system. *is shows the
importance of focusing on making society aware of the
higher safety of public travels compared to private ones, as
well as trips with short distances to attract passengers in the
short term.

In the word cloud section, safety was mentioned after
trip time and services, but there is an acceptable agreement
with the weights obtained in the first section overall. *e
access and incentive policies were again emphasized, while
the users still did not pay attention to smart transportation.
Regarding the delay in trips and satisfaction with carriers,
some differences can be observed between the classifications
and opinions of users, which is due to the large portion of
business travels and can be more analyzed in future studies.
*e passengers with occupational objectives, who travel for
work, have a small share among the total intercity pas-
sengers, including public and private transport. Meanwhile,
this small share makes up 40% of the public travels of the
country. *is is the reason for the lower attention of Iranian
users to delays and the role of passenger terminals in in-
creasing the desirability of rural public road travels.

By increasing the costs of business travels with private
cars in short rural distances through interactions with in-
dustrial towns and providing these areas with special ser-
vices, the finances of public transport can be improved, and
the potential to make the number of rural public travels six
times larger can be realized. Establishing carriers in in-
dustrial towns and encouraging their workers to use public
transport, creating smart mechanisms to provide special
facilities in this field (e.g., timing and ticket applications),

offering special discounts, providing VIP services for
managers of workshops and factories to promote using this
system, coordination with managers of towns in macro-
levels to impose restrictions on the passage of private cars,
i.e., increasing the performance costs of this system, are all
appropriate solutions that further activate the public rural
transport system in this field and effectively increase public
travels.
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*e data used to support the findings of this study are
available from the corresponding author upon request.
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Watershed ecological compensation has been widely accepted as a system to promote the cooperation of various stakeholders to
solve the problem of transboundary water pollution, but the existing research does not fully consider the impact of compensation
fee paid by different governments on stakeholders’ decision-making. -erefore, this paper constructs a tripartite game model
between upstream governments, downstream governments, and the central government by using evolutionary game theory and
determines the influence of different factors on the decision-making process of each player through simulation. -e results show
the following: (1) the initial probability significantly affects the decision-making behavior of each player; (2) daily supervision of
the central government and the reduction of the environmental protection cost can promote the implementation of watershed
ecological compensation; (3) the fine to downstream governments makes the decisions of the central government and downstream
governments change periodically; and (4) the increase of ecological compensation fee urges downstream governments to choose
noncompensation, and compensation fee paid by the central government has a critical value.

1. Introduction

As the birthplace of human social civilization, watershed is
one of the main sources of human available freshwater
resources and an important part of natural ecosystem [1].
However, with the rapid development of social economy, the
destruction of watershed ecosystem and water pollution are
becoming more and more serious [2]. Due to the mobility of
water resources, the pollution generated by upstream is
easily transferred to downstream, resulting in the destruc-
tion of the ecological environment of the whole basin [3, 4].
-is process forms transboundary water pollution involving
multiple administrative regions in the basin [5]. -erefore,
how to effectively solve the problem of transboundary water
pollution has become the focus of governments and scholars.

Because different regions in the basin have different
needs, in order to maximize their own interests, upstream

and downstream areas often have interest conflicts around
the development, distribution, and utilization of water re-
sources, resulting in the “tragedy of the commons” [6]. For
example, if upstream areas protect water resources, the local
government needs to pay a high cost; meanwhile down-
stream areas enjoy the good water; they do not pay com-
pensation to upstream areas. -is will eventually lead to the
alienation of regional economic development and living
standards and cause the conflicts [7]. Since transboundary
water pollution usually involves many different regions, it is
difficult for them to take unified action to solve this problem
[8]. In recent years, many scholars have conducted in-depth
research on how to solve transboundary water pollution
problem and proposed many solutions [9]. Among them,
payment for watershed ecosystem services (PWES), as an
effective system that can promote the cooperation of up-
stream and downstream areas to protect watershed

Hindawi
Complexity
Volume 2021, Article ID 6860754, 16 pages
https://doi.org/10.1155/2021/6860754

mailto:gxtz1987@sjtu.edu.cn
https://orcid.org/0000-0002-1510-780X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6860754


ecological environment, has attracted extensive attention all
over the world [10, 11].-erefore, PWES provides a practical
way to effectively solve the transboundary water pollution
problem. PWES is the application of payments for ecosystem
service (PES) in the basin, which is usually called watershed
ecological compensation (WEC) in some countries. Because
WEC has the advantages of promoting cooperation between
upstream and downstream areas, it is widely used in major
watersheds all over the world [12–14], such as Yangtze River
and Yellow River in China [15–17], the Elbe River in
Germany, and the Murray-Darling Basin in Australia.

For WEC, scholars have done much research on
compensation identification [18, 19], standard [20–22],
and mode [23, 24], while the key influencing factors and
the decision-making changes of compensation subject and
object have been attached much attention [25, 26]. For the
research of influencing factors, scholars took the com-
pensation subject as research object and combined
econometrics and conditional value method to identify
them. -e studies found that demographic characteristics,
water consumption patterns, the close dependence be-
tween upstream and downstream areas, the awareness of
improving drinking water services, and so forth were the
key influencing factors [27, 28], but these studies mostly
focused on the compensation subject and paid less at-
tention to compensation object. In addition, scholars only
explained the influence results but could not show the
influence process of various factors. For the research of
decision-making, scholars took multilevel governments
(multilevel governments refer to governments with dif-
ferent levels in the government management hierarchy.
-is paper mainly refers to the central government and
local governments, in which local governments mainly
refer to the provincial governments along the river) as the
research object and used game theory for analysis. Some
scholars analyzed the decision-making behaviors by
constructing the static game model between the upstream
and downstream governments and found that it was
difficult to construct WEC between them spontaneously
[29, 30]. However, because the static game assumes that
the players are completely rational, it is difficult to realize
in the real world. -erefore, some scholars have intro-
duced evolutionary game theory [5, 31], but scholars
mainly focused on how to promote upstream and
downstream governments to establish horizontal com-
pensation between governments at the same level, while
ignoring the role of vertical compensation between the
superior and subordinate governments. Moreover, the
existing research has not discussed the matching rela-
tionship between horizontal compensation and vertical
compensation.

Based on these research gaps, this paper constructs a
tripartite evolutionary game model including upstream
governments, downstream governments, and the central
government in WEC, analyzes their decision-making be-
haviors, and identifies the key influencing factors. -e in-
novations and contributions are as follows: (1) -is paper
explores the influencing factors from the perspective of
multiple agents and uses simulation to show the change

process of decision-making. (2) -is paper also analyzes
vertical compensation, horizontal compensation, and their
ratio, which provides a new idea for WEC. -e results can
not only optimize the existing compensationmechanism but
also provide reference for countries or regions that have not
established WEC.

-e remainder of this paper is arranged as follows.
Section 2 introduces the theoretical background and re-
search framework; Section 3 constructs the model; Section 4
carries out the simulation experiment and gets the results;
Section 5 discusses the results; Section 6 obtains the con-
clusions and proposes suggestions.

2. Theoretical Background and
Research Framework

2.1..eoreticalBackground. Evolutionary game theory is an
important branch of game theory [32]. It breaks through
the hypothesis of complete rationality of players in classical
game theory, integrates the evolutionary theory in biology,
and uses the hypothesis of limited rationality to study the
decision-making behavior of players [33, 34]. -is theory
has a great influence on the study of the interaction be-
tween multiple agents. A complete research paradigm of
evolutionary game theory usually includes the following
parts:

(1) Determination of strategy set: in the multiagent
game, different players have different alternative
strategies. -en, determining the selectable strategies
of each player and forming the corresponding
strategy set play an important role.

(2) Construction of game matrix: game matrix is a
matrix composed of payoffs of different players
under different strategic combinations. -e con-
struction of the matrix can clearly reflect the specific
payoffs of each player under different conditions.

(3) Establishment of replication dynamic system: rep-
lication dynamic system is a set of equations com-
posed of a set of differential equations. It reflects the
proportion of players who choose different strategies
in the group and reflects the decision-making change
of the whole group through the change of the
proportion.

(4) Determination of evolutionary stability strategy
(ESS): ESS is the combination of strategies when each
player reaches a stable state. Under this strategy
combination, each player can obtain its own optimal
utility and will not change its own strategy. Looking
for ESS is the core of evolutionary game theory
[35, 36].

In the WEC, the needs of various stakeholders are dif-
ferent, and it is difficult to maintain complete rationality in
the game process, so it is impossible to determine the op-
timal strategy in a game. -erefore, evolutionary game
theory is suitable for the study of WEC [18, 37], and the
application of this theory can identify the changes of de-
cision-making behavior and the key influencing factors.
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2.2. Research Framework. -e effective establishment and
implementation of WEC need the full cooperation of
multilevel governments, but they have different interest
needs [10]. -erefore, when constructing WEC mechanism,
upstream governments, downstream governments, and the
central government constitute a game. -e game process is
shown in Figure 1.

According to Figure 1, the central government has two
collective strategies: daily supervision and random inspec-
tion. When it chooses daily supervision, it hopes that the
ecological, economic, and social benefits of the basin will be
improved simultaneously, so as to realize the high-quality
development of the basin. However, daily supervision will
make the central government pay a huge cost, which will
make it bear huge capital pressure. -erefore, it will choose
random inspection to reduce the cost and supervise the
establishment of WEC. After that, the upstream govern-
ments also have two optional strategies, namely, protecting
water environment and not protecting water environment.
When upstream governments choose protecting water en-
vironment, this can not only improve the ecological benefits
of the whole basin but also provide high-quality water re-
sources to downstream governments, but it will cost up-
stream governments. When they choose the other strategy,
these costs can be used to develop the economy of the region,
so as to improve the production and living standards of local
residents. Finally, the optional strategy of the downstream
governments is to compensate the upstream ones or not.
When downstream governments pay compensation fee, this
can promote upstream governments to continuously protect
water environment and make downstream obtain high-
quality water resources continuously. In contrast, down-
stream governments think that using high-quality water
resources is their own right and protecting water environ-
ment is the responsibility of upstream governments, so they
choose not to compensate them.

Based on the game involving multilevel governments,
this paper deeply analyzes their decision-making behaviors
and identifies the key influencing factors, so as to provide
reference for the design of appropriate WEC mechanism.
-e research framework is shown in Figure 2.

3. Model

3.1. Hypothesis. In order to fully explain the changes of
decision-making behavior of different governments in the
WEC and identify the key influencing factors, this paper
needs to set the necessary hypotheses before building the
model. -e hypotheses are as follows:

(1) Each player is bounded rationality, not complete
rationality. -is means that it is difficult for each
player to find its own optimal strategy in one game,
but it can find the optimal strategy in multiple games
by learning.

(2) -e goal of each player is to maximize its own
interests.

(3) When the upstream governments protect water
environment, governments at all levels can obtain
ecological benefits.

3.2. Evolutionary Game Model

3.2.1. Variables. -e game model contains many variables,
as shown in Table 1.

3.2.2. Payoff Matrices. Because different players have two
optional strategies, the payoff of each player is different
under different strategy combinations (Tables 2 and 3).

(1) When the central government chooses daily super-
vision, upstream governments choose protecting
water environment and downstream governments
choose compensation.
-e payoff of upstream governments is

V1 − C1 + H1 + H2. (1)

-e payoff of downstream governments is

V2 − H1. (2)

-e payoff of the central government is

V3 − C2 − H2. (3)

(2) When the central government chooses daily super-
vision, upstream governments choose protecting
water environment and downstream governments
choose no compensation.
-e payoff of upstream governments is

V1 − C1 + H2. (4)

-e payoff of downstream governments is

V2 − F2. (5)

-e payoff of the central government is

V3 − C2 − H2 + F2. (6)

(3) When the central government chooses daily super-
vision, upstream governments choose not to protect
water environment and downstream governments
choose compensation.
-e payoff of upstream governments is

H1 − F1. (7)

-e payoff of downstream governments is

−H1. (8)

-e payoff of the central government is

F1 − C2. (9)
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(4) When the central government chooses daily super-
vision, upstream governments choose not to protect
water environment and downstream governments
choose no compensation.
-e payoff of upstream governments is

−F1. (10)

-e payoff of downstream governments is

−F2. (11)
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-e payoff of the central government is

F1 + F2 − C2. (12)

-e payoff matrix with daily supervision of gov-
ernments is shown in Table 2.

(5) When the central government chooses random in-
spection, upstream governments choose protecting
water environment and downstream governments
choose compensation.
-e payoff of upstream governments is

V1 + H1 − C1. (13)

-e payoff of downstream governments is

V2 − H1. (14)

-e payoff of the central government is

V3. (15)

(6) When the central government chooses random in-
spection, upstream governments choose protecting
water environment and downstream governments
choose no compensation.
-e payoff of upstream governments is

V1 − C1. (16)

-e payoff of downstream governments is

V2. (17)

-e payoff of the central government is

V3. (18)

(7) When the central government chooses random in-
spection, upstream governments choose not to
protect water environment and downstream gov-
ernments choose compensation.
-e payoff of upstream governments is

H1. (19)

-e payoff of downstream governments is

−H1. (20)

-e payoff of the central government is

0. (21)

(8) When governments choose random inspection,
upstream governments choose not to protect water
environment and downstream governments choose
no compensation. -e payoffs of them are 0,
respectively.
-e payoff matrix with random inspection of the
central government is shown in Table 3.

Table 1: -e variables in the game model.

Variable Definition
C1 Total costs of upstream governments to protect water environment
C2 Additional costs paid by the central government when choosing daily supervision

F1
-e fine imposed by the central government on upstream governments when upstream governments do not protect water

environment
F2 -e fine imposed by the central government on downstream governments when downstream governments do not compensate
H1 -e ecological compensation fee paid by downstream governments
H2 -e ecological compensation fee paid by the central government
V1 -e ecological benefits obtained by upstream governments in protecting water environment
V2 -e ecological benefits obtained by downstream governments when upstream governments protect water environment
V3 -e ecological benefits obtained by the central government when upstream governments protect water environment
Notes: all variables listed in Table 1 are positive.

Table 2: -e payoff matrix of each player with daily supervision.

When the central government chooses daily supervision strategy
Downstream governments

Ecological compensation Nonecological compensation
Upstream

governments
Downstream
governments

-e central
government

Upstream
governments

Downstream
governments

-e central
government

Upstream
governments

Protecting
water

environment
V1 − C1 + H1 + H2 V2 − H1 V3 − C2 − H2 V1 − C1 + H2 V2 − F2 V3 − C2 − H2 + F2

Not protecting
water

environment
H1 − F1 −H1 F1 − C2 −F1 −F2 F1 + F2 − C2
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3.3. Replicated Dynamic Equations. According to hypothe-
ses, each player maximizes its own interests through learning
in multiple games.-erefore, this paper uses x, y, and z (x, y,
and z ∈∈[0, 1]) to represent the initial cooperation proba-
bility of upstream governments, downstream governments,
and the central government choosing the strategies of
protecting water environment, ecological compensation,
and daily supervision, respectively.

In addition, it is assumed that πmn represents the ex-
pected payoffs of each player choosing different strategies,
and πm refers to the average payoffs of each player. m

represents each player, where m� 1, 2, and 3 denote up-
stream governments, downstream governments, and the
central government, respectively; n refers to the different
strategies for each player, where n� 1 and 2 denote the first
strategy and the second strategy, respectively. -e de-
scription of each symbol is listed in Table 4.

According to the above analysis of the payoff matrices,
we can get the payoff of each player under different strat-
egies, as shown below.

For upstream governments, the payoffs are

π11 � y × z × V1 − C1 + H1 + H2(  + y ×(1 − z) × V1 − C1 + H2( 

+ y ×(1 − z) × V1 + H1 − C1(  +(1 − y) ×(1 − z) × V1 − C1( ,

π12 � y × z × H1 − F1(  + y ×(1 − z) × −F1(  + y ×(1 − z) × H1,

π1 � x × π11 +(1 − x) × π12.

(22)

Based on π11, π12, and π1, the replicated dynamic
equation of upstream governments is as follows:

F1(x) �
dx

dt

� −x ×(x − 1) × V1 − C1 + F1 × z + H2 × z( .

(23)

For downstream governments, the payoffs are

π21 � x × z × V2 − H1(  +(1 − x) × z × −H1(  + x ×(1 − z)

× V2 − H1(  +(1 − x) ×(1 − z) × −H1( ,

π22 � x × z × V2 − F2(  +(1 − x) × z × −F2(  + x ×(1 − z) × V2,

π2 � y × π21 +(1 − y) × π22.

(24)

Table 3: -e payoff matrix of each player with random inspection.

When the central government chooses random inspection strategy
Downstream governments

Ecological compensation Nonecological compensation
Upstream

governments
Downstream
governments

-e central
government

Upstream
governments

Downstream
governments

-e central
government

Upstream
governments

Protecting water
environment V1 + H1 − C1 V2 − H1 V3 V1 − C1 V2 V3

Not protecting water
environment H1 −H1 0 0 0 0
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Similarly, based on π21, π22, and π2, the replicated dy-
namic equation of downstream governments is as follows:

F2(y) �
dy

dt

� y ×(y − 1) × H1 − F2 × z( .

(25)

For the central government, the payoffs are

π31 � x × y × V3 − C2 − H2(  +(1 − x) × y × F1 − C2(  + x ×(1 − y)

× V3 − C2 − H2 + F2(  +(1 − x) ×(1 − y) × F1 + F2 − C2( ,

π32 � x × y × H2 +(1 − x) × z × 0 + x ×(1 − y) × H2 +(1 − x) ×(1 − y) × 0,

π3 � z × π31 +(1 − z) × π32.

(26)

Similarly, based on π31, π32, and π3, the replicated dy-
namic equation of the central government is as follows:

F3(z) �
dz

dt

� z ×(z − 1)

× C2 − F1 − F2 + F1 × x + F2 × y + H2 × x( .

(27)

-e replication dynamic system can be obtained by si-
multaneous equations (23), (25), and (27), as shown in the
following equation:

F1(x) �
dx

dt
� −x ×(x − 1) × V1 − C1 + F1 × z + H2 × z( ,

F2(y) �
dy

dt
� y ×(y − 1) × H1 − F2 × z( ,

F3(z) �
dz

dt
� z ×(z − 1) × C2 − F1 − F2 + F1 × x + F2 × y + H2 × x( .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(28)

Table 4: -e description of different symbols.

Symbol Description
x -e probabilities that upstream governments choose to protect water environment
1− x -e probabilities that upstream governments choose not to protect water environment
y -e probabilities that downstream governments choose ecological compensation
1− y -e probabilities that downstream governments choose nonecological compensation
z -e probabilities that the central government chooses daily supervision
1− z -e probabilities that the central government chooses random inspection
π11 -e expected payoffs when upstream governments choose to protect water environment
π12 -e expected payoffs when upstream governments choose not to protect water environment
π21 -e expected payoffs when downstream governments choose ecological compensation
π22 -e expected payoffs when downstream governments choose nonecological compensation
π31 -e expected payoffs when the central government chooses daily supervision
π32 -e expected payoffs when the central government chooses random inspection
π1 -e average payoffs of upstream governments
π2 -e average payoffs of downstream governments
π3 -e average payoffs of the central government
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3.4. Evolutionary Stability Strategies. Because each player
needs to play games for many times in order to achieve ESS,
the initial probabilities change with time; that is, x, y, and z

are functions of time, so they are represented by x(t), y(t),
and z(t). In order to obtain ESS of the replicated dynamic
system, we make the differential equation (28) equal to 0,
respectively. Because x(t), y(t), and z(t) ∈ [0, 1], the space
for the solution of the replication dynamic system is a cube
with side length of 1. By solving the above differential
equations, nine equilibrium points (E1(0, 0, 0), E2(1, 0, 0),
E3(0, 1, 0), E4(0, 0, 1), E5(1, 1, 0), E6(1, 0, 1), E7(0, 1, 1),
E8(1, 1, 1), and E9(x∗, y∗)) can be obtained. E9(x∗, y∗) can
be obtained by solving

V1 − C1 + F1 × z + H2 × z � 0,

H1 − F2 × z � 0,

C2 − F1 − F2 + F1 × x + F2 × y + H2 × x � 0.

⎧⎪⎪⎨

⎪⎪⎩
(29)

Although nine equilibrium points are obtained in this
paper, it is uncertain whether they are ESS. Since ESS must
be a pure strategy Nash equilibrium, E9 must not be ESS,
because E9 represents a mixed strategy equilibrium. -en,
we only need to judge whether the other eight points are
ESS. According to Lyapunov’s System Stability -eory
[38, 39], the eigenvalues of the coefficient matrix of dy-
namic system can help to judge the stability of the system.
When all eigenvalues are negative, the system reaches a
stable state; when the eigenvalue is nonnegative, the system
is in an unstable state. -erefore, firstly, this paper cal-
culates the Jacobian matrix of the replicated dynamic
system; secondly, the coordinates from E1 to E8 are
substituted into the Jacobian matrix to obtain the corre-
sponding eigenvalues. Finally, ESS is determined according
to Lyapunov’s stability theory. -e Jacobian matrix with
each equilibrium point can be obtained (J1 to J8), as shown
in the Appendix.

According to J1 to J8, a22 of J3 and J5, and a33 of J8 are
positive (alr refers to the eigenvalue shown in the l th row
and the r th column of the matrix), so E3, E5, and E8 are not
ESS. Other equilibrium points cannot directly judge whether
they are ESS but need to introduce constraints for further
judgment. In contrast, only E6 is most in line with the actual
situation, because the WEC fee is mainly paid by the central
government, and most of the downstream governments do
not actively participate in the WEC. -erefore, this paper
takes E6 as the object for in-depth research. In order to make
the system reach this stable state, the constraints (equation
(30)) are added.

C1 − H2 − V1 < 0,

F2 − H1 < 0,

C2 − F2 + H2 < 0.

⎧⎪⎪⎨

⎪⎪⎩
(30)

4. Results of Simulation

According to the above analysis, the final stability of rep-
lication dynamic system is E6(1, 0, 1). Under equation (30),
this paper uses numerical simulation technology to study

decision-making of each player and the influencing factors.
-e initial value of each parameter is shown in Table 5.

4.1. Initial Probabilities. Since the initial probability of each
player is the function of time, in order to analyze its impact
on the decision-making process of each player, this paper
divides the initial probability into high probability group
and low probability group for comparative analysis. -e
results are shown in Figure 3.

In Figure 3, we can find that, whether in the high
probability group or in the low probability group, the system
is finally stable at E6 (1, 0, 1); that is, upstream governments
choose to protect water environment, downstream gov-
ernments choose not to carry out ecological compensation,
and the central government chooses daily supervision. In
addition, it can be observed that the time for upstream
governments and downstream governments to reach a stable
state is shorter, while the time for the central government to
reach a stable state is longer. In the high probability group,
the initial probability of the central government has expe-
rienced a change process of first decreasing and then in-
creasing, which indicates that the central government
initially tends to choose random inspection and then turns
to daily supervision.

4.2. Environmental Protection Cost. In order to reflect the
influence of environmental production cost (C1) on each
player, this section regards it as a variable and takes values of
1, 3, and 5 respectively, while other parameters are constants
(as shown in Table 6). Under this setting, this paper sets both
high probability group and low probability group to simulate
the system, and the results are shown in Figure 4.

According to Figure 4, it can be found that the envi-
ronmental protection cost has an impact on upstream
governments and the central government in the low
probability group (the initial probability is 0.4) but has little
impact on downstream governments. In Figures 4(a) and
4(c), the impact of environmental protection cost on up-
stream governments and the central government is opposite.
For upstream governments, the increase of environmental
protection cost will prolong the time to reach a stable state.
For the central government, the increase of environmental
protection cost shortens the time to reach a stable state in the
low probability group.

4.3. Fine. In order to illustrate the impact of fine, this paper
takes fine (F1 and F2) as variables, respectively, with values
of 5, 7, and 9, and sets other parameters as constants (as
shown in Table 7). On this basis, this paper still carries out
system simulation for high initial probability group and low
initial probability group, and the results are shown in
Figure 5.

According to Figure 5(a), the fine on upstream gov-
ernments (F1) has a certain effect on themselves. Whether
the initial probability is high or low, when the fine increases,
the time for upstream governments to reach stable state 1 is
shortened. In Figure 5(c), F1 only affects the decision-
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making of the central government in the low initial prob-
ability group; that is, when the fine increases, the time for the
central government to reach stable state 1 is shortened to a

certain extent. In contrast, F1 has almost no impact on
downstream governments. Similarly, according to
Figures 5(d)–5(f ), F2 has little impact on upstream

Table 5: -e initial values of parameters.

Parameter C1 C2 F1 F2 H1 H2 V1 V2 V3

Value 3 2 7 7 8 4 7 10 13

�e Effect of Initial Probability on Each Player
in �e Low Probability Group
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Time

0

0.2

0.4

0.6

0.8

1

In
iti

al
 P

ro
ba

bi
lit

y

x (0)=0.3
y (0)=0.2
z (0)=0.1

(a)

�e Effect of Initial Probability on Each Player
in �e High Probability Group

0

0.2

0.4

0.6

0.8

1

In
iti

al
 P

ro
ba

bi
lit

y

2 31 4 50
Time

x (0)=0.8
y (0)=0.7
z (0)=0.6

(b)

Figure 3: -e effect of initial probability on each player in two groups. (a) -e effect of initial probability on each player in the low
probability group. (b) -e effect of initial probability on each player in the high probability group.

Table 6: -e values of parameters in the simulation of environmental protection cost (C1).

Parameter C2 F1 F2 H1 H2 V1 V2 V3

Value 2 7 7 8 4 7 10 13

Effect of Environment Protection Cost (C1)
to Upstream Governments

0.5 1 1.5 2 2.5 30
Time

0

0.2

0.4

0.6

0.8

1
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al
 P

ro
ba

bi
lit

y

C1=1
C1=3
C1=5

(a)

Effect of Environment Protection Cost (C1)
to Downstream Governments
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(b)

Effect of Environment Protection Cost (C1)
to �e Central Government
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2 4 6 80
Time
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(c)

Figure 4: -e effect of environmental protection cost (C1) on each player. (a) Effect of environment protection cost (C1) on upstream
governments. (b) Effect of environment protection cost (C1) on downstream governments. (c) Effect of environment protection cost (C1) on
the central government.
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governments and has a great impact on downstream gov-
ernments and the central government. When F2 changes
from 5 to 7, the time for downstream governments to reach
stable state 0 increases. When F2 equals 9, the decision-
making of downstream governments fluctuates periodically
and finds it difficult to reach a stable state. In Figure 5(f),
when F2 changes from 5 to 7, the central government
changes from state 0 to state 1. When F2 increases to 9, the
decision-making of the central government also shows
periodic changes.

4.4. Ecological Compensation Paid by Downstream
Governments. In this section, ecological compensation paid
by downstream governments is regarded as a variable and
taken as 6, 8, and 10, respectively, while other parameters are
taken as constants (as shown in Table 8). In addition, the
system is simulated in high initial probability and low initial
probability groups, respectively, and the results are shown in
Figure 6.

As can be seen from Figure 6(a), the ecological com-
pensation paid by downstream governments (H1) has little

Table 7: -e values of parameters in the simulation of fine (F1 and F2).

Parameter C1 C2 H1 H2 V1 V2 V3

Value 3 2 8 4 7 10 13

Effect of Fines (F1)
to Upstream Governments
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Figure 5: -e effect of fines (F1 and F2) on each player. (a) Effect of fines (F1) on upstream governments. (b) Effect of fines (F1) on
downstream governments. (c) Effect of fines (F1) on the central government. (d) Effect of fines (F2) on upstream governments. (e) Effect of
fines (F2) on downstream governments. (f ) Effect of fines (F2) on the central government.
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impact on upstream governments. In contrast, in
Figures 6(b) and 6(c), when ecological compensation paid by
downstream governments increases, the speed of down-
stream governments and the central government reaching a
stable state is significantly shortened. At this time, down-
stream governments will choose no compensation, while the
central government will choose daily supervision.

4.5.EcologicalCompensationPaidby theCentralGovernment.
In this section, ecological compensation paid by the central
government (H2) is regarded as a variable and taken as 2, 4,
and 6 respectively, while other parameters are taken as
constants (as shown in Table 9). In addition, the system is
simulated in high initial probability and low initial proba-
bility groups, respectively, and the results are shown in
Figure 7.

From Figure 7, ecological compensation paid by the
central government has little impact on upstream govern-
ments but has a greater impact on downstream governments
and the central government. In Figure 7(b), when H2 in-
creases, the time for downstream governments to reach
stable state 0 is shortened. In Figure 7(c), when H2 changes
from 2 to 4, the time for the central government to reach
stable state 1 is extended. However, when H2 increases to 6,
the stable state of the central government changes from state
1 to state 0 and stabilizes at state 0. Because the stable state of
the central government has changed greatly, this paper
further simulates H2, taking values from 4 to 5.4, and the
step value is 0.2. In Figure 7(d), when H2 is equal to 5, the
decision-making curve of the central government becomes a

horizontal straight line, which shows that 5 is the critical
value of the change of the central government’s strategy.

5. Discussion

5.1. Initial Probabilities. From Section 3.4, it can be seen that
the initial probability is the key factor for determining ESS.
-erefore, the simulation of the initial probability will help
to understand the sensitivity of each player’s decision.
According to the results in Section 4.1, in different initial
probability groups, the final stable state of each player is the
same; that is, the upstream governments choose to protect
water environment, the downstream governments choose
not to compensate, and the central government chooses
daily supervision. However, there are some differences in the
trend of each player reaching a stable state. For upstream
governments, the time to reach a stable state in the high
probability group is significantly shorter than that in the low
probability group. For downstream governments, the time
to reach the steady state in the low probability group is
shorter than that in the high probability group. For the
central government, the times to reach a stable state are close
in different groups, but, in the high probability group, the
curve shows a downward trend first and then an upward

Table 8: -e values of parameters in the simulation of ecological compensation paid by downstream governments (H1).
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Figure 6: -e effect of ecological compensation paid by downstream governments (H1) on each player. (a) Effect of ecological com-
pensation paid by downstream governments (H1) on upstream governments. (b) Effect of ecological compensation paid by downstream
governments (H1) on downstream governments. (c) Effect of ecological compensation paid by downstream governments (H1) on the central
government.

Table 9: -e values of parameters in the simulation of the eco-
logical compensation paid by the central government (H2).

Parameter C1 C2 F1 F2 H1 V1 V2 V3

Value 3 2 7 7 4 7 10 13
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trend. It can be seen that upstream governments have strong
willingness to participate in WEC, downstream govern-
ments have weak willingness to participate, and the central
government chooses daily supervision. At present, the water
resources protection funds of upstream governments in-
clude the transfer payment of the central government and
the self-raised funds of upstream governments. Due to the
slow economic development and weak financing capacity of
upstream governments, the water resources protection funds
are mainly borne by the central government. -is reflects
that the vertical compensation is the mainstream of WEC in
China. At this stage, the central government hopes to build
horizontal compensation between upstream and down-
stream governments to supplement vertical compensation,
but, from the simulation results, the downstream govern-
ments are the key to establish horizontal compensation, and
their willingness to participate is not high. -erefore,
downstream governments need to fully understand the
contribution of upstream governments protecting water

resources and improve their willingness to participate in
WEC, which will change the current situation of the lack of
horizontal compensation.

5.2. Environmental Protection Cost. -e establishment and
implementation of WEC need the cooperation of govern-
ments at all levels, and upstream governments need to invest
much direct cost and opportunity cost in protecting water
environment. -erefore, this cost is the key factor to WEC.
According to the analysis in Section 4.2, the higher the
environmental protection cost is, the longer upstream
governments take to reach the stable state. Downstream
governments are hardly affected. In the low probability
group, the central government reaches a stable state faster
with the increase of environmental protection cost. -e
reasons for the above changes are as follows: first, when
protecting the water environment, upstream governments
not only have to pay a lot of costs for the construction of
environmental protection infrastructure but also need to
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Figure 7: -e effect of the ecological compensation paid by the central government (H2) on each player. (a) Effect of the ecological
compensation paid by the central government (H2) on upstream governments. (b) Effect of the ecological compensation paid by the central
government (H2) on downstream governments. (c) Effect of the ecological compensation paid by the central government (H2) on the
central government. (d) Effect of the ecological compensation paid by the central government (H2) on the central government.
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implement other measures to maintain the protection effect
of water environment, such as limiting the expansion of
polluting enterprises and changing the planting structure of
local agriculture. -erefore, the higher the cost paid by
upstream governments is, the more difficult it is to imple-
ment sustainable water environmental protection. Second,
due to the continuous increase of environmental costs,
upstream governments have the motivation to choose not to
protect water environment. In order to ensure the health of
water environment in the basin, the central government has
to request upstream governments to protect water envi-
ronment by daily supervision and paying certain compen-
sation. -erefore, effectively reducing the environmental
protection cost of upstream governments is the key to
promote the sustainable protection of water resources. At
present, the Chinese government is reducing the cost of
water environmental protection through the following ways:
(1) Introduce new green technologies to help upstream
governments improve the efficiency of sewage treatment.
For example, the central government selects sewage treat-
ment companies with technology and experience through
investment to assist upstream governments in building
sewage treatment plants. (2) Establish enclaves in the
downstream areas and relocate high polluting enterprises in
the upstream areas to enclaves and give them corresponding
tax relief. On the one hand, it can ensure the normal op-
eration of these polluting enterprises, and, on the other
hand, it can reduce the amount of local sewage.

5.3. Fine. -e central government’s fine to upstream and
downstream governments is one of the environmental
regulation ways to promote them participating WEC.
According to the simulation results in Section 4.3, the fines
imposed on upstream governments have no impact on
players, while the fines imposed on downstream govern-
ments have a great impact on the downstream governments
and the central government. When the fine increases to a
certain degree, the decision-makings of downstream gov-
ernments and the central government change periodically.
-e reasons for the above phenomena are as follows: firstly,
the fine will increase the additional cost of downstream
governments and increase the income of the central gov-
ernment. -erefore, the decision-making changes between
downstream governments and the central government have
strong relevance. Secondly, when upstream governments
choose to protect water environment, downstream gov-
ernments try to “free ride” without paying compensation to
upstream governments, because it can not only obtain high-
quality water resources but also pay no price. However, to
ensure the continuous protection of water environment by
upstream governments, the central government will adopt
daily supervision to urge downstream governments to pay
certain compensation fee to upstream governments. At this
time, in order to deal with daily supervision of the central
government, downstream governments will have the ten-
dency to pay compensation. -erefore, the downstream
governments will weigh the impact of “free riding” and
“daily supervision,” so their decision-making curve

fluctuates periodically. Finally, the central government will
make corresponding adjustments to the strategic changes of
downstream governments and finally form periodic changes.
However, the central government is more sensitive to the
fine of downstream governments, because when F2 increases
to 9, the central government’s strategy curve changes pe-
riodically, which can be seen from Figure 5(f). According to
the above analysis, the fine of the central government is
indispensable for the establishment of WEC mechanism. If
downstream governments are sensitive to fine, they can
choose compensation by establishing a strict punishment
mechanism. However, at present, there is no legislation on
ecological compensation in China, so the horizontal com-
pensation between upstream and downstream governments
is mainly established through consultation, while the central
government only guides. -is makes it impossible to punish
downstream governments for their no compensation. On
September 12, 2021, General Office of the State Council of
the PRC issued the opinions on deepening the reform of
ecological protection compensation system, which clearly
emphasized the use of legal means to regulate ecological
protection compensation. -erefore, WEC law will be
conducive to the establishment of punishment mechanism,
which will promote downstream governments to participate
in the construction of WEC.

5.4. Ecological Compensation Fee. Ecological compensation
fee is the core to ensure the long-term implementation of
WEC. Due to the implementation of WEC, both the
downstream governments and the central government will
benefit, so how to determine the proportion of compensa-
tion funds is the key problem.

According to the simulation results in Sections 4.4 and
4.5, the compensation paid has little impact on upstream
governments but has a greater impact on downstream
governments and the central government. First, when
compensation fee increases, upstream governments are al-
most unaffected, which is different from common sense
because compensation fee is an additional benefit to up-
stream governments; when it increases, upstream govern-
ments should reach a stable state faster, but this is not
reflected in the simulation. -is shows that upstream gov-
ernments need to pay huge costs for protecting water en-
vironment, which cannot be compensated by compensation
fee. However, due to the policy pressure of the central
government, upstream governments have to protect water
environment. -erefore, upstream governments are not
sensitive to limited compensation fee. Second, compensation
fee is an additional expenditure for downstream govern-
ments. When compensation fee increases, downstream
governments will choose not to compensate, which is the
same as the simulation results. Finally, when compensation
fee paid by downstream governments (H1) increases, the
central government will reach a stable state faster
(Figure 6(c)), which is also different from common sense,
because if downstream governments pay compensation fee
in time, this can form a virtuous cycle of protecting water
resources between upstream and downstream areas, so the
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central government no longer needs daily supervision.
However, in the practice of WEC, downstream governments
believe that using high-quality water resources is their own
right, so they are unwilling to pay compensation fee and
continue to choose no-compensation strategy (Figure 6(b)).
-en, the central government can only continue to adopt
daily supervision to request upstream governments pro-
tecting water environment. In addition, when compensation
paid by the central government (H2) increases from 2 to 4,
the time to reach stable state 1 will be extended. When H2
further increases to 6, the central government will change
from daily supervision to random inspection. -is shows
that the central government has an upper limit on com-
pensation fee (Figure 7(d)). Once the compensation fee
exceeds the upper limit, the central government will change
the strategy. -is is consistent with the reality of WEC. At
present, the compensation fee paid by the central govern-
ment is the main source of funds to maintain WEC, which
will bring huge financial pressure to itself. -erefore, the
central government is also stepping up its research on how to
promote the spontaneous construction of ecological com-
pensation mechanism upstream and downstream of the
basin, so as to free it from the huge pressure of compensation
fee. At present, the Chinese government has carried out
horizontal compensation pilot projects in Xin’an River,
Chishui River, and other river basins and has gained a lot of
practical experience. In addition, it has successively issued
guidance on supporting the establishment of horizontal
compensation in large river basins such as Yangtze River and
Yellow River. Attracting social capital (such as enterprises
and the public) to join horizontal compensation is an ef-
fective way to increase compensation funds. Improving the
trading of water rights and emission rights between up-
stream and downstream areas is also an important way to
effectively promote horizontal compensation.

6. Conclusion and Suggestion

6.1. Conclusion. -is paper takes upstream governments,
downstream governments, and the central government as
the research object and analyzes the changes in the decision-
making process and key influencing factors. -is is of great
significance to the rational design and implementation of
WEC. Our results show that the initial probability signifi-
cantly affects the decision-making behavior of each player.

Daily supervision of the central government and the cost of
water environmental protection play an important role in
the establishment of WEC. -e fine imposed on the
downstream governments will lead to periodic changes in
the decision-making of themselves and the central gov-
ernment. -ere is a critical value for the ecological com-
pensation paid by the central government, which means that
reasonably determining the matching relationship between
vertical compensation and horizontal compensation can
effectively promote the establishment and long-term
implementation of WEC. Although this paper has obtained
some interesting results, there are still the following limi-
tations: (1) this paper does not include polluting enterprises
and the public into the analysis framework; (2) this paper
uses simulation technology to study the decision-making
process of each subject in WEC but does not introduce
actual cases for comparative analysis. In the future, we will
use multiagent simulation to include stakeholders such as
polluting enterprises and residents in the research frame-
work. Meanwhile, we will obtain the data of actualWEC case
through questionnaire survey combined with econometrics
and statistical analysis to further verify the theoretical model
and conclusions in this paper.

6.2. Suggestion. According to this paper, the following
suggestions are put forward: (1) at this stage, the central
government should continue to implement daily supervision
to ensure the implementation of WEC; (2) improving the
initial willingness of governments at all levels to participate
in WEC significantly improves its success rate; (3) upstream
governments should study newmethods and paths to reduce
the cost of protecting water environment; (4) the central
government should strengthen the supervision and fine on
downstream governments; (5) the central government
should build a new scheme to promote upstream and
downstream governments to spontaneously establish a
horizontal compensation mechanism. -e implementation
of the above suggestions will effectively promote the es-
tablishment and implementation of WEC.

Appendix

-e Jacobian matrices of eight equilibrium points are as
follows:
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J1 �

V1 − C1 0 0

0 −H1 0

0 0 F1 − C2 + F2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

J2 �

C1 − V1 0 0

0 −H1 0

0 0 F2 − C2 − H2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

J3 �

V1 − C1 0 0

0 H1 0
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

J4 �

F1 − C1 + H2 + V1 0 0

0 F2 − H1 0
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

J5 �
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0 H1 0
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

J6 �
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

J7 �
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0 0 C2 − F1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

J8 �
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0 −F2 + H1 0
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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Drought frequently spreads across large spatial and time scales and is more complicated than other natural disasters that can
damage economic and other natural resources worldwide. However, improved drought monitoring and forecasting techniques
can help to minimize the vulnerability of society to drought and its consequent influences.(is emphasizes the need for improved
drought monitoring tools and assessment techniques that provide information more precisely about drought occurrences.
(erefore, this study developed a new method, Model-Based Clustering for Spatio-Temporal Categorical Sequences (MBCSTCS),
that uses state selection procedures through finite mixture modeling and model-based clustering. (e MBCSTCS uses the
functional structure of first-orderMarkovmodel components for modeling each data group. InMBCSTCS, the suitable orderK of
the components is selected by Bayesian information criterion (BIC). In MBCSTCS, the estimated mixing proportions and the
posterior probabilities are used to compute probability distribution associated with the future steps of transitions. Furthermore,
MBCSTCS predicts drought occurrences in future time using spatiotemporal categorical sequences of various drought classes.(e
MBCSTCS is applied to the six meteorological stations in the northern area of Pakistan. Moreover, it is found that MBCSTCS
provides expeditious information for the long-term spatiotemporal categorical sequences. (ese findings may be helpful to make
plans for early warning systems, water resource management, and drought mitigation policies to decrease the severe effects
of drought.

1. Introduction

Drought is relatively more volatile than other natural
disasters, and traditional valuations or forecast proce-
dures are failed to predict it. Its relatively unperceptive
onset and the multifaceted impacts cause the new as-
sessment methodologies [1–5]. Since last decades, it has
become more prominent to distress the environment and
economic sectors worldwide than other natural hazards
[6–8]. Moreover, determining the onset and end times of

the drought is still challenging for drought management.
Structurally, the effects of droughts slowly add over a
period, and they may linger for a long period [8–10].
However, it can be characterized by a precipitation de-
ficiency, which has substantial impacts on the agriculture,
hydrological systems, and on living standards of the
people [11, 12]. Despite perceptible effects of drought,
these effects acclimatize severity without appropriate
measures and are sustained for the long term even after
termination [9].
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(e advancements in drought assessing and monitoring
procedures can lead to better drought preparation and
decrease the susceptibility of society to drought and its
forgoing influences [8, 10, 13]. (erefore, it is essential to
find more suitable techniques and procedures to predict
drought occurrences more instantaneously. (e improved
method can be helpful to make plans for the early warning
system, drought mitigation policies, and water resource
management and decrease the severe effects of drought.
Furthermore, the occurrences and characteristics of drought
trigger the discussion about the various methodologies and
techniques. Generally based on the occurrences and char-
acteristics of the drought, authors have been categorizing the
drought into various groups, including “meteorological,
hydrological, agricultural, and socioeconomic” [14]. Chang
[15] and Eltahir [16] defined that meteorological drought
can be occurred due to the shortage of precipitation over a
region for some time. Several studies have considered
precipitation data to analyze meteorological droughts
[17, 18]. (e streamflow data have been frequently used for
analyzing hydrological drought [19–21]. Furthermore, the
reduction in soil moisture usually causes agricultural
drought. (e reduction in soil moisture can be affected by
meteorological and hydrological droughts. Socioeconomic
drought is linked to the shortfall in water resource systems,
and in this case, the water supply is unable to meet water
demands.

In the past few decades, numerous drought indices have
been proposed to assess the drought occurrences [22–26].
(e drought indices are frequently used to characterize the
drought. (e indices are based on various parameters that
describe the spatial and temporal extents. Obtaining accu-
rate and precise information about drought occurrences
using several drought indices is crucial for an early warning
policy; however, consistent and eminent drought informa-
tion plays a crucial part in preparing drought monitoring
and mitigating policies. Numerous drought indices with
their strengths and weaknesses exist in the literature and are
used by decision-makers who build action plans for drought
early warning systems and mitigation policies. For example,
Palmer [27] developed a drought index named the Palmer
Drought Severity Index (PDSI). (e PDSI worked well es-
pecially for subhumid and semiarid regions. (e PDSI
provided weekly information related to abnormal evapo-
transpiration deficit for the various regions. Information
obtained from PDSI can be helpful for the crops in the
region. (e moisture condition of the regions can be
assessed. Gommes and Petrassi [28] have proposed the
national rainfall index (NRI). (e NRI was used to provide
synthetic discussion in sub-Saharan countries in Africa.
(ey used NRI to determine the pattern recognition of
rainfall in various regions. (e Surface-Water Supply Index
(SWSI) was introduced by Shafer and Dezman [24]. (e
computation of the SWSI is based on two major sources of
irrigation water supply, namely, spring-summer streamflow
runoff and reservoir carryover. Both sources are accumu-
latively analyzed to determine the total availability of surface
water supply in season. Van Rooy [29] developed the
Rainfall Anomaly Index (RAI). (e RAI helped to find

geographical anomalies of the rainfall pattern in varying
regions. Weghorst [26] has introduced the Reclamation
Drought Index. Palmer [22] has introduced crop moisture
index (CMI). Bhalme and Mooley [23] has developed
Bhalme and Mooly drought index (BMDI). (e BMDI used
precipitation data and provided both negative and positive
values to measure drought intensities. McKee et al. [25]
developed the Standardized Precipitation Index (SPI). (e
SPI considered the time series of a long-term record of
precipitation in the climatic areas. (e dynamic charac-
teristic of SPI is that it can be studied for different time scales
and used to compare varying climatic areas.(erefore, SPI is
being used extensively for evaluating and recording drought
characteristics [30–35]. Furthermore, the drought indices
that are mentioned above have been used frequently for
drought monitoring in the different studies, although having
discrepancies among the indices, to gain consistent inter-
pretation across several regimes and spatial climates. (is
study utilized SPI, which is often employed to assess and
monitor meteorological drought and is recommended by the
World Meteorological Organization [36].

Furthermore, many clustering techniques are considered
in the literature [37–41]. (e clustering techniques focus on
grouping the data so that the data group with similar
characteristics would be selected within the cluster, while
distinct information can exist among other clusters. Various
clustering techniques have been frequently considered in
machine learning approaches, especially in statistics and
computer science, due to the variety of their applications
[41–45]. Among the various techniques, model-based
clustering groups data and presumes that each data cluster
can be perceived as a part of any probability distribution
[46, 47]. In various data groups, numerous distributions are
preferred, and finite mixture models are desired [48]. (e
performances of the model-based clustering are outstanding
in spectrometry data, text classification, social networks, and
distinct grouping objects. Model-based clustering is used for
time series [49] and regression time series analyses [50].
Several studies related to model-based clustering are
available in the literature; however, it has not yet received
greater attention in drought analysis. (erefore, this study
developed a new technique known as Model-Based Clus-
tering for Spatio-Temporal Categorical Sequences
(MBCSTCS) to precisely predict drought occurrences for
spatiotemporal categorical sequences. (e performance of
the proposed technique is assessed by using six meteoro-
logical stations in the northern area of Pakistan.

2. Methods

2.1. Standardized Precipitation Index (SPI). (e long-term
record of precipitation in the climatic area observed in
the time sequence can be used to compute SPI. (e vital
feature of SPI is that it can be considered for various time
scales and is being widely used to calculate and record
drought occurrences [34, 35, 51, 52]. (e analysis with
various time scales can provide varying information. For
example, the moisture conditions in different seasons can
be assessed using SPI at a three-month time scale. (e SPI
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can assess information related to the water deficiency at a
twelve-month time scale. Furthermore, the use of SPI
describes the best characteristics in forecasting and an-
alyzing risks as a probabilistic approach [31, 35, 53]. (e
SPI has been frequently used for drought monitoring in
several aspects, for example, spatiotemporal analysis,
forecasting, frequency analysis, and climatic studies
[33, 35, 51, 52]. As precipitation is only used to determine
the climatic condition for a particular area, it offers
spatially reliable interpretations across various climates
[32, 34, 35]. (erefore, it can be advantageous for the
areas where other parameters are available that are re-
quired to calculate other indices and of significantly great
concern to the various environmental and temporal
circumstances [54]. (is study focuses on the new
methodology developed for monitoring drought more
precisely and comprehensively in a specific area. (e SPI
at various time scales (1, 3, 6, 9, 12, and 24) is used for the
current analysis.

2.2. Model-Based Clustering for Spatio-Temporal Categorical
Sequences (MBCSTCS). Model-based clustering has been
used for time series [49] and regression time series an-
alyses [50]. Various studies associated with model-based
clustering are available in the literature; the technique has
significant importance for many applications; however, it
has not yet received greater attention in drought analysis.
Furthermore, in drought classification, categorical se-
quences are required for obtaining reliable results for the
drought characterization. In this perspective, this study
proposed MBCSTCS to analyze the categorical drought

sequences for various time scales and stations. (e
MBCSTCS provides more significant results by using a
categorical grouping of sequences than traditional ap-
proaches that have been used for the prediction. (e
MBCSTCS reflects the steering behavior of drought
classes on various time scales and stations. Moreover, the
selected drought classes (states) (“(Extremely Dry (ED),
Severely Dry (SD), Normal Dry (ND), Median dry (MD),
Median Wet (MW), Severely Wet (SW), and extremely
Wet (EW)”) are considered for the region [55].

Moreover, the first-order Markov model has a rationale
in statistical modeling. (e MBCSTCS considers the func-
tional shape of first-order Markov model components for
each data group. Furthermore, in the MBCSTCS the data
groups consist of various sequences of drought states. For
example, we let observation X � (x1, . . . , xm)T that specifies
for an ordered sequence, where each of its elements xJ

consists of a categorical value that is specified for varying
drought states and coded by natural integers. Furthermore, it
is assumed that the number of unique drought states equals
p, i.e., xJ ε {1, 2, . . . p} for j � 1, 2, . . . m. Moreover, using a
joint probability expression it can be written as
P(X � x) � P(X1 � x1, . . . , Xm � xm). In this format, the
first-order Markov model provides an interesting method to
describe the transitions between varying states. (e prob-
ability of transitions of drought states in the next step de-
pends only on the present state and has no connection to the
drought states that are observed in the past. (e joint
probability using the first-order Markov model is given in
the following equation:

P(X � x) � P X1 � x1, . . . , Xm � xm(  � P X1 � x1(  

m

J�2
P Xj � xj| Xj−1 � xj−1 . (1)

Furthermore, to simplify the notations, we use β to
denote initial state probability and c to represent the
transition probability. For example, β x1

shows the
probability that the initial state is x1 and transition
probability of xj−1 to xj is represented by cxj−1 xj

. So,
utilizing the given notations, we can write as there are p
states in the Markov model, and in this case, the initial
state probabilities can be represented as β � (β1, . . . βp)T

and the matrix of the transitions as Γ � (cjr)p×p.
P(X � x) � βx1


m
j�1 cxj−1 xj

. Moreover, for the specific
component based on finite mixture modeling the β x1

and
cxj−1 xj

are replaced by the β kx1
and ckxj−1 xj

and the model
can be written as follows:

f(x; θ) � 
K

k�1
πkβ kx1



m

j�1
c kxj−1 xj

. (2)

(e log-likelihood of equation (2) can be expressed as
follows:

log L θ; xi 
n

i�1(  � 
n

i�1
log 

K

k�1
πk 

p

l�1
β kl( 

I �xi1�l( ) 

mi

j�1
c kxi(j−1)xij

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
.

(3)

In equation (3), the I(.) is indicator function and mi in-
dicates the length of ith categorical sequence. Expectation-
maximization (EM) algorithm is employed to estimate the
parameters [56].
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2.3. Prediction of Future Drought Occurrences for Spatial-
Temporal Categorical Sequences. (e setting of transition
probability matrices can be represented by Γ1, Γ1, . . . , Γk
and a probability distribution π1, π2, . . . , πK connected
with mixture components, and the M-step transition
probability matrix can be created by

ΓM � 
K

k�1
αkΓ

M
k , (4)

where ΓMk indicates the matrix ΓM raised to the power M.
(e choice of the appropriate distribution π1, π2, . . . , πK is
linked with the application. However, the (α1 , α2 , . . ., αK )
and (i.e., zi1 , zi2 , . . ., ziK ), which are the mixing proportion
estimated vector and the posterior probability estimated
vector, respectively, associated with a particular sequence,
can hold significant influence for the computation of
probability distribution for future drought occurrences.

3. Application

(e choice of the region is based on its structural impacts
and other climatic characteristics that affect the other
parts of the country. (e outcomes of the study are
obtained from the six selected stations with time-series
data from January 1971 to December 2017 of the northern
area of Pakistan (Figure 1) using SPI at various time
scales. (e selected stations have significant importance
for the selected region and other regions of the country.
For example, the reservoir system and agriculture sector
are highly associated with the selected region; therefore,
the climatic discrepancy of the region is significant for the
other parts of the country [57, 58]. Furthermore, the
fluctuation of the weather pattern in other regions within
the country also contributed to their impacts on socio-
economic and environmental sectors. Most of the parts of
the country have been facing the highest temperature,
and these parts are being highly influenced by global
warming [58, 59]. Undoubtedly, extreme climate events,
including high temperatures, rainstorms, and droughts,
are frequently associated with global climate warming.
Climate warming significantly affects the universe, which
usually causes a high temperature and water deficiency.
(ese issues are associated with drought occurrences that
damage the environment, natural resources, and lives of
the people distinctly more than any other natural hazard.
Furthermore, it produces convoluted consequences for
society and the economic sectors of the country.
(erefore, it is vital to recognize the drought occurrences
more instantly by emerging comprehensive and efficient
frameworks and techniques. In this regard, a new tech-
nique is applied to the selected stations that will influ-
entially expand the capability of detecting drought
occurrences and improve the competencies for drought
evaluation and its assessment.

3.1. Results. (e findings of this study are obtained by using
long time series data collected from six climatological sta-
tions in the northern area of Pakistan. (e selected stations

are observed to show homogenous results for the specific
indices when calculated for varying stations with a single
time scale [55]. However, on the varying time scales, the
observations of the indices may vary. Furthermore, the
inconsistency in their observations and varying generating
processes of the drought states causes for developing a new
method (i.e., MBCSTCS). (e MBCSTCS considers the
various time scales for a particular station as sequences with
inconsistency in their sizes and varying data generating
processes to analyze the spatiotemporal behavior of the
drought states. It means that the observations of the SPI at
scale-1 (SPI-1) for Astore station are considered as se-
quence-1, sequence-2 takes all observations of Astore station
in SPI at scale-3 (i.e., SPI-3), and these sequences are
continued to the last scale (SPI-24). Accordingly, these se-
quences can be assigned for other stations and time scales.
Furthermore, the observations of each sequence assume that
they come from the specific components that are selected
appropriately for the data. (e selected states are observed
corresponding to every calculated value of SPI. (ese se-
lected states are further distributed categorically for the
computation of this study.

Moreover, Niaz et al. [55] proposed a new technique for
monthly forecasting drought intensities using model-based
clustering of categorical drought state sequences. (e men-
tioned study is performed on various stations based on a single
time scale. However, in this study, the various time scales are
accumulatively considered for the monthly prediction of
drought severity in a region. (e outcomes of the current
analysis are more appropriate, especially for the selected sta-
tions, and help the policymakers to make better policies related
to various kinds of droughts including meteorological, hy-
drological, and socioeconomic. Furthermore, the current
analysis is performed by using the R package ClickClust [45]
that handles the case of coming observations from various
probability distributions (K-components). (e package is
based on finite mixtures with Markov model components and
is used to find the specific outcomes related to the specific
sequence.(e appropriate order K of the components (i.e., the
mixture model) is identified by minimizing the Bayesian in-
formation criterion (BIC) [60]. Moreover, for a specific se-
quence, the mixing proportions estimated vector and the
associated posterior probability estimated vector were used to
calculate probability distribution associated with future steps of
transitions from the last state of these sequences. Furthermore,
climatological statistics on the given data of various stations are
provided in Figure 2. To accomplish the analysis, the R package
named propagate is used to provide appropriate findings and
permit the specific analysis. In the mentioned package, various
distributions are considered; among the given distributions, the
appropriate choice of the distribution is based on the BIC
values. (is selection criterion is helpful to find the best fitting
for the time scale and stations specified for the analysis.

(e BIC values are given in Table 1 for the selected
probability distributions fitting appropriately to the several
time scales and stations. For example, at Astore station for
scasle−1, the BIC value (−1036.5) of three-parameter (3P)
Weibull distribution is found minimum among other dis-
tributions. (erefore, the (3P) Weibull distribution is
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considered as best fitted distribution for the Astore station at
a scale−1. Furthermore, in Astore station for scale−3, the
Gamma distribution is selected with theminimumBIC value
(−1279.1). Moreover, in scale−6 and scale−9, it is also found
that the Gamma distribution is best fitted in Astore station
with minimum BIC values −892.8 and −896.1, respectively.
Furthermore, Cosine and Skewed- normal distributions are
considered for scale−12 and scale−24, respectively, in the
Astore station. In Bunji station at scale−1, the (3P)Weibull is
showing the minimum value of BIC (i.e., 1,031.0) and
specified for the computation. At scale−3, scale−6, scale−9,
scale−12, and scale−24 at Bunji station, the Gamma,
Skewed-normal, Normal, Laplace, and Laplace are selected
with BIC values −824.9, −1162.2, −649.1, −688.1, and −843.7,
respectively. In Gupis station 4p beta has a minimum value
of BIC (−788.7) for scale−1. In other scales (3, 6, 9, 12, and
24), the gamma, Gumbel, Johnson SU, and scaled/shifted t
have minimum values of BIC −1264.9, −1305.4, 1519.0,
−937.6, and 1408.0, respectively.

Accordingly, various distributions are selected for var-
ious time scales for the other three stations (Chilas, Gilgit,
and Skardu) (1, 3, 6, 9, 12, and 24). After standardization
with a selected probability distribution, the next step is the
classification of the SPI for various drought states (Table 2).
In Figure 3, the temporal behavior of the SPI at scale-1 is
presented for various stations. However, the behavior of SPI

for other selected time scales can be presented accordingly.
After calculating values to quantify SPI at various time
scales, we first categorized SPI for its magnitude. (e be-
havior of several drought classes for SPI at a one-month time
scale in selected stations is provided in Table 3, where the
observations are taken as an example for various months of
the year 2017. Accordingly, the behavior of several drought
classes for other years for different time scales is calculated.
(ese observed drought classes are further used to find the
probability distribution associated with the three-step
transition from the last state in the various sequences. (e
posterior vector related to these sequences specifies the
parameter values (briefly described in Section 2.2). (e
obtained results show that the most likely state to visit in
three steps is ND, which means the probability associated
with ND is higher than the other selected states in varying
sequences (Table 4). For example, for the Astore station, in
sequence-1, the value indicates that the probability of ND
occurrence is 0.6668, which is higher than other selected
states.(is probability of occurrence for ND can be observed
from other sequences. Further in sequence-2, the probability
of ND occurrence after three months is 0.6729. Moreover,
the probabilities of ND in sequence-3, sequence-4, se-
quence-5, and sequence-6 are 0.6611, 0.6221, 0.6450, and
0.6729, respectively. It means that the policymakers should
make their plans accordingly for ND. Other information can
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Figure 1: (e study area consisting of six required stations in the northern area of Pakistan is presented.
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be observed from the various sequences for different time
scales. However, the ND is prevailing in all time scales in the
selected region. So, the policymakers should work to miti-
gate negative impacts for this specific drought state (ND).

3.2. Discussion. (e time series data were collected from six
meteorological stations in the northern area of Pakistan.(e
drought index SPI is used for the analysis with various time
scales for selected stations. (e reliable and efficient out-
comes of the analysis provide strong indications about the
drought occurrences that can significantly help for an early
warning system [31, 53, 58, 59, 61]. (erefore, a new
MBCSTCS method is developed for the drought monitoring
and mitigation policies that explicitly envisage spatiotem-
poral information. (e proposed technique uses the long-
run behavior of drought states (categorical sequences) from
various time scales and stations in the selected region. If a
time scale changes, then the categorical sequence sizes are
affected.(erefore, in past studies, researchers have not been
studied various time scales accumulatively due to incon-
sistency in their sizes and the phenomenon that has

generated the observations for varying stations. However,
these issues are being resolved effectively by the current
technique. Furthermore, the outcomes associated with the
present technique help to accomplish the current objective
and provide more substantial outcomes for the selected
drought states based on varying time scales and stations.
MBCSTCS uses state selection procedures through finite
mixture modeling and model-based clustering. Niaz et al.
[55] developed a new model-based clustering technique that
predicts probabilities for various drought classes. (ey
computed categorical drought state (classes) sequences for
selected drought classes and predicted their probabilities for
the future. (e mentioned study used a single time scale on
various stations. However, in this study, the varying time
scales are accumulatively measured for the monthly pre-
diction of drought severity in selected stations. (erefore, it
is a novel method for predicting drought severity using
spatiotemporal categorical sequences. MBCSTCS is applied
to six meteorological stations in the northern area of
Pakistan. It is found that MBCSTCS provides expeditious
information for the long-term spatiotemporal categorical
sequences. (e present analysis results are more suitable,
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Figure 2: (e climatological characteristics of the precipitation to describe the period from January 1971 to December 2017 of specified
stations. (e (a) mean, (b) 1st-quartile, (c) median, (d) 3rd_quartile, (e) kurtosis, and (f) st_dev.
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Table 2: (e classification of the SPI for various drought states

SPI Observed drought states
SPI≤−2 Extremely dry (ED)
SPI>−2 and SPI≤−1.5 Severely dry (SD)
SPI>−1.5 and SPI≤−1 Median dry (MD)|
SPI>−1 and SPI≤ 1 Normal dry (ND)
SPI> 1 and SPI≤ 1.5 Median wet (MW)
SPI> 1.5 and SPI≤ 2 Severely wet (SW)
SPI> 2 Extremely wet (EW)
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Figure 3: (e temporal presentation of SPI at scale-1 for varying stations. (a) Astore, (b) Bunji, (c) Gupis, (d) Chilas, (e) Gilgit, and (f)
Skardu.

Table 3: (e behavior of various drought classes for SPI at scale-1 in selected stations.

Month
Astore Bunji Gupis Chilas Gilgit Skardu

SPI Class SPI Class SPI Class SPI Class SPI Class SPI Class
Jan −1.8044 SD −1.2152 MD −1.0805 MD −0.3254 ND −0.230 ND −0.4827 ND
Feb −1.8044 SD 0.2629 ND −1.0805 MD 0.8075 ND 0.201 ND −1.2581 ND
Mar −0.4745 ND −1.1059 MD −0.6655 ND −0.1535 ND −1.052 MD −0.3096 ND
Apr 1.8879 SW 0.9377 ND 1.2811 MW 2.2094 EW 1.828 SW 1.0615 EW
May 0.3314 ND 0.6975 ND 0.9813 ND 0.8297 ND 0.972 ND 0.0796 ND
Jun −0.3302 ND −0.6380 ND −0.2883 ND −0.0637 ND 0.931 ND −0.8574 ND
Jul −0.1857 ND 0.8192 ND 0.7872 ND 0.1366 ND 1.057 MW −0.2401 ND
Aug −0.1967 ND 0.7181 ND 1.1317 MW 0.2058 ND 0.386 ND 0.0086 ND
Sep −0.5938 ND 0.2824 ND 0.4029 ND 0.1937 ND 0.476 ND 0.0739 ND
Oct −1.7685 SD −1.1576 MD −0.2883 ND −1.0539 MD −0.957 ND −1.2581 MD
Nov −1.8044 SD −1.2806 MD −1.0805 MD −1.0995 MD −1.323 MD −1.2581 MD
Dec −1.2499 MD −1.2806 MD −0.0621 ND −1.0539 MD −1.240 MD −1.2168 MD
Note. (e observations are considered for varying months of the year 2017. (e specific year is selected as an example. Accordingly, the behavior of various
drought classes for other years for various time scales is calculated.
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especially for the selected region, and help the policymakers
make better policies related to various kinds of drought,
including meteorological, hydrological, and socioeconomic.
(e MBCSTCS may help to make plans for early warning
systems, water resource management, and drought miti-
gation policies to reduce the severe effects of drought.

4. Conclusions

(e outcomes of MBCSTCS provide the future proba-
bilities corresponding to each of the drought states in
varying stations and time scales. (e obtained outcomes
show that the most likely state to visit is ND, which means
the probability associated with ND is higher than the
other selected states in varying sequences. For instance, in
sequence-1, the value shows that the probability of ND is
0.6668, which is higher than other selected states. Further
in sequence-2, the probability of ND after three months is
0.6729. (is probability of ND also prevails in other
sequences. Furthermore, in sequence-6, the ND has a
higher probability (0.6729) of occurrence in the future.
(erefore, policymakers should work to reduce the
negative impacts of this drought state (ND). In conclu-
sion, this study suggests a more appropriate technique
that emphasizes evaluating drought occurrences more
instantaneously. (e MBCSTCS helps the policymakers
to make better policies related to various kinds of
drought, including meteorological, hydrological, and
socioeconomic. Furthermore, the analysis provides the
basis to bring more attention to early warning systems.
Moreover, the outcomes of the current analysis are only
capable of transmitting in the present circumstances of
the application site, as the circumstance of the selected
stations will change the influence of the outcome for the
extrapolations. Furthermore, the study can find some
propagations and compute several thresholds for dif-
ferent drought severities for the region. Moreover, other
drought indices can be incorporated to envisage the
drought occurrences effectively.
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In this paper, we deeply analyze the general framework of technological pedagogical content knowledge (TPACK): it mainly
involves technological knowledge (TK), pedagogical knowledge (PK), content knowledge (CK), technological content knowledge
(TCK), technological pedagogical knowledge (TPK), and pedagogical content knowledge (PCK). Meanwhile, we also show that
the conceptual framework of TPACK can help teachers to integrate a lot of complexity and tension in teaching and learning. Also,
this study suggests that the framework of TPACKmay be able to change the application mode of technology in education and the
training mode of teachers and then provide a panoramic analysis for building a learning community.

1. Introduction

Teachers are an important factor for schools to achieve
connotative development and improve education quality.
Teachers’ development is a necessary guarantee for teaching
reform and educational innovation. Teachers’ knowledge is
the basis for teachers to carry out teaching activities. -e
composition and structure of teachers’ knowledge will di-
rectly affect teachers’ teaching behavior and students’
learning effect. Since entering the new era, the continuous
development of informatization technology has put forward
higher requirements for teachers’ knowledge structure and
teaching ability. Only by actively adapting to technological
changes such as informatization, networking, and artificial
intelligence (AI), then teachers can effectively improve the
quality of talent training and promote the vigorous devel-
opment of education. As “Ten-Year Development Plan for
Educational Informatization (2011–2020)” in China points
out, we should promote the integration of informatization
technology and teaching and then promote the professional
development of teachers. -e opinions issued by the Min-
istry of Education of China on the “Implementation of
Excellent Teacher Training Plan 2.0” clearly propose to
promote the all-round integration of new technologies such
as AI and intelligent learning environment with teacher

education courses. -e “Excellent Teacher Training Plan”
proposed by China also aims to cultivate a large number of
high-quality professional teachers with noble ethics, solid
professional foundation, and outstanding educational and
teaching ability. So we have to think about such a question:
What knowledge does a teacher need to become a qualified
teacher [1]? Since the mid-1980s, scholars have conducted
in-depth research on pedagogical content knowledge (PCK)
[1–3]. In recent years, for mathematics education, mathe-
matics pedagogical content knowledge (MPCK) is one of the
hot issues for educational studies in mathematics.

Knowledge learning is the core value pursuit of teachers’
development. -e rapid, continuous innovation and prog-
ress of informatization technology has reformed the edu-
cation. With it, teachers’ knowledge and ability need to be
redefined and designed. Teachers’ technical literacy has a
direct impact on the behavioral intention of information-
based teaching.-emain obstacle to the use of technology in
classroom is the lack of technical knowledge and skills. If
teachers do not know how to operate technology, they will
not use technology. We should pay attention to the culti-
vation of teachers’ technical knowledge and help teachers
master the use of basic technology. At the same time,
teachers should be encouraged and supervised to apply the
learned technical knowledge and skills to classroom
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teaching. -erefore, for the promotion of educational
informatization, one should pay particular attention to
improving teachers’ beliefs and attitudes toward the appli-
cation of technology teaching, so as to improve teachers’
intention of information-based teaching behavior. Today,
informatization technology not only affects human thinking
and behavior but also plays a great role in economic, cul-
tural, and social activities. At present, informatization
technology has been widely used in the field of education at
all levels. With the more and more frequent application of
digital technology for teaching in the Information Age,
teachers generally lack the experience of using digital
technology in teaching, which makes the professional
knowledge of teachers difficult to meet the needs of students
growing up in the Information Age. Teachers’ development
must pay attention to teachers’ existing experience, envi-
ronment, and surrounding colleagues, which is a circular
process. Under the background of informatization, teachers
in professional development must think about and pay at-
tention to the effective integration of technology, PCK, and
teaching method [4, 5]. -at is, they ought to possess a
professional knowledge: technological pedagogical content
knowledge (TPACK). -e hierarchical structure of tradi-
tional education (see Figure 1) is a dull and inappropriate
structure. Learning under traditional education is always
passive, and it is difficult to support today’s learners to have
rich knowledge, complex thinking ability, and cooperation
ability. Contrary, TPACK is an important framework for
reshaping teachers’ professional development experience
[6–8]. Restructuring teachers’ knowledge development in
pre-service and in-service teacher education to adapt to
TPACK is a logical step in teacher education reform. Ac-
tually, the framework of TPACK is based on the concept of
PCK. TPACK is the basis for teachers to use technology for
effective teaching. It has become a more andmore important
mission for today’s mathematics teachers to exert their
imagination on the connection between technology and
teaching, judge the advantages of relevant teaching strate-
gies, and integrate all factors to achieve an effective math-
ematics class [9–12].

2. Integration of TPACK in Teachers’
Professional Quality

TPACK is an important part of teachers’ professional devel-
opment. In normal education and in-service teacher training,
teachers should have knowledge and skills, cultivate teachers’
tendency to try new technologies and learn from their own
teaching, foresee possible problems, and insist on using tech-
nology in a way that is conducive to students’ learning. Next, we
discuss the teachers’ information technology literacy from three
dimensions, i.e., informatization technology sentiment, infor-
matization technology skills and informatization teaching
ability, and analyzing the relationship between the three.

2.1. Informatization Technology Sentiment. For normal
students, with the growth of grade, the informatization
technology sentiment of mathematics normal students is

rising. Because educational practice is different from
tutoring and other relatively single guidance, strictly
speaking, educational practice is the first time that normal
students contact the formal classroom as teachers and carry
out formal lesson preparation. It can be said that educational
practice means that normal students enter another envi-
ronment and role. What they see, hear, and experience
accumulation during educational practice will certainly af-
fect their views on teaching, including their views on in-
formation-based teaching. On the whole, educational
practice can promote normal students’ understanding and
reflection on informatization technology. -erefore, the
internship experience may make normal students more
interested in informatization technology. Another impor-
tant factor affecting normal students’ informatization
technology sentiment is whether they have made courseware
or instructional design. After making courseware or in-
structional design, normal students will find that informa-
tization technology is very helpful to present knowledge and
promote students’ understanding of knowledge. Using
informatization technology to prepare lessons will not only
improve the efficiency of lesson preparation but also di-
versify the presentation of knowledge and support novel
teaching methods. Normal students who have made
courseware or instructional design generally have higher
informatization technology sentiment. For in-service
teachers, one of the main factors affecting their informati-
zation technology sentiment is teaching age. On the one
hand, teachers with short teaching age are relatively young,
and they are willing to accept new things, have higher en-
thusiasm for learning technology, and therefore have higher
intentions for informatization technology. On the other
hand, traditional teaching methods are still deeply rooted in
the hearts of older teachers, and they are familiar with these
methods, which may be one of the reasons for their low
intentions for informatization technology.

2.2. Informatization Technology Skills. For any TPACK
framework, technology is one of the main factors in its
content. -erefore, for teachers, no matter how excellent
application of teaching methods are, they should be closely
linked with technology in order to integrate, and the basis of

curriculum system

discipline discipline discipline

body of key information

studentstudentstudent

teacher +

Figure 1: -e hierarchical structure of traditional education.
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all this is to be able to use technology. A survey of normal
students and in-service teachers on the use of informati-
zation technology shows that the score of software com-
monly used in daily office is relatively high. For example,
network application, word processing software, office soft-
ware, and PPT are the most familiar technologies and
software for teachers. In addition, benefiting by the pro-
motion of educational informatization carried out by gov-
ernment departments at all levels. By updating equipment,
training teachers, and carrying out various teaching research
activities, the majority of teachers are naturally familiar with
Z+Z education platform, LATEX, SPSS, etc., which are
professional mathematical software or statistical software.
Although teachers seldom use these software, they can also
help teachers’ teaching. For instance, as statistical software,
we can use SPSS to analyze the data, so as to obtain the
development curve of students or make data-based evalu-
ation on students.

2.3. Informatization Teaching Ability. Both normal students
and in-service teachers are more optimistic about the pre-
sentation of knowledge through technology and the com-
bination of technology and teaching method, while the
integration of technology, knowledge, and teaching method
and the evaluation of students through informatization
technology are not optimistic. -is shows that normal
students and in-service teachers doubt whether technology
can participate in the complete teaching process. -e pos-
sible reasons may lie in: (1) the technical literacy and pro-
fessional level of normal students and in-service teachers
need to be improved; and (2) some teachers cannot accept
the modern educational concept. -is requires a long
process and hard work to achieve the deep integration of
technology, knowledge, and teaching. For the integration of
technology and knowledge, normal students believe that
technology is more suitable for presenting geometry, image,
or dynamic knowledge. In-service teachers are also aware of
the convenience of Geometer’s Sketchpad in mathematics
teaching and are willing to use it to draw geometric graphics
or present the changes of function images.-e application of
informatization technology is diverse, which has incom-
parable advantages over traditional teaching methods in the
teaching of algebra and probability. -is requires normal
students and in-service teachers to master more knowledge
to support their teaching in more knowledge fields.

It is found that the informatization technology literacy of
normal students and in-service teachers is significantly re-
lated to informatization technology sentiment, informati-
zation technology skills, and informatization teaching
ability. Whether for normal students or in-service teachers,
the dimension of informatization teaching ability has the
greatest impact on informatization technology literacy.

3. Application of TPACK in Teachers’
Teaching Practice

TPACK is the basis for teachers to use technology for ef-
fective teaching. -e National Council of Teachers of

Mathematics (NCTM) has pointed out that technology is an
essential tool, and teachers must be prepared to ask more
why in teaching practice. For example, why is this tech-
nology used in the class? How can this technology support
the expansion of students’ mathematical thinking to the
greatest extent? To successfully make this technology as a
tool for learning content knowledge, what should the stu-
dents do to get started?

3.1. Overall Level of TPACK for Mathematics Teachers.
Numerous studies have now found that the approach about
learning and mastering informatization technology for
teachers is mainly self-study. Due to the limited learning
resources and learning channels, some teachers have fewer
opportunities to receive training than listening to reports
and lectures. From the six dimensions of TPACK, i.e.,
technological knowledge (TK), pedagogical knowledge (PK),
content knowledge (CK), technological content knowledge
(TCK), technological pedagogical knowledge (TPK), and
PCK, as illustrated in Figure 2, the recent survey found that
teachers’ PK, CK, and PCK are relatively good, that is, PK,
CK, and PCK are above the overall level. Among them, the
PCK score is the highest. -e mastery of TK and TCK is
relatively low, among which the level of TK is the lowest,
which indicates that teachers are relatively lacking technical
knowledge. To a certain extent, it also reflects that teachers
have not formed correct attitudes and habits in the aspect of
application technique. Due to the relative lack of technical
knowledge, the level of relevant technological knowledge is
also relatively low. It can be seen that the lack of technical
knowledge and technological barriers are the main factors
affecting teachers’ TPACK level.

3.2. Difference and Correlation of TPACK for Mathematics
Teachers. From the perspective of gender, the average score
of male teachers is higher than that of female teachers in the
dimensions of TK, PK, CK, TCK, TPK, and PCK. As well,
there are no significant differences in TK, PK, and CK, but
there are significant differences in TCK, TPK, and PCK.

In terms of teaching age, for PK, CK, and PCK, the
average score of teachers with teaching age of 11–15 years
and more than 16 years is higher than that of teachers with
teaching age of less than 3 years and 4–10 years, and there is a
significant difference in PK and CK, but there is no sig-
nificant difference in PCK. For TK and TCK, the average
score of teachers with teaching age of 11–15 years is the
highest. As far as the teaching age is concerned, there is no
significant difference among TK, TCK, TPK, and PCK. In
addition, there is a positive correlation between teaching age
and PK, CK, and PCK.

In terms of professional titles, teachers’ scores on PK,
CK, and PCK are higher with the increase of professional
titles, and there are significant differences. In TK, TCK, TPK,
and PCK, the teachers with the lowest professional titles
have the lowest average score. -ere is no significant dif-
ference in professional titles among TK, TCK, TPK, and
PCK. In addition, professional titles are positively correlated
with PK, CK, and PCK.

Complexity 3



From the perspective of school types, teachers’ scores on
PK, CK, and PCK are related to the types of teaching school
(key middle school and ordinary middle school). -e better
the school level is, the higher the average score is, but there is
no significant difference. In terms of school types, there is no
significant difference between TK and TCK, but there is
significant difference between TPK and PCK.

In terms of the highest educational background, the
average score of teachers with bachelor’s degree in TK, PK,
CK, TCK, and PCK is higher than that of teachers with
master’s degree, while the average score of teachers with
master’s degree on TPK is higher than that of teachers with
bachelor’s degree.

3.3. Application and Value of Informatization Technology.
Mathematics teachers generally believe that informatization
technology is useful for teaching, but their awareness of the
use of informatization technology is not strong, and they are
not proficient in using all kinds of informatization tech-
nology software. -e roles of informatization technology in
mathematics teaching include enriching classroom teaching
methods, obtaining curriculum resources, enriching stu-
dents’ learning methods, improving teachers’ professional
quality, evaluating students’ learning, and others. Teachers
also believe that the main advantages of integrating infor-
matization technology into mathematics teaching are (1)
informatization technology can replace traditional black-
board writing, save blackboard writing time, and increase
classroom capacity; (2) informatization technology can
provide more situational materials and learning resources;
(3) we can use informatization technology to analyze and
evaluate students’ learning situation and carry out dynamic
tracking evaluation; (4) informatization technology can
present knowledge more vividly, improve students’ visual
expression and visual control ability, make students more
willing to accept and explore, enrich the depth and breadth

of teaching topics, and promote students’ exploration ability
and in-depth understanding of knowledge; and (5) infor-
matization technology can not only enhance the interaction
between teachers and students but also improve students’
interest in learning.

4. Systematic Characteristics of TPACK
Knowledge Framework

-e TPACK knowledge framework possesses systematic
characteristics, which can be summarized as follows:

4.1. Integrality. -e system is composed of more than two
elements according to a certain structure, but not the
random stacking of these elements. -e change of one el-
ement in the system will cause the change of other elements,
and the change of any element also depends on the change of
other elements. -e three core elements in TPACK are
dynamic and interactive. If any of these elements changes,
the other two elements will change to compensate.

4.2. Openness. Knowledge exists and arises in a certain
semantic environment. -e environment and condition on
which this process depends is the knowledge field.
Knowledge realizes the acquisition, aggregation, and
transformation of information through the interaction be-
tween knowledge and knowledge field (environmental
conditions). TPACK is an open system, and it is very im-
portant to build a benign information environment, which
directly affects the input, internal transformation, and
output of the system.

4.3. Dynamics. Knowledge is a dynamic mixture of experi-
ence, values, background information, expert views, and basic
intuition, and its spatial structure changes with time. Teachers’

TPACK TCK

PCK

PK

TK

CK

TPK

Figure 2: TPACK framework and its constituent components.
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knowledge category, knowledge level, and knowledge relevance
always develop and change continuously and affect the
structure of knowledge. In different contexts, TK, PK, and CK
play different roles, which makes the integration of education
and technology widely changeable.

4.4.Hierarchy. -ehierarchical structure is the fundamental
nature of the system. -e level of knowledge is like a pyr-
amid. From bottom to top, the knowledge space is gradually
reduced and the complexity level of knowledge is gradually
improved. -e lower layer is the foundation of the upper
layer, and the upper layer is the promotion of the lower layer.
TK, PK, and CK are hierarchical knowledge. For example,
TK contains two meanings: (1) technology of materialized
form and (2) methods and skills of intelligent form. When
TK is integrated with PK and CK, it also has hierarchy. -e
lowest level of integration of informatization technology and
teaching is the renewal of teaching media. As a tool of
materialization, technology has produced new teaching
media during integration.

4.5. Self-Organization. -e self-organizing process refers to
the spontaneous transformation from disorder to order.-is
process of transition is from an ordered state to a higher
ordered state. Order and disorder are some kinds of
structure of the system. -e essence of knowledge organi-
zation is a series of orderly organizational activities aimed at
the disordered state of objective knowledge. -e integration
process of knowledge is also a spiral process of chaos-order-
chaos-order. We expect that teachers’ knowledge structure is
a self-organizing system with a higher degree of order. When
the internal elements of the system reach certain threshold
conditions (such as the accumulation of knowledge, the
improvement of knowledge level), the internal elements of
the system can spontaneously transform to order or more
order.

Based on the above, the teacher knowledge systemmodel
with systematic structure can be visually represented as the
three-dimensional space and hierarchical structure of
knowledge, as shown in Figure 3. TPACK comes into being
in an open semantic environment, which realizes the ac-
quisition, aggregation, and transformation of information
into knowledge. TPACK comes from the multiple interac-
tive integration of three kinds of knowledge. Knowledge is
hierarchical. From bottom to top, the knowledge space is
gradually reduced and the level of knowledge complexity is
gradually improved. When the elements and external en-
vironment of TPACK reach certain threshold conditions, it
will cause self-organization and promote the transformation
of knowledge to order or more order. In addition, when one
element of the system changes, in order to maintain the
dynamic balance of the whole system, the other two elements
will also change to compensate. -e lack of elements leads to
the weak connection between the elements in the system.
-is relationship structure is conducive to obtaining in-
formation because the weak connection is related to two
different types of knowledge. Such two different types of

knowledge have different information sources, which is
conducive to transmitting fresh or heterogeneous infor-
mation and knowledge. Figure 4 shows the absence of el-
ements in the TPACK system. Figure 4(a) is missing the
content material of TK, so TK and PK, TK and CK constitute
a weak connection. Teachers need to obtain new information
to supplement the missing parts and re-establish and
strengthen the connection. In this system, of the original
three knowledge variables, PK and CK become known and
independent variables and TK becomes a dependent variable
(changing with the combination of PK and CK). Teachers
need to design the missing part according to the known
content and reset the function of technology according to
the purpose of teaching, so as to improve the level of
technology application. In Figure 4(b), CK is missing. When
PK and TK are independent variables, CK can change
multiple results according to different combinations of PK
and TK. Even for the same teaching content, when tech-
nology is used as tools for presentation, expression and
communication, information processing, cognition, and
cooperation, different teaching methods can be used ac-
cordingly. In Figure 4(c), when there are two missing ele-
ments, there are more variable factors, more complex
integration methods, and more difficult integration, which
can be used as high-level training materials for teachers. By
adding the missing part, teachers constantly excavate
knowledge and establish the connection of knowledge in the
process of self-construction, so as to improve the ability of
knowledge integration.

5. AI-TPACK

In the context of AI, teachers should actively use new
technologies such as big data to understand students’ cog-
nitive state, analyze students’ learning characteristics,
evaluate students’ advantages, potential, and best learning
methods, and design personalized learning recommended
schemes. We should study how students learn and grow and
understand students’ noncognitive state, including moti-
vation, emotion, quality, values, etc. Only in this way can we
truly respect students and meet their personalized learning
and development needs. In the era of AI, does TPACK need
to inject new connotation? What new changes will TPACK
bring to the teaching form and learning environment after
integrating AI technology? In short, re-exploring the rela-
tionship among technology, teaching method, and subject
content and constructing a new TPACK framework based
on AI technology has become an urgent problem to be
solved. Isolated AI-TK, AI-PK, and AI-CK are all not
enough to support teachers to effectively apply AI tech-
nology to teaching. Only the AI-TPACK knowledge formed
by the combination of the three is the most effective
knowledge basis for teachers to integrate AI technology with
classroom teaching. -erefore, there are three main devel-
opment paths of teachers’ AI-TPACK: from PCK to AI-
TPACK, from AI-TPK to AI-TPACK, and the synchronous
development of AI-TPACK and PCK.
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5.1. From PCK to AI-TPACK. On the basis of teachers’
original PCK, by introducing AI technology, the integration
of PCK and AI technology is one of the development ways of
teachers’ AI-TPACK. For teachers with teaching experience,
they not only have a deep understanding of the subject
content but also have a lot of accumulation about teaching
and learning methods used in the classroom. More im-
portantly, they can quickly establish a relationship between
specific teaching contents and teaching and learning
methods, that is, they already have rich PCK knowledge. For
such teachers, they need to understand the teaching func-
tions of various AI technologies and try to integrate AI
technologies into teaching activities related to specific
subject contents, so as to realize the development of AI-
TPACK. It can be seen that the development from PCK to
AI-TPACK is gradual. We can divide this process into five
stages: cognition, acceptance, adaptation, exploration, and
advancement.

In the cognition stage, teachers begin to understand and
use some common AI teaching tools in education and can
realize that these tools are suitable for the subject content
and teaching activities. In the acceptance stage, teachers will
analyze the impact of the application of AI technology on
subject teaching, so as to decide whether to adopt AI
technology in class. In the adaptation stage, teachers try to

select appropriate AI technology to support subject teaching
according to the teaching activities. In the exploration stage,
teachers will actively integrate AI technology into subject
teaching, design the teaching and learning process sup-
ported by AI technology in detail, and creatively give full
play to the role of AI technology in promoting teaching and
learning. In the advancement stage, teachers comprehen-
sively evaluate the teaching and learning supported by AI
technology and judge the effectiveness of the integration of
AI technology and classroom teaching by analyzing the data
information and student feedback in the process of teaching
and learning. AI technology has gradually become an in-
tegral part of daily teaching and learning activities.

5.2. From AI-TPK to AI-TPACK. Based on the existing AI-
TPK, developing teachers’ AI-TPACK through the so-called
technology mapping method is another feasible path. With
the continuous penetration of AI technology in the field of
education, teachers have more and more opportunities to
learn courses as regards educational application of AI
technology in the pre-service education stage. -erefore, we
need to pay attention that how to use AI technology to
support students’ inquiry-based learning and to diagnose
students’ learning, etc. In this kind of course learning,
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Figure 4: -e absence of elements in TPACK system.
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Figure 3: Knowledge system model.
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teachers mainly obtain AI-TPK knowledge, and the tech-
nology mapping method can help teachers realize the de-
velopment from AI-TPK knowledge to AI-TPACK
knowledge in subsequent courses.

5.3. Synchronous Development of AI-TPACK and PCK. In
order to promote the synchronous development of AI-
TPACK and PCK, the following strategies can be adopted:
(1) to design artificial products integrating AI technology,
such as teaching plans and learning resources supported by
AI technology, so as to help learners understand the com-
plexity of the integration of AI technology and classroom
teaching in the design process; (2) to critically analyze the
design cases of the integration of AI technology and
classroom teaching, which promotes learners to deeply think
about the relationship among AI technology, teaching
methods, and curriculum content; (3) to reflect on the design
experience, which can help learners further refine the ex-
perience gained in the design process, determine the diffi-
culties encountered, and conduct the self-assessment of AI-
TPACK; (4) to apply the design results into the real envi-
ronment, so as to help teachers further sublimate their
understanding about how AI-TPACK to be implemented.

6. Suggestions on Improving Teachers’
Informatization Technology Literacy and
Application Ability

6.1. Building Teachers’ TPACK Belief and Enhancing 7eir
Awareness of the Use of Informatization Technology. Belief is
an important factor that determines individual behavior.
Teacher knowledge and teacher belief are intertwined.
Under the condition of informatization, TPACK is a nec-
essary knowledge framework for teachers. In the classroom,
integration technology is a complex and poorly structured
problem, including a variety of factors and hovering in-
teractions. -ere are few fixed and rapid planning methods,
which can be applied to various situations and cases. To fully
understand the complexity of the integration of teaching and
technology, teaching under informatization technology
needs teachers’ active participation and exploration. New
teachers have newer informatization technology knowledge.
So the older teachers can learn newer knowledge and
technology from new teachers, and new teachers can learn
teaching method knowledge and classroom management
knowledge from older teachers, so as to promote the inte-
gration of informatization technology and classroom
teaching and promote the improvement of teachers’ TPACK
belief. For the development of teachers’ TPACK, it is not
enough to just train them to master specific operational
knowledge. More importantly, we should guide them to
form a correct attitude of using technology and the
awareness of actively integrating technology.

6.2. Optimizing the Information Resource Environment and
Enhancing the Application Ability of Informatization
Technology. High-quality informatization technology hard-
ware is the external factor of teachers’ TPACK development.

Hardware facilities and information resource environment are
the premise of technological teaching. Hardware is one of the
important reasons for regional differences. In order to speed up
the informatization construction, rural schools must provide a
good environmental guarantee for the development of
teachers’ TPACK.Meanwhile, we should provide teachers with
a variety of learning resources and constantly update infor-
matization technology resources. Moreover, we can guide
teachers to cobuild some technical resource databases for
obtaining the required technical support and create an envi-
ronment for using informatization technology to assist
teaching. To effectively improve teachers’ understanding of
technology and ability of using technology in mathematics
teaching, we also construct some teaching strategies, which is
helpful for enhancing teachers’ confidence about using applied
sciences in the actual teaching process, and then will improve
teachers’ TPACK level.

6.3. Paying Attention to the Selection of Technical Training
Mode and Strategy to Enhance the Training Effect. Both pre-
service teachers and in-service teachers should make full use
of the TPACK framework to formulate corresponding
training modes and strategies. -e purpose of training is not
only to let teachers master technology but also to let teachers
learn to use technology for teaching and learn how to in-
tegrate technology into teaching, including the integration of
technology and teaching content, as well as the integration of
technology and teaching method. -e choice of training
form also has a profound impact on the training effect.
Teachers should realize the importance of technical training
and understand the focus of training content. -en, the
training of hardware equipment and teaching software is
carried out, which promotes teachers to achieve a more
skilled application level of educational technology. Viewed
from the different needs of teachers with different teaching
ages, the dimension training of TPACK is performed
according to their teaching ages. Besides, typical integration
cases of TPACK are selected for in-depth analysis, so as to
inspire teachers to master the methods about when to use
technology, what technology to use, and how to use tech-
nology. Teachers should not only use informatization
technology to improve teaching means andmethods but also
use informatization technology to change the traditional
classroom teaching structure. It is important that teachers
ought to give full play to the leading role of teachers and
reflect the dominant position of students.

6.4. Strengthening the Cooperation between Universities and
Primary and Secondary Schools to Promote Mutual
Development. Primary and secondary schools should coop-
erate more with local universities and carry out more ex-
changes about educational informatization in order to promote
the mutual development of both sides. Both sides between
universities and primary and secondary schools carry out
specific and effective seminars and constantly discuss tech-
nology, teaching methods, and teaching knowledge. -rough
this mutual-assistance mode, the knowledge level of normal
students and in-service teachers can be improved, and it can
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also lay a foundation for normal students to become excellent
teachers as soon as possible. With the help of in-service
teachers, normal students can deepen their understanding of
the subject and learn how to think about the subject content
from the perspective of students.

6.5. Strengthening the Integration of Informatization Tech-
nology and Mathematics Teaching. In the actual teaching,
some teachers blindly use modern informatization tech-
nology in pursuit of innovation, which weakens the
knowledge penetration in the process of mathematics
teaching and cripples the students’ understanding of
mathematics knowledge. If the process of students’ learning
mathematical knowledge is completely replaced by com-
puters, it will not be conducive to the cultivation of students’
thinking ability. -e application of modern informatization
technology in mathematics teaching is only an auxiliary
means of classroom teaching in order to promote students’
mathematical understanding and improve teaching effi-
ciency. We select appropriate technical means for different
mathematical contents and find the best bonding point of
mathematics teaching and informatization technology in
teaching. -e integration of informatization technology and
curriculum should focus on the improvement of teachers’
professional quality, in order to effectively integrate the
essence of traditional teaching with the application of
informatization technology and handle the relationship
between subjectivity and leading. -ere is a very close re-
lationship between informatization technology and math-
ematics curriculum. Teachers should try to use STEM
courses to integrate the teaching characteristics of infor-
matization technology and mathematics curriculum, for-
mulate scientific and reasonable teaching plans according to
teaching contents and teaching requirements, display
mathematical knowledge with the help of informatization
technology, and then carry out informatization technology
education around mathematical concepts to realize the in-
depth integration between disciplines.

With knowledge reformation and technological inno-
vation, a new era of education based on big data and In-
ternet+ has come. In addition, how to delimitate the
influencing factors of TPACK and the collaborative rela-
tionship between the influencing factors and the constituent
elements of TPACK, as shown in Figure 5, will become an
important breakthrough in the field of TPACK in the future.
For MPCK, informatization technology has become an
indispensable tool, which is very important to mathematics
teaching. -e deep integration of informatization technol-
ogy and mathematics teaching has become a beautiful vision
for the development of mathematics education. Under the
background of the close combination of informatization
technology and mathematics teaching, how to improve
teachers’ professional quality, how to better serve mathe-
matics teaching with informatization technology, and how
to promote students’ mathematical understanding are topics
that we should explore deeply.

7. Discussion

-e research hotspots in the field of TPACK mainly include
informatization technology, teacher professional develop-
ment, teacher education, teacher knowledge, and pre-service
teachers. From the perspective of centrality, in recent years,
the research in the field of TPACK has mainly focused on
teacher education and curriculum construction under the
background of informatization technology. As the designer
of integrating informatization technology, teachers should
find the entry point between informatization technology and
classroom teaching, so as to make informatization tech-
nology effectively integrate into teaching. In teaching
practice, through the integration of technical means,
teaching methods, and subject content, teachers create a
multimodal learning environment, which can not only
enhance their ability of technology learning and technology
integration in the real situation but also design teaching
activities that help improve learners’ ability development. All
of these contribute to promote the change of teachers’
teaching behavior and the optimization of teaching process.

In addition, formally, the TPACK framework composed
of three knowledge rings and a context is relatively easy to
understand. From a theoretical point of view, TPACK has a
certain complexity: It originates from the concept of PCK
containing uncertainty and is essentially a fuzzy and com-
plex concept; as a top-level design model, TPACK only
provides teachers with a way of thinking and does not tell
them what to do and how to do. A framework is required to
satisfy the simplicity of the structure of basic model and
reflect the complexity of the essence, and then the theoretical
tension of a perfect framework will be unavoidable. De-
veloping brand-new TPACK through design-based learning,
design thinking, and knowledge creation is a new research
perspective.

AI-TPACK goes beyond TPACK, which looks at tech-
nology from the tool level. -e connotation of AI-TPACK is
the interactive relationship among AI technology, subject
content, and teaching methods under human-machine co-
operation. -e AI-TPACK theoretical framework has cer-
tain reference significance for the development of teachers’
application ability of AI technology, the integration of AI
technology and curriculum teaching practice, and the de-
velopment of intelligent learning environment. Teachers’
development is a long-term process. Teachers should have
the consciousness of practice and reflection and actively
develop independently. Academic groups should help each
other and make mutual improvement. Schools should
provide institutional and informatization technological
support. Only by doing so can teachers change their role as
soon as possible and play the role of multidirectional
collaborator.

8. Future Works

In future works, the following topics may become irre-
versible trends:
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(1) Strengthening the subjectivity research on students’
closely related to teachers’ TPACK. Using educa-
tional informatization technology to optimize
classroom teaching is the purpose of teachers’
TPACK internalization. -erefore, in the future, we
can measure teachers’ TPACK level from the per-
spective of students and think about the relationship
between TPACK and students’ knowledge repre-
sentation, knowledge system construction, academic
achievement, and problem-solving ability. Com-
bined with students’ physiological characteristics
and cognitive laws, we will explore the impact of
teachers’ TPACK level on students with different
learning stages and characteristics in order to further
promote the process of educational informatization.

(2) With the development of informatization technol-
ogy, great changes have taken place in the way of
teaching activities. From the aspect of teaching by
educators, teachers’ mastery and flexible application
of TK in TPACK have become necessary knowledge
and skills. -e rapid development of informatization
technology will cause revolution in the field of ed-
ucation and improve the timeliness of TPACK es-
sence, which is also an important direction of
TPACK integrating technology. In addition, one
should also pay attention to the practice of infor-
matization technology and curriculum integration
based on teaching. -e integration strategy of
informatization technology and curriculum can start
from the entry of knowledge points, the construction
of teaching environment, the way of cooperative
exploration, and the construction of teaching

resources. -e specific integration teaching practice
can be carried out through group cooperative
learning, expanding learning resources, and carrying
out diversified evaluation.

(3) For different types of teachers, AI-TPACK promo-
tion strategies should also be different. We should
not only continue to pay attention to the develop-
ment path of AI-TPACK for teachers with different
knowledge and experience but also explore the
promotion strategies of AI-TPACK for teachers with
different cognitive structures, different subject
backgrounds, different teaching beliefs, and different
thinking ways.

(4) -e improvement and expansion of TPACK theo-
retical framework not only provides a more scientific
reference framework for teachers’ educational be-
liefs, knowledge, and skills but also brings important
enlightenment to the resource allocation, teaching
design, and strategy selection of teaching practice.
-erefore, we should take some effective steps for the
measurement and evaluation of TPACK framework.
-e measurement and evaluation of TPACK
framework has become an important link in the
teaching process. Simultaneously, combined with the
application of various measurement tools, we ought
to promote the improvement of teachers’ knowledge
and skills and the teaching activities. In addition, the
application research of teacher educational training
and instructional design based on TPACK theory is
an important direction. -e guiding role of theo-
retical results should be played to realize the de-
velopment of teaching practice.

TPACK

motivational factors

teacher
training
factors

self-efficacy factors

policy factors

career
development

factors

school factors anthropic factors

external influencing factors

internal influencing factors

Figure 5: Influencing factors of teachers’ TPACK.
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9. Concluding Remarks

With the continuous improvement of China’s educational
informatization level, there are more expectations and
challenges for future teachers’ knowledge structure and
teaching literacy. Under the environment of modern
informatization technology, how to better cultivate the
knowledge, skills, and professional quality of pedagogics has
a direct impact on the future of teacher education reform in
China. -is paper aims to explore and understand the
knowledge required for teachers to effectively integrate
technology in a specific pedagogical content field, including
all levels from teachers’ professional quality to teachers’
teaching practice. In addition, this paper enriches and
deepens the research of TPACK in the field of teacher ed-
ucation at the two levels of theory and practice.
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Drought is one of the natural hazards with potentially significant impacts on society, economy, and other natural resources over
the globe. However, the understanding of drought characteristics and its persistence can significantly help to reduce the potential
impacts of drought. Moreover, the knowledge about the spatiotemporal pattern of seasonal drought frequency and drought
persistence is important for water resource management, agricultural development, energy consumption, and crop yields.
,erefore, the present study is employed to examine the seasonal drought frequency and drought persistence in the region. In this
regard, the standardized precipitation index (SPI) at the three-month time scale was used to determine meteorological drought.
Furthermore, the logistic regression model is used to calculate the odds and probability of drought persistence from one season to
the next for the selected stations by identifying the spatial pattern of seasonal drought frequency and persistence. ,e potential of
the current analysis is validated on six selected stations of the northern area of Pakistan. ,e outcomes related to the current
analysis provide the basis for taking more considerations on early warning systems and help to make the valuable decision for
water resource management and agriculture sectors in Pakistan.

1. Introduction

Drought is a complex phenomenon and one of the greatest
recurring natural disasters. It causes substantial losses in
agriculture sectors [1–6], natural ecosystems [7–9], and
forestry [10–12]. It is also called a creeping phenomenon
with its influences gradually take in an area over a period and
may persist for a long period. In severe cases, drought can
last for many years and disturb many social activities, ag-
ricultural sectors socioeconomic sectors, and environmental
settings [6, 13–16]. ,e arrival of drought occurrences is
complicated; therefore, it is challenging to substantiate the

onset of the drought occurrences. ,e complication in
drought occurrence becomes a cause for new methodologies
for the assessment of drought [17–19]. However, the effects
of droughts have been described in several studies, and
various extensive measures are proposed to hold them.
However, without proper actions, drought consequences can
be severe for the natural environment and sustained for a
long period even after termination [20–22].

,e speedy improvement in the drought monitoring
policies brought several advantages to society [17, 18, 23]. To
understand the complexity and improve methodologies of
drought monitoring, the researchers have been grouping the
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drought in several aspects including meteorological, agri-
cultural hydrological, and socioeconomic aspects [24, 25].
Rhee and Im [26] described the meteorological drought as a
lack of precipitation in a prolonged period [27, 28]. ,e
agricultural and hydrological droughts can be defined as
periods with insufficient soil moisture and river flow or
groundwater, respectively [29]. ,e drought-related socio-
economic occurs due to a shortage in water resource systems.
In this case, the water demands are not fully attained by the
water supply. ,e water supply is unable to provide sufficient
water at a particular time for society. Since last recent years,
droughts cause major factors that distress the society and its
economic environment sectors around the world more than
other natural hazards [30]. However, the disaster can be
minimized by adopting suitable approaches to assess drought
occurrences. ,e appropriate approaches can help to mitigate
drought impacts and provide significant outcomes for further
drought monitoring and mitigation policies.

In the literature, researchers added several indices for
the improvement of drought mentoring policy and fore-
casting strategies. For instance, for identifying various
drought classes in the selected area, Van Rooy, [31] pro-
posed a rainfall anomaly index (RAI) which is designed
particularly for the classification of drought classes. Fur-
thermore, a study measured the cumulative deviation of
moisture supply and added new research Palmer drought
severity index (PDSI) in the literature for monitoring
drought more accurately [32]. Many other drought indices
were added in the literature for increasing the efficiency
and accuracy to determine drought occurrences more
accurately and precisely. ,e drought indices including
Crop Moisture Index (CMI) proposed in [33], Bhalme and
Mooly Drought Index (BMDI) in [34], Reclamation
Drought Index (RDI) introduced in [35], National Rainfall
Index (NRI) in [36], Surface-Water Supply Index (SWSI)
developed in [37, 38] have proposed Standardized Pre-
cipitation Index (SPI). ,e SPI is prevalent among other
indices and frequently used for drought monitoring and
forecasting [39, 40]. ,e obtained standardized values of
SPI can be used to compare droughts in distinct climatic
zones across regions. ,erefore, the SPI is commonly used
for assessing drought occurrences and developing new
methodologies for drought monitoring and forecasting
[41–43].

,e current study aimed to examine the drought per-
sistence in the selected stations. ,e study used logistic
regression to compute odds and probability of drought
persistence from one season to the next in the selected region
by identifying the spatial pattern of seasonal drought fre-
quency and persistence. ,e standardized precipitation in-
dex (SPI) at the three-month time scale was employed to
characterize meteorological drought. Furthermore, the po-
tential of the present study is validated on six selected
stations of the northern area of Pakistan. ,e results asso-
ciated with the present study provide the basis for taking
more attention to the early warning systems and making
improvements for water resource management and agri-
culture sectors to observe and substantiate the severity of
drought in Pakistan.

2. Methods

2.1. Standardized Precipitation Index (SPI). ,e various
studies consider varying drought indices to categorize and
monitor drought occurrences [39, 41, 43]. Since the last
decade, the use of SPI is common for drought monitoring
[41, 44]. ,e present study considers the SPI developed by
[38] for the estimation of drought occurrences. ,e time-
series data ranging from January 1971 to December 2017 is
used for drought characterization. ,e consistency of SPI is
significant in climatic circumstances relating to the geo-
graphical and temporal distribution [39, 40]. Furthermore,
the simplicity in calculation makes SPI more prominent and
recognized worldwide for characterization. ,e SPI can be
computed for various times based on monthly data to ob-
serve the meteorological drought [39].

2.2. Logistic RegressionModel. ,e drought is assessed based
on SPI for the selected stations. ,e seasonal drought is
analyzed using SPI at a three-month time scale for each
selected station. ,e seasonal drought frequency is calcu-
lated as the total number of years in which drought SPI ≤1
appears in each climate division of the selected station. ,e
climate divisions are included as follows: (1) “December,
January, February” (Winter); (2) “March, April, May”
(Spring); (3) “June, July, August” (Summer); (4) “September,
October, November” (Autumn). For instance, if the climate
brings 10 years in which drought occurs in winter during the
total number of 47 years, the drought frequency probability
is 10/47 or 21%. Furthermore, the persistence of seasonal
drought can be defined as the drought conditions staying
from one season to the next. In the current analysis, drought
persistence is defined as winter-spring, spring-summer,
summer-autumn, and autumn-winter. For each station, the
seasonal drought persistence and season combination can be
expressed as the probability of persistence.,e probability of
persistence can be calculated as the total number of years in
which drought persists from one season to season combi-
nation by dividing the total number of years in which
drought appears during the first season in that climate di-
vision. For example, if the climate shows 12 years in which
drought occurs in winter and drought conditions continue
into spring during the 10 of those years, the drought per-
sistence probability is 10/12 or 83%. Furthermore, in the
present study, SPI for scale three is considered as a binary
variable: drought occurs� 1 and drought does not occur� 0.
,e drought persistence can be calculated to define the
impact of the influence of one season’s moisture conditions
on moisture conditions in the forthcoming season (Ford and
Labosier, 2013). Moreover, in the current study, the logistic
regression model is employed to examine the persistence of
drought from one season to the coming season [45]. ,e
logistic regression model is frequently used to examine the
relationship between the binary dependent variable and one
or more independent variables (Ford and Labosier, 2013).
Kutner et al. [46]; stated that using an ordinary least squares
regression with a binary dependent variable can lead to
several issues including nonnormally distributed errors and
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predicted values in which range does not occur from 0 to 1.
,erefore, logistic regression is the more suitable method for
analyzing a binary dependent variable. Furthermore, various
studies used a logistic regression model to predict the logit
transformation of the dependent variable based on the in-
dependent variables [46–49]. ,e logistic regression model
can be considered in the following form:

F(t) �
e

t

e
t

+ 1
�

1
1 + e

−t , (1)

where t is a linear function of an explanatory variable x, and
the logistic function can be written as

π(x) �
e
α+βx

e
α+βx

+ 1
�

1
1 + e

−α+βx
. (2)

,e inverse of the logistic function, the logit model, is

g(x) �
ρ

1 − ρ
� α + βx, (3)

where the odds ratio of the drought occurrence is denoted by
(ρ/(1 − ρ)), α shows the intercept, and β denotes the re-
gression coefficient. Furthermore, the normally distributed
residuals are not required in the logistic regression model.
However, the error distribution between actual and pre-
dicted dependent variables follows binomial (Ford and
Labosier, 2013). In the current scenario, for SPI at scale 3, the
observations were perceived independently, and the bino-
minal assumption meets [45, 47]. ,e use of the logistic
function is beneficial as it can be considered an input with
any value from negative infinity to positive infinity, whereas
the output ρ is remained to values between 0 and 1 and thus
is explainable as a probability. ,e current study employed a
logistic regression model for the specific season based on a
binary dependent variable which is drought occurrence
(1� drought, 0� no drought) and the explanatory variable is
the SPI value from the previous season. ,e outcome of the
model can be described for the given season as the log odds
ratio of drought occurrence, and the relationship between
the dependent and explanatory variables is represented by
the slope (β) of the logistic regression. For instance, when β
is observed negative, for the specific season, the odds of
drought occurrence are negatively related to the SPI value in
the previous season. In a more precise way, it can be de-
scribed that the rise in the preceding season’s SPI causes to
decline in the odds of drought occurring in the subsequent
season.

3. Application

,e structural importance of the Northern region is im-
portant for the other regions of the country. ,e northern
region is a geographic area that has a group of three
mountain ranges, the Himalayas, Karakoram, and the Hindu
Kush, which cover most of the region [50]. Many of the
world’s tallest peaks are found in this region, including K-2,
Nanga Parbat, and Rakaposhi. ,e average altitude of
Karakorum is 6,100m, Hindu Kush is 7,690m, and the
Himalayas is 8,848m [51].,ese high altitudes of mountains

frequently deliver a significant portion of precipitation
[50–52]. ,e reservoirs of the other regions are also asso-
ciated with the rainfall of this region. Due to the significant
importance of the region for the other parts of the country,
the region is selected for analysis. Furthermore, the climatic
situations of the chosen region placed vast and persistent
effects on climatic environments and weather conditions of
several parts of the country. ,e current analysis is ac-
complished with time-series data from January 1971 to
December 2017 (see [53] for the selected region of the
northern area of Pakistan (Figure 1)). ,e weather pattern
fluctuates over the varying periods within the country which
brings great socioeconomic influences. ,ese changes in the
atmosphere cause disturbance for the agriculture sectors and
reservoir system of the country [54, 55]. ,ere are various
climatic events related to global climate warming. ,ese
climatic events including rainstorms, high temperatures,
and droughts are commonly considered for influencing
global climate warming. However, the fluctuation of global
warming becomes the source of wide-ranging impacts on the
atmosphere and people in Pakistan [56–58]. ,erefore, it is
required greater considerations to recognize the drought
incidents more instantly by adding improvements in the
drought monitoring processes and methods. In this regard,
the current study used logistic regression to evaluate the
odds and probability of drought persistence from one season
to the next in the selected region by recognizing the spatial
pattern of seasonal drought frequency and persistence. ,e
SPI at the three-month time scale is applied to characterize
meteorological drought. ,e current study efficiently im-
proves the capability of identifying the spatial pattern of
seasonal drought frequency and persistence. ,e outcomes
of the current analysis can be helpful for drought monitoring
and mitigation policies in the selected region.

3.1. Results. ,e six stations were selected for the current
analysis. ,ese stations were chosen from the northern area
of Pakistan. ,e climate of the stations is important for the
other parts of the regions. ,erefore, these stations were
selected in the current analysis. ,e brief climatology of the
selected stations for precipitation is given in Table 1. ,e
precipitation of the selected stations is used for the calcu-
lation of the SPI index.,e importance of SPI is significantly
high from the drought monitoring perspective. ,e SPI
values were standardized by using varying probability dis-
tributions. Among the various probability distributions, the
distributions for the varying stations were selected based on
minimum Bayesian information criterion (BIC) values. ,e
selected distribution and their BIC values are provided in
Table 2. For instance, at the three-month time scale, the
gamma distribution shows suitable candidacy for the Astore
station. ,e BIC of gamma of Astore is −1279.0507 which is
minimum among other distributions. ,erefore, gamma
distribution is used for standardization in the Astore station.
,e gamma distribution is also suitable for two other sta-
tions. For Bunji station, the BIC value of gamma distribution
is −824.8686 and for Gupis, it has a BIC value is −1264.9476.
For the Chilas station, the BIC of 3p Weibull is minimum
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among other distributions and selected for the standardi-
zation. ,e exponential distribution is suitable for the Gilgit
station with minimum BIC (−810.2190). In Skardu station,
the precipitation data is used for the standardization based
on the generalized extreme value (GEV) distribution. ,e
GEV has minimum BIC among other distributions, and
therefore, selected for the standardization. Moreover, after
standardization, the next step is the drought characterization
which is done by the classified values of SPI.

Drought frequency is calculated by the total number of
months with SPI ≤1 divided by the total number of months
from January 1971 to December 2017. In this way for the
current analysis, the seasonal drought frequency is calcu-
lated. To calculate seasonal drought frequency, the per-
centage of seasons in which drought SPI ≤1 occurs over the
whole studied period for winter, spring, summer, and
autumn, respectively. Furthermore, drought is a compli-
cated phenomenon, and its impacts affect the agriculture,
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Figure 1: Selected geographical locations from the northern areas of Pakistan.

Table 1: ,e precipitation characteristics during the period 1971–2017 of six selected stations.

Variable Station Mean 1st quartile Median 3rd quartile Kurtosis Std. dev

Precipitation

Astore 39.34 10.80 25.70 52.62 3.01 41.93
Bunji 13.56 1.30 7.10 17.10 7.55 18.90
Gupis 15.94 0.00 5.70 19.38 51.38 30.21
Chilas 15.85 0.95 7.00 19.32 8.88 23.53
Gilgit 11.75 1.10 6.05 14.72 9.93 16.57
Skardu 19.51 2.30 9.10 26.75 5.60 25.90
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economy, and other social activities. If meteorological
drought sustains a prolonged time, it can be hazardous for
soil moisture and evapotranspiration and lead to

agriculture and hydrological drought. Furthermore, in-
formation about seasonal drought frequency and drought
persistence are essential for water resource management,
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Figure 2: ,e varying distributions are selected for the six selected stations. ,e histograms (theoretical vs. empirical) of the selected
distributions are presented for SPI-3.
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agricultural development, and energy consumption.
,erefore, the study is applied to determine the frequency
of meteorological drought and its persistence in various
seasons in the selected stations. ,e seasonal drought
persistence can be expressed by the probability of the
persistence and computed as the total number of years in
which drought remains from one season to another divided
by the overall years in which drought occurs during the first
season. Furthermore, the logistic regression is used to
compute odds and probability of drought persistence from
one season to the next in the selected stations by finding the
spatial pattern of seasonal drought frequency and persis-
tence. For example, the logistic regression model is used for
winter-spring in the selected stations separately to observe
odds for drought occurrences in the current season based
on the SPI values of the previous season. ,e logistic re-
gression model for selected stations based on spring-
summer is used to observe drought occurrences. Similarly,
the outcomes can be obtained from the logistic regression
model for summer-autumn and autumn-winter. Moreover,
the results obtained from the various seasons using logistic
regression and their spatial characteristics are described by
the maps, and the temporal aspects are demonstrated by the
graphs.

Moreover, in Figure 2, theoretical and empirical dis-
tributions for SPI at a three-month time scale (SPI-3) are
presented, and the temporal behavior of selected stations for
SPI-3 can be observed in Figure 3. Figure 4 shows the
temporal variation for the numbers of months/year with
SPI≤1. Figure 5 represents the counts of drought occurrence
in the selected stations in various seasons. It can be observed
that the ND category prevails among other categories in

various seasons of the selected stations. Furthermore, SPI ≤1
specifies the drought in the selected stations and greater than
1 shows that there is no drought. ,e selected stations their
latitude and longitude and average months of SPI≤1 is
presented in Figure 6. ,ese average months show that the
overall, number of months with SPI≤1 in each year varies 6
to 12months with an average of 10 in the Astore station from
the time-series data ranging from January 1971 to December
2017. However, in Bunji station, the number of months with
SPI ≤1 in each year varies from 6 to 12months with an
average of 9.8085. Furthermore, average months’ SPI ≤1 for
the other selected stations is also calculated based on the
same rationale. Seasonal drought frequency is calculated as
percentage of seasons in which drought (SPI) occurs over the
whole study period for winter, spring, summer, and fall,
respectively, and are presented in Figure 7. ,e probability
maps in Figure 8 demonstrate the stations that are more
vulnerable to prolonged meteorological drought. For ex-
ample, 90 to 100% summer drought persistence probability
in summer-autumn means that 90 to 100% of summer
meteorological drought in selected stations of the northern
areas of Pakistan can persist to the autumn. It can be ob-
served that there are large spatial variations in seasonal
drought persistence. A strong difference is shown in various
seasons with stations. ,e Skardu station has a lower
probability of autumn-winter drought persistence than
other stations. Drought persistence probabilities in spring-
summer and summer-autumn show a more similar pattern
among the selected stations. ,is indicates that, in these
seasons, the precipitation occurrences are not sufficient.
Furthermore, the drought persistence probabilities in
northern areas during summer to autumn are higher than in
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other seasons. Seasonal drought persistence odds ratios
output from the logistic regression model presented in
various maps of Figure 9. ,is shows drought occurrence
odds ratio changes as a function of a 1 unit increase in the
previous season’s SPI. ,e stations with an odds ratio <1
indicate a decreased odds ratio of drought occurrence in the
given season when the SPI of the previous increases while
those stations with odds ratio >1 showing that a positive
increase in the odds ratio of drought occurrence in the given
season when previous season’s SPI increases. Furthermore,
the significant odds ratio can be observed in the maps. ,e
stations outline bolded are those at which the logistic re-
gression fit is statistically significant at α < 0.05. For in-
stance, on Gupis station in spring to summer, the odds ratio
is significant and shows that as increases 1 unit in the SPI of
spring the odds of drought occurrence are decreasing in
summer by 0.20 to <1%. Furthermore, the relationship
between various seasons and SPI is negative in selected
stations. ,is means for increases 1 unit in the SPI, the odds
of drought occurrence are negatively influenced. Similarly,
the odds ratio of drought occurrence can be observed for
other stations and seasons. Based on the obtained results
drought early warning policies should be prepared in the
selected stations accordingly. Moreover, the obtained results
from the recent evaluation about seasonal drought frequency

and drought persistence can be helpful to water resource
management, agricultural development, energy consump-
tion, and crop yields.

3.2. Discussion. ,e data of precipitation is used for the
classification of drought occurrences. ,ese drought oc-
currences are used to classify the drought categories in the
selected region. ,e classified values of the drought are
calculated using SPI-3. ,e SPI provides the standardized
values for the given precipitation in the selected station for
monthly data. ,e varying probability distributions were
used for the standardization of the precipitation values for
SPI.,e selection of the distributions is based on BIC values.
Information related to seasonal drought frequency and
drought persistence play a vital role in water resource
management, agricultural development, energy consump-
tion, and crop yields. Despite their importance to the water
resource management and agriculture sectors, there are very
few studies available in the literature that focus on seasonal
drought frequency and drought persistence [45]. ,erefore,
dynamic procedures are required in drought monitoring for
providing relief to affected areas. Suitable drought moni-
toring is a key factor in preparation for water resources and
disaster mitigation and making a climate-resilient society
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[59–61]. ,e present study is employed to identify the
seasonal drought frequency and drought persistence in the
region. However, none of the authors have worked to
identify the seasonal drought frequency and drought per-
sistence for Pakistan in previous research. ,erefore, it is a
new approach in terms of spatial patterns of drought per-
sistence in northern areas, Pakistan. ,e outcome of the
current analysis effectively works for early warning and
mitigation policies and enhances the competencies in
forecasting procedures, making better management, and
planning to decrease the vulnerability of society to drought
and its forgoing impacts.

4. Conclusion

Drought is a kind of complex recurrent climatic phenom-
enon, least understood to monitor and challenging for the
past several decades. Because of the significant influences,
various techniques have been developed to overcome its
impacts. Due to the development of new methodologies, the
drought characteristics have been monitored more accu-
rately. Information about the drought characteristics and its
persistence provides the direction to the water resource
management and agriculture sectors to minimize the neg-
ative impacts of drought. ,erefore, the current study used
logistic regression to analyze the odds and probability of
drought persistence from one season to the next in the
selected stations by identifying the spatial pattern of seasonal
drought frequency and persistence. From the results, we

observed that the ND category is prevailing among other
categories in various seasons of the selected stations. Fur-
thermore, the seasonal drought frequency is found signifi-
cantly high in summer and autumn. ,e spring
meteorological drought in selected stations of the northern
areas of Pakistan can persist to the summer with the
probability of 90 to 100%. ,e drought persistence percent
probability for summer to autumn is highest among other
climate divisions. Furthermore, it was observed that there
are large spatial variations in seasonal drought persistence in
various seasons and stations. However, the probabilities of
drought persistence in spring-summer and summer-autumn
show a more similar pattern among the selected stations.
However, the Skardu station has a lower probability of
autumn-winter drought persistence. Moreover, the odds
ratios from the logistic regression model for the seasonal
drought persistence showed that the significant relationship
between various seasons and SPI is negative in selected
stations. ,is means increases 1 unit in the SPI the odds of
drought occurrence are negatively influenced. ,e Astore,
Gupis, Chilas, and Gilgit found significant at α < 0.05 in
various seasons. Moreover, the current analysis is applied for
the present situation and application site; however, for other
climatic conditions results cannot be generalized. As cli-
matology conditions of the regions vary, the results can be
affected for the assessment of drought occurrence. Fur-
thermore, the use of other indices can significantly increase
the capabilities for drought monitoring and its persistence in
the selected region. ,e outcomes associated with the
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Figure 9: Odds ratio for various seasons in the selected stations. ,e relationship in the bolded stations is significant at α < 0.05.
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present assessment provide the basis for getting more
considerations on early warning systems and can be used for
decision-making.
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To improve the satisfaction of both service demanders (SDs) and service providers (SPs) in the matching of cloud manufacturing
(CMfg) tasks and services, a two-sided stable matching model of CMfg tasks and service considering the nonlinear relationship
between satisfaction and expectations is proposed. As the expectations of SDs and SPs are difficult to be quantified directly, an
evaluation method based on interval-valued hesitant fuzzy linguistic sets (IVHFLSs) is first presented. Next, a nonlinear model of
satisfaction and expectations is built to quantify the satisfaction, which achieves accurate quantification of satisfaction. +en, a
two-sided stable matching model of CMfg tasks and service is built, which takes the satisfaction of SDs and SPs as the optimization
goals and considers the individual rationalities and blocking pairs. Finally, an adaptive genetic algorithm (AGA) is designed to
solve the proposed two-sided matching model. A practical application and comparison analysis is used to verify the effectiveness
and superiority of the research.

1. Introduction

Cloud manufacturing (CMfg) is a new manufacturing mode
that organizes the online service released by service pro-
viders (SPs) and allocates them to service demanders (SDs)
on demand [1, 2]. SDs expect to cooperate with SPs of low
service cost and high service quality. SPs also expect to serve
SDs with fast payment speed and high credibility [3, 4].
Hence, both SDs and SPs have expectations on the matching
scheme of CMfg tasks and service. +e comparison between
the expectations of SDs for service and the actual situations
of the service forms the satisfaction of SDs [5]. Similarly, the
comparison between the expectations of SPs for tasks and
the actual situations of the tasks forms the satisfaction of SPs.
+e higher the satisfaction of SDs and SPs, the stronger the
competitiveness of CMfg platforms [6, 7].

Many studies concerning the matching of CMfg tasks
and service have been performed. +e research can be di-
vided into two categories: single-sided matching and

two-sided matching. Single-sided matching research has
provided an important reference for two-sided matching
research. For example, Lartigau et al. optimized the
manufacturing cost, time, reliability, maintainability, and
availability in research on CMfg service composition [8].
Zhang et al. developed an optimization model for service
configuration in CMfg that took manufacturing cost, time,
and quality as the optimization objectives [9]. Hsieh and Lin
proposed a dynamic scheme of scheduling complex col-
laborative tasks for minimizing time and cost [10]. Xiong
et al. maximized manufacturing efficiency and balanced
service load during the service scheduling process [11].
Joglekar and Ford proposed a service allocation matrix to
shorten the project duration [12]. Wang et al. optimized the
cost, time, quality, and risk with a mathematical model [13].
Because single-sided matching research has mainly con-
sidered the expectations of SDs but ignored the expectati-
ons of SPs, and its effectiveness and feasibility need to be
improved. To compensate, Zhao and Wang proposed a
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two-sided matching model of CMfg tasks and service [14].
First, SPs and SDs assessed each other based on linguistic
information, and the assessment results were transformed
into numerical values. +en, the satisfaction was calculated
by using the variable fuzzy recognition method. Finally, a
multiobjective optimization model was established, and the
multiobjective functions were converted into a single ob-
jective function. Li et al. built a two-sided matching model
with hesitant fuzzy preference information for configuring
CMfg tasks and service [15]. First, SPs and SDs gave their
expectations using the hesitant fuzzy element. +en, a two-
sided matching model was constructed, and the optimal
configuration results were obtained by solving the model.
Ren and Ren put forward a one-to-many two-sided
matching model, and the expectation utility theory was
applied to calculate the satisfaction of SDs and SPs [16].
Zhao and Ding researched the two-sided resource matching
mechanism and stability of a CMfg platform [17].

In summary, the two-sided matching research of CMfg
service and tasks is in the exploratory stage at present. Relevant
research has supposed that the relationship between satisfaction
and expectations is linear. +e more the matching scheme
exceeds the expectations of SDs and SPs, the higher the sat-
isfaction. +ey took the values of satisfaction indexes or the
difference between the values and the expectations as the op-
timization objectives. However, satisfaction is a psychological
feeling that forms after expectation is compared with the actual
situation. +e functions of expectations and satisfaction are
nonlinear and segmented [5]. In some segments, the satisfaction
is 0 or a fixed number, whereas in other segments, satisfaction
increases or decreases between 0 and the fixed number.

When assessing satisfaction, some information such as
expectations, the lower threshold, and the upper threshold
needs to be determined in advance. +e complexity of
satisfaction indexes and the limitation of human cognition,
hesitation, and fuzziness always exist in the expression
process of information. Under such a situation, qualitative
linguistic terms instead of precise quantitative numbers are
more suitable for SDs and SPs to express information of
satisfaction indexes [18]. Consequently, a number of lin-
guistic decision-making methods emerged, such as the
probabilistic linguistic term set (PLT) [18], hesitant fuzzy
linguistic sets (HFLSs) [19, 20], interval-valued hesitant
fuzzy linguistic sets (IVHFLSs) [21, 22], fuzzy preference
relation with self-confidence (FPR-SC) [23], etc. +ese
methods have been applied widely to various fields. In this
article, the interval-valued hesitant fuzzy linguistic sets
(IVHFLSs) are introduced, which are the extension of the
linguistic term sets and interval-valued hesitant fuzzy sets
(IVHFSs) [22]. Compared to PLT and HFLSs, IVHFLSs
make the membership degrees no longer just relative to
some crisp number, thus depicting the hesitancy of SDs and
SPs, comprehensively. Compared to IVHFSs, IVHFLSs
express the preference of SDs and SPs with linguistic terms,
thus qualitatively representing the uncertain information. In
a word, IVHFLSs are more convenient for SDs and SPs to
express the information related to satisfaction and can ef-
fectively describe uncertainty, hesitancy, and inconsistency
inherent in the decision-making process.

To bridge the gap, a two-sided matching model of CMfg
tasks and service based on the quantification of satisfaction is
proposed. Compared with the traditional matching model
(as shown in Figure 1(a)), the main contributions of the
article are as follows:

(1) A nonlinear model of satisfaction and expectations is
built (as shown in Figure 1(b)), which achieves ac-
curate quantification of satisfaction and lays the
foundation for the improvement of satisfaction in
the matching of CMfg tasks and service.

(2) A two-sided stable matching model of CMfg tasks
and service is put forward (as shown in Figure 1(b)),
which directly takes the satisfaction of SDs and SPs as
the optimization goals and considers the individual
rationalities and blocking pairs, thus making the
optimization of satisfaction more effective.

+e remaining sections of this article are organized as
follows: Section 2 establishes a nonlinear model of satis-
faction and expectations. Section 3 details a two-sided stable
matching model of CMfg tasks and service on the basis of
Section 2. Section 4 presents an example application and a
comparison analysis of this article. Section 5 provides
conclusions.

2. Quantification of Satisfaction Based on the
Nonlinear Relationship

2.1. Expression of Expectations Based on IVHFLSs. To make
the problem specific, suppose that SDs published I
manufacturing tasks on a CMfg platform, and SPs issued J
matching service. Di and Pj indicate the i − th CMfg task
and the j − th CMfg service, respectively.

Let zm be the m-th satisfaction index of SDs that is
difficult to quantify directly, L � lt|t � 0, 1, . . . ,

2T, T ∈ N+} be a linguistic set, lt(Di,m) ∈ L be the linguistic
evaluation result of CMfg task Di for index zm, and
Γ(Di,m) ∈ [0, 1] be the membership interval of lt(Di,m), then
the expectation of the service demander published taskDi on
index zm based on IVHFLSs can be expressed as
hi,m � 〈lt(Di,m), Γ(Di,m)〉. Moreover, Γ(Di,m) � [a−

k , a+
k ],

k � 1, 2, . . . , #Γ(Di,m)}, where #Γ(Di,m) is the number of
intervals. Similarly, if zn

′ is a satisfaction index of SPs that is
difficult to be quantified directly, the expectation of the
service provider published Pj on index zn

′ based on IVHFLSs
can be expressed as hj,n � 〈lt(Pj,n), Γ(Pj,n)〉.

2.2. Quantification of Expectations Based on Score
Function. According to literature [21], the expectation
function E(Γ(Di,m)) of Γ(Di,m) can be denoted as follows:

E Γ Di,m   �

#Γ Di,m( )
k�1 a

−
k + a

+
k( 

2#Γ Di,m 
. (1)

+us, the score function s(hi,m) of hi,m can be repre-
sented as follows:
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s hi,m  � f lt Di,m   × E Γ Di,m  . (2)

Similarly, the score function s(hj,n) of hj,n can be rep-
resented as follows:

s hj,n  � f lt Dj,n  

#Γ Pj,n( 
k�1 a

−
k + a

+
k( 

2#Γ Pj,n 
. (3)

2.3. A Nonlinear Model of Satisfaction and Expectations.
By fitting data, Liu et al. proposed that the piecewise ex-
ponential function is the subject function to the expression
of customer satisfaction [5]. Especially, as the values of
satisfaction indexes increase or decrease, the change in
customer satisfaction can be divided into four areas: no-
response area, defect area, overflow area, and saturation

area. In the no-response area, the customer satisfaction is 0;
in the defect area, the customer satisfaction increases or
decreases rapidly and exponentially; in the overflow area, the
customer satisfaction increases or decreases slowly and
exponentially; and in the saturation area, satisfaction reaches
its maximum and will not change. Again by fitting data,
Zhou et al. found that the customer satisfaction has expo-
nent relation to a satisfaction index [24]. Based on the above
studies, a nonlinear model of satisfaction and expectations is
built.

If zm is a positive correlation index, the satisfaction
degree ϕD⟶P

ij (m) of the service demander published task Di
with service Pj for index zm can be expressed as in the
following equation (the corresponding satisfaction curve is
shown in Figure 2(a)):

ϕD⟶P
ij (m) �

0, g
P
j,m ≤ h

T
i,m,

e
gP

j,m
− hD

i,m
/gP

j,m
− hT

i,m 
, h

T
i,m <g

P
j,m ≤ h

D
i,m,

1 +(K − 1)e
gP

j,m
− hΔ

i,m
/gP

j,m
− hD

i,m 
, h

D
i,m <g

P
j,m ≤ h

Δ
i,m,

K, g
P
j,m > h

Δ
i,m.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

① SDs and SPs express their
expectations

② Quantify the expectations

③ Establish a two-sided model of
CMfg tasks and service

Optimization objectives:
(1) The values of satisfaction indexes
or
(2) The difference between the values
of satisfaction indexes and expectations

④ Solve the two-sided model

(a)

① SDs and SPs express their
expectations

② Quantify the expectations

③ Establish a two-sided model of
CMfg tasks and service

Optimization objectives:
(1) The values of satisfaction indexes
or
(2) The difference between the values
of satisfaction indexes and expectations

④ Solve the two-sided model

(b)

Figure 1: Framework of two-sided matching methods of CMfg tasks and service. (a) Traditional matching methods. (b) +e proposed two-
sided matching methods.
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If zm is a negative correlation index, the satisfaction
degree ϕD⟶P

ij (m) of the service demander published task Di
with service Pj for index zm can be expressed as in the

following equation (the corresponding satisfaction curve is
shown in Figure 2(b)):

ϕD⟶P
ij (m) �

K, g
P
j,m ≤ h

∇
i,m,

K − (K − 1)e
gP

j,m
− hD

i,m
/gP

j,m
− h∇

i,m 
, h
∇
i,m <g

P
j,m ≤ h

D
i,m,

e
gP

j,m
− hD

i,m
/gP

j,m
− hT

i,m 
, h

D
i,m <g

P
j,m ≤ h

T
i,m,

0, g
P
j,m > h

T
i,m.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(5)

In equations (4) and (5), hD
i,m, h

T
i,m, h
Δ
i,m, and h∇i,m represent

the expected values, the tolerable values, the upper
threshold, and the lower threshold of task Di for index zm,
respectively. gP

j,m means the actual values of service Pj for
index zm.

Similarly, if the satisfaction index of SPs zn
′ is a positive

correlation index, the satisfaction degree ϕP⟶D
ji (n) of the

service provider published service Pjwith taskDi for index zn
′

can be expressed as follows:

ϕP⟶D
ji (n) �

0, g
D
i,n ≤ h

T
j,n,

e
gD

i,n
− hP

j,n
/gD

i,n
− h∇

j,n 
, h

T
j,n <g

D
i,n ≤ h

P
j,n,

1 +(K − 1)e
gD

i,n
− hΔ

j,n
/gD

i,n
− hP

j,n 
, h

P
j,n <g

D
i,n ≤ h
Δ
j,n,

K, g
D
i,n > h
Δ
j,n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)
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Figure 2:+e satisfaction curve. (a)+e satisfaction curve of a positive correlation index. (b)+e satisfaction curve of a negative correlation
index.
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If zn
′ is a negative correlation index, the satisfaction

degree ϕP⟶D
ji (n) of the service provider published service Pj

with task Di can be expressed as follows:

ϕP⟶D
ji (n) �

K, g
D
i,n ≤ h
∇
j,n,

K − (K − 1)e
gD

i,n
− hP

j,n
/gD

i,n
− h∇

j,n 
, h
∇
j,n <g

D
i,n ≤ h

P
j,n,

e
gD

i,n
− hP

j,n
/gD

i,n
− hΔ

j,n 
, h

P
j,n <g

D
i,n ≤ h

T
j,n,

0, g
D
i,n > h

T
j,n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

In equations (6) and (7), hP
j,n, h

T
j,n, h
Δ
j,n, and h∇j,n denote the

expected values, the tolerant values, the upper threshold, and
the lower threshold of service Pj for index zn

′, respectively.
gD

i,n means the actual values of task Di for index zn
′.

In equations (4)–(7), K is the overflowing coefficient of
satisfaction. According to literature [5], the value of K can be
set by experts, and its range is usually between 1 to 1.2. Based
on equations (4)–(7), the satisfaction degree ϕD⟶P

ij
of Di

with Pj and the satisfaction degree ϕP⟶D

ji
of PjwithDi can be

expressed as in the following first and second equations,
respectively:

ϕD⟶P
ij � w(m) ϕD⟶P

ij (m) 
T

, (8)

ϕP⟶D
ji � w′(n) ϕP⟶D

ji (n) 
T
. (9)

In equations (8) and (9), w(m) and w′(n) are the weights
of satisfaction indexes zm and zn

′, respectively.

3. A Two-Sided Stable Matching Model of CMfg
Tasks and Service

3.1. Model Construction. CMfg tasks can be divided into
different types, such as machining, heat treatment, welding,
and metal forming. Let q denote the q-th type of task (q �

1, 2, . . . , Q) and the 0-1 variables c
q
i , c′qj , and yij denote the

type of CMfg tasks, the type of cloud service, and the
matching variable of tasks and service, respectively. If taskDi
belongs to the q-th task type, then c

q
i � 1; otherwise, cq

i � 0. If
service Pj can operate the q-th task type, c′qj � 1; otherwise,
c′qj � 0. If task Di is matched with service Pj, then yij � 1;
otherwise, yij � 0.

Definition 1. +e two-sided matching scheme between
CMfg tasks and service is defined as mapping λ:
D∪P⟶ 2D∪P. If ∀Di ∈ D, ∀Pj ∈ P satisfies the following
conditions: (1) λ(Di) ∈ Pj|c

q

i c′qj � 1, Pj ∈ P ; (2)
λ(Pj)⊆ Dj|c

q
i c′qj � 1, Di ∈ D ; (3) Di ∈ λ(Pj), then

(Di, Pj) is a matching pair of CMfg tasks and service.
If a service provider is incapable of the q-th type of task,

the service provider would rather not provide the service to
the q-th type of task. +is phenomenon is called the indi-
vidual rationality of SPs. Its specific definition is given below.

Definition 2. If service j
P satisfies one of the following

conditions: (1) c
q
i c′qj yij � 1; (2) c

q
i c′qj � 0, yij � 0, then it is

called the individual rationality of SPs.

Definition 3. If all the SPs in the matching scheme λ are
rational, then λ is an individual rational matching scheme of
SPs.

If the SDs would rather not match service thanmatch the
unacceptable service, then this phenomenon is called the
individual rationality of SDs. Its specific definition is given
below.

Definition 4. If task Di satisfies one of the following con-
ditions: (1) c

q

i c′qj yij � 1; (2) c
q

i � 1, c′qj � 0, and yij � 0; (3)
ϕD⟶P

ij � − M (M is a large number), yij � 0, then it is the
individual rationality of SDs.

Definition 5. If all the SDs in matching scheme λ are ra-
tional, then λ is an individual rational matching scheme of
SDs.

Definition 6. If λ is a matching scheme of both SPs’ indi-
vidual rationality and SDs’ individual rationality, then λ is an
individual rational matching scheme and satisfies the fol-
lowing equations:

yij − 
q

c
q

i c′qj ≤ 0, (10)

yijϕ
D⟶P
ij > − M. (11)

If there are blocking pairs in a matching scheme, the
matching two sides may match privately, thus affecting the
stability and effectiveness of the matching scheme [25]. +e
blocking pairs in a matching scheme of CMfg tasks and
service are defined as follows.

Definition 7. For the matching schemes of CMfg tasks and
service λ: D∪P⟶ 2D∪P, ∃Di, Db ∈ D, ∃Pj, Pf ∈ P, i≠ b,

j≠f, if Di, Db, Pj andPf satisfy one of the following con-
ditions: (1) |λ(Pj)| � 0, λ(Di) � Pf, and
c

q
i c′qj ϕD⟶P

ij > ϕD⟶P
if ; (2) λ(Di) � Pf, λ(Db) � Pj,

c
q

i c′qj ϕD⟶P
ij > ϕD⟶P

if , and c
q

i c′qj ϕP⟶D
ji >ϕ

P⟶D
jb , then

(Di, Pj) is a blocking pair in the matching scheme λ.
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Definition 8. If the matching scheme of CMfg tasks and
service λ is individually rational and contains no blocking

pairs, then λ is a stable matching scheme and satisfies the
following equation:



i:ϕD⟶P
ij >ϕ

D⟶P
if

yij + yif
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠ 1 + 

j:ϕP⟶D
jb
<ϕP⟶D

ji

yij + ybj
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠> 
q

c
q
i c
′q
j . (12)

Based on the above analysis, the two-sided matching
model of CMfg tasks and service can be established as in
equation (13). +e first and second optimization objectives
are to maximize the satisfaction of SDs and satisfaction of

SPs, respectively. +e third optimization objective is to
maximize the matching number of CMfg tasks and service.
+e meaning of constraints refers to Definitions 6 and 8,

maxZ1 � 
I

i�1


J

j�1
ϕD⟶P

ij yijyij − 
q

c
q
i c′qj ≤ 0, yijϕ

D⟶P
ij > − M

maxZ2 � 
I

i�1


J

j�1
ϕP⟶D

ji yij 

i:ϕD⟶P
ij >ϕ

D⟶P
if

yij + yif
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠ 1 + 

j:ϕP⟶D
jb
<ϕP⟶D

ji

yij + ybj
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠> 
q

c
q

i c′qj

maxZ3 � 
I

i�1


J

j�1
yij 

I

i�1
yij � 1, 

J

j�1
yij ≤ 1

S.T. yij ∈ 0, 1{ }, i ∈ I, j ∈ J.

(13)

3.2.Model Solution. To solve the proposed two-sided model,
an adaptive genetic algorithm (AGA) was designed.

3.2.1. Coding. Real coding is adopted in this algorithm.Di � j
(j� 0, 1, 2, . . ., J) denotes the task in which Di and service Pj
form a matching pair.

3.2.2. Fitness Function. +eobjectives Z1 andZ2 in equation
(13) are mutual restrictions. +e optimization solution
satisfying the two objectives is difficult to obtain, but the
ideal optimal solution and the ideal worst solution of each
objective are easy to get. To this end, the technique for order
preference by similarity to an ideal solution (TOPSIS) is
adopted to convert the optimization of Z1 and Z2 into the
following equations:

maxf1 �

��������������


2
t�1 Z

−
t − Ztr( 

2


��������������


2
t�1 Z

+
t − Ztr( 

2


+

��������������


2
t�1 Z

−
t − Ztr( 

2


 

,

(14)

maxf2 � 

I

i�1


J

j�1
yij. (15)

In equation (14), Ztr represents the t-th objective
function value of the r-th individual in population. Z+

t and
Z−

t indicate the ideal optimal value and the ideal worst value
of the t-th objective function, respectively.

3.2.3. Selection Operation. Given that tournament selection
has better convergence than other selection operations [26, 27],
the tournament selection strategy is adopted. First, select Ns
individuals from population. Next, compare the fitness values
between these selected individuals. Finally, put the individuals
with the highest fitness values into a crossover pool. Cycle the
above process until the crossover pool is full.

3.2.4. Adaptive Crossover. A two-point crossover is adopted
here [28]. First, select individuals to be crossed as parents
according to the crossover possibility pc. Second, randomly
generate two integral points, rnd1 and rnd2, within the length
of individuals as two crossover points. Finally, exchange the
genes between the two integral points, rnd1 and rnd2, of two
parents. Hereby, two children individuals are obtained. To
avoid prematurity and local optimality, the adaptive
crossover probability instead of a fixed one is adopted. +e
calculation method of the adaptive crossover probability is
expressed as follows:
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pc �

pcmin +
pcmax − pcmin(  f′ − fmin( 

favg − fmin
, f′ ≤favg,

pcmax, f′ >favg.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(16)

In equation (16), pc denotes an adaptive crossover
probability, pcmin indicates the minimum crossover prob-
ability, pcmax denotes the maximum crossover probability,
fmin indicates the minimum fitness values in contemporary
populations, favg indicates the average fitness values in
contemporary populations, and f ′ denotes the larger fitness
values of the two individuals involved in the crossover.

3.2.5. Adaptive Mutation. Likewise, an adaptive mutation
strategy is adopted here. +e calculation method of the
adaptive crossover probability is expressed as follows:

pm �

pmmin +
pmmax − pmmin(  f − fmin( 

favg − fmin
, f′ ≤favg,

pmmax, f′ >favg.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(17)

In equation (17), pm denotes an adaptive mutation
probability, pmmin indicates the minimum mutation prob-
ability, pmmax means the maximum mutation probability,
fmin denotes the minimum fitness values in contemporary
populations, favg indicates the average fitness values in
contemporary populations, and f ′ denotes the larger fitness
values of the two mutated individuals.

4. Example Application and
Comparison Analysis

4.1.ExampleApplication. +ere are 6metal forming tasks on
a CMfg platform. After preliminary screening, a total of 9
services can operate these welding tasks. +e sets of welding
tasks and service are expressed as D � D1, D2,

D3, D4, D5, D6} and P � P1, P2, P3, P4, P5, P6, P7, P8, P9 ,
respectively. +e satisfaction indexes of SDs include cost
(z1), delivery time (z2), and credibility (z3); the satisfaction
indexes of SPs consist of payment time (z1′) and credibility
(z2′). +e delivery time represents the days required for
processing and transportation; payment time is how many
days SPs would get 95% of the full amount after a welding
task is accepted (the other 5% is usually a warranty deposit).

4.1.1. Expression of Expectations Based on IVHFLSs.
First, the SDs and SPs evaluate their expectations and self-
conditions. For cost, delivery time, and payment time, which
are easy to quantify directly, SDs and SPs can evaluate them
with numbers. For credibility, which is difficult to quantify
directly, SDs and SPs evaluate it with seven-level linguistic
variables: L� {poorest, poorer, poor, general, good, better,
best}. +en, the SDs and SPs use intervals to express the

membership of linguistic levels. +e evaluation results are
shown in Tables 1 and 2, respectively. After the discussion of
experts, the lower thresholds of cost, delivery time, and
payment time are set to 200, 10, and 3, respectively. +e
overflowing coefficient of satisfaction K� 1.2.

4.1.2. Quantification of Expectations Based on Score
Function. According to the linguistic scale function f(lt) �

t/2T, (t � 0, 1, 2, . . . , 2T) and equations (2)–(7), the satis-
faction of SDs D1–D6 with service provider P1 can be ob-
tained, as shown in Table 3.

Similarly, the satisfaction of SDs D2–D6 with the SPs
P1–P9 and the satisfaction of SPs P1–P9 with SDs D1–D6 can
be obtained. If the weights of cost, delivery time, and
credibility are set to wD

1 � 0.3, wD
2 � 0.3, andwD

3 � 0.4, re-
spectively. +e weights of payment time and credibility are
set to wP

1 � 0.5, andwP
2 � 0.5, respectively. +en, the satis-

faction matrices HD⟶P and HP⟶D can be obtained, as
shown in Tables 4 and 5.

4.1.3. Obtaining the Soundest Alternatives. Based on the
stable two-sided matching model shown in equation (13)
and the proposed AGA, the soundest alternative was
obtained.

+e proposed AGA was programmed in Matlab 2014a.
+e initial population was set to 100, the maximum gen-
eration to 200, the minimum crossover probability to 0.7, the
maximum crossover probability to 0.9, the minimum mu-
tation probability to 0.08, and the maximum mutation
probability to 0.1. After solution, the ideal optimal values of
Z1 and Z2 were 6.517 and 6.670, respectively.+e ideal worst
values of Z1 and Z2 were 2.761 and 1.990, respectively. After
solution, the best fitness values of every generation are
shown in Figure 3.

When the algorithm converges, the optimal value of
fitness function f1 was 0.837, the optimal value of fitness
function f2 was 6, the corresponding optimal solution was
λ∗ � (D1, P2), (D2, P1), (D3, P4), (D4, P7), (D5, P6),

(D6, P8)}, and the corresponding optimization objectives
were Z1 � 5.924, Z2 � 5.889, andZ3 � 6.

4.2. Comparisons and Discussion. To further verify the su-
periority, the proposed two-sided matching model was
compared with the traditional matching model proposed by
Li et al. [15], which takes the values of satisfaction indexes as
optimization objectives. Let hi,j,m represent the satisfaction
expression of the service demander published task Di on
service Pj for index zm based on IVHFLSs, hj,i,n indicate the
satisfaction expression of the service provider published
service Pj on taskDi for index zn

′ based on IVHFLSs, s(hi,j,m)

and s(hj,i,n) mean the score of hi,j,m and hj,i,n, respectively.
Hence, the satisfaction optimization goal of SDs based on the
thought proposed by Li et al. [15] can be expressed as
maxZ1 � 

I
i�1

J
j�1wms(hi,j,m)yij. In a similar way, the

satisfaction optimization goal of SPs can be expressed as
maxZ2 � 

I
i�1

J
j�1wns(hj,i,n)yij. +e function of optimal

matching numbers can be expressed as
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Table 1: Evaluation results of satisfaction indexes of SDs.

Expected values (hD
i,m) Tolerant values (hT

i,m) Payment time (gD
i,1) Credibility (gD

i,2)

D1

z1 400 500
5 <better, {[0.5, 0.7], [0.8, 0.9]}>z2 30 35

z3 <good, {[0.7, 0.8]}> <general, {[0.5, 0.6]}>

D2

z1 300 500
8 <better, {[0.7, 0.9]}>z2 30 35

z3 <good, {[0.7, 0.9]}> <general, {[0.5, 0.6]}>

D3

z1 500 600
8 <better, {[0.7, 0.8]}>z2 30 35

z3 <better, {[0.6, 0.7]}> <general, {[0.5, 0.6]}>

D4

z1 500 600
10 <good, {[0.6, 0.8]}>z2 20 30

z3 <good, {[0.7, 0.8] }> <general, {[0.5, 0.6]}>

D5

z1 400 500
7 <better, {[0.5, 0.6], [0.7, 0.8]}>z2 30 40

z3 <good, {[0.4, 0.5]}> <general, {[0.5, 0.6]}>

D6

z1 300 500
5 <good, {[0.3, 0.6], [0.7, 0.9]}>z2 15 20

z3 <better, {[0.4, 0.6]}> <general, {[0.5, 0.7], [0.8, 0.9]}>

Table 2: Evaluation results of satisfaction indexes of SPs.

Expected values (hP
j,n) Tolerant values (hT

j,n) Income (gP
j,1) Delivery time (gP

j,2) Credibility (gP
j,3)

P1
z1′ 7 10 300 20 <good, {[0.7, 0.9]}>
z2′ <good, {[0.7, 0.9]}> <general, {[0.6, 0.8]}>

P2
z1′ 6 10 300 30 <good, {[0.7, 0.8], [0.8, 0.9]}>
z2′ <better, {[0.4, 0.6], [0.7, 0.8]}> <general, {[0.5, 0.6]}>

P3
z1′ 6 10 500 30 <general, {[0.6, 0.8], [0.8, 0.9]}>
z2′ <better, {[0.4, 0.5], [0.5, 0.7]}> <general, {[0.5, 0.6]}>

P4
z1′ 7 10 500 20 <better, {[0.6, 0.7], [0.7, 0.8}>
z2′ <good, {[0.8, 0.9]}> <general, {[0.5, 0.6]}>

P5
z1′ 7 10 600 20 <best, {[0.5, 0.6], [0.6, 0.7]}>
z2′ <good, {[0.7, 0.8], [0.8, 0.9]}> <general, {[0.6, 0.8]}>

P6
z1′ 10 15 300 30 <better, {[0.4, 0.5]}>
z2′ <general, {[0.7, 0.8]}> <general, {[0.2, 0.4]}>

P7
z1′ 10 15 300 15 <good, {[0.5, 0.6]}>
z2′ <general, {[0.6, 0.7], [0.7, 0.8]}> <general, {[0.3, 0.4]}>

P8
z1′ 5 10 300 15 <best, {[0, 4, 0.6], [0.6, 0.7]}>
z2′ <general, {[0.5, 0.7], [0.8, 0.9]}> <general, {[0.3, 0.4]}>

P9
z1′ 5 10 400 20 <good, {[0.5, 0.6]}>
z2′ <better {[0.6, 0.7], [0.7, 0.8]}> <good, {[0.4, 0.5]}

Table 3: Satisfaction degree of D1–D6 with P1.

Satisfaction degree Cost Delivery time Credibility Satisfaction degree Cost Delivery time Credibility
ϕD⟶P
11 1.126 1.126 1.001 ϕD⟶P

41 1 1 1.001
ϕD⟶P
21 1 1.126 0.998 ϕD⟶P

51 1.126 1.126 1.098
ϕD⟶P
31 1.173 1.126 0.966 ϕD⟶P

61 1 0 1.047

Table 4: Satisfaction matrix HD⟶P of SDs D1–D6 with SPs P1–P9.

P1 P2 P3 P4 P5 P6 P7 P8 P9
D1 1.076 1.038 0.447 0.758 0.767 0.753 0.788 1.110 0.731
D2 1.037 0.999 0.409 0.746 0.756 0.682 0.722 1.061 0.513
D3 1.076 1.038 0.702 1.043 0.752 0.727 0.768 1.111 0.721
D4 1.000 0.754 0.390 0.865 0.729 0.415 0.731 1.053 0.575
D5 1.115 1.077 0.702 0.791 0.795 1.039 1.095 1.146 1.038
D6 0.719 0.719 0.125 0.440 0.446 0.314 0.600 1.036 0.110
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maxZ3 � 
I
i�1

J
j�1yij. Combining the constraints in Li et al.

[15], the compared matching model is described as follows:

maxZ1 � 
I

i�1


J

j�1
wms hi,j,m yij,

maxZ2 � 
I

i�1


J

j�1
wns hj,i,n yij,

maxZ3 � 

I

i�1


J

j�1
yij,



m

i�1
yij � 1, 

n

j�1
yij ≤ 1,

yij + 

f:wms hi,f,m( <wms hi,j,m( 

yif

+ 

b:wns hj,b,n( <wns hj,i,n( 

ybj ≥ 1,

yij ∈ 0, 1{ }, i ∈ I, j ∈ J.

(18)

+en, the proposed AGA was programmed to solve the
matching model proposed by Li et al. [15]. +e parameters
here are set same as the parameters used when solving the
matching model proposed by this article. After solving, the

optimal solution was λ∗′ � (D1, P1), (D2, P2),

(D3, P4), (D4, P7), (D5, P6), (D6, P8)}. +e corresponding
optimization results were Z1 � 5.924, Z2 � 5.790, Z3 � 6.
Specifically, the satisfaction of SDs on SPs in the matching
scheme is ϕD⟶P

11 � 1.076, ϕD⟶P
22 � 0.999, ϕD⟶P

34 � 1.043,
ϕD⟶P
47 � 0.731, ϕD⟶P

56 � 1.039, ϕD⟶P
68 � 1.036 and the

satisfaction of SPs on SDs in the matching scheme is
ϕP⟶D
11 � 1.089, ϕP⟶D

22 � 0.764, ϕP⟶D
34 � 0.831,

ϕP⟶D
47 � 1.014, ϕP⟶D

56 � 1.091, ϕP⟶D
68 � 1.001.

As shown in Figure 4, the satisfaction of SDs optimized
by this article is equal to the satisfaction of SDs optimized by
Li et al. [15]. However, the satisfaction of SPs optimized by
this article is increased 0.099 than the satisfaction of SPs
optimized by Li et al. [15]. +is indicates that the matching
model proposed by this article is superior to the traditional
model proposed by Li et al. [15].

Overall, satisfaction of SDs and SPs is an important
property for improving the competitiveness of CMfg plat-
forms. Although the two-sided matching problem of CMfg
tasks and service has been studied in some articles, they took
satisfaction indexes or expectations as the optimization goals
of the matching model. Whereas, satisfaction is not linear
with expectations. In fact, there is a limit to satisfaction, the
bigger the satisfaction index, the higher the satisfaction is not
necessarily in a range. In this article, the nonlinear model of
satisfaction and expectations is built first. +e satisfaction of

Table 5: Satisfaction matrix HP⟶D of SPs P1–P9 with SDs D1–D6.

D1 D2 D3 D4 D5 D6

P1 1.089 0.881 0.847 0.282 1.022 0.650
P2 1.071 0.764 0.733 0.377 0.858 0.779
P3 1.102 0.772 0.756 0.504 0.892 1.039
P4 1.071 0.875 0.831 0.297 0.955 0.737
P5 1.089 0.881 0.847 0.282 1.000 0.650
P6 1.158 1.122 1.107 1.008 1.091 1.092
P7 1.160 1.123 1.109 1.014 1.097 1.093
P8 1.067 0.701 0.687 0.511 0.798 1.001
P9 1.001 0.679 0.628 0.248 0.678 0.620
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Figure 3: Best fitness value of every generation.
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SDs and SPs is taken as the optimization objectives of the
two-sided matching model of CMfg tasks and service, thus
making the optimization of satisfaction more effective.

Second, stability is necessary to consider when building
the two-sided matching model, or else SDs and SPs may give
up the current matching results [15]. In this article, stable
matching conditions are considered when establishing the
matching model, which not only can maximize satisfaction
degrees of SDs and SPs but also can derive the stable
matching results.

+ird, IVHFLSs are introduced to SDs and SPs to express
their expectations, tolerant values, and so on, which effec-
tively describe the uncertainty, hesitancy, and inconsistency
inherent in the decision-making process.

+erefore, the proposed matching model enriches the
matching studies of CMfg tasks and service. However, the
article also has some limitations. First, it cannot be used to deal
with the conditions when some complex linguistic expressions
are needed, such as multigranular unbalanced linguistic ex-
pression [29]. Second, it is assumed that the weight of satis-
faction indexes is given by crisp numbers in advance.
However, sometimes SDs and SPs may tend to provide criteria
weight information with linguistic expressions, like “satis-
faction index A is more important than in index B.”

5. Conclusions

+e matching of CMfg tasks and service is an essential issue
in the field of CMfg. Improving the satisfaction of SDs and
SPs is significant to enhance the competitiveness of CMfg
platforms. A nonlinear model of satisfaction and expecta-
tions and a stable two-sided matching model of CMfg tasks
and service are proposed in this article. +e proposed
nonlinear model achieves the accurate quantification of
satisfaction. +e proposed two-sided matching model not
only takes the satisfaction of SDs and SPs as the optimization
objectives, but also considers the rationality of SDs and SPs
and blocking pairs in the matching schemes, thereby im-
proving the effectiveness.

In the future research, the following studies can be
further conducted:

(1) For the matching of CMfg tasks and service, due to
different cultural and knowledge backgrounds of SDs
and SPs, complex linguistic expressions like multi-
granular unbalanced linguistic expression may be

needed. +erefore, it is necessary to develop new
models with complex linguistic expressions.

(2) In the proposed matching model, the weight of
satisfaction indexes are given by SDs and SPs with
crisp numbers. However, sometimes SDs and SPs
may tend to provide criteria weight information with
linguistic expressions in the real-world applications.
Hence, how to deal with the weights of satisfaction
indexes with linguistic expressions needs further
study.
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