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The flourishing field of fixed point theory started in the early days of topology with seminal contributions by Poincare, Lefschetz-Hopf, and Leray-Schauder at the turn of the 19th and early 20th centuries. The theory vigorously developed into a dense and multifaceted body of principles, results, and methods from topology and analysis to algebra and geometry as well as discrete and computational mathematics. This interdisciplinary theory par excellence provides insight and powerful tools for the solvability aspects of central problems in many areas of current interest in mathematics where topological considerations play a crucial role. Indeed, existence for linear and nonlinear problems is commonly translated into fixed point problems; for example, the existence of solutions to elliptic partial differential equations, the existence of closed periodic orbits in dynamical systems, and more recently the existence of answer sets in logic programming.

The classical fixed point theorems of Banach and Brouwer marked the development of the two most prominent and complementary facets of the theory, namely, the metric fixed point theory and the topological fixed point theory. The metric theory encompasses results and methods that involve properties of an essentially isometric nature. It originates with the concept of Picard successive approximations for establishing existence and uniqueness of solutions to nonlinear initial value problems of the 1st order and goes back as far as Cauchy, Liouville, Lipschitz, Peano, Fredholm, and most particularly, Emile Picard. However, the Polish mathematician Stefan Banach is credited with placing the underlying ideas into an abstract framework suitable for broad applications well beyond the scope of elementary differential and integral equations. Metric fixed point theory for important classes of mapping gained respectability and prominence to become
a vast field of specialization partly and not only because many results have constructive proofs, but also because it sheds a revealing light on the geometry of normed spaces, not to mention its many applications in industrial fields such as image processing engineering, physics, computer science, economics, and telecommunications.

A particular interest in fixed points for set-valued operators developed towards the mid-20th century with the celebrated extensions of the Brouwer and Lefschetz theorems by Kakutani and Eilenberg-Montgomery, respectively. The Banach contraction principle was later on extended to multivalued contractions by Nadler. The fixed point theory for multivalued maps found numerous applications in control theory, convex and nonsmooth optimization, differential inclusions, and economics. The theory is also used prominently in denotational semantics (e.g., to give meaning to recursive programs). In fact, it is still too early to truly estimate the importance and impact of set-valued fixed point theorems in mathematics in general as the theory is still growing and finding renewed outlets.

This special issue adds to the development of fixed point theory by focusing on most recent contributions. It includes works on nonexpansive mappings in Banach and metric spaces, multivalued mappings in Banach and metric spaces, monotone mappings in ordered spaces, multivalued mappings in ordered spaces, and applications to such nonmetric spaces as modular spaces, as well as applications to logic programming and directed graphs.

Mohamed A. Khamsi
Hichem Ben-El-Mechaiekh
Bernd Schroeder
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We obtain a new Suzuki type coupled fixed point theorem for a multivalued mapping $T$ from $X \times X$ into $\mathrm{CB}(X)$, satisfying a generalized contraction condition in a complete metric space. Our result unifies and generalizes various known comparable results in the literature. We also give an application to certain functional equations arising in dynamic programming.

## 1. Introduction and Preliminaries

In 2008, Suzuki [1] introduced a new type of mappings which generalize the well-known Banach contraction principle [2], and, further, Kikkawa and Suzuki [3] proved a Kannan [4] version of mappings.

Theorem 1 (see [3]). Let $(X, d)$ be a complete metric space. Let $T: X \rightarrow X$ be a self-map and let $\phi:[0,1) \rightarrow(1 / 2,1]$ be defined by

$$
\phi(r)= \begin{cases}1 & \text { if } 0 \leq r \leq \frac{1}{\sqrt{2}}  \tag{1}\\ \frac{1}{1+r} & \text { if } \frac{1}{\sqrt{2}} \leq r \leq 1\end{cases}
$$

Let $\alpha \in[0,1 / 2)$ and $r=\alpha /(1-\alpha) \in[0,1)$. Suppose that

$$
\begin{align*}
\phi(r) d(x, T x) & \leq d(x, y) \text { implies } \\
d(T x, T y) & \leq \alpha(d(x, T x)+d(y, T y)) \tag{2}
\end{align*}
$$

for all $x, y \in X$. Then, $T$ has a unique fixed point $z$, and $\lim _{n} T^{n} x=z$ holds for every $x \in X$.

Let $(X, d)$ be a metric space. We denote by $\mathrm{CB}(X)$ the family of all nonempty, closed bounded subsets of $X$. Let $H$ be a Hausdorff metric; that is,

$$
\begin{equation*}
H(A, B)=\max \left\{\sup _{a \in A} d(a, B), \sup _{b \in B} d(A, b)\right\} \tag{3}
\end{equation*}
$$

for $A, B \in \mathrm{CB}(X)$, where $d(x, B)=\inf _{y \in B} d(x, y)$.
Nadler [5] proved multivalued extension of the Banach contraction principle as follows.

Let $(X, d)$ be a complete metric space and let $T$ be a mapping from $X$ into $\mathrm{CB}(X)$. Assume that there exists $r \in$ $[0,1)$ such that

$$
\begin{equation*}
H(T x, T y) \leq r d(x, y) \tag{4}
\end{equation*}
$$

for all $x, y \in X$. Then, there exists $z \in X$ such that $z \in T z$. Many fixed point theorems have been proved by various authors as a generalization of Nadler's theorem [69]. One of the general fixed point theorems for a generalized multivalued mapping appears in [10].

Theorem 2 (see [11]). Let $(X, d)$ be a complete metric space and let $T$ be a mapping from $X$ into $\mathrm{CB}(X)$. Assume that there exists a function $\phi$ from $[0,1)$ into $(0,1]$ defined by

$$
\phi(r)= \begin{cases}1 & \text { if } 0 \leq r<\frac{1}{2}  \tag{5}\\ 1-r & \text { if } \frac{1}{2} \leq r<1\end{cases}
$$

such that

$$
\begin{align*}
& \phi(r) d(x, T x) \leq d(x, y) \text { implies }  \tag{6}\\
& H(T x, T y) \leq r \max \{d(x, y), d(x, T x), d(y, T y) \\
&\left.\frac{d(x, T y)+d(y, T x)}{2}\right\} \tag{7}
\end{align*}
$$

for all $x, y \in X$. Then, there exists $z \in X$ such that $z \in T z$.
Bhaskar and Lakshmikantham [12] introduced the concept of coupled fixed point for a mapping $F$ from $X \times X$ to $X$ and established some coupled fixed point theorems in partially ordered sets. As an application, they studied the existence and uniqueness of solution for a periodic boundary value problem associated with a first order ordinary differential equation.

Definition 3. Let $(X, d)$ be a metric space and $F: X \times X \rightarrow$ $2^{X}$. An element $(x, y) \in X \times X$ is called a coupled fixed point of $F$ if $x \in F(x, y)$ and $y \in F(y, x)$.

The aim of this paper is to obtain coupled fixed point for a multivalued mapping $T: X \times X \rightarrow \mathrm{CB}(X)$ which satisfies the generalized contraction condition in complete metric spaces. Our results unify, extend, and generalize various known comparable results in the literature.

## 2. Main Results

Now, we shall prove our main result.
Firstly, we define a nonincreasing function $\phi$ from $[0,1)$ into $[0,1)$ by

$$
\phi(r)= \begin{cases}r & \text { if } 0 \leq r<\frac{1}{2}  \tag{8}\\ 1-r & \text { if } \frac{1}{2} \leq r<1\end{cases}
$$

Theorem 4. Let $(X, d)$ be a complete metric space and let $T$ be a mapping from $X \times X$ into $\mathrm{CB}(X)$. Assume that there exists $r \in[0,1)$ such that

$$
\begin{equation*}
\phi(r)[d(x, T(x, y))+d(u, T(u, v))] \leq d(x, u)+d(y, v) \tag{9}
\end{equation*}
$$

implies

$$
\begin{align*}
& H(T(x, y), T(u, v)) \\
& \leq \frac{r}{2} \max \{d(x, u)+d(y, v), d(x, T(x, y)) \\
& \\
& +d(y, T(y, x)), d(u, T(u, v))+d(v, T(v, u)) \\
&  \tag{10}\\
& \quad \frac{d(x, T(u, v))+d(y, T(v, u))}{2}, \\
& \\
& \left.\frac{d(u, T(x, y))+d(v, T(y, x))}{2}\right\}
\end{align*}
$$

for all $x, y, u, v \in X$. Then, there exist $z, z^{\prime} \in X$ such that $z \in T\left(z, z^{\prime}\right)$ and $z^{\prime} \in T\left(z^{\prime}, z\right)$.

Proof. Let $r_{1}$ be a real number such that $0 \leq r<r_{1}<1$, and $x_{1}, y_{1} \in X$ such that $x_{2} \in T\left(x_{1}, y_{1}\right)$ and $y_{2} \in T\left(y_{1}, x_{1}\right)$. Since $x_{2} \in T\left(x_{1}, y_{1}\right)$ and $y_{2} \in T\left(y_{1}, x_{1}\right)$, then

$$
\begin{align*}
& d\left(x_{2}, T\left(x_{2}, y_{2}\right)\right) \leq H\left(T\left(x_{1}, y_{1}\right), T\left(x_{2}, y_{2}\right)\right)  \tag{11}\\
& d\left(y_{2}, T\left(y_{2}, x_{2}\right)\right) \leq H\left(T\left(y_{1}, x_{1}\right), T\left(y_{2}, x_{2}\right)\right)
\end{align*}
$$

and, as $\phi(r)<1$,

$$
\begin{align*}
\phi(r) & \left(d\left(x_{2}, T\left(x_{2}, y_{2}\right)\right)+d\left(y_{2}, T\left(y_{2}, x_{2}\right)\right)\right) \\
& \leq d\left(x_{2}, T\left(x_{2}, y_{2}\right)\right)+d\left(y_{2}, T\left(y_{2}, x_{2}\right)\right)  \tag{12}\\
& \leq d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right)
\end{align*}
$$

Thus, from assumption (10), we have

$$
\begin{align*}
& d\left(x_{2}, T\left(x_{2}, y_{2}\right)\right) \\
& \leq H\left(T\left(x_{1}, y_{1}\right), T\left(x_{2}, y_{2}\right)\right) \\
& \leq \frac{r}{2} \max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right), d\left(x_{1}, T\left(x_{1}, y_{1}\right)\right)\right. \\
& +d\left(y_{1}, T\left(y_{1}, x_{1}\right)\right), d\left(x_{2}, T\left(x, y_{2}\right)\right)  \tag{13}\\
& +d\left(y_{2}, T\left(y_{2}, x_{2}\right)\right) \text {, } \\
& \frac{d\left(x_{1}, T\left(x_{2}, y_{2}\right)\right)+d\left(y_{1}, T\left(y_{2}, x_{2}\right)\right)}{2}, \\
& \left.\frac{d\left(x_{2}, T\left(x_{1}, y_{1}\right)\right)+d\left(y_{2}, T\left(y_{1}, x_{1}\right)\right)}{2}\right\},
\end{align*}
$$

$$
\begin{aligned}
& d\left(x_{2}, x_{3}\right) \\
& \leq \frac{r}{2} \max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right), d\left(x_{1}, x_{2}\right)\right. \\
& +d\left(y_{1}, y_{2}\right), d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right), \\
& \frac{d\left(x_{1}, x_{3}\right)+d\left(y_{1}, y_{3}\right)}{2}, \\
& \left.\frac{d\left(x_{2}, x_{2}\right)+d\left(y_{2}, y_{2}\right)}{2}\right\}, \\
& d\left(y_{2}, T\left(y_{2}, x_{2}\right)\right) \\
& \leq H\left(T\left(y_{1}, x_{1}\right), T\left(y_{2}, x_{2}\right)\right) \\
& \leq \frac{r}{2} \max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right), d\left(x_{1}, T\left(x_{1}, y_{1}\right)\right)\right. \\
& +d\left(y_{1}, T\left(y_{1}, x_{1}\right)\right), d\left(x_{2}, T\left(x, y_{2}\right)\right) \\
& +d\left(y_{2}, T\left(y_{2}, x_{2}\right)\right) \text {, } \\
& \frac{d\left(x_{1}, T\left(x_{2}, y_{2}\right)\right)+d\left(y_{1}, T\left(y_{2}, x_{2}\right)\right)}{2}, \\
& \left.\frac{d\left(x_{2}, T\left(x_{1}, y_{1}\right)\right)+d\left(y_{2}, T\left(y_{1}, x_{1}\right)\right)}{2}\right\}, \\
& d\left(y_{2}, y_{3}\right) \\
& \leq \frac{r}{2} \max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right), d\left(x_{1}, x_{2}\right)\right. \\
& +d\left(y_{1}, y_{2}\right), d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right), \\
& \frac{d\left(x_{1}, x_{3}\right)+d\left(y_{1}, y_{3}\right)}{2}, \\
& \left.\frac{d\left(x_{2}, x_{2}\right)+d\left(y_{2}, y_{2}\right)}{2}\right\} \text {. }
\end{aligned}
$$

Adding (14) and (16), we have

$$
\begin{align*}
& d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \\
& \leq r \max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right), d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right)\right. \\
&  \tag{17}\\
& \left.\quad \frac{d\left(x_{1}, x_{3}\right)+d\left(y_{1}, y_{3}\right)}{2}\right\} .
\end{align*}
$$

If $\max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right), d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right)\right.$, $\left.\left(d\left(x_{1}, x_{3}\right)+d\left(y_{1}, y_{3}\right)\right) / 2\right\}=d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right)$, then we
have $d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \leq r\left(d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right)\right)$ as $r<1$; a contradiction. Therefore,

$$
\begin{align*}
& d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \\
& \quad \leq r \max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right), \frac{d\left(x_{1}, x_{3}\right)+d\left(y_{1}, y_{3}\right)}{2}\right\} . \tag{18}
\end{align*}
$$

Again, if $\max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right),\left(d\left(x_{1}, x_{3}\right)+d\left(y_{1}\right.\right.\right.$, $\left.\left.\left.y_{3}\right)\right) / 2\right\}=d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right)$, we get

$$
\begin{equation*}
d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \leq r\left(d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right)\right) \tag{19}
\end{equation*}
$$

and if $\max \left\{d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right),\left(d\left(x_{1}, x_{3}\right)+d\left(y_{1}, y_{3}\right)\right) / 2\right\}=$ $\left(d\left(x_{1}, x_{3}\right)+d\left(y_{1}, y_{3}\right)\right) / 2$, we get

$$
\begin{equation*}
d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \leq r \frac{d\left(x_{1}, x_{3}\right)+d\left(y_{1}, y_{3}\right)}{2} \tag{20}
\end{equation*}
$$

Using triangle inequality, we obtain

$$
\begin{align*}
& d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \\
& \quad \leq r \frac{d\left(x_{1}, x_{2}\right)+d\left(x_{2}, x_{3}\right)+d\left(y_{1}, y_{2}\right)+d\left(y_{2}, y_{3}\right)}{2} \tag{21}
\end{align*}
$$

This implies

$$
\begin{equation*}
d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \leq\left(\frac{r}{2-r}\right) d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right) \tag{22}
\end{equation*}
$$

Hence, there exist $x_{3}, y_{3} \in X$ with $x_{3} \in T\left(x_{2}, y_{2}\right)$ and $y_{3} \in T\left(y_{2}, x_{2}\right)$ such that

$$
\begin{align*}
& d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \leq r\left(d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right)\right)  \tag{23}\\
& d\left(x_{2}, x_{3}\right)+d\left(y_{2}, y_{3}\right) \leq\left(\frac{r}{2-r}\right) d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right) . \tag{24}
\end{align*}
$$

Thus, we construct such sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $X$ such that $x_{n+1} \in T\left(x_{n}, y_{n}\right), y_{n+1} \in T\left(y_{n}, x_{n}\right)$, and

$$
\begin{align*}
& d\left(x_{n}, x_{n+1}\right)+d\left(y_{n}, y_{n+1}\right) \leq r\left(d\left(x_{n-1}, x_{n}\right)+d\left(y_{n-1}, y_{n}\right)\right) \\
& d\left(x_{n}, x_{n+1}\right)+d\left(y_{n}, y_{n+1}\right) \\
& \quad \leq\left(\frac{r}{2-r}\right) d\left(x_{n-1}, x_{n}\right)+d\left(y_{n-1}, y_{n}\right) . \tag{25}
\end{align*}
$$

Then, we have

$$
\begin{align*}
& \sum_{n=1}^{\infty}\left(d\left(x_{n}, x_{n+1}\right)+d\left(y_{n}, y_{n+1}\right)\right) \\
& \quad \leq \sum_{n=1}^{\infty} r^{n}\left(d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right)\right)<\infty  \tag{26}\\
& \sum_{n=1}^{\infty}\left(d\left(x_{n}, x_{n+1}\right)+d\left(y_{n}, y_{n+1}\right)\right) \\
& \quad \leq \sum_{n=1}^{\infty}\left(\frac{r}{2-r}\right)^{n}\left(d\left(x_{1}, x_{2}\right)+d\left(y_{1}, y_{2}\right)\right)<\infty
\end{align*}
$$

Hence, we conclude that in both cases the sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are Cauchy sequences. Since $X$ is complete, there are some points $z$ and $z^{\prime}$ in $X$ such that $\lim _{n \rightarrow \infty} x_{n}=z$ and $\lim _{n \rightarrow \infty} y_{n}=z^{\prime}$.

Now, we shall show that

$$
\begin{align*}
& d(z, T(x, y))+d\left(z^{\prime}, T(y, x)\right) \\
& \leq r \max \left\{d(z, x)+d\left(z^{\prime}, y\right)\right.  \tag{27}\\
&d(x, T(x, y))+d(y, T(y, x))\}
\end{align*}
$$

for all $x \in X /\{z\}$ and $y \in X /\left\{z^{\prime}\right\}$. Since $x_{n} \rightarrow x$ and $y_{n} \rightarrow y$, there exists $n_{0} \in N$ such that $d\left(z, x_{n}\right)+d\left(z^{\prime}, y_{n}\right) \leq$ $(1 / 3)\left(d(z, x)+d\left(z^{\prime}, y\right)\right)$ for all $n \geq n_{0}$. Therefore

$$
\begin{align*}
\phi(r) & d\left(x_{n}, T\left(x_{n}, y_{n}\right)\right)+d\left(y_{n}, T\left(y_{n}, x_{n}\right)\right) \\
& \leq r\left(d\left(x_{n+1}, x_{n}\right)+d\left(y_{n+1}, y_{n}\right)\right) \\
& \leq d\left(x_{n}, z\right)+d\left(z, x_{n+1}\right)+d\left(y_{n}, z^{\prime}\right)+d\left(z^{\prime}, y_{n+1}\right) \\
& \leq d\left(x_{n}, z\right)+d\left(y_{n}, z^{\prime}\right)+d\left(z, x_{n+1}\right)+d\left(z^{\prime}, y_{n+1}\right) \\
& \leq \frac{2}{3}\left(d(x, z)+d\left(y, z^{\prime}\right)\right) . \tag{28}
\end{align*}
$$

Thus,

$$
\begin{align*}
& \phi(r) d\left(x_{n}, T\left(x_{n}, y_{n}\right)\right)+d\left(y_{n}, T\left(y_{n}, x_{n}\right)\right) \\
& \quad \leq \frac{2}{3}\left(d(x, z)+d\left(y, z^{\prime}\right)\right) . \tag{29}
\end{align*}
$$

Since

$$
\begin{align*}
& \frac{2}{3}\left(d(x, z)+d\left(y, z^{\prime}\right)\right) \\
& \quad=\left(d(x, z)+d\left(y, z^{\prime}\right)\right)-\frac{1}{3}\left(d(x, z)+d\left(y, z^{\prime}\right)\right) \\
& \quad \leq\left(d(x, z)+d\left(y, z^{\prime}\right)\right)-\left(d\left(x_{n}, z\right)+d\left(y_{n}, z^{\prime}\right)\right) \\
& \quad \leq d\left(x_{n}, x\right)+d\left(y_{n}, y\right) \tag{30}
\end{align*}
$$

from (29) we have

$$
\begin{align*}
& \phi(r) d\left(x_{n}, T\left(x_{n}, y_{n}\right)\right)+d\left(y_{n}, T\left(y_{n}, x_{n}\right)\right) \\
& \quad \leq d\left(x_{n}, x\right)+d\left(y_{n}, y\right) . \tag{31}
\end{align*}
$$

Then, from (10) we have

$$
\begin{align*}
& H\left(T\left(x_{n}, y_{n}\right), T(x, y)\right) \\
& \qquad \begin{aligned}
\leq \frac{r}{2} \max \{ & \left\{d\left(x_{n}, x\right)+d\left(y_{n}, y\right), d\left(x_{n}, T\left(x_{n}, y_{n}\right)\right)\right. \\
& +d\left(y_{n}, T\left(y_{n}, x_{n}\right)\right), d(x, T(x, y)) \\
& +d(y, T(y, x)), \\
& \frac{d\left(x_{n}, T(x, y)\right)+d\left(y_{n}, T(y, x)\right)}{2}, \\
& \left.\frac{d\left(x, T\left(x_{n}, y_{n}\right)\right)+d\left(y, T\left(y_{n}, x_{n}\right)\right)}{2}\right\},
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
& H\left(T\left(y_{n}, x_{n}\right), T(y, x)\right) \\
& \qquad \begin{aligned}
\leq \frac{r}{2} \max \{ & d\left(x_{n}, x\right)+d\left(y_{n}, y\right), d\left(x_{n}, T\left(x_{n}, y_{n}\right)\right) \\
& +d\left(y_{n}, T\left(y_{n}, x_{n}\right)\right), d(x, T(x, y)) \\
& +d(y, T(y, x)), \\
& \frac{d\left(x_{n}, T(x, y)\right)+d\left(y_{n}, T(y, x)\right)}{2} \\
& \left.\frac{d\left(x, T\left(x_{n}, y_{n}\right)\right)+d\left(y, T\left(y_{n}, x_{n}\right)\right)}{2}\right\} .
\end{aligned}
\end{align*}
$$

By adding, (32) and (33), we get

$$
\begin{align*}
& d\left(x_{n+1}, T(x, y)\right)+d\left(y_{n+1}, T(y, x)\right) \\
& \leq r \max \{ d\left(x_{n}, x\right)+d\left(y_{n}, y\right), d\left(x_{n}, x_{n+1}\right) \\
&+d\left(y_{n}, y_{n+1}\right), d(x, T(x, y)) \\
&+d(y, T(y, x))  \tag{34}\\
& \frac{d\left(x_{n}, T(x, y)\right)+d\left(y_{n}, T(y, x)\right)}{2}, \\
&\left.\frac{d\left(x, x_{n+1}\right)+d\left(y, y_{n+1}\right)}{2}\right\} .
\end{align*}
$$

Letting $n$ tends to $\infty$, we obtain

$$
\begin{align*}
& d(z, T(x, y))+d\left(z^{\prime}, T(y, x)\right) \\
& \leq r \max \left\{d(z, x)+d\left(z^{\prime}, y\right), d(x, T(x, y))\right.  \tag{35}\\
& \\
& \quad+d(y, T(y, x)) \\
& \\
& \left.\quad \frac{d(z, T(x, y))+d\left(z^{\prime}, T(y, x)\right)}{2}\right\}
\end{align*}
$$

Hence, we have:

$$
\begin{align*}
& d(z, T(x, y))+d\left(z^{\prime}, T(y, x)\right) \\
& \leq r \max \left\{d(z, x)+d\left(z^{\prime}, y\right), d(x, T(x, y))\right.  \tag{36}\\
& \quad+d(y, T(y, x))\}
\end{align*}
$$

Now, we shall prove that $z \in T\left(z, z^{\prime}\right)$ and $z^{\prime} \in T\left(z^{\prime}, z\right)$.
Case 1. First, we consider the case $0 \leq r<1 / 2$. Suppose, on contrary, that $z \notin T\left(z, z^{\prime}\right)$ and $z^{\prime} \notin\left(z^{\prime}, z\right)$. Let $a \in$ $T\left(z, z^{\prime}\right)$ and $b \in T\left(z^{\prime}, z\right)$ be such that $2 r\left\{d(a, z)+d\left(b, z^{\prime}\right)\right\}<$ $d\left(z, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right)$. Since $a \in T\left(z, z^{\prime}\right)$ and $b \in$ $T\left(z^{\prime}, z\right)$ imply $a \neq z$ and $b \neq z^{\prime}$, from (10), we have

$$
\begin{align*}
& d(z, T(a, b))+d\left(z^{\prime}, T(b, a)\right) \\
& \leq r \max \left\{d(z, a)+d\left(z^{\prime}, b\right), d(a, T(a, b))+d(b, T(b, a))\right\} \tag{37}
\end{align*}
$$

On the other hand, since $\phi(r) d\left(z, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}\right.\right.$, $z)) \leq d\left(z, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right)<d(z, a)+d\left(z^{\prime}, b\right)$, from (10), we get

$$
\begin{align*}
& H\left(T\left(z, z^{\prime}\right), T(a, b)\right) \\
& \leq \frac{r}{2} \max \left\{\begin{array}{l}
d(z, a)+d\left(z^{\prime}, b\right), d\left(z, T\left(z, z^{\prime}\right)\right) \\
\\
\quad+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right), d(a, T(a, b)) \\
\\
+d(b, T(b, a)) \\
\\
\\
\\
\\
\frac{d(z, T(a, b))+d\left(z^{\prime}, T(b, a)\right)}{2}
\end{array}\right. \\
& \left.\frac{\left.d\left(z, z^{\prime}\right)\right)+d\left(b, T\left(z^{\prime}, z\right)\right)}{2}\right\}
\end{align*}
$$

$$
\begin{aligned}
& H\left(T\left(z^{\prime}, z\right), T(b, a)\right) \\
& \leq \frac{r}{2} \max \left\{d(z, a)+d\left(z^{\prime}, b\right), d\left(z, T\left(z, z^{\prime}\right)\right)\right. \\
& +d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right), d(a, T(a, b)) \\
& +d(b, T(b, a)), \\
& \frac{d(z, T(a, b))+d\left(z^{\prime}, T(b, a)\right)}{2}, \\
& \left.\frac{d\left(a, T\left(z, z^{\prime}\right)\right)+d\left(b, T\left(z^{\prime}, z\right)\right)}{2}\right\} .
\end{aligned}
$$

By adding, (38) and (39), we have

$$
\begin{align*}
d(a, T(a, b))+ & d(b, T(b, a)) \\
\leq r \max \{ & \left\{(z, a)+d\left(z^{\prime}, b\right), d(a, T(a, b))\right.  \tag{40}\\
& +d(b, T(b, a)) \\
& \left.\frac{d(z, T(a, b))+d\left(z^{\prime}, T(b, a)\right)}{2}\right\}
\end{align*}
$$

This implies

$$
\begin{align*}
& d(a, T(a, b))+d(b, T(b, a)) \\
& \quad \leq r\left\{d(z, a)+d\left(z^{\prime}, b\right)\right\}<d(z, a)+d\left(z^{\prime}, b\right) \tag{41}
\end{align*}
$$

And, from (40), we have

$$
\begin{equation*}
d(z, T(a, b))+d\left(z^{\prime}, T(b, a)\right) \leq r\left\{d(z, a)+d\left(z^{\prime}, b\right)\right\} \tag{42}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{align*}
& d\left(z, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right) \\
& \leq d(z, T(a, b))+H\left(T(a, b), T\left(z, z^{\prime}\right)\right) \\
& \quad+d\left(z^{\prime}, T(b, a)\right)+H\left(T(b, a), T\left(z^{\prime}, z\right)\right)  \tag{43}\\
& \leq 2 r\left(d(z, a)+d\left(z^{\prime}, b\right)\right) \\
&< d\left(z, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right)
\end{align*}
$$

This is a contradiction. As a result, we have $z \in T\left(z, z^{\prime}\right)$ and $z^{\prime} \in T\left(z^{\prime}, z\right)$.

Case 2. Now, we consider the case $1 / 2 \leq r<1$. We shall first prove that

$$
\begin{align*}
& H\left(T(x, y), T\left(z, z^{\prime}\right)\right)+H\left(T(y, x), T\left(z^{\prime}, z\right)\right) \\
& \leq r \max \left\{d(x, z)+d\left(y, z^{\prime}\right), d(x, T(x, y))\right. \\
&+d(y, T(y, x)), d\left(z, T\left(z, z^{\prime}\right)\right) \\
&+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right)  \tag{44}\\
& \frac{d\left(x, T\left(z, z^{\prime}\right)\right)+d\left(y, T\left(z^{\prime}, z\right)\right)}{2} \\
&\left.\frac{d(z, T(x, y))+d\left(z^{\prime}, T(y, x)\right)}{2}\right\}
\end{align*}
$$

for all $x, y \in X$. If $x=z$ and $y=z^{\prime}$, then the previous equation (44) obviously holds. Hence, let us assume $x \neq z$
and $y \neq z^{\prime}$. Then, for every $n \in N$, there exist sequences $t_{n} \in T(x, y)$ and $t_{n}^{\prime} \in T(y, x)$ such that

$$
\begin{align*}
d\left(z, t_{n}\right) & +d\left(z^{\prime}, t_{n}^{\prime}\right) \\
\leq & r\left\{d(z, T(x, y))+d\left(z^{\prime}, T(y, x)\right)\right\}  \tag{45}\\
& +\frac{1}{n} d(z, x)+d\left(z^{\prime}, y\right)
\end{align*}
$$

Then for all $n \in N$, we have

$$
\begin{align*}
& d(x, T(x, y))+d(y, T(y, x)) \\
& \leq d\left(x, t_{n}\right)+d\left(y, t_{n}^{\prime}\right) \\
& \leq \\
& \leq d(x, z)+d\left(z, t_{n}\right)+d\left(y, z^{\prime}\right)+d\left(z^{\prime}, t_{n}^{\prime}\right) \\
& \leq \\
& \quad d(x, z)+d\left(y, z^{\prime}\right)+d(z, T(x, y))+d\left(z^{\prime}, T(y, x)\right) \\
& \quad+\frac{1}{n}\left(d(x, z)+d\left(y, z^{\prime}\right)\right) \\
& \leq  \tag{46}\\
& \quad d(x, z)+d\left(y, z^{\prime}\right) \\
& \quad+r \max \left\{d(x, z)+d\left(y, z^{\prime}\right), d(x, T(x, y))\right. \\
& \quad+d(y, T(y, x))\}+\frac{1}{n}\left(d(x, z)+d\left(y, z^{\prime}\right)\right)
\end{align*}
$$

If $d(x, z)+d\left(y, z^{\prime}\right) \geq d(x, T(x, y))+d(y, T(y, x))$, then we get

$$
\begin{align*}
& d(x, T(x, y))+d(y, T(y, x)) \\
& \quad \leq\left(1+r+\frac{1}{n}\right)\left(d(x, z)+d\left(y, z^{\prime}\right)\right) . \tag{47}
\end{align*}
$$

Letting $n \rightarrow \infty$, we have

$$
\begin{equation*}
d(x, T(x, y))+d(y, T(y, x)) \leq(1+r)\left(d(x, z)+d\left(y, z^{\prime}\right)\right) \tag{48}
\end{equation*}
$$

Thus

$$
\begin{align*}
\phi(r) & (d(x, T(x, y))+d(y, T(y, x))) \\
& \leq(1-r)(d(x, T(x, y))+d(y, T(y, x))) \\
& \leq \frac{1}{1+r}(d(x, T(x, y))+d(y, T(y, x)))  \tag{49}\\
& \leq\left(d(x, z)+d\left(y, z^{\prime}\right)\right)
\end{align*}
$$

and, from (10), we obtain (44). If $d(x, z)+d\left(y, z^{\prime}\right)<d(x, T(x$, $y))+d(y, T(y, x))$, then

$$
\begin{aligned}
d(x, T & (x, y))+d(y, T(y, x)) \\
\leq & \left(d(x, z)+d\left(y, z^{\prime}\right)\right) \\
& +r\{d(x, T(x, y))+d(y, T(y, x))\} \\
& +\frac{1}{n}\left(d(x, z)+d\left(y, z^{\prime}\right)\right) .
\end{aligned}
$$

And, therefore

$$
\begin{gather*}
(1-r)(d(x, T(x, y))+d(y, T(y, x))) \\
\leq\left(1+\frac{1}{n}\right)\left(d(x, z)+d\left(y, z^{\prime}\right)\right) . \tag{51}
\end{gather*}
$$

Letting $n \rightarrow \infty$, we have

$$
\begin{align*}
\phi(r) & (d(x, T(x, y))+d(y, T(y, x))) \\
\leq & \left(d(x, z)+d\left(y, z^{\prime}\right)\right) \tag{52}
\end{align*}
$$

and, thus from condition (56), we obtain (44).
Finally, from (44), we obtain

$$
\begin{aligned}
& d\left(z, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right) \\
& =\lim _{n \rightarrow \infty}\left(d\left(x_{n+1}, T\left(z, z^{\prime}\right)\right)+d\left(y_{n+1}, T\left(z^{\prime}, z\right)\right)\right) \\
& \leq \lim _{n \rightarrow \infty} r \max \left\{d\left(x_{n}, z\right)+d\left(y_{n}, z^{\prime}\right), d\left(x_{n}, x_{n+1}\right)\right. \\
& \\
& +d\left(y_{n}, y_{n+1}\right), d\left(z, T\left(z, z^{\prime}\right)\right) \\
& \\
& +d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right) \\
& \\
& \frac{d\left(x_{n}, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right)}{2}, \\
&
\end{aligned}
$$

$$
\begin{align*}
& \leq r \max \left\{d(z, z)+d\left(z^{\prime}, z^{\prime}\right), d\left(z, T\left(z, z^{\prime}\right)\right)\right. \\
& \left.\quad+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right)\right\} \\
& =r d\left(z, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right) \tag{53}
\end{align*}
$$

Hence, as $r<1$, we obtain

$$
\begin{equation*}
d\left(z, T\left(z, z^{\prime}\right)\right)+d\left(z^{\prime}, T\left(z^{\prime}, z\right)\right)=0 \tag{54}
\end{equation*}
$$

This implies that $z \in T\left(z, z^{\prime}\right)$ and $z^{\prime} \in T\left(z^{\prime}, z\right)$.
Corollary 5. Let $(X, d)$ be a complete metric space and let $T$ be a mapping from $X \times X$ into $\mathrm{CB}(X)$. Assume that there exists $r \in[0,1)$ such that $\phi(r)[d(x, T(x, y))+d(u, T(u, v))] \leq$ $(d(x, u)+d(y, v))$ implies

$$
\begin{align*}
& H(T(x, y), T(u, v)) \\
& \qquad \begin{aligned}
\leq \frac{r}{2} \max \{ & d(x, u)+d(y, v), d(x, T(x, y)) \\
& +d(y, T(y, x)) \\
& d(u, T(u, v))+d(v, T(v, u))\}
\end{aligned} \tag{55}
\end{align*}
$$

for all $x, y, u, v \in X$, where the function $\phi$ is defined as in Theorem 4. Then, there exist $z, z^{\prime} \in X$ such that $z \in T\left(z, z^{\prime}\right)$ and $z^{\prime} \in T\left(z^{\prime}, z\right)$.

Corollary 6. Let $(X, d)$ be a complete metric space and let $T$ be a mapping from $X \times X$ into $\mathrm{CB}(X)$. Assume that there exists $r \in[0,1)$ such that $\phi(r)[d(x, T(x, y))+d(u, T(u, v))] \leq$ $(d(x, u)+d(y, v))$ implies

$$
\begin{align*}
& H(T(x, y), T(u, v)) \\
& \leq \frac{r}{2} \max \{d(x, u)+d(y, v), d(x, T(x, y)) \\
& \quad+d(y, T(y, x)), d(u, T(u, v))+d(v, T(v, u)), \\
&  \tag{56}\\
& \left.\quad \frac{d(u, T(x, y))+d(v, T(y, x))}{2}\right\}
\end{align*}
$$

for all $x, y, u, v \in X$, where the function $\phi$ is defined as in Theorem 4. Then, there exist $z, z^{\prime} \in X$ such that $z \in T\left(z, z^{\prime}\right)$ and $z^{\prime} \in T\left(z^{\prime}, z\right)$.

## 3. An Application

The existence and uniqueness of solutions of functional equations and system of functional equations arising in dynamic programming have been studied by using various fixed point theorems. In this paper, we shall prove the existence and uniqueness of a solution for a class of functional equations using Corollary 6.

In this section, we assume that $U$ and $V$ are Banach spaces. $W \subset U, D \subset V$, and $\Re$ is a field of real numbers. Let $B(W)$ denote the set of all the real valued functions on $W$. It is known that $B(W)$ endowed with the metric

$$
\begin{equation*}
d_{B}(h, k)=\sup _{x \in W}|h(x)-k(x)|, \quad h, k \in B(W) \tag{57}
\end{equation*}
$$

is a complete metric space. According to Bellman and Lee, the basic form of the functional equation of dynamic programming is given as

$$
\begin{equation*}
p(x)=\sup _{y} H(x, y, p(\tau(x, y))) \tag{58}
\end{equation*}
$$

where $x$ and $y$ represent the state and decision vectors, respectively, $\tau: W \times D \rightarrow W$ represents the transformation of the process, and $p(x)$ represents the optimal return function with initial state $x$. In this section, we study the existence and uniqueness of a solution of the following functional equation:

$$
\begin{equation*}
p(x)=\sup _{y}[g(x, y)+G(x, y, p(\tau(x, y)))], \tag{59}
\end{equation*}
$$

where $g: W \times D \rightarrow \mathfrak{R}$ and $G: W \times D \times \mathfrak{R} \rightarrow \mathfrak{R}$ are bounded functions. In this section, we study the existence and uniqueness of a solution of (59) in the following new
form. Let a function $\phi$ be defined as in Theorem 4 and let the mapping $T$ be defined by

$$
\begin{array}{r}
T(h, k)(x) \\
=\sup _{y \in D}[g(x, y)+G(x, y, h(\tau(x, y)), k(\tau(x, y)))] \\
x \in W \tag{60}
\end{array}
$$

Theorem 7. Suppose that there exists $r \in[0,1)$ such that for every $(x, y) \in W \times D, h, k, h^{\prime}, k^{\prime} \in B(W)$, and $t, s \in W$, the inequality

$$
\begin{align*}
& \phi(r) {\left[d_{B}(h, T(h(t), k(s)))+d_{B}\left(h^{\prime}, T\left(h^{\prime}(s), k^{\prime}(t)\right)\right)\right] } \\
& \leq d\left(h(t), h^{\prime}(s)\right)+d\left(k(s), k^{\prime}(t)\right) \tag{61}
\end{align*}
$$

implies

$$
\begin{align*}
& \mid G(x, y, h(\tau(x, y)), k(\tau(x, y))) \\
& -G\left(x, y, h^{\prime}(\tau(x, y)), k^{\prime}(\tau(x, y))\right) \mid  \tag{62}\\
& \quad \leq r M\left(h(t), k(s), h^{\prime}(s), k^{\prime}(t)\right)
\end{align*}
$$

where

$$
\begin{align*}
M(h(t), & \left.k(s), h^{\prime}(s), k^{\prime}(t)\right) \\
=\max & \left\{\left|h(t)-h^{\prime}(s)\right|+\left|k(s)-k^{\prime}(t)\right|,\right. \\
& |h(t)-T(h(t), k(s))|+|k(s)-T(k(s), h(t))|, \\
& \left|h(s)^{\prime}-T\left(h^{\prime}(s), k^{\prime}(t)\right)\right| \\
& +\left|k^{\prime}(t)-T\left(k^{\prime}(t), h^{\prime}(s)\right)\right|, \\
& \left.\frac{\left|h^{\prime}(s), T(h(t), k(s))\right|+\left|k^{\prime}(t)-T(k(s), h(t))\right|}{2}\right\} . \tag{63}
\end{align*}
$$

Then, the functional equation (59) has a unique bounded solution in $B(W)$.

Proof. Note that $T$ is a map from $B(W) \times B(W)$ onto $B(W)$ and that $\left(B(W), d_{B}\right)$ is a complete metric space, where $d_{B}$ is the metric defined in (57). Let $\lambda$ be an arbitrary positive real number, and $h, h^{\prime}, k, k^{\prime} \in B(W)$. For arbitrary $x \in W$ and $y \in$ $D$ so that

$$
\begin{align*}
& T(h, k)(x)<\left[g(x, y)+G\left(x, y, h\left(\tau_{1}\right), k\left(\tau_{2}\right)\right)\right]+\lambda,  \tag{64}\\
& T\left(h^{\prime}, k^{\prime}\right)(x)<\left[g(x, y)+G\left(x, y, h^{\prime}\left(\tau_{2}\right), k^{\prime}\left(\tau_{1}\right)\right)\right]+\lambda \tag{65}
\end{align*}
$$

From the definition of mapping $T$, we have

$$
\begin{align*}
T(h, k)(x) & \geq\left[g(x, y)+G\left(x, y, h\left(\tau_{2}\right), k\left(\tau_{1}\right)\right)\right]  \tag{66}\\
T\left(h^{\prime}, k^{\prime}\right)(x) & \geq\left[g(x, y)+G\left(x, y, h^{\prime}\left(\tau_{1}\right), k^{\prime}\left(\tau_{2}\right)\right)\right] . \tag{67}
\end{align*}
$$

If inequality (61) holds, then from (64) and (67), we get

$$
\begin{align*}
T(h, k) & (x)-T\left(h^{\prime}, k^{\prime}\right)(x) \\
& <G\left(x, y, h\left(\tau_{1}\right), k\left(\tau_{2}\right)\right)-G\left(x, y, h^{\prime}\left(\tau_{1}\right), k^{\prime}\left(\tau_{2}\right)\right)+\lambda \\
\leq & \left|G\left(x, y, h\left(\tau_{1}\right), k\left(\tau_{2}\right)\right)-G\left(x, y, h^{\prime}\left(\tau_{1}\right), k^{\prime}\left(\tau_{2}\right)\right)\right|+\lambda \\
& \leq r M\left(h(t), k(s), h^{\prime}(s), k^{\prime}(t)\right)+\lambda . \tag{68}
\end{align*}
$$

Similarly, (65) and (66) implies that

$$
\begin{align*}
& T\left(h^{\prime}, k^{\prime}\right)(x)-T(h, k)(x) \\
& \quad \leq r M\left(h(t), k(s), h^{\prime}(s), k^{\prime}(t)\right)+\lambda \tag{69}
\end{align*}
$$

Hence, from (68) and (69), we have

$$
\begin{align*}
& \left|T(h, k)(x)-T\left(h^{\prime}, k^{\prime}\right)(x)\right|  \tag{70}\\
& \quad \leq r M\left(h(t), k(s), h^{\prime}(s), k^{\prime}(t)\right)+\lambda
\end{align*}
$$

Since inequality (70) is true for any $x \in W$ and arbitrary $\lambda>$ 0 , then (61) implies

$$
\begin{align*}
& d_{B}\left(T(h(t), k(s)), T\left(h^{\prime}(s), k^{\prime}(t)\right)\right) \\
& \leq r \max \\
& \quad\left\{\left|h(t)-h^{\prime}(s)\right|+\left|k(s)-k^{\prime}(t)\right|,\right. \\
& \quad|h(t)-T(h(t), k(s))| \\
& \\
& \quad|h(s)-T(k(s), h(t))|, \\
&  \tag{71}\\
& \quad+\mid h^{\prime}(t)-T\left(k^{\prime}-T\left(h^{\prime}(s), k^{\prime}(t)\right) \mid\right. \\
& \\
& \left.\quad \frac{\left|h^{\prime}(s), T(h(t), k(s))\right|+\left|k^{\prime}(t)-T(k(s), h(t))\right|}{2}\right\} .
\end{align*}
$$

Therefore, all the conditions of Corollary 6 are met for the mapping $T$, and hence the functional equation (59) has a unique bounded solution.
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Some fixed point theorems for $\rho$-expansive mappings in modular spaces are presented. As an application, two nonlinear integral equations are considered and the existence of their solutions is proved.

## 1. Introduction

Let $(X, d)$ be a metric space and $B$ a subset of $X$. A mapping $T: B \rightarrow X$ is said to be expansive with a constant $k>1$ such that

$$
\begin{equation*}
d(T x, T y) \geq k d(x, y) \quad \forall x, y \in B \tag{1}
\end{equation*}
$$

Xiang and Yuan [1] state a Krasnosel'skii-type fixed point theorem as follows.

Theorem 1 (see [1]). Let $(X,\|\cdot\|)$ be a Banach space and $K \subset X$ a nonempty, closed, and convex subset. Suppose that $T$ and $S$ map K into X such that
(I) $S$ is continuous; $S(K)$ resides in a compact subset of $X$;
(II) $T$ is an expansive mapping;
(III) $z \in S(K)$ implies that $T(K)+z \supset K$, where $T(K)+z=$ $\{y+z \mid y \in T(K)\}$.
Then there exists a point $x^{*} \in K$ with $S x^{*}+T x^{*}=x^{*}$.
For other related results, see also [2,3].
In this paper, we study some fixed point theorems for $S+T$, where $T$ is $\rho$-expansive and $S(B)$ resides in a compact subset of $X_{\rho}$, where $B$ is a closed, convex, and nonempty subset of $X_{\rho}$ and $T, S: B \rightarrow X_{\rho}$. Our results improve the classical version of Krasnosel'skii fixed point theorems in modular spaces.

Finally, as an application, we study the existence of a solution of some nonlinear integral equations in modular function spaces.

In order to do this, first, we recall the definition of modular space (see [4-6]).

Definition 2. Let $X$ be an arbitrary vector space over $K=(\mathbb{R}$ or $\mathbb{C}$ ). Then we have the following.
(a) A functional $\rho: X \rightarrow[0, \infty]$ is called modular if
(i) $\rho(x)=0$ if and only if $x=0$;
(ii) $\rho(\alpha x)=\rho(x)$ for $\alpha \in K$ with $|\alpha|=1$, for all $x \in X$;
(iii) $\rho(\alpha x+\beta y) \leq \rho(x)+\rho(y)$ if $\alpha, \beta \geq 0, \alpha+\beta=1$, for all $x, y \in X$.
If (iii) is replaced by
(iii) ${ }^{\prime} \rho(\alpha x+\beta y) \leq \alpha \rho(x)+\beta \rho(y)$ for $\alpha, \beta \geq 0, \alpha+\beta=$ 1 , for all $x, y \in X$, then the modular $\rho$ is called a convex modular.
(b) A modular $\rho$ defines a corresponding modular space, that is, the space $X_{\rho}$ given by

$$
\begin{equation*}
X_{\rho}=\{x \in X \mid \rho(\alpha x) \longrightarrow 0 \text { as } \alpha \longrightarrow 0\} \tag{2}
\end{equation*}
$$

(c) If $\rho$ is convex modular, the modular $X_{\rho}$ can be equipped with a norm called the Luxemburg norm defined by

$$
\begin{equation*}
\|x\|_{\rho}=\inf \left\{\alpha>0 ; \rho\left(\frac{x}{\alpha}\right) \leq 1\right\} \tag{3}
\end{equation*}
$$

Remark 3. Note that $\rho$ is an increasing function. Suppose that $0<a<b$; then property (iii), with $y=0$, shows that $\rho(a x)=$ $\rho((a / b)(b x)) \leq \rho(b x)$.

Definition 4. Let $X_{\rho}$ be a modular space. Then we have the following.
(a) A sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $X_{\rho}$ is said to be
(i) $\rho$-convergent to $x$ if $\rho\left(x_{n}-x\right) \rightarrow 0$ as $n \rightarrow \infty$;
(ii) $\rho$-Cauchy if $\rho\left(x_{n}-x_{m}\right) \rightarrow 0$ as $n, m \rightarrow \infty$.
(b) $X_{\rho}$ is $\rho$-complete if every $\rho$-Cauchy sequence is $\rho$ convergent.
(c) A subset $B \subset X_{\rho}$ is said to be $\rho$-closed if for any sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset B$ and $x_{n} \rightarrow x$ then $x \in B$.
(d) A subset $B \subset X_{\rho}$ is called $\rho$-bounded if $\delta_{\rho}(B)=$ $\sup \rho(x-y)<\infty$, for all $x, y \in B$, where $\delta_{\rho}(B)$ is called the $\rho$-diameter of $B$.
(e) $\rho$ has the Fatou property if

$$
\begin{equation*}
\rho(x-y) \leq \liminf \rho\left(x_{n}-y_{n}\right), \tag{4}
\end{equation*}
$$

whenever $x_{n} \rightarrow x$ and $y_{n} \rightarrow y$ as $n \rightarrow \infty$.
(f) $\rho$ is said to satisfy the $\Delta_{2}$-condition if $\rho\left(2 x_{n}\right) \rightarrow 0$ whenever $\rho\left(x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.

## 2. Expansive Mapping in Modular Space

In 2005, Hajji and Hanebaly [7] presented a modular version of Krasnosel'skii fixed point theorem, for a $\rho$-contraction and a $\rho$-completely continuous mapping.

Using the same argument as in [1], we state the modular version of Krasnosel'skii fixed point theorem for $S+T$, where $T$ is a $\rho$-expansive mapping and the image of $B$ under $S$; that is, $S(B)$ resides in a compact subset of $X_{\rho}$, where $B$ is a subset of $X_{\rho}$.

Due to this, we recall the following definitions and theorems.

Definition 5. Let $X_{\rho}$ be a modular space and $B$ a nonempty subset of $X_{\rho}$. The mapping $T: B \rightarrow X_{\rho}$ is called $\rho$-expansive mapping, if there exist constants $c, k, l \in \mathbb{R}^{+}$such that $c>l$, $k>1$ and

$$
\begin{equation*}
\rho(l(T x-T y)) \geq k \rho(c(x-y)), \tag{5}
\end{equation*}
$$

for all $x, y \in B$.
Example 6. Let $X_{\rho}=B=\mathbb{R}^{+}$and consider $T: B \rightarrow B$ with $T x=x^{n}+4 x+5$ for $x \in B$ and $n \in \mathbb{N}$. Then for all $x, y \in B$, we have

$$
\begin{align*}
|T x-T y| & =\left|x^{n}-y^{n}+4(x-y)\right| \\
& =\left|(x-y)\left(x^{n-1}+y x^{n-2}+\cdots+y^{n-1}\right)+4(x-y)\right| \\
& \geq 4|x-y| . \tag{6}
\end{align*}
$$

Therefore $T$ is an expansive mapping with constant $k=4$.

Theorem 7 (Schauder's fixed point theorem, page 825; see [1, 8]). Let $(X,\|\cdot\|)$ be a Banach space and $K \subset X$ is a nonempty, closed, and convex subset. Suppose that the mapping $S: K \rightarrow$ $K$ is continuous and $S(K)$ resides in a compact subset of $X$. Then $S$ has at least one fixed point in $K$.

We need the following theorem from $[6,9]$.
Theorem 8 (see $[6,9]$ ). Let $X_{\rho}$ be a $\rho$-complete modular space. Assume that $\rho$ is a convex modular satisfying the $\Delta_{2}$-condition and $B$ is a nonempty, $\rho$-closed, and convex subset of $X_{\rho} . T$ : $B \rightarrow B$ is a mapping such that there exist $c, k, l \in \mathbb{R}^{+}$such that $c>l, 0<k<1$ and for all $x, y \in B$ one has

$$
\begin{equation*}
\rho(c(T x-T y)) \leq k \rho(l(x-y)) . \tag{7}
\end{equation*}
$$

Then there exists a unique fixed point $z \in B$ such that $T z=z$.
Theorem 9. Let $X_{\rho}$ be a $\rho$-complete modular space. Assume that $\rho$ is a convex modular satisfying the $\Delta_{2}$-condition and $B$ is a nonempty, $\rho$-closed, and convex subset of $X_{\rho} . T: B \rightarrow X_{\rho}$ is a $\rho$-expansive mapping satisfying inequality (5) and $B \subset T(B)$. Then there exists a unique fixed point $z \in B$ such that $T z=z$.

Proof. We show that operator $T$ is a bijection from $B$ to $T(B)$. Let $x_{1}$ and $x_{2}$ be in $B$ such that $T x_{1}=T x_{2}$; by inequality (5), we have $x_{1}=x_{2}$; also since $B \subset T(B)$ it follows that the inverse of $T: B \rightarrow T(B)$ exists. For all $x, y \in T(B)$,

$$
\begin{equation*}
\rho(c(f x-f y)) \leq \frac{1}{k} \rho(l(x-y)), \tag{8}
\end{equation*}
$$

where $f=T^{-1}$. We consider $f=\left.T^{-1}\right|_{B}: B \rightarrow B$, where $\left.T^{-1}\right|_{B}$ denotes the restriction of the mapping $T^{-1}$ to the set $B$. Since $B \subset T(B)$, then $f$ is a $\rho$-contraction. Also since $B$ is a $\rho$ closed subset of $X_{\rho}$, then, by Theorem 8 , there exists a $z \in B$ such that $f z=z$. Also $z$ is a fixed point of $T$.

For uniqueness, let $z$ and $w$ be two arbitrary fixed points of $T$; then

$$
\begin{align*}
\rho(c(z-w)) & \geq \rho(l(z-w))=\rho(l(T z-T w)) \\
& \geq k \rho(c(z-w)) \tag{9}
\end{align*}
$$

hence $(k-1) \rho(c(z-w)) \leq 0$ and $z=w$.
We need the following lemma for the main result.
Lemma 10. Suppose that all conditions of Theorem 9 are fulfilled. Then the inverse of $f:=I-T: B \rightarrow(I-T)(B)$ exists and

$$
\begin{equation*}
\rho\left(c\left(f^{-1} x-f^{-1} y\right)\right) \leq \frac{1}{k-1} \rho\left(l^{\prime}(x-y)\right) \tag{10}
\end{equation*}
$$

for all $x, y \in f(B)$, where $l^{\prime}=\alpha l$ and $\alpha$ is conjugate of $c / l$; that is, $(l / c)+(1 / \alpha)=1$ and $c>2 l$.

Proof. For all $x, y \in B$,

$$
\begin{align*}
& \rho(l(T x-T y))=\rho(l((x-f x)-(y-f y))) \\
& \leq \rho(c(x-y))+\rho(\alpha l(f x-f y)) ;  \tag{11}\\
& k \rho(c(x-y))-\rho(c(x-y)) \leq \rho(\alpha l(f x-f y)),
\end{align*}
$$

then

$$
\begin{equation*}
(k-1) \rho(c(x-y)) \leq \rho\left(l^{\prime}(f x-f y)\right) . \tag{12}
\end{equation*}
$$

Now, we show that $f$ is an injective operator. Let $x, y \in B$ and $f x=f y$; then by inequality $(12),(k-1) \rho(c(x-y)) \leq 0$ and $x=y$. Therefore $f$ is an injective operator from $B$ into $f(B)$, and the inverse of $f: B \rightarrow f(B)$ exists. Also for all $x, y \in f(B)$, we have $f^{-1} x, f^{-1} y \in B$. Then for all $x, y \in f(B)$, by inequality (12) we get

$$
\begin{equation*}
\rho\left(c\left(f^{-1} x-f^{-1} y\right)\right) \leq \frac{1}{k-1} \rho\left(l^{\prime}(x-y)\right) . \tag{13}
\end{equation*}
$$

Theorem 11. Let $X_{\rho}$ be a $\rho$-complete modular space. Assume that $\rho$ is a convex modular satisfying the $\Delta_{2}$-condition and $B$ is a nonempty, $\rho$-closed, and convex subset of $X_{\rho}$. Suppose that
(I) $S: B \rightarrow X_{\rho}$ is a $\rho$-continuous mapping and $S(B)$ resides in a $\rho$-compact subset of $X_{\rho}$;
(II) $T: B \rightarrow X_{\rho}$ is a $\rho$-expansive mapping satisfying inequality (5) such that $c>2 l$;
(III) $x \in S(B)$ implies that $B \subset x+T(B)$, where $T(B)+x=$ $\{y+x \mid y \in T(B)\}$.
There exists a point $z \in B$ such that $S z+T z=z$.
Proof. Let $w \in S(B)$ and $T_{w}=T+w$. Consider the mapping $T_{w}: B \rightarrow X_{\rho}$; then by Theorem 9 , the equation $T x+w=x$ has a unique solution $x=\eta(w)$. Now, we show that $\eta$ is a $\rho$-contraction. For $w_{1}, w_{2} \in S(B), T\left(\eta\left(w_{1}\right)\right)+w_{1}=\eta\left(w_{1}\right)$ and $T\left(\eta\left(w_{2}\right)\right)+w_{2}=\eta\left(w_{2}\right)$. Applying the same technique in Lemma 10,

$$
\begin{equation*}
(k-1) \rho\left(c\left(\eta\left(w_{1}\right)-\eta\left(w_{2}\right)\right)\right) \leq \rho\left(l^{\prime}\left(w_{1}-w_{2}\right)\right) \tag{14}
\end{equation*}
$$

where $l^{\prime}=\alpha l$. Then

$$
\begin{equation*}
\rho\left(c\left(\eta\left(w_{1}\right)-\eta\left(w_{2}\right)\right)\right) \leq \frac{1}{k-1} \rho\left(l^{\prime}\left(w_{1}-w_{2}\right)\right) . \tag{15}
\end{equation*}
$$

Therefore, mapping $\eta: S(B) \rightarrow B$ is a $\rho$-contraction and hence is a $\rho$-continuous mapping. By condition (I), $\eta S: B \rightarrow$ $B$ is also $\rho$-continuous mapping and, by $\Delta_{2}$-condition, $\eta S$ is $\|\cdot\|_{\rho}$-continuous mapping. Also $\eta S(B)$ resides in a $\|\cdot\|_{\rho^{-}}$ compact subset of $X_{\rho}$. Then using Theorem 7, there exists a $z \in B$ such that $z=\eta(S(z))$ which implies that $T z+S z=$ $z$.

The following theorem is another version of Theorem 11.
Theorem 12. Let $X_{\rho}$ be a $\rho$-complete modular space. Assume that $\rho$ is a convex modular satisfying the $\Delta_{2}$-condition and $B$ is a nonempty, $\rho$-closed, and convex subset of $X_{\rho}$. Suppose that
(I) $S: B \rightarrow X_{\rho}$ is a $\rho$-continuous mapping and $S(B)$ resides in a $\rho$-compact subset of $X_{\rho}$;
(II) $T: B \rightarrow X_{\rho}$ or $T: X_{\rho} \rightarrow X_{\rho}$ is a $\rho$-expansive mapping satisfying inequality (5) such that $c>2 l$;
(III) $S(B) \subset(I-T)\left(X_{\rho}\right)$ and $[x=T x+S y, y \in B$ implies that $x \in B]$ or $S(B) \subset(I-T)(B)$.
Then there exists a point $z \in B$ such that $S z+T z=z$.

Proof. By condition (III), for each $w \in B$, there exists $x \in X_{\rho}$ such that $x-T x=S w$. If $S(B) \subset(I-T)(B)$, then $x \in B$; if $S(B) \subset(I-T)\left(X_{\rho}\right)$, then by Lemma 10 and condition (III), $x=(I-T)^{-1} S w \in B$. Now $(I-T)^{-1}$ is a $\rho$-continuous and so $(I-T)^{-1} S$ is a $\rho$-continuous mapping of $B$ into $B$. Since $S(B)$ resides in a $\rho$-compact subset of $X_{\rho}$, so $(I-T)^{-1} S(B)$ resides in a $\rho$-compact subset of the closed set $B$. By using Theorem 7, there exists a fixed point $z \in B$ such that $z=(I-T)^{-1} S z$.

Using the same argument as in [2], we can state a new version of Theorem 11, where $S$ is $\rho$-sequentially continuous.

Definition 13. Let $X_{\rho}$ be a modular space and $B$ a subset of $X_{\rho}$. A mapping $T: B \rightarrow X_{\rho}$ is said to be
(1) $\rho$-sequentially continuous on the set $B$ if for every sequence $\left\{x_{n}\right\} \subset B$ and $x \in B$ such that $\rho\left(x_{n}-x\right) \rightarrow 0$, then $\rho\left(T x_{n}-T x\right) \rightarrow 0$;
(2) $\rho$-closed if for every sequence $\left\{x_{n}\right\} \subset B$ such that $\rho\left(x_{n}-x\right) \rightarrow 0$ and $\rho\left(T x_{n}-y\right) \rightarrow 0$, then $T x=y$.

Definition 14. Let $X_{\rho}$ be a modular space and $B, C$ two subsets of $X_{\rho}$. Suppose that $T: B \rightarrow X_{\rho}$ and $S: C \rightarrow X_{\rho}$ are two mappings. Define

$$
\begin{equation*}
F=\{x \in B: x=T x+S y \text { for some } y \in C\} \tag{16}
\end{equation*}
$$

Theorem 15. Let $X_{\rho}$ be a $\rho$-complete modular space. Assume that $\rho$ is a convex modular satisfying the $\Delta_{2}$-condition and $B$ is a nonempty, $\rho$-closed, and convex subset of $X_{\rho}$. Suppose that
(I) $S: B \rightarrow X_{\rho}$ is $\rho$-sequentially continuous;
(II) $T: B \rightarrow X_{\rho}$ is a $\rho$-expansive mapping satisfying inequality (5) such that $c>2 l$;
(III) $x \in S(B)$ implies that $B \subset x+T(B)$, where $T(B)+x=$ $\{y+x \mid y \in T(B)\} ;$
(IV) $T$ is $\rho$-closed in $F$ and $F$ is relatively $\rho$-compact.

Then there exists a point $z \in B$ such that $S z+T z=z$.
Proof. Let $w \in B$, and $T_{S w}=T+S w$. One considers the mapping $T_{S w}: B \rightarrow X_{\rho}$; by Theorem 9 , the equation

$$
\begin{equation*}
T x+S w=x \tag{17}
\end{equation*}
$$

has a unique solution $x=\eta(S w) \in B$.
Now, we show that $\eta S=(I-T)^{-1}$ exists. For any $w_{1}, w_{2} \in$ $B$ and by the same technique of Lemma 10 , we have

$$
\begin{equation*}
\rho\left(c\left(\eta\left(S w_{1}\right)-\eta\left(S w_{2}\right)\right)\right) \leq \frac{1}{k-1} \rho\left(l^{\prime}\left(w_{1}-w_{2}\right)\right) \tag{18}
\end{equation*}
$$

where $l^{\prime}=\alpha l$. This implies that $\eta S=(I-T)^{-1}$ exists and for all $w \in B, \eta S w=(I-T)^{-1} S w$ and $\eta S(B) \subset F$.

We show that $\eta S$ is $\rho$-sequentially continuous in $B$. Let $\left\{x_{n}\right\}$ be a sequence in $B$ and $x \in B$ such that $\rho\left(x_{n}-x\right) \rightarrow 0$. Since $\eta S\left(x_{n}\right) \in F$ and $F$ is relatively $\rho$-compact, then there exists $z \in B$ such that $\rho\left(\eta S x_{n}-z\right) \rightarrow 0$. On the other hand, by condition (I), $\rho\left(S x_{n}-S x\right) \rightarrow 0$. Thus by (17), we get

$$
\begin{equation*}
T\left(\eta S x_{n}\right)+S x_{n}=\eta S x_{n} \tag{19}
\end{equation*}
$$

then

$$
\begin{align*}
\rho\left(\frac{T\left(\eta S x_{n}\right)-(z-S x)}{2}\right) & =\rho\left(\frac{\left(\eta S x_{n}-S x_{n}\right)-(z-S x)}{2}\right) \\
& \leq \rho\left(\eta S x_{n}-z\right)+\rho\left(S x_{n}-S x\right) \tag{20}
\end{align*}
$$

therefore when $n \rightarrow \infty$, condition (IV) implies that $T z=$ $z-S x$; that is, $z=\eta S x$ and

$$
\begin{equation*}
\rho\left(\eta S x_{n}-\eta S x\right) \longrightarrow 0 ; \tag{21}
\end{equation*}
$$

then $\eta S$ is $\rho$-sequentially continuous in $F$. By $\Delta_{2}$-condition, $\eta S$ is $\|\cdot\|_{\rho}$-sequentially continuous. Let $H=\overline{\mathrm{co}}^{\|} \|_{\rho} F$, where $\overline{\mathrm{cos}^{\|}}{ }^{\| \|_{\rho}}$ denotes the closure of the convex hull in the sense of $\|\cdot\|_{\rho}$. Then $H \subset B$ and is a compact set. Therefore $\eta S$ is $\|\cdot\|_{\rho}$-sequentially continuous from $H$ into $H$. Then using Theorem 7, $\eta S$ has a fixed point $z \in H$ such that $\eta S z=z$. From (17), we have

$$
\begin{equation*}
T(\eta S z)+S z=\eta S z \tag{22}
\end{equation*}
$$

that is, $T z+S z=z$.
The following theorem is another version of Theorem 15.
Theorem 16. Let $X_{\rho}$ be a $\rho$-complete modular space. Assume that $\rho$ is a convex modular satisfying the $\Delta_{2}$-condition and $B$ is a nonempty, $\rho$-closed, and convex subset of $X_{\rho}$. Suppose that
(I) $S: B \rightarrow X_{\rho}$ is $\rho$-sequentially continuous;
(II) $T: B \rightarrow X_{\rho}$ is a $\rho$-expansive mapping satisfying inequality (5), such that $c>2 l$;
(III) $S(B) \subset(I-T)\left(X_{\rho}\right)$ and $[x=T x+S y, y \in B]$ implies that $x \in B($ or $S(B) \subset(I-T)(B))$.
(IV) $T$ is $\rho$-closed in $F$ and $F$ is relatively $\rho$-compact.

Then there exists a point $z \in B$ such that $S z+T z=z$.
Proof. By (III) for each $w \in B$, there exists $x \in X_{\rho}$ such that $x-T x=S w$ and $x=(I-T)^{-1} S w \in B$. By the same technique of Theorem 15, $(I-T)^{-1} S: B \rightarrow B$ is $\rho$ sequentially continuous and there exists a $z \in B$ such that $z=(I-T)^{-1} S z$.

## 3. Integral Equation for $\rho$-Expansive Mapping in Modular Function Spaces

In this section, we study the following integral equation:

$$
\begin{equation*}
x(t)=\phi(t, x(t))+\int_{0}^{t} \psi(t, s, x(s)) d s, \quad x \in C\left(I, L^{\varphi}\right) \tag{23}
\end{equation*}
$$

where $L^{\varphi}$ is the Musielak-Orlicz space and $I=[0, b] \subset \mathbb{R}$. $C\left(I, L^{\varphi}\right)$ denote the space of all $\rho$-continuous functions from $I$ to $L^{\varphi}$ with the modular $\sigma(x)=\sup _{t \in I} \rho(x(t))$. Also $C\left(I, L^{\varphi}\right)$ is a real vector space. If $\rho$ is a convex modular, then $\sigma$ is a
convex modular. Also, if $\rho$ satisfies the Fatou property and $\Delta_{2}$-condition, then $\sigma$ satisfies the Fatou property and $\Delta_{2^{-}}$ condition (see [9]).

To study the integral equation (23), we consider the following hypotheses.
(1) $\phi: I \times L^{\varphi} \rightarrow L^{\varphi}$ is a $\rho$-expansive mapping; that is, there exist constants $c, k, l \in \mathbb{R}^{+}$such that $c>2 l, k \geq 2$ and for all $x, y \in L^{\varphi}$

$$
\begin{equation*}
\rho(l(\phi(t, x)-\phi(t, y))) \geq k \rho(c(x-y)) \tag{24}
\end{equation*}
$$

and $\phi$ is onto. Also for $t \in I, \phi(t, \cdot): L^{\varphi} \rightarrow L^{\varphi}$ is $\rho$ continuous.
(2) $\psi$ is a function from $I \times I \times L^{\varphi}$ into $L^{\varphi}$ such that $\psi(t, s, \cdot): x \rightarrow \psi(t, s, x)$ is $\rho$-continuous on $L^{\varphi}$ for almost all $t, s \in I$ and $\psi(t, \cdot, x): s \rightarrow \psi(t, s, x)$ is measurable function on $I$ for each $x \in L^{\varphi}$ and for almost all $t \in I$. Also, there are nondecreasing continuous functions $\beta, \gamma: I \rightarrow \mathbb{R}^{+}$such that

$$
\begin{gather*}
\lim _{t \rightarrow \infty} \beta(t) \int_{0}^{t} \gamma(s) d s=0,  \tag{25}\\
\rho(c(\psi(t, s, x))) \leq \beta(t) \gamma(s),
\end{gather*}
$$

for all $t, s \in I, s \leq t$ and $x \in L^{\varphi}$.
(3) There exists measurable function $\eta: I \times I \times I \rightarrow \mathbb{R}^{+}$ such that

$$
\begin{equation*}
\rho(\psi(t, s, x)-\psi(r, s, x)) \leq \eta(t, r, s), \tag{26}
\end{equation*}
$$

for all $t, r, s \in I$ and $x \in L^{\varphi}$; also $\lim _{t \rightarrow r} \int_{0}^{b} \eta(t, r, s) d s=0$.
(4) $\rho(\psi(t, s, x)-\psi(t, s, y)) \leq \rho(x-y)$ for all $t, s \in I$ and $x, y \in L^{\varphi}$.

Remark 17 (see [7]). We consider $L^{\varphi}$, the Musielak-Orlicz space. Since $\rho$ is convex and satisfies the $\Delta_{2}$-condition, then

$$
\begin{equation*}
\left\|x_{n}-x\right\|_{\rho} \longrightarrow 0 \Longleftrightarrow \rho\left(x_{n}-x\right) \longrightarrow 0 \tag{27}
\end{equation*}
$$

as $n \rightarrow \infty$ on $L^{\varphi}$. This implies that the topologies generated by $\|\cdot\|_{\rho}$ and $\rho$ are equivalent.

Theorem 18. Suppose that the conditions (1)-(4) are satisfied. Further assume that $L^{\varphi}$ satisfies the $\Delta_{2}$-condition. Also $\omega(t)=$ $\beta(t) \int_{0}^{t} \gamma(s) d s$ and $\omega(0)=0$; also $\sup \{\rho(c(\phi(t, v))), t \in I, v \in$ $\left.L^{\varphi}\right\} \leq \omega(t)$. Then integral equation (23) has at least one solution $x \in C\left(I, L^{\varphi}\right)$.

Proof. Suppose that

$$
\begin{gather*}
T x(t)=\phi(t, x(t)) \\
S x(t)=\int_{0}^{t} \psi(t, s, x(s)) d s . \tag{28}
\end{gather*}
$$

Conditions (1) and (2) imply that $T$ and $S$ are well defined on $C\left(I, L^{\varphi}\right)$. Define the set $B=\left\{x \in C\left(I, L^{\varphi}\right) ; \rho(c(x(t))) \leq\right.$
$\omega(t)$ for all $t \in I\}$. Then $B$ is a nonempty, $\rho$-bounded, $\rho$-closed, and convex subset of $C\left(I, L^{\varphi}\right)$. Equation (23) is equivalent to the fixed point problem $x=T x+S x$. By Theorem 12, we find the fixed point for $T+S$ in $B$. Due to this, we prove that $S$ satisfies the condition $(I)$ of Theorem 12. For $x \in B$, we show that $S x \in B$. Indeed,

$$
\begin{align*}
\rho(c(S x(t))) & =\rho\left(c\left(\int_{0}^{t} \psi(t, s, x(s)) d s\right)\right) \\
& \leq \int_{0}^{t} \rho(c(\psi(t, s, x(s)))) d s  \tag{29}\\
& \leq \int_{0}^{t} \beta(t) \gamma(s) d s \\
& =\omega(t)
\end{align*}
$$

then $S x \in B$. Since $S(B) \subset B$ and $B$ is $\rho$-bounded, $S(B)$ is $\sigma$-bounded and by $\Delta_{2}$-condition $\|\cdot\|_{\sigma}$-bounded.

We show that $S(B)$ is $\rho$-equicontinuous. For all $t, r \in I$ and $x \in L^{\varphi}$ such that $t<r$,

$$
\begin{equation*}
S x(t)-S x(r)=\int_{0}^{t} \psi(t, s, x(s)) d s-\int_{0}^{r} \psi(r, s, x(s)) d s \tag{30}
\end{equation*}
$$

then by condition (3),

$$
\begin{equation*}
\rho(S x(t)-S x(r)) \leq \int_{0}^{b} \eta(t, r, s) d s \tag{31}
\end{equation*}
$$

since $\lim _{t \rightarrow r} \int_{0}^{b} \eta(t, r, s) d s=0$, then $S(B)$ is $\rho$ equicontinuous. By using the Arzela-Ascoli theorem, we obtain that $S$ is a $\sigma$-compact mapping. Next, we show that $S$ is $\sigma$-continuous. Suppose that $\varepsilon>0$ is given; we find a $\delta>0$ such that $\sigma(x-y)<\delta$, for some $x, y \in B$. Note that

$$
\begin{equation*}
S x(t)-S y(t)=\int_{0}^{t} \psi(t, s, x(s)) d s-\int_{0}^{t} \psi(t, s, y(s)) d s \tag{32}
\end{equation*}
$$

also

$$
\begin{equation*}
\rho(S x(t)-S y(t)) \leq \int_{0}^{t} \rho(x(s)-y(s)) d s \leq \int_{0}^{t} \sigma(x-y) d s \tag{33}
\end{equation*}
$$

then

$$
\begin{equation*}
\sigma(S x-S y) \leq \int_{0}^{b} \sigma(x-y) d s \leq \varepsilon \tag{34}
\end{equation*}
$$

therefore $S$ is $\sigma$-continuous.
Since $\phi$ is $\rho$-continuous, it shows that $T$ transforms $C\left(I, L^{\varphi}\right)$ into itself. In view of supremum $\rho$ and condition (1), it is easy to see that $T$ is $\sigma$-expansive with constant $k \geq 2$. For $x, y \in B$,

$$
\begin{align*}
& \rho(l(T x(t)-T y(t))) \\
& \quad \leq \rho(c(x(t)-y(t)))  \tag{35}\\
& \quad+\rho(\alpha l((I-T) x(t)-(I-T) y(t)))
\end{align*}
$$

then

$$
\begin{align*}
& \rho(\alpha l((I-T) x(t)-(I-T) y(t))) \\
& \quad \geq(k-1) \rho(c(x(t)-y(t))) \tag{36}
\end{align*}
$$

where $\alpha$ is conjugate of $c / l$. Let $r=\alpha l$; since $k \geq 2$, then

$$
\begin{equation*}
\rho(r(I-T) x(t)) \geq(k-1) \rho(c(x(t))) \geq \rho(c(x(t))) \tag{37}
\end{equation*}
$$

Now, assume that $x=T x+S y$ for some $y \in B$. Since $c>2 l$, then $r<c$, and

$$
\begin{align*}
\rho(c(x(t))) & \leq \rho(r(I-T) x(t))=\rho(r(S y(t))) \\
& \leq \rho(c(S y(t))) \leq \omega(t), \tag{38}
\end{align*}
$$

which shows that $x \in B$. Now, define a map $T_{z}$ as follows:

$$
\begin{equation*}
T_{z}: C\left(I, L^{\varphi}\right) \longrightarrow C\left(I, L^{\varphi}\right) \tag{39}
\end{equation*}
$$

for each $z \in C\left(I, L^{\varphi}\right)$; by

$$
\begin{equation*}
T_{z} x(t)=T x(t)+z(t) \tag{40}
\end{equation*}
$$

for all $x, y \in C\left(I, L^{\varphi}\right)$,

$$
\begin{align*}
\rho\left(l\left(T_{z} x(t)-T_{z} y(t)\right)\right) & =\rho(l(T x(t)-T y(t)))  \tag{41}\\
& \geq k \rho(c(x(t)-y(t)))
\end{align*}
$$

therefore

$$
\begin{equation*}
\sigma\left(l\left(T_{z} x-T_{z} y\right)\right) \geq k \sigma(c(x-y)) \tag{42}
\end{equation*}
$$

then $T_{z}$ is $\sigma$-expansive with constant $k \geq 2$ and $T_{z}$ is onto. By Theorem 9, there exists $w \in C\left(I, L^{\varphi}\right)$ such that $T_{z} w=w$; that is, $(I-T) w=z$. Hence $S(B) \subset(I-T)\left(L^{\varphi}\right)$ and condition (III) of Theorem 12 holds. Therefore by Theorem 12, $S+T$ has a fixed point $z \in B$ with $T z+S z=z$; that is, $z$ is a solution to (23).

Now, we consider another integral equation.
Let $L^{\varphi}$ be the Musielak-Orlicz space and $I=[0, b] \subset \mathbb{R}$. Suppose that $\rho$ is convex and satisfies the $\Delta_{2}$-condition. Since topologies generated by $\|\cdot\|_{\rho}$ and $\rho$ are equivalent, then we consider Banach space $\left(L^{\varphi},\|\cdot\|_{\rho}\right)$ and $C\left(I, L^{\varphi}\right)$ denote the space of all $\|\cdot\|_{\rho}$-continuous functions from $I$ to $L^{\varphi}$ with the modular $\|x\|_{\sigma}=\sup _{t \in I}\|x(t)\|_{\rho}$; also $C\left(I, L^{\varphi}\right)$ is a real vector space. Consider the nonlinear integral equation

$$
x(t)=\phi(t, x(t))
$$

$$
\begin{array}{r}
+\lambda(t, x(t)) \int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s  \tag{43}\\
x \in C\left(I, L^{\varphi}\right)
\end{array}
$$

where
(1) $\phi: I \times L^{\varphi} \rightarrow L^{\varphi}$ is a $\|\cdot\|_{\rho}$-expansive mapping; that is, there exists constant $l \geq 2$ such that

$$
\begin{equation*}
\|\phi(t, x)-\phi(t, y)\|_{\rho} \geq l\|x-y\|_{\rho} \tag{44}
\end{equation*}
$$

for all $x, y \in L^{\varphi}$ and $\phi$ is onto; also for $t \in I, \phi(t, \cdot)$ : $L^{\varphi} \rightarrow L^{\varphi}$ is $\|\cdot\|_{\rho}$-continuous;
(2) $\psi$ is function from $I \times L^{\varphi}$ into $L^{\varphi}$ such that $\psi(t, \cdot)$ : $L^{\varphi} \rightarrow L^{\varphi}$ is a $\|\cdot\|_{\rho}$-continuous and $t \rightarrow \psi(t, x)$ is measurable for every $x \in L^{\varphi}$. Also, there exist functions $\beta \in L^{1}(I)$ and a nondecreasing continuous function $\gamma:[0, \infty) \rightarrow(0, \infty)$ such that

$$
\begin{equation*}
\|\psi(t, x)\|_{\rho} \leq \beta(t) \gamma\left(\|x\|_{\rho}\right) \tag{45}
\end{equation*}
$$

for all $t \in I$ and $x \in L^{\varphi}$. Also for $t \in I, x \rightarrow \psi(t, x)$ is nondecreasing on $L^{\varphi}$;
(3) $\lambda$ is function from $I \times L^{\varphi}$ into $L^{\varphi}$ such that $\lambda(t, \cdot)$ : $L^{\varphi} \rightarrow L^{\varphi}$ is $\|\cdot\|_{\rho}$-continuous and there exists a $a \geq 0$ such that

$$
\begin{equation*}
\|\lambda(t, x)-\lambda(t, y)\|_{\rho} \leq a\|x-y\|_{\rho}, \tag{46}
\end{equation*}
$$

for all $t \in I$ and $x \in L^{\varphi}$; also for $x \in L^{\varphi}, t \rightarrow \lambda(t, x)$ is nondecreasing on $I$ and for $t \in I, x \rightarrow \lambda(t, x)$ is nondecreasing on $L^{\varphi}$;
(4) $\omega$ is function from $I \times I$ into $\mathbb{R}^{+}$. For each $t \in I, \omega(t, s)$ is measurable on $[0, t]$. Also $\overline{\omega(t)}=\operatorname{esssup}|\omega(t, s)|$ is bounded on $[0, b]$ and $r=\sup |\overline{\omega(t)}|$. The map $\omega(\cdot, s)$ : $t \rightarrow \omega(t, s)$ is continuous from $I$ to $L^{\infty}(I)$. Also for $s \in I, t \rightarrow \omega(t, s)$ is nondecreasing on $I$.

Theorem 19. Suppose that the conditions (1)-(4) are satisfied and there exists a constant $k \geq 0$ such that for all $t \in I$,

$$
\begin{equation*}
\int_{0}^{t} \beta(s) d s<\frac{k}{(a k+h) r b} \int_{0}^{t} \frac{1}{\gamma(k)} d s \tag{47}
\end{equation*}
$$

where $h:=\sup \left\{\|\lambda(t, x)\|_{\rho}, t \in I, x \in L^{\varphi}\right\}$ and also $\sup \left\{\|\phi(t, x)\|_{\rho}, t \in I, x \in L^{\varphi}\right\} \leq k$. Then integral equation (43) has at least one solution $x \in C\left(I, L^{\varphi}\right)$.

Proof. Define

$$
\begin{equation*}
B=\left\{x \in C\left(I, L^{\varphi}\right) ;\|x(t)\|_{\rho} \leq k \forall t \in I\right\} ; \tag{48}
\end{equation*}
$$

then $B$ is a nonempty, $\|\cdot\|_{\rho}$-bounded, $\|\cdot\|_{\rho}$-closed, and convex subset of $C\left(I, L^{\varphi}\right)$. Consider

$$
\begin{gather*}
T x(t)=\phi(t, x(t)), \\
S x(t)=\lambda(t, x(t)) \int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s . \tag{49}
\end{gather*}
$$

It is easy that by the hypothesis $T$ and $S$ are well defined on $C\left(I, L^{\varphi}\right)$.

For $x \in B$, we show that $S x \in B$. Consider
$\|S x(t)\|_{\rho}$
$=\left\|\lambda(t, x(t)) \int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s\right\|_{\rho}$
$=\left\|(\lambda(t, x(t))-\lambda(t, 0)+\lambda(t, 0)) \int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s\right\|_{\rho}$
$\leq\left(a\|x(t)\|_{\rho}+h\right) r \int_{0}^{t} \beta(s) \gamma\left(\|x(s)\|_{\rho}\right) d s$
$\leq(a k+h) r \int_{0}^{t} \beta(s) \gamma(k) d s$
$\leq(a k+h) r \int_{0}^{b} \frac{k \gamma(k)}{(a k+h) r b \gamma(k)} d s$
$\leq k$.

Let $x \in B$ and assume that $t>\tau \in I$ such that $|t-\tau|<\delta$, for a given positive constant $\delta$. We have

$$
\begin{align*}
& \|S x(t)-S x(\tau)\|_{\rho} \\
& \begin{aligned}
&=\| \lambda(t, x(t)) \int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s \\
& \quad-\lambda(\tau, x(\tau)) \int_{0}^{\tau} \omega(\tau, s) \psi(s, x(s)) d s \|_{\rho} \\
&=\| \lambda(t, x(t)) \int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s \\
& \pm \lambda(t, x(t)) \int_{0}^{t} \omega(\tau, s) \psi(s, x(s)) d s \\
& \pm \lambda(\tau, x(\tau)) \int_{0}^{t} \omega(\tau, s) \psi(s, x(s)) d s \\
& \quad \lambda(\tau, x(\tau)) \int_{0}^{\tau} \omega(\tau, s) \psi(s, x(s)) d s \|_{\rho}
\end{aligned}
\end{align*}
$$

$$
\begin{aligned}
& \leq \| \lambda(t, x(t))\left(\int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s\right. \\
&\left.-\int_{0}^{t} \omega(\tau, s) \psi(s, x(s)) d s\right) \|_{\rho} \\
&+\|(\lambda(\tau, x(\tau))-\lambda(\tau, x(\tau))) \\
& \times \int_{0}^{t} \omega(\tau, s) \psi(s, x(s)) d s \|_{\rho} \\
&+\left\|\lambda(\tau, x(\tau)) \int_{\tau}^{t} \omega(\tau, s) \psi(s, x(s)) d s\right\|_{\rho}
\end{aligned}
$$

since

$$
\begin{align*}
& \| \lambda(t, x(t))\left(\int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s\right. \\
& \left.-\int_{0}^{t} \omega(\tau, s) \psi(s, x(s)) d s\right) \|_{\rho} \\
& =\left\|\lambda(t, x(t))\left(\int_{0}^{t}(\omega(t, s)-\omega(\tau, s)) \psi(s, x(s)) d s\right)\right\|_{\rho} \\
& \leq \|(\lambda(\tau, x(\tau))-\lambda(\tau, 0)+\lambda(\tau, 0)) \\
& \times\left(\int_{0}^{t}(\omega(t, s)-\omega(\tau, s)) \psi(s, x(s)) d s\right) \|_{\rho} \\
& \leq(a k+h)|\omega(t, 0)-\omega(\tau, 0)|_{L_{\infty}} \int_{0}^{t} \beta(s) \gamma(k) d s \\
& \leq \frac{k}{r}|\omega(t, 0)-\omega(\tau, 0)|_{L_{\infty}}, \\
& \left\|(\lambda(t, x(t))-\lambda(\tau, x(\tau))) \int_{0}^{t} \omega(\tau, s) \psi(s, x(s)) d s\right\|_{\rho} \\
& \leq\left\|(\lambda(t, x(t))-\lambda(\tau, x(\tau))) r \int_{0}^{t} \beta(s) \gamma(k) d s\right\|_{\rho} \\
& \leq \frac{k}{a k+h}\left(\|\lambda(t, x(t))-\lambda(t, x(\tau))\|_{\rho}\right. \\
& \left.+\|\lambda(\tau, x(\tau))-\lambda(t, x(\tau))\|_{\rho}\right) \\
& \leq \frac{k}{a k+h}\left(a\|x(t)-x(\tau)\|_{\rho}+h\right), \\
& \left\|\lambda(\tau, x(\tau)) \int_{\tau}^{t} \omega(\tau, s) \psi(s, x(s)) d s\right\|_{\rho} \\
& =\|(\lambda(\tau, x(\tau))-\lambda(\tau, 0)+\lambda(\tau, 0)) \\
& \times \int_{\tau}^{t} \omega(\tau, s) \psi(s, x(s)) d s \|_{\rho} \\
& \leq(a k+h) r \int_{\tau}^{t} \beta(s) \gamma(k) d s \\
& \leq \frac{k}{b}|t-\tau| \text {, } \tag{52}
\end{align*}
$$

then $S(B)$ is $\|\cdot\|_{\rho}$-equicontinuous. By using the Arzela-Ascoli Theorem, we obtain that $S$ is a $\|\cdot\|_{\rho}$-compact mapping.

We show that $S$ is $\|\cdot\|_{\rho}$-continuous. Suppose that $\varepsilon>0$ is given. We find a $\delta>0$ such that $\|x-y\|_{\sigma}<\delta$. We have

$$
\begin{aligned}
& \|S x(t)-S y(t)\|_{\rho} \\
& =\| \lambda(t, x(t)) \int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s \\
& \quad-\lambda(t, y(t)) \int_{0}^{t} \omega(t, s) \psi(s, y(s)) d s \|_{\rho}
\end{aligned}
$$

$$
\begin{align*}
\leq & \left\|(\lambda(t, x(t))-\lambda(t, y(t))) \int_{0}^{t} \omega(t, s) \psi(s, x(s)) d s\right\|_{\rho} \\
& +\left\|\lambda(t, y(t)) \int_{0}^{t}(\psi(s, x(s))-\psi(s, y(s))) d s\right\|_{\rho} \\
\leq & \frac{k a}{a k+h}\|x(t)-y(t)\|_{\rho}+(a k+h) r \int_{0}^{t}\|x(s)-y(s)\|_{\rho} d s \\
\leq & \frac{k a}{a k+h}\|x-y\|_{\sigma}+(a k+h) r b\|x-y\|_{\sigma} \\
\leq & \varepsilon . \tag{53}
\end{align*}
$$

Since $\phi$ is $\|\cdot\|_{\rho}$-continuous, it shows that $T$ transforms $C\left(I, L^{\varphi}\right)$ into itself. In view of supremum $\|\cdot\|_{\rho}$ and condition (1), it is easy to see that $T$ is $\|\cdot\|_{\sigma}$-expansive with constant $l \geq 2$.

For $x, y \in B$,

$$
\begin{align*}
& \|T x(t)-T y(t)\|_{\rho} \\
& \quad \leq\|x(t)-y(t)\|_{\rho}+\|(I-T) x(t)-(I-T) y(t)\|_{\rho} ; \tag{54}
\end{align*}
$$

then

$$
\begin{equation*}
\|(I-T) x(t)-(I-T) y(t)\|_{\rho} \geq(l-1)\|x(t)-y(t)\|_{\rho} \tag{55}
\end{equation*}
$$

since $l \geq 2$, then

$$
\begin{equation*}
\|(I-T) x(t)\|_{\rho} \geq(l-1)\|x(t)\|_{\rho} \geq\|x(t)\|_{\rho} \tag{56}
\end{equation*}
$$

Now, assume that $x=T x+S y$ for some $y \in B$. Then

$$
\begin{equation*}
\|x(t)\|_{\rho} \leq\|(I-T) x(t)\|_{\rho}=\|S y(t)\|_{\rho} \leq k \tag{57}
\end{equation*}
$$

which shows that $x \in B$. Now for each $z \in C\left(I, L^{\varphi}\right)$ we define a map $T_{z}$ as follows:

$$
\begin{equation*}
T_{z}: C\left(I, L^{\varphi}\right) \longrightarrow C\left(I, L^{\varphi}\right) \tag{58}
\end{equation*}
$$

by

$$
\begin{equation*}
T_{z} x(t)=T x(t)+z(t) ; \tag{59}
\end{equation*}
$$

for all $x, y \in C\left(I, L^{\varphi}\right)$,

$$
\begin{equation*}
\left\|T_{z} x(t)-T_{z} y(t)\right\|_{\rho}=\|T x(t)-T y(t)\|_{\rho} \geq l\|x(t)-y(t)\|_{\rho} \tag{60}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\left\|T_{z} x-T_{z} y\right\|_{\sigma} \geq l\|x-y\|_{\sigma} \tag{61}
\end{equation*}
$$

then $T_{z}$ is $\|\cdot\|_{\sigma}$-expansive with constant $l \geq 2$ and $T_{z}$ is onto. By Theorem 9, there exists $w \in C\left(I, L^{\varphi}\right)$ such that $T_{z} w=w$; that is, $(I-T) w=z$. Hence $S(B) \subset(I-T)\left(L^{\varphi}\right)$. Therefore by Theorem $12, S+T$ has a fixed point $z \in B$ with $T z+S z=z$; that is, $z$ is a solution of (43).

Finally, some examples are presented to guarantee Theorems 18 and 19.

Example 20. Consider the following integral equation:

$$
\begin{equation*}
x(t)=\frac{9 x(t)}{1+t^{2}}+\int_{0}^{t} \arctan \left(\frac{5 t(1+s) \sqrt{x(s)}}{(1+t)^{3}(1+\sqrt{x(s)})}\right) d s \tag{62}
\end{equation*}
$$

where $L^{\varphi}=\mathbb{R}^{+}, I=[0,1]$.
For $x, y \in \mathbb{R}^{+}$and $t \in I$, we have

$$
\begin{equation*}
|\phi(t, x)-\phi(t, y)|=\left|\frac{9 x}{1+t^{2}}-\frac{9 y}{1+t^{2}}\right| \geq \frac{9}{2}|x-y| \tag{63}
\end{equation*}
$$

Therefore by Theorem 18, the integral equation (62) has at least one solution.

Example 21. Consider the following integral equation:

$$
\begin{equation*}
x(t)=\frac{9 x(t)}{1+t^{2}}+\frac{1}{8} \arcsin x(t) \int_{0}^{t} \frac{t}{t+s} x(s) d s, \tag{64}
\end{equation*}
$$

where $\phi(t, x)=\left(9 x /\left(1+t^{2}\right)\right), \lambda(t, x)=(1 / 8) \arcsin x, \omega(t, s)=$ $t /(t+s)$, and $\psi(t, x)=x$. Also $L^{\varphi}=\mathbb{R}^{+}, I=[0,1]$. Therefore by Theorem 19, the integral equation (64) has at least one solution.

## Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

## References

[1] T. Xiang and R. Yuan, "A class of expansive-type Krasnosel'skii fixed point theorems," Nonlinear Analysis: Theory, Methods \& Applications, vol. 71, no. 7-8, pp. 3229-3239, 2009.
[2] T. Xiang and R. Yuan, "Krasnoselskii-type fixed point theorems under weak topology settings and applications," Electronic Journal of Differential Equations, vol. 2010, no. 35, pp. 1-15, 2010.
[3] T. Xiang, "Notes on expansive mappings and a partial answer to Nirenberg's problem," Electronic Journal of Differential Equations, vol. 2013, no. 2, pp. 1-16, 2013.
[4] M. A. Khamsi, "Nonlinear semigroups in modular function spaces," Mathematica Japonica, vol. 37, no. 2, pp. 291-299, 1992.
[5] M. A. Khamsi, W. M. Kozlowski, and S. Reich, "Fixed point theory in modular function spaces," Nonlinear Analysis, vol. 14, pp. 935-953, 1999.
[6] A. Razani and R. Moradi, "Common fixed point theorems of integral type in modular spaces," Bulletin of the Iranian Mathematical Society, vol. 35, no. 2, pp. 11-24, 2009.
[7] A. Hajji and E. Hanebaly, "Fixed point theorem and its application to perturbed integral equations in modular function spaces," Electronic Journal of Differential Equations, vol. 2005, no. 105, pp. 1-11, 2005.
[8] L. Gasiński and N. S. Papageorgiou, Nonlinear Analysis, vol. 9 of Mathematical Analysis and Applications, Chapman \& Hall/ CRC, 2006.
[9] A. Ait Taleb and E. Hanebaly, "A fixed point theorem and its application to integral equations in modular function spaces," Proceedings of the American Mathematical Society, vol. 128, no. 2, pp. 419-426, 2000.

## Research Article

# Noncompact Equilibrium Points for Set-Valued Maps 

Souhail Chebbi and Bessem Samet<br>Department of Mathematics, College of Science, King Saud University, P.O. Box 2455, Riyadh 11451, Saudi Arabia<br>Correspondence should be addressed to Souhail Chebbi; schebbi@ksu.edu.sa

Received 23 August 2013; Accepted 17 January 2014; Published 25 March 2014
Academic Editor: Hichem Ben-El-Mechaiekh
Copyright © 2014 S. Chebbi and B. Samet. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

We prove a generalized result on the existence of equilibria for a monotone set-valued map defined on noncompact domain and take its values in an order of topological vector space. As consequence, we give a new variational inequality.

## 1. Introduction

In the literature, the notion of an equilibrium point (or equilibrium problem) has been firstly introduced by Karamardian in [1] and Allen in [2]. By using the well-known KKM principle, they proved that for a real valued function $f$ defined on a product of two sets $X$ and $Y$, there exists an element $\bar{x}$ of $X$, which will be called an equilibrium point, satisfying for all $y \in X$ :

$$
\begin{equation*}
f(\bar{x}, y) \geq 0 \tag{1}
\end{equation*}
$$

The classical hypothesis used to prove this type of equilibrium result concerns the convexity and compactness of the domain $X$, the monotonicity, the convexity, and the continuity of $f$ and all extensions of this result obtained in the literature are about these hypotheses. In a recent work (see [3]), this result was extended to the noncompact case by using a coercivity type condition on a bifunction $f$. In this context the function $f$ is supposed to take its values in a topological vector space endowed with an order defined by a cone $C$ in the same way that has been used by [4-7]. Note that the result on the existence of equilibrium points proved in [3] was obtained via a result on the existence of what we called weak equilibrium points, that is, a point $\bar{x} \in X$, satisfying the following condition:

$$
\begin{equation*}
f(\bar{x}, y) \notin-\operatorname{int} C, \quad \forall y \in X \tag{2}
\end{equation*}
$$

where int $C$ denotes the interior of the cone $C$ in $Y$.
In this paper, we investigate the extension of equilibrium points to set-valued maps $F$ in the same context. Generally,
we have many choices to formulate the notion of equilibrium point. In fact, if $P$ is a closed convex cone of a topological vector space $Y$ with nonempty interior, $(P \neq Y)$, and $F: X \times$ $X \rightarrow Y$ is a set-valued map, then the equilibrium point for a set-valued map can be extended in several possible ways (see $[8,9])$ as follows: $F(x, y) \subseteq P ; F(x, y) \cap-\operatorname{int} P=\emptyset ; F(x, y) \nsubseteq$ $-\operatorname{int} P ; F(x, y) \cap P \neq \emptyset$. In this paper, we select the one that will be more adapted technically to our arguments. We will put a "moving" order on $Y$ by a cone and the notions of convexity and continuity are naturally extended in our setting. We will use the pseudomonotonicity condition on $F$ borrowed from [10]. As an application, we prove a variational inequality. The results obtained in this paper generalize the corresponding one in $[9,10]$.

## 2. Preliminaries

We extend the notions of convexity, monotonicity, and continuity given previously to set-valued maps. If $X$ and $Y$ are two sets, a set-valued map $F: X \rightarrow 2^{Y}$, where $2^{X}$ denotes the family of all subsets of $X$, is a map that is assigned to each $x \in X$, a subset $F(x) \subseteq Y$. Note that for the notation of setvalued maps, we will simply write $F: X \rightarrow Y$ instead of $F: X \rightarrow 2^{Y}$.

We firstly need to define an order on the codomain of set-valued maps as it has done for single valued maps. If $X$ is a subset of some real topological vector space $E$, let $Y$ be another real topological vector space, and let $C \subseteq Y$ be a closed convex cone (not necessarily pointed) with nonempty
interior and $C \neq Y$. Then $C$ defines an ordering " $\succeq$ " on $Y$ by means of

$$
\begin{equation*}
y \succeq 0 \Longleftrightarrow y \in C, \quad y>0 \Longleftrightarrow y \in \operatorname{int} C . \tag{3}
\end{equation*}
$$

We extend this notation to arbitrary subset $S \subseteq Y$ by setting

$$
\begin{align*}
& S \succeq 0 \Longleftrightarrow S \subseteq C, \quad S \succ 0 \Longleftrightarrow S \subseteq \operatorname{int} C \\
& S \preceq 0 \Longleftrightarrow S \subseteq-C, S \prec 0 \Longleftrightarrow S \subseteq-\operatorname{int} C . \tag{4}
\end{align*}
$$

By using this order, we naturally extend the notion of convexity for set-valued maps as follows.

Definition 1. Given a set-valued map $F: X \rightarrow Y$ defined on a vector space $X$ with values in a vector space $Y$ endowed with an order defined by a convex cone $C \subseteq Y$, we say that $F$ is convex with respect to $C$ if for all $x, y \in X$ and $\alpha \in[0,1]$ :

$$
\begin{equation*}
F(\alpha x+(1-\alpha) y) \leq \alpha F(x)+(1-\alpha) F(y) \tag{5}
\end{equation*}
$$

which means that

$$
\begin{equation*}
F(\alpha x+(1-\alpha) y) \subseteq \alpha F(x)+(1-\alpha) F(y)-C . \tag{6}
\end{equation*}
$$

Note that in particular, if $X=Y=\mathbb{R}$ and $C=\mathbb{R}^{+}$, we obtain the standard definition of convex set-valued maps.

As in the case of single valued maps, we can find many kinds of monotonicity for set-valued maps in the literature. We will use the notion of pseudomonotonicity defined in [10] which in turn extends the corresponding one defined in [7] for single valued maps.

Definition 2. Let $E$ and $Y$ be two real topological vector spaces, let $X \subset E$ be a nonempty closed and convex set, and let $C: X \rightarrow Y$ be a set-valued map such that for every $x \in X, C(x)$ is a closed and convex cone in $Y$ with int $C(x) \neq \emptyset$. Consider a set-valued map $F: X \times X \rightarrow Y . F$ is said to be pseudomonotone if, for any given $x, y \in X$,

$$
\begin{equation*}
F(x, y) \nsubseteq-\operatorname{int} C(x) \Longrightarrow F(y, x) \subseteq-C(y) \tag{7}
\end{equation*}
$$

We recall the classical notions of continuity for set-valued maps as follows.

Definition 3. Given a set-valued map $F: X \rightarrow Y$ defined on a vector space $X$ with values in a vector space $Y$. Then
(1) $F$ is said to be lower semicontinuous (l.s.c) at $x_{0} \in X$ if, for every open set $V \subseteq Y$ with $F\left(x_{0}\right) \cap V \neq \emptyset$, there exists a neighborhood $U \subseteq X$ of $x$ with $F(x) \cap V \neq \emptyset$ for all $x \in U$. $F$ is said to be l.s.c. on $X$ if $F$ is l.s.c. at every $x \in X$.
(2) $F$ is said to be upper semicontinuous (u.s.c) at $x_{0} \in X$ if, for every open set $V \subseteq Y$ with $F\left(x_{0}\right) \subseteq V$, there exists a neighborhood set $U \subseteq X$ of $x$ with $F(x) \subseteq V$ for all $x \in U$. $F$ is said to be u.s.c. on $X$ if $F$ is u.s.c. at every $x \in X$.
(3) A set-valued map which is both lower and upper semicontinuous is called continuous.

In this paper, we will use the definition of coercing family borrowed from [11].

Definition 4. Consider a subset $X$ of a topological vector space and a topological space $Y$. A family $\left\{\left(C_{i}, K_{i}\right)\right\}_{i \in I}$ of pair of sets is said to be coercing for a set-valued map $F: X \rightarrow Y$ if and only if
(i) for each $i \in I, C_{i}$ is contained in a compact convex subset of $X$ and $K_{i}$ is a compact subset of $Y$;
(ii) for each $i, j \in I$, there exists $k \in I$ such that $C_{i} \bigcup C_{j} \subseteq$ $C_{k}$;
(iii) for each $i \in I$, there exists $k \in I$ with $\bigcap_{x \in C_{k}} F(x) \subset K_{i}$.

Remark 5. Definition 1 can be reformulated by using the "dual" set-valued map $F^{*}: Y \rightarrow X$ defined for all $y \in Y$ by $F^{*}(y)=X \backslash F^{-1}(y)$. Indeed, a family $\left\{\left(C_{i}, K_{i}\right)\right\}_{i \in I}$ is coercing for $F$ if and only if it satisfies conditions (i), (ii) of Definition 4, and the following one:

$$
\begin{equation*}
\forall i \in I, \quad \exists k \in I, \quad \forall y \in Y \backslash K_{i}, \quad F^{*}(y) \cap C_{k} \neq \emptyset . \tag{8}
\end{equation*}
$$

Note that in the case where the family is reduced to one element, condition (iii) of Definition 4 and in the sense of Remark 5 appeared first in this generality (with two sets $K$ and $C$ ) in [12] and generalized condition of Karamardian [1] and Allen [2]. Condition (iii) is also an extension of the coercivity condition given by Fan [13]. For other examples of set-valued maps admitting a coercing family that is not necessarily reduced to one element, see [11].

The following generalization of KKM principle obtained in [11] will be used in the proof of the main result of this paper.

Proposition 6. Let E be a Hausdorff topological vector space, $Y$ a convex subset of $E, X$ a nonempty subset of $Y$, and $F: X \rightarrow$ $Y$ a KKM map with compactly closed values in $Y$ (i.e., for all $x \in X, F(x) \cap C$ is closed for every compact set $C$ of $Y$ ). If $F$ admits a coercing family, then $\bigcap_{x \in X} F(x) \neq \phi$.

## 3. The Main Result

As it is mentioned in the introduction, at an abstract level all possible extension of equilibria can be handled equally well. But there are great practical differences if we try to replace the resulting abstract conditions by simpler, verifiable hypotheses like convexity or semicontinuity. This is even more so if we admit a "moving" ordering cone $P(x)$ (see [10]). For these reasons we choose to consider here the following generalized equilibrium problem.

Definition 7. Let $X$ be a nonempty convex subset of some real topological vector space $E, Y$ a real topological vector space, and $P: X \rightarrow Y$ a set-valued map such that for any $x \in X$, $P(x)$ is a closed convex cone with int $P(x) \neq \emptyset$ and $P(x) \neq Y$. Let $F: X \times X \rightarrow Y$ be a set-valued map. The generalized equilibrium problem is to find $\bar{x} \in X$ such that

$$
\begin{equation*}
F(\bar{x}, y) \nsubseteq-\operatorname{int} P(\bar{x}) \quad \forall y \in X \tag{9}
\end{equation*}
$$

in this case, $\bar{x}$ is said to be an equilibrium point.

Theorem 8. Let $E$ and $Y$ be real topological vector spaces (not necessarily Hausdorff). Let a nonempty, convex set $X \subseteq E$ and three set-valued mappings $F: X \times X \rightarrow Y, C: X \rightarrow Y$, and $D: X \rightarrow Y$ be given. Suppose that the following conditions are satisfied.
(1) For all $x, y \in X, F(x, y) \nsubseteq C(x)$ implies $F(y, x) \subseteq$ $D(y)$ (pseudomonotonicity).
(2) For all $y \in X,\{x \in X: F(y, x) \subseteq D(y)\}$ is closed in $X$.
(3) For all $x \in X,\{y \in X: F(x, y) \subseteq C(x)\}$ is convex.
(4) For all $x \in X, F(x, x) \nsubseteq C(x)$.
(5) There exists a family $\left\{\left(C_{i}, K_{i}\right)\right\}_{i \in I}$ satisfying conditions (i) and (ii) of Definition 4 and the following one: for each $i \in I$, there exists $k \in I$ such that

$$
\begin{equation*}
\left\{x \in X: F(y, x) \subseteq D(y), \forall y \in C_{k}\right\} \subseteq K_{i} . \tag{10}
\end{equation*}
$$

Then there exists $\bar{x} \in X$ such that $F(y, \bar{x}) \subseteq D(y)$ for all $y \in X$.
Proof. Let us consider a set-valued map $S: X \rightarrow Y$ defined for every $y \in X$ by

$$
\begin{equation*}
S(y):=\{x \in X: F(y, x) \subseteq D(y)\} . \tag{11}
\end{equation*}
$$

Then we can see firstly that $S$ is a KKM map; that is, for every finite subset $\left\{y_{1}, \ldots, y_{n}\right\}$ of $X$ there holds

$$
\begin{equation*}
\operatorname{co}\left\{y_{1}, \ldots, y_{n}\right\} \subseteq \bigcup_{i=1}^{n} S\left(y_{i}\right) \tag{12}
\end{equation*}
$$

In fact, let $z \in \operatorname{co}\left\{y_{1}, \ldots, y_{n}\right\}$ and assume by contradiction that $z \notin \bigcup_{i=1}^{n} S\left(y_{i}\right)$; it means that $z=\sum_{i \in I} \lambda_{i} y_{i}$ with $\lambda_{i} \geq 0$, $\sum_{i \in I} \lambda_{i}=1$ and $z \notin S\left(y_{i}\right)$ for all $i$. Then $F\left(y_{i}, z\right) \nsubseteq D\left(y_{i}\right)$ for all $i$, hence from condition (1) $F\left(z, y_{i}\right) \subseteq C(z)$ for all $i$. It follows from condition (3) that $F\left(z, \sum_{i \in I} \lambda_{i} y_{i}\right) \subseteq C(z)$, and then $F(z, z) \subseteq C(z)$, which contradicts condition (4); thus $S$ is a KKM map.

It is also clear from condition (2) that, for all $y \in X, S(y)$ is closed.

In addition, we can verify that condition (5) implies that the family $\left\{\left(C_{i}, K\right)\right\}_{i \in I}$ satisfies the following condition: for all $i \in I$ there exists $k \in I$ with

$$
\begin{equation*}
\bigcap_{y \in C_{k}} S(y) \subset K_{i} . \tag{13}
\end{equation*}
$$

We deduce that $S$ satisfies all hypothesis of Proposition 6, so we have

$$
\begin{equation*}
\bigcap_{y \in X} S(y) \neq \emptyset \tag{14}
\end{equation*}
$$

Therefore there exists $\bar{x} \in X$ such that for any $y \in X, \bar{x} \in$ $S(y)$. Hence

$$
\begin{equation*}
F(y, \bar{x}) \subseteq D(y), \quad \forall y \in X \tag{15}
\end{equation*}
$$

Theorem 9. Let $E, Y, X, F, C$, and $D$ satisfy the assumptions of Theorem 8 and the additional following conditions.
(6) For all $x, y \in X$ with $y \neq x$ and $u \in(x, y)$ if $F(u, x) \subseteq$ $D(u)$ and $F(u, y) \subseteq C(u)$, then $F(u, v) \subseteq C(u)$ for all $v \in(x, y)$.
(7) For all $x, y \in X$ with $y \neq x,\{u \in[x, y]: F(u, y) \subseteq$ $C(u)\}$ is open in $[x, y]$.

Then there exists $\bar{x} \in X$ such that $F(\bar{x}, y) \nsubseteq C(\bar{x})$ for all $y \in X$.

Proof. By Theorem 8, there exists $\bar{x} \in X$ with $F(y, \bar{x}) \subseteq D(y)$ for all $y \in X$. Assume that $F(\bar{x}, y) \subseteq C(\bar{x})$ for some $y \in X$; then $y \neq \bar{x}$ by (6) and from (7) there exists $u \in(\bar{x}, y)$ such that $F(u, y) \subseteq C(u)$. Since $F(u, \bar{x}) \subseteq D(u)$, we deduce that $F(u, u) \subseteq C(u)$, but this contradicts (6) and the theorem is proved.

The following result, which corresponds to Theorem 1 in [10], can be deduced from the two previous theorems.

Corollary 10. Let $F, C, D$ satisfy hypothesis (1-4) of Theorem 8, $(6,7)$ of Theorem 9 and the following condition.
(5') There exists a nonempty compact set $A \subseteq X$ and $a$ compact convex set $B \subseteq X$ such that for every $x \in X \backslash A$ there exists $y \in B$ with $F(x, y) \subseteq C(x)$.

Then there exists $\bar{x} \in A$ such that $F(\bar{x}, y) \nsubseteq C(x)$ for all $y \in X$.

Proof. By taking for all $i \in I, C_{i}=B$, which is convex compact set, and $K_{i}=A$, which is compact set, and by using hypothesis ( $5^{\prime}$ ), we can see that $S$ admits a coercing family in the sense of Remark 5; that is, for all $x \in X \backslash A, S^{*}(x) \cap B \neq \emptyset$. Suppose, per absurdum, that there exists $x_{0} \in X \backslash A$ with $S^{*}\left(x_{0}\right) \cap B=\emptyset$. Hence for all $y \in B, y \notin S^{*}\left(x_{0}\right)$. This means that for all $y \in B, y \in S^{-1}\left(x_{0}\right)$ and so $x_{0} \in S(y)$. Therefore, there exists $x_{0} \in X \backslash A$ such that for all $y \in B$, we have

$$
\begin{equation*}
F\left(y, x_{0}\right) \subseteq D(y) \tag{16}
\end{equation*}
$$

Then by Theorem 9, we deduce that there exists $x_{0} \in X \backslash A$ such that for all $y \in B$

$$
\begin{equation*}
F\left(x_{0}, y\right) \nsubseteq C\left(x_{0}\right) \tag{17}
\end{equation*}
$$

but this contradicts hypothesis ( $5^{\prime}$ ).
Corollary 11. Let $F: X \times X \rightarrow Y$ be a set-valued map satisfy the following conditions.
(1) For all $x, y \in X, F(x, y) \nsubseteq-\operatorname{int} P(x)$ implies $F(y, x) \subseteq$ $-P(y)$.
(2) For all $y \in X, F(y, \cdot)$ is lower semicontinuous.
(3) For all $x \in X, F(x, \cdot)$ is convex with respect to $P(x)$.
(4) The map int $P(x)$ has open graph in $X \times Y$.
(5) For all $x, y \in X, F(\cdot, y)$ is upper semicontinuous and compact valued on $[x, y]$.
(6) For all $x \in X, F(x, x) \nsubseteq-\operatorname{int} P(x)$.
(7) There exists a family $\left\{C_{i}, K_{i}\right\}_{i \in I}$ satisfying conditions (i) and (ii) of Definition 4 coercing and the following one. For each $i \in I$, there exists $k \in I$ such that

$$
\begin{equation*}
\left\{x \in X: F(y, x) \subseteq-P(y), \forall y \in C_{k}\right\} \subseteq K_{i} \tag{18}
\end{equation*}
$$

Then there exists $\bar{x} \in X$ such that $F(\bar{x}, y) \nsubseteq-\operatorname{int} P(\bar{x})$ for all $y \in X$.

Proof. Following [10], if the map $F(y, \cdot)$ is lower semicontinuous and $D(y)$ is closed, then condition (7) of Theorem 9 is satisfied. Furthermore and also by [10], condition (7) of Theorem 9 is fulfilled, if for all $x \in X$, the map $F(\cdot, x)$ is upper semicontinuous along line segments $[x, y] \subseteq X$ with compact values, and the map $C(\cdot)$ has open graph in $X \times Y$.

Now let $L: X \rightarrow Z$ denote the space of all continuous linear operators $X \rightarrow Z$. For $\phi \in L(X, Z)$, we write $\langle\phi, x\rangle:$ $\phi(x)$ and for $\Phi \subseteq L(X, Z)$, we write $\langle\Phi, x\rangle:=\{\langle\phi, x\rangle: \phi \in \Phi\}$. The following result is a variational inequality formulation of our main result.

Corollary 12. Let a map $\Phi: K \rightarrow L(X, Z)$ be given such that for all $x \in K, \Phi(x)$ is nonempty. Suppose the following.
(1) For all $x, y \in K,\langle\Phi(x), y-x\rangle \nsubseteq-\operatorname{int} P(x)$ implies $\langle\Phi(y), x-y\rangle \subseteq-P(y)$.
(2) The map int $P(\cdot)$ has open graph in $K \times Z$.
(3) For all $x, y \in K,\langle\Phi(\cdot), y-x\rangle$ is upper semicontinuous on $[x, y]$ and compact valued.
(4) There exists a family $\left\{C_{i}, K_{i}\right\}_{i \in I}$ satisfying conditions (i) and (ii) of Definition 4 and the following one: for each $i \in I$, there exists $k \in I$ such that

$$
\begin{equation*}
\left\{x \in X:\langle\Phi(y), x-y\rangle \subseteq-P(y), \forall y \in C_{k}\right\} \subseteq K_{i} \tag{19}
\end{equation*}
$$

Then there exists $\bar{x} \in X$ such that $\langle\Phi(\bar{x}), y-\bar{x}\rangle) \nsubseteq-\operatorname{int} P(\bar{x})$ for all $y \in K$.

Proof. Take $F(x, y):=\langle\Phi(x), y-x\rangle, C(x):=-\operatorname{int} P(x)$, and $D(x):=-P(x)$. Then conditions (1) and (5) of Theorem 9 are clearly satisfied. (2) holds since each member of $\Phi(y)$ is continuous and $D(y)$ is closed. (4) is satisfied since $F(x, x)=$ $\{0\}$ and $P(x) \neq Z$. (3) and (6) hold since for all $\alpha \in[0,1]$ :

$$
\begin{equation*}
F\left(x, \alpha y_{1}+(1-\alpha) y_{2}\right) \subseteq \alpha F\left(x, y_{1}\right)+(1-\alpha) F\left(x, y_{2}\right) . \tag{20}
\end{equation*}
$$

To verify hypothesis (7), we have to show that $R=\{u \in$ $[x, y]:\langle\Phi(u), y-u\rangle\}$ is closed in $[x, y]$. Let $\left\{u_{i}\right\}$ be a net in $R$ converging to $u \in[x, y]$; we may assume $u \neq y$, since $y \in R$, and we may assume $u_{i} \neq y$ for all $i$ as well. Thus $y-u=$ $\lambda(y-x)$ with $\lambda \neq 0$ and $y-u_{i}=\lambda_{i}(y-x)$ with $\lambda_{i} \neq 0$. For every $i$, there exists $w_{i} \in\left\langle\Phi\left(u_{i}\right), y-u_{i}\right\rangle$ with $w_{i} \notin-\operatorname{int} P\left(u_{i}\right)$; then $z_{i}=\lambda_{i}^{-1} w_{i} \in\left\langle\Phi\left(u_{i}\right), y-x\right\rangle$. We conclude as above that there is a subnet $z_{j}$ converging to some $z \in\langle\Phi(u), y-x\rangle$. The corresponding $w_{j}$ converges to $w=\lambda z\langle\Phi(u), y-u\rangle$, since - int $P(\cdot)$ has open graph; we obtain $w \notin-\operatorname{int} P(u)$; hence $u \in R$.

Note that Corollaries 11 and 12 extend, respectively, Corollaries 1 and 2 in [10] obtained in noncompact case since our coercivity condition is more general.
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Using the concepts of $G$-metric, partial metric, and $b$-metric spaces, we define a new concept of generalized partial $b$-metric space. Topological and structural properties of the new space are investigated and certain fixed point theorems for contractive mappings in such spaces are obtained. Some examples are provided here to illustrate the usability of the obtained results.

## 1. Introduction and Mathematical Preliminaries

The concept of a $b$-metric space was introduced by Czerwik in $[1,2]$. After that, several interesting results about the existence of fixed point for single-valued and multivalued operators in (ordered) $b$-metric spaces have been obtained (see, e.g., [313]).

Definition 1 (see [1]). Let $X$ be a (nonempty) set and $s \geq 1$ a given real number. A function $d: X \times X \rightarrow \mathbb{R}^{+}$is a $b$-metric on $X$ if, for all $x, y, z \in X$, the following conditions hold:
$\left(b_{1}\right) d(x, y)=0$ if and only if $x=y$,
$\left(b_{2}\right) d(x, y)=d(y, x)$,
$\left(b_{3}\right) d(x, z) \leq s[d(x, y)+d(y, z)]$.
In this case, the pair $(X, d)$ is called a $b$-metric space.
The concept of a generalized metric space, or a G-metric space, was introduced by Mustafa and Sims [14].

Definition 2 (see [14]). Let $X$ be a nonempty set and $G: X \times$ $X \times X \rightarrow \mathbb{R}^{+}$a function satisfying the following properties:
(G1) $G(x, y, z)=0$ if $x=y=z$;
(G2) $0<G(x, x, y)$, for all $x, y \in X$ with $x \neq y$;
(G3) $G(x, x, y) \leq G(x, y, z)$, for all $x, y, z \in X$ with $z \neq y$;
(G4) $G(x, y, z)=G(p\{x, y, z\})$, where $p$ is any permutation of $x, y, z$ (symmetry in all the three variables);
(G5) $G(x, y, z) \leq G(x, a, a)+G(a, y, z)$, for all $x, y, z, a \in X$ (rectangle inequality).

Then, the function $G$ is called a $G$-metric on $X$ and the pair $(X, G)$ is called a $G$-metric space.

Aghajani et al. in [15] introduced the class of generalized $b$-metric spaces ( $G_{b}$-metric spaces) and then they presented some basic properties of $G_{b}$-metric spaces.

The following is their definition of $G_{b}$-metric spaces.
Definition 3 (see [15]). Let $X$ be a nonempty set and $s \geq 1$ a given real number. Suppose that a mapping $G: X \times X \times X \rightarrow$ $\mathbb{R}^{+}$satisfies
$\left(G_{b} 1\right) G(x, y, z)=0$ if $x=y=z$,
$\left(G_{b} 2\right) 0<G(x, x, y)$ for all $x, y \in X$ with $x \neq y$,
$\left(G_{b} 3\right) G(x, x, y) \leq G(x, y, z)$ for all $x, y, z \in X$ with $y \neq z$,
$\left(G_{b} 4\right) G(x, y, z)=G(p\{x, y, z\})$, where $p$ is a permutation of $x, y, z$ (symmetry),
$\left(G_{b} 5\right) G(x, y, z) \leq s[G(x, a, a)+G(a, y, z)]$ for all $x, y, z, a \in$ $X$ (rectangle inequality).

Then $G$ is called a generalized $b$-metric and the pair $(X, G)$ is called a generalized $b$-metric space or a $G_{b}$-metric space.

On the other hand, Matthews [16] has introduced the notion of a partial metric space as a part of the study of denotational semantics of dataflow networks. In partial metric spaces, self-distance of an arbitrary point need not to be equal to zero.

Definition 4 (see [16]). A partial metric on a nonempty set $X$ is a mapping $p: X \times X \rightarrow \mathbb{R}^{+}$such that, for all $x, y, z \in X$ :

$$
\begin{aligned}
& \left(p_{1}\right) x=y \text { if and only if } p(x, x)=p(x, y)=p(y, y) \\
& \left(p_{2}\right) p(x, x) \leq p(x, y) \\
& \left(p_{3}\right) p(x, y)=p(y, x) \\
& \left(p_{4}\right) p(x, y) \leq p(x, z)+p(z, y)-p(z, z)
\end{aligned}
$$

In this case, $(X, p)$ is called a partial metric space.
For a survey of fixed point theory, its applications, and comparison of different contractive conditions and related results in both partial metric spaces and $G$-metric spaces we refer the reader to, for example, [17-27] and references mentioned therein.

Recently, Zand and Nezhad [28] have introduced a new generalized metric space ( $G_{p}$-metric spaces) as a generalization of both partial metric spaces and $G$-metric spaces.

We will use the following definition of a $G_{p}$-metric space.
Definition 5 (see [29]). Let $X$ be a nonempty set. Suppose that a mapping $G_{p}: X \times X \times X \rightarrow \mathbb{R}^{+}$satisfies
$\left(G_{p} 1\right) x=y=z$ if $G_{p}(x, y, z)=G_{p}(z, z, z)=G_{p}(y, y, y)=$ $G_{p}(x, x, x)$;
$\left(G_{p} 2\right) G_{p}(x, x, x) \leq G_{p}(x, x, y) \leq G_{p}(x, y, z)$ for all $x, y, z \in$ $X$ with $z \neq y$;
$\left(G_{p} 3\right) G_{p}(x, y, z)=G_{p}(p\{x, y, z\})$, where $p$ is any permutation of $x, y$, and $z$ (symmetry in all the three variables);
$\left(G_{p} 4\right) G_{p}(x, y, z) \leq G_{p}(x, a, a)+G_{p}(a, y, z)-G_{p}(a, a, a)$ for all $x, y, z, a \in X$ (rectangle inequality).

Then $G_{p}$ is called a $G_{p}$-metric and $\left(X, G_{p}\right)$ is called a $G_{p^{-}}$ metric space.

As a generalization and unification of partial metric and $b$-metric spaces, Shukla [30] presented the concept of a partial $b$-metric space as follows.

Definition 6 (see [30]). A partial $b$-metric on a nonempty set $X$ is a mapping $p_{b}: X \times X \rightarrow \mathbb{R}^{+}$such that, for all $x, y, z \in X$ :
$\left(p_{b 1}\right) x=y$ if and only if $p_{b}(x, x)=p_{b}(x, y)=p_{b}(y, y)$,
$\left(p_{b 2}\right) p_{b}(x, x) \leq p_{b}(x, y)$,
$\left(p_{b 3}\right) p_{b}(x, y)=p_{b}(y, x)$,
$\left(p_{b 4}\right) p_{b}(x, y) \leq s\left[p_{b}(x, z)+p_{b}(z, y)\right]-p_{b}(z, z)$.
A partial $b$-metric space is a pair $\left(X, p_{b}\right)$ such that $X$ is a nonempty set and $p_{b}$ is a partial $b$-metric on $X$. The number $s \geq 1$ is called the coefficient of $\left(X, p_{b}\right)$.

In a partial $b$-metric space $\left(X, p_{b}\right)$, if $x, y \in X$ and $p_{b}(x, y)=0$, then $x=y$, but the converse may not be true. It is clear that every partial metric space is a partial $b$-metric space with coefficient $s=1$ and every $b$-metric space is a partial $b$-metric space with the same coefficient and zero selfdistance. However, the converse of these facts needs not to be hold.

Example 7 (see [30]). Let $X=\mathbb{R}^{+}, q>1$ a constant, and $p_{b}: X \times X \rightarrow \mathbb{R}^{+}$defined by

$$
\begin{equation*}
p_{b}(x, y)=[\max \{x, y\}]^{q}+|x-y|^{q} \quad \forall x, y \in X \tag{1}
\end{equation*}
$$

Then $\left(X, p_{b}\right)$ is a partial $b$-metric space with the coefficient $s=2^{q-1}>1$, but it is neither a $b$-metric nor a partial metric space.

Note that in a partial $b$-metric space the limit of a convergent sequence may not be unique (see [30, Example 2]).

In [31], Mustafa et al. introduced a modified version of ordered partial $b$-metric spaces in order to obtain that each partial $b$-metric $p_{b}$ generates a $b$-metric $d_{p_{b}}$.

Definition 8 (see [31]). Let $X$ be a (nonempty) set and $s \geq 1$ a given real number. A function $p_{b}: X \times X \rightarrow \mathbb{R}^{+}$is a partial $b$-metric if, for all $x, y, \mathrm{z} \in X$, the following conditions are satisfied:

$$
\begin{aligned}
& \left(p_{b 1}\right) x=y \Leftrightarrow p_{b}(x, x)=p_{b}(x, y)=p_{b}(y, y) \\
& \left(p_{b 2}\right) p_{b}(x, x) \leq p_{b}(x, y) \\
& \left(p_{b 3}\right) p_{b}(x, y)=p_{b}(y, x) \\
& \left(p_{b 4^{\prime}}\right)
\end{aligned} p_{b}(x, y) \leq s\left(p_{b}(x, z)+p_{b}(z, y)-p_{b}(z, z)\right)+((1-子)
$$

The pair $\left(X, p_{b}\right)$ is called a partial $b$-metric space.
Since $s \geq 1$, from $\left(p_{b 4^{\prime}}\right)$, we have

$$
\begin{align*}
p_{b}(x, y) & \leq s\left(p_{b}(x, z)+p_{b}(z, y)-p_{b}(z, z)\right) \\
& \leq s\left(p_{b}(x, z)+p_{b}(z, y)\right)-p_{b}(z, z) \tag{2}
\end{align*}
$$

Hence, a partial $b$-metric in the sense of Definition 8 is also a partial $b$-metric in the sense of Definition 6.

The following example shows that a partial $b$-metric on $X$ (in the sense of Definition 8) is neither a partial metric nor a $b$-metric on $X$.

Example 9 (see [31]). Let $(X, d)$ be a metric space and $p_{b}(x, y)=d(x, y)^{q}+a$, where $q>1$ and $a \geq 0$ are real numbers. Then $p_{b}$ is a partial $b$-metric with $s=2^{q-1}$.

Proposition 10 (see [31]). Every partial b-metric $p_{b}$ defines a $b$-metric $d_{p_{b}}$, where

$$
\begin{equation*}
d_{p_{b}}(x, y)=2 p_{b}(x, y)-p_{b}(x, x)-p_{b}(y, y) \tag{3}
\end{equation*}
$$

for all $x, y \in X$.

Hence, the importance of our definition of partial $b$ metric is that by using it we can define a dependent $b$-metric which we call the $b$-metric associated with $p_{b}$.

Now, we present some definitions and propositions in a partial $b$-metric space.

Definition 11 (see [31]). Let $\left(X, p_{b}\right)$ be a partial $b$-metric space. Then, for an $x \in X$ and an $\epsilon>0$, the $p_{b}$-ball with center $x$ and radius $\epsilon>0$ is

$$
\begin{equation*}
B_{p_{b}}(x, \epsilon)=\left\{y \in X \mid p_{b}(x, y)<p_{b}(x, x)+\epsilon\right\} . \tag{4}
\end{equation*}
$$

Lemma 12 (see [31]). Let $\left(X, p_{b}\right)$ be a partial b-metric space. Then,
(A) if $p_{b}(x, y)=0$, then $x=y$;
(B) if $x \neq y$, then $p_{b}(x, y)>0$.

Proposition 13 (see [31]). Let $\left(X, p_{b}\right)$ be a partial b-metric space, $x \in X$, and $\epsilon>0$. If $y \in B_{p_{b}}(x, \epsilon)$ then there exists $a \delta>0$ such that $B_{p_{b}}(y, \delta) \subseteq B_{p_{b}}(x, \varepsilon)$.

Thus, from the above proposition the family of all open $p_{b}$-balls

$$
\begin{equation*}
\Delta=\left\{B_{p_{b}}(x, r) \mid x \in X, r>0\right\} \tag{5}
\end{equation*}
$$

is a base of a $T_{0}$-topology $\tau_{p_{b}}$ on $X$ which we call the $p_{b}$-metric topology.

The topological space $\left(X, p_{b}\right)$ is $T_{0}$ but need not be $T_{1}$.
The following lemma shows the relationship between the concepts of $p_{b}$-convergence, $p_{b}$-Cauchyness, and $p_{b}$ completeness in two spaces $\left(X, p_{b}\right)$ and $\left(X, d_{p_{b}}\right)$.

Lemma 14 (see [31]). (1) A sequence $\left\{x_{n}\right\}$ is a $p_{b}$-Cauchy sequence in a partial b-metric space $\left(X, p_{b}\right)$ if and only if it is a $b$-Cauchy sequence in the $b$-metric space $\left(X, d_{p_{b}}\right)$.
(2) A partial b-metric space $\left(X, p_{b}\right)$ is $p_{b}$-complete if and only if the $b$-metric space $\left(X, d_{p_{b}}\right)$ is $b$-complete. Moreover, $\lim _{n \rightarrow \infty} d_{p_{b}}\left(x, x_{n}\right)=0$ if and only if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{b}\left(x, x_{n}\right)=\lim _{n, m \rightarrow \infty} p_{b}\left(x_{n}, x_{m}\right)=p_{b}(x, x) . \tag{6}
\end{equation*}
$$

Now, we introduce the concept of generalized partial $b$ metric space, a $G_{p_{b}}$-metric space, as a generalization of both partial $b$-metric space and $G$-metric space.

Definition 15. Let $X$ be a nonempty set. Suppose that the mapping $G_{p_{b}}: X \times X \times X \rightarrow \mathbb{R}^{+}$satisfies the following conditions:
$\left(G_{p_{b}} 1\right) x=y=z$ if $G_{p_{b}}(x, y, z)=G_{p_{b}}(z, z, z)=$ $G_{p_{b}}(y, y, y)=G_{p_{b}}(x, x, x)$;
$\left(G_{p_{b}} 2\right) G_{p_{b}}(x, x, x) \leq G_{p_{b}}(x, x, y) \leq G_{p_{b}}(x, y, z)$ for all
$x, y, z \in X$ with $z \neq y ;$ $x, y, z \in X$ with $z \neq y$;
$\left(G_{p_{b}} 3\right) G_{p_{b}}(x, y, z)=G_{p_{b}}(p\{x, y, z\})$, where $p$ is any permutation of $x, y$, or $z$ (symmetry in all three variables);
$\left(G_{p_{b}} 4\right) G_{p_{b}}(x, y, z) \leq s\left[G_{p_{b}}(x, a, a)+G_{p_{b}}(a, y, z)-\right.$ $\left.G_{p_{b}}(a, a, a)\right]+((1-s) / 3)\left[G_{p_{b}}(x, x, x)+G_{p_{b}}(y, y, y)+\right.$ $\left.G_{p_{b}}(z, z, z)\right]$ for all $x, y, z, a \in X$ (rectangle inequality).

Then $G_{p_{b}}$ is called a $G_{p_{b}}$-metric and $\left(X, G_{p_{b}}\right)$ is called a $G_{p_{b}}$-metric space.

Since $s \geq 1$, so from $G_{p_{b}} 4$ we have the following inequality:

$$
\begin{equation*}
G_{p_{b}}(x, y, z) \leq s\left[G_{p_{b}}(x, a, a)+G_{p_{b}}(a, y, z)-G_{p_{b}}(a, a, a)\right] . \tag{7}
\end{equation*}
$$

The $G_{p_{b}}$-metric space $G_{p_{b}}$ is called symmetric if

$$
\begin{equation*}
G_{p_{b}}(x, x, y)=G_{p_{b}}(x, y, y) \tag{8}
\end{equation*}
$$

holds for all $x, y \in X$. Otherwise, $G_{p_{b}}$ is an asymmetric $G_{p_{b}}-$ metric.

Now we present some examples of $G_{p_{b}}$-metric space.
Example 16. Let $X=[0,+\infty)$ and let $G_{p_{b}}: X^{3} \rightarrow \mathbb{R}^{+}$ be given by $G_{p_{b}}(x, y, z)=[\max \{x, y, z\}]^{p}$, where $p>1$. Obviously, $\left(X, G_{p_{b}}\right)$ is a symmetric $G_{p_{b}}$-metric space which is not a $G$-metric space. Indeed, if $x=y=z>0$, then $G_{p_{b}}(x, y, z)=x^{p}>0$. It is easy to see that $G_{p_{b}} 1-G_{p_{b}} 3$ are satisfied. Now we show that $G_{p_{b}} 4$ holds. For each $x, y, z, a \in$ $X$, we have

$$
\begin{equation*}
\frac{x^{p}+y^{p}+z^{p}}{3} \leq[\max \{x, y, z\}]^{p}, \tag{9}
\end{equation*}
$$

so

$$
\begin{align*}
& {[\max \{x, y, z\}]^{p}+\frac{s-1}{3}\left(x^{p}+y^{p}+z^{p}\right)+s a^{p}} \\
& \quad \leq[\max \{x, y, z\}]^{p}+(s-1)[\max \{x, y, z\}]^{p}+s a^{p}  \tag{10}\\
& \quad=s[\max \{x, y, z\}]^{p}+s a^{p} \\
& \quad \leq s[\max \{x, a\}]^{p}+s[\max \{a, y, z\}]^{p} .
\end{align*}
$$

Thus,

$$
\begin{align*}
{[\max } & \{x, y, z\}]^{p} \\
\quad \leq & s\left([\max \{x, a\}]^{p}+[\max \{a, y, z\}]^{p}-a^{p}\right)  \tag{11}\\
& +\frac{1-s}{3}\left(x^{p}+y^{p}+z^{p}\right)
\end{align*}
$$

which implies the required inequality

$$
\begin{align*}
& G_{p_{b}}(x, y, z) \\
& \leq s\left[G_{p_{b}}(x, a, a)+G_{p_{b}}(a, y, z)-G_{p_{b}}(a, a, a)\right] \\
&+\frac{1-s}{3}\left[G_{p_{b}}(x, x, x)+G_{p_{b}}(y, y, y)+G_{p_{b}}(z, z, z)\right] . \tag{12}
\end{align*}
$$

Example 17. Let $X=\{0,1,2,3\}$. Let

$$
\begin{align*}
& A=\{ (1,0,0),(0,1,0),(0,0,1),(2,0,0),(0,2,0), \\
&(0,0,2),(3,0,0),(0,3,0),(0,0,3),(1,2,2), \\
&(2,1,2),(2,2,1),(2,3,3),(3,2,3),(3,3,2)\},  \tag{13}\\
& B=\{(0,1,1),(1,0,1),(1,1,0),(0,2,2),(2,0,2), \\
&(2,2,0),(0,3,3),(3,0,3),(3,3,0),(2,1,1), \\
&(1,2,1),(1,1,2),(3,2,2),(2,3,2),(2,2,3)\}
\end{align*}
$$

Define $G_{p_{b}}: X^{3} \rightarrow \mathbb{R}^{+}$by

$$
G_{p_{b}}(x, y, z)= \begin{cases}\frac{3}{2}, & \text { if } x=y=z \neq 2  \tag{14}\\ 0, & \text { if } x=y=z=2 \\ 2, & \text { if }(x, y, z) \in A \\ \frac{5}{2}, & \text { if }(x, y, z) \in B \\ 3, & \text { otherwise }\end{cases}
$$

It is easy to see that $\left(X, G_{p_{b}}\right)$ is an asymmetric $G_{p_{b}}$-metric space with coefficient $s \geq 6 / 5$.

Proposition 18. Every $G_{p_{b}}$-metric space $\left(X, G_{p_{b}}\right)$ defines a $b$ metric space ( $X, d_{G_{P_{b}}}$ ), where

$$
\begin{align*}
d_{G_{p_{b}}}(x, y)= & G_{p_{b}}(x, y, y)+G_{p_{b}}(y, x, x)  \tag{15}\\
& -G_{p_{b}}(x, x, x)-G_{p_{b}}(y, y, y),
\end{align*}
$$

for all $x, y \in X$.
Proof. Let $x, y, z \in X$. Then we have

$$
\begin{align*}
& d_{G_{p_{b}}}(x, y) \\
&= G_{p_{b}}(x, y, y)+G_{p_{b}}(y, x, x)-G_{p_{b}}(x, x, x) \\
& \quad-G_{p_{b}}(y, y, y) \\
& \leq s\left(G_{p_{b}}(x, z, z)+G_{p_{b}}(z, y, y)-G_{p_{b}}(z, z, z)\right) \\
&+\left(\frac{1-s}{3}\right)\left(G_{p_{b}}(x, x, x)+2 G_{p_{b}}(y, y, y)\right) \\
&+s\left(G_{p_{b}}(y, z, z)+G_{p_{b}}(z, x, x)-G_{p_{b}}(z, z, z)\right) \\
&+\left(\frac{1-s}{3}\right)\left(2 G_{p_{b}}(x, x, x)+G_{p_{b}}(y, y, y)\right) \\
& \quad-G_{p_{b}}(x, x, x)-G_{p_{b}}(y, y, y) \\
&=s[ G_{p_{b}}(x, z, z)+G_{p_{b}}(z, x, x)-G_{p_{b}}(x, x, x) \\
& \quad-G_{p_{b}}(z, z, z)+G_{p_{b}}(z, y, y) \\
&\left.+G_{p_{b}}(y, z, z)-G_{p_{b}}(z, z, z)-G_{p_{b}}(y, y, y)\right] \\
&=s\left.d_{G_{p_{b}}}(x, z)+d_{G_{p_{b}}}(z, y)\right] . \tag{16}
\end{align*}
$$

With straightforward calculations, we have the following proposition.

Proposition 19. Let $X$ be a $G_{p_{b}}$-metric space. Then for each $x, y, z, a \in X$ it follows that
(1) $G_{p_{b}}(x, y, z) \leq s G_{p_{b}}(x, a, a)+s^{2} G_{p_{b}}(y, a, a)+$ $s^{2} G_{p_{b}}(z, a, a)-\left(s+s^{2}\right) G_{p_{b}}(a, a, a) ;$
(2) $G_{p_{b}}(x, y, z) \leq s\left[G_{p_{b}}(x, x, y)+G_{p_{b}}(x, x, z)-\right.$ $\left.G_{p_{b}}(x, x, x)\right]+((1-s) / 3)\left[G_{p_{b}}(x, x, x)+G_{p_{b}}(y, y, y)+\right.$
$\left.G_{p_{b}}(z, z, z)\right] ;$
(3) $G_{p_{b}}(x, y, y) \leq 2 s G_{p_{b}}(x, x, y)+((1-$ $4 s) / 3) G_{p_{b}}(x, x, x)+(2 / 3)(1-s) G_{p_{b}}(y, y, y)$;
(4) $G_{p_{b}}(x, y, z) \leq s\left[G_{p_{b}}(x, a, z)+G_{p_{b}}(a, y, z)-\right.$ $\left.G_{p_{b}}(a, a, a)\right]+((1-s) / 3)\left[G_{p_{b}}(x, x, x)+G_{p_{b}}(y, y, y)+\right.$
$\left.G_{p_{b}}(z, z, z)\right], a \neq z$.

Lemma 20. Let $\left(X, G_{p_{b}}\right)$ be a $G_{p_{b}}$-metric space. Then,
(A) if $G_{p_{b}}(x, y, z)=0$, then $x=y=z$;
(B) if $x \neq y$, then $G_{p_{b}}(x, y, y)>0$.

Proof. If $G_{p_{b}}(x, y, z)=0$, then from $G_{p_{b}} 2$ we have $G_{p_{b}}(x, x, x) \stackrel{ }{=} G_{p_{b}}(y, y, y)=G_{p_{b}}(z, z, z)=0$, so from $G_{p_{b}} 1$ we obtain (A). To prove (B), on the contrary, if $G_{p_{b}}(x, y, y)=$ 0 , then from (A) we have $x=y$, a contradiction.

Definition 21. Let $\left(X, G_{p_{b}}\right)$ be a $G_{p_{b}}$-metric space. Then for an $x \in X$ and an $\epsilon>0$, the $G_{p_{b}}$-ball with center $x$ and radius $\epsilon>0$ is

$$
\begin{equation*}
B_{G_{p_{b}}}(x, \epsilon)=\left\{y \in X \mid G_{p_{b}}(x, x, y)<G_{p_{b}}(x, x, x)+\epsilon\right\} . \tag{17}
\end{equation*}
$$

By motivation of Proposition 4 in [31], we provide the following proposition.

Proposition 22. Let $\left(X, G_{p_{b}}\right)$ be a $G_{p_{b}}$-metric space, $x \in X$, and $\epsilon>0$. If $y \in B_{G_{p_{b}}}(x, \epsilon)$, then there exists a $\delta>0$ such that $B_{G_{p_{b}}}(y, \delta) \subseteq B_{G_{p_{b}}}(x, \varepsilon)$.

Proof. Let $y \in B_{G_{P_{b}}}(x, \epsilon)$; if $y=x$, then we choose $\delta=\epsilon$. Suppose that $y \neq x$; then, by Lemma 20, we have $G_{p_{b}}(x, x, y) \neq 0$. Now, we consider two cases.

Case 1. If $G_{p_{b}}(x, x, y)=G_{p_{b}}(x, x, x)$, then for $s=1$ we choose $\delta=\epsilon$. If $s>1$, then we consider the set

$$
\begin{equation*}
A=\left\{n \in \mathbb{N} \left\lvert\, \frac{\epsilon}{2 s^{n+1}(s-1)}<G_{p_{b}}(x, x, x)\right.\right\} \tag{18}
\end{equation*}
$$

By Archmedean property, $A$ is a nonempty set; then by the well ordering principle, $A$ has a least element $m$. Since $m-1 \notin A$, we have $G_{p_{b}}(x, x, x) \leq\left(\epsilon /\left(2 s^{m}(s-1)\right)\right)$ and we
choose $\delta=\epsilon / 2 s^{m+1}$. Let $z \in B_{G_{p_{b}}}(y, \delta)$; by property $G_{p_{b}} 4$ we have

$$
\begin{align*}
G_{p_{b}}(x, x, z) & \leq s\left(G_{p_{b}}(x, x, y)+G_{p_{b}}(y, y, z)-G_{p_{b}}(y, y, y)\right) \\
& \leq s\left(G_{p_{b}}(x, x, x)+\delta\right) \\
& \leq G_{p_{b}}(x, x, x)+\frac{\epsilon}{2 s^{m}}+\frac{\epsilon}{2 s^{m}} \\
& =G_{p_{b}}(x, x, x)+\frac{\epsilon}{s^{m}} \\
& <G_{p_{b}}(x, x, x)+\epsilon . \tag{19}
\end{align*}
$$

Hence, $B_{G_{p_{b}}}(y, \delta) \subseteq B_{G_{p_{b}}}(x, \epsilon)$.
Case 2. If $G_{p_{b}}(x, x, y) \neq G_{p_{b}}(x, x, x)$, then, from property $G_{p_{b}} 2$, we have $G_{p_{b}}(x, x, x)<G_{p_{b}}(x, x, y)$, and. for $s=1$, we consider the set

$$
\begin{equation*}
B=\left\{n \in \mathbb{N} \left\lvert\, \frac{\epsilon}{2^{n+3}}<G_{p_{b}}(x, x, y)-G_{p_{b}}(x, x, x)\right.\right\} . \tag{20}
\end{equation*}
$$

Similarly, by the well ordering principle there exists an element $m$ such that $G_{p_{b}}(x, x, y)-G_{p_{b}}(x, x, x) \leq \epsilon / 2^{m+2}$, and we choose $\delta=\epsilon / 2^{m+2}$. One can easily obtain that $B_{G_{p_{b}}}(y, \delta) \subseteq$ $B_{G_{P_{b}}}(x, \epsilon)$.

For $s>1$, we consider the set

$$
\begin{equation*}
C=\left\{n \in \mathbb{N} \left\lvert\, \frac{\epsilon}{2 s^{n+2}}<G_{p_{b}}(x, x, y)-\frac{1}{s} G_{p_{b}}(x, x, x)\right.\right\} \tag{21}
\end{equation*}
$$

and by the well ordering principle there exists an element $m$ such that $G_{p_{b}}(x, x, y)-(1 / s) G_{p_{b}}(x, x, x) \leq \epsilon / 2 s^{m+1}$ and we choose $\delta=\epsilon / 2 s^{m+1}$. Let $z \in B_{G_{p_{b}}}(y, \delta)$. By property $G_{p_{b}} 4$ we have

$$
\begin{align*}
G_{p_{b}}(x, x, z) & \leq s\left(G_{p_{b}}(x, x, y)+G_{p_{b}}(y, y, z)-G_{p_{b}}(y, y, y)\right) \\
& \leq s\left(G_{p_{b}}(x, x, y)+\delta\right) \\
& \leq G_{p_{b}}(x, x, x)+\frac{\epsilon}{2 s^{m}}+\frac{\epsilon}{2 s^{m}} \\
& =G_{p_{b}}(x, x, x)+\frac{\epsilon}{s^{m}}<G_{p_{b}}(x, x, x)+\epsilon . \tag{22}
\end{align*}
$$

Hence, $B_{G_{p_{b}}}(y, \delta) \subseteq B_{G_{p_{b}}}(x, \epsilon)$.
Thus, from the above proposition the family of all open $G_{p_{b}}$-balls

$$
\begin{equation*}
F=\left\{B_{G_{p_{b}}}(x, \epsilon) \mid x \in X, \epsilon>0\right\} \tag{23}
\end{equation*}
$$

is a base of a $T_{0}$-topology $\tau_{G_{p_{b}}}$ on $X$ which we call the $G_{p_{b}}-$ metric topology.

The topological space ( $X, G_{p_{b}}$ ) is $T_{0}$, but need not be $T_{1}$.
Definition 23. Let $\left(X, G_{p_{b}}\right)$ be a $G_{p_{b}}$-metric space. Let $\left\{x_{n}\right\}$ be a sequence in $X$.
(1) A point $x \in X$ is said to be a limit of the sequence $\left\{x_{n}\right\}$, denoted by $x_{n} \rightarrow x$, if $\lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x, x_{n}, x_{m}\right)=$ $G_{p_{b}}(x, x, x)$.
(2) $\left\{x_{n}\right\}$ is said to be a $G_{p_{b}}$-Cauchy sequence, if $\lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)$ exists (and is finite).
(3) $\left(X, G_{p_{b}}\right)$ is said to be $G_{p_{b}}$-complete if every $G_{p_{b}}{ }^{-}$ Cauchy sequence in $X$ is $G_{p_{b}}$-convergent to an $x \in X$.

Using the above definitions, one can easily prove the following proposition.

Proposition 24. Let $\left(X, G_{p_{b}}\right)$ be a $G_{p_{b}}$-metric space. Then, for any sequence $\left\{x_{n}\right\}$ in $X$ and a point $x \in X$, the following statements are equivalent:
(1) $\left\{x_{n}\right\}$ is $G_{p_{b}}$-convergent to $x$.
(2) $G_{p_{b}}\left(x_{n}, x_{n}, x\right) \rightarrow G_{p_{b}}(x, x, x)$, as $n \rightarrow \infty$.
(3) $G_{p_{b}}\left(x_{n}, x, x\right) \rightarrow G_{p_{b}}(x, x, x)$, as $n \rightarrow \infty$.

Based on Lemma 2.2 of [27], we prove the following essential lemma.

Lemma 25. (1) A sequence $\left\{x_{n}\right\}$ is a $G_{p_{b}}$-Cauchy sequence in a $G_{p_{b}}$-metric space $\left(X, G_{p_{b}}\right)$ if and only if it is a b-Cauchy sequence in the b-metric space $\left(X, d_{G_{p_{b}}}\right)$.
(2) A $G_{p_{b}}$-metric space $\left(X, G_{p_{b}}\right)$ is $G_{p_{b}}$-complete if and only if the b-metric space $\left(X, d_{G_{p_{b}}}\right)$ is $b$-complete. Moreover, $\lim _{n \rightarrow \infty} d_{G_{p_{b}}}\left(x, x_{n}\right)=0$ if and only if

$$
\begin{align*}
\lim _{n \rightarrow \infty} G_{p_{b}}\left(x, x_{n}, x_{n}\right) & =\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x, x\right) \\
& =\lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n}, x_{m}\right)=G_{p_{b}}(x, x, x) \tag{24}
\end{align*}
$$

Proof. First, we show that every $G_{p_{b}}$-Cauchy sequence in $\left(X, G_{p_{b}}\right)$ is a $b$-Cauchy sequence in $\left(X, d_{G_{p_{b}}}\right)$. Let $\left\{x_{n}\right\}$ be a $G_{p_{b}}$-Cauchy sequence in $\left(X, G_{p_{b}}\right)$. Then, there exists $\alpha \in \mathbb{R}$ such that, for arbitrary $\varepsilon>0$, there is $n_{\varepsilon} \in \mathbb{N}$ with

$$
\begin{equation*}
\left|G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)-\alpha\right|<\frac{\varepsilon}{4}, \tag{25}
\end{equation*}
$$

for all $n, m \geq n_{\varepsilon}$. Hence,

$$
\begin{aligned}
& \left|d_{G_{p_{b}}}\left(x_{n}, x_{m}\right)\right| \\
& =G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)+G_{p_{b}}\left(x_{m}, x_{n}, x_{n}\right) \\
& \quad-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)-G_{p_{b}}\left(x_{m}, x_{m}, x_{m}\right) \\
& = \\
& =\mid G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)-\alpha+\alpha-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right) \\
& \quad+G_{p_{b}}\left(x_{m}, x_{n}, x_{n}\right)-\alpha+\alpha-G_{p_{b}}\left(x_{m}, x_{m}, x_{m}\right) \mid \\
& \leq \mid \\
& \quad\left|G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)-\alpha\right|+\left|\alpha-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)\right| \\
& \quad+\left|G_{p_{b}}\left(x_{m}, x_{n}, x_{n}\right)-\alpha\right|+\left|\alpha-G_{p_{b}}\left(x_{m}, x_{m}, x_{m}\right)\right|
\end{aligned}
$$

$$
\begin{equation*}
<\varepsilon \tag{26}
\end{equation*}
$$

for all $n, m \geq n_{\varepsilon}$. Hence, we conclude that $\left\{x_{n}\right\}$ is a $b$-Cauchy sequence in $\left(X, d_{G_{p_{b}}}\right)$.

Next, we prove that $b$-completeness of $\left(X, d_{G_{p_{b}}}\right)$ implies $G_{p_{b}}$-completeness of $\left(X, G_{p_{b}}\right)$. Indeed, if $\left\{x_{n}\right\}$ is a $G_{p_{b}}$ Cauchy sequence in ( $X, G_{p_{b}}$ ), then it is also a $b$-Cauchy sequence in $\left(X, d_{G_{P_{b}}}\right)$. Since the $b$-metric space $\left(X, d_{G_{P_{b}}}\right)$ is $b$-complete we deduce that there exists $y \in X$ such that $\lim _{n \rightarrow \infty} d_{G_{p_{b}}}\left(y, x_{n}\right)=0$. Hence,

$$
\begin{align*}
\lim _{n \rightarrow \infty} & {\left[G_{p_{b}}\left(x_{n}, y, y\right)-G_{p_{b}}(y, y, y)+G_{p_{b}}\left(y, x_{n}, x_{n}\right)\right.} \\
& \left.-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)\right]=0, \tag{27}
\end{align*}
$$

therefore; $\lim _{n \rightarrow \infty}\left[G_{p_{b}}\left(x_{n}, y, y\right)-G_{p_{b}}(y, y, y)\right]=0$.
On the other hand,

$$
\begin{align*}
& \lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, y\right) \\
& \leq \lim _{n, m \rightarrow \infty} s G_{p_{b}}\left(x_{n}, y, y\right)+\lim _{n, m \rightarrow \infty} s G_{p_{b}}\left(x_{m}, y, y\right) \\
& -s G_{p_{b}}(y, y, y) \\
& +\frac{1-s}{3}\left[\lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)\right.  \tag{28}\\
& \\
& \quad+\lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x_{m}, x_{m}, x_{m}\right) \\
& \\
& \left.\quad+G_{p_{b}}(y, y, y)\right] \\
& =G_{p_{b}}(y, y, y)
\end{align*}
$$

Also, from $\left(G_{p_{b}} 2\right)$,

$$
\begin{equation*}
G_{p_{b}}(y, y, y) \leq \lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, y\right) . \tag{29}
\end{equation*}
$$

Hence, we obtain that $\left\{x_{n}\right\}$ is a $G_{p_{b}}$-convergent sequence in ( $X, G_{p_{b}}$ ).

Now, we prove that every $b$-Cauchy sequence $\left\{x_{n}\right\}$ in $\left(X, d_{G_{p_{b}}}\right)$ is a $G_{p_{b}}$-Cauchy sequence in $\left(X, G_{p_{b}}\right)$. Let $\varepsilon=1 / 2$. Then, there exists $n_{0} \in \mathbb{N}$ such that $d_{G_{p_{b}}}\left(x_{n}, x_{m}\right)<1 / 2$ for all $n, m \geq n_{0}$. Since

$$
\begin{equation*}
G_{p_{b}}\left(x_{n}, x_{n_{0}}, x_{n_{0}}\right)-G_{p_{b}}\left(x_{n_{0}}, x_{n_{0}}, x_{n_{0}}\right) \leq d_{G_{p_{b}}}\left(x_{n}, x_{n_{0}}\right)<\frac{1}{2}, \tag{30}
\end{equation*}
$$

then

$$
\begin{align*}
G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right) & \leq d_{G_{p_{b}}}\left(x_{n}, x_{n_{0}}\right)+G_{p_{b}}\left(x_{n}, x_{n_{0}}, x_{n_{0}}\right) \\
& <\frac{1}{2}+G_{p_{b}}\left(x_{n_{0}}, x_{n_{0}}, x_{n_{0}}\right) . \tag{31}
\end{align*}
$$

Consequently, the sequence $\left\{\mathrm{G}_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)\right\}$ is bounded in $\mathbb{R}$ and so there exists $a \in \mathbb{R}$ such that a subsequence $\left\{G_{p_{b}}\left(x_{n_{k}}, x_{n_{k}}, x_{n_{k}}\right)\right\}$ is convergent to $a$; that is,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} G_{p_{b}}\left(x_{n_{k}}, x_{n_{k}}, x_{n_{k}}\right)=a \tag{32}
\end{equation*}
$$

Now, we prove that $\left\{G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)\right\}$ is a Cauchy sequence in $\mathbb{R}$. Since $\left\{x_{n}\right\}$ is a $b$-Cauchy sequence in $\left(X, d_{G_{p_{b}}}\right)$, for given $\varepsilon>0$, there exists $n_{\varepsilon} \in \mathbb{N}$ such that $d_{G_{p_{b}}}\left(x_{n}, x_{m}\right)<\varepsilon$, for all $n, m \geq n_{\varepsilon}$. Thus, for all $n, m \geq n_{\varepsilon}$,

$$
\begin{align*}
& G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)-G_{p_{b}}\left(x_{m}, x_{m}, x_{m}\right) \\
& \quad \leq G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)-G_{p_{b}}\left(x_{m}, x_{m}, x_{m}\right)  \tag{33}\\
& \quad \leq d_{G_{p_{b}}}\left(x_{m}, x_{n}\right)<\varepsilon .
\end{align*}
$$

Therefore, $\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)=a$.
On the other hand,

$$
\begin{align*}
& \left|G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)-a\right| \\
& =\mid G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)  \tag{34}\\
& \quad+G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)-a \mid \\
& \leq d_{G_{p_{b}}}\left(x_{m}, x_{n}\right)+\left|G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)-a\right|,
\end{align*}
$$

for all $n, m \geq n_{\varepsilon}$. Hence, $\lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)=a$, and consequently $\left\{x_{n}\right\}$ is a $G_{p_{b}}$-Cauchy sequence in $\left(X, G_{p_{b}}\right)$.

Conversely, let $\left\{x_{n}\right\}$ be a $b$-Cauchy sequence in $\left(X, d_{G_{p_{b}}}\right)$. Then, $\left\{x_{n}\right\}$ is a $G_{p_{b}}$-Cauchy sequence in $\left(X, G_{p_{b}}\right)$ and so it is $G_{p_{b}}$-convergent to a point $x \in X$ with

$$
\begin{align*}
\lim _{n \rightarrow \infty} G_{p_{b}}\left(x, x_{n}, x_{n}\right) & =\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x, x\right) \\
& =\lim _{n, m \rightarrow \infty} G_{p_{b}}\left(x, x_{m}, x_{n}\right)=G_{p_{b}}(x, x, x) . \tag{35}
\end{align*}
$$

Then, for given $\varepsilon>0$, there exists $n_{\varepsilon} \in \mathbb{N}$ such that

$$
\begin{gather*}
G_{p_{b}}\left(x, x_{n}, x_{n}\right)-G_{p_{b}}(x, x, x)<\frac{\varepsilon}{4} \\
G_{p_{b}}\left(x_{n}, x, x\right)-G_{p_{b}}(x, x, x)<\frac{\varepsilon}{4} \tag{36}
\end{gather*}
$$

Therefore,

$$
\begin{align*}
&\left|d_{G_{p_{b}}}\left(x_{n}, x\right)\right| \\
&= \mid G_{p_{b}}\left(x_{n}, x, x\right)-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right) \\
&+G_{p_{b}}\left(x_{n}, x_{n}, x\right)-G_{p_{b}}(x, x, x) \mid  \tag{37}\\
& \leq\left|G_{p_{b}}\left(x_{n}, x, x\right)-G_{p_{b}}(x, x, x)\right| \\
& \quad+\left|G_{p_{b}}(x, x, x)-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)\right| \\
&+\left|G_{p_{b}}\left(x_{n}, x_{n}, x\right)-G_{p_{b}}(x, x, x)\right|<\varepsilon,
\end{align*}
$$

whenever $n \geq n_{\varepsilon}$. Therefore, $\left(X, d_{G_{P_{b}}}\right)$ is $b$-complete.

Finally, let $\lim _{n \rightarrow \infty} d_{G_{p_{b}}}\left(x_{n}, x\right)=0$. So

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left[G_{p_{b}}\left(x_{n}, x, \mathrm{x}\right)-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)\right] \\
& \quad+\lim _{n \rightarrow \infty}\left[G_{p_{b}}\left(x_{n}, x_{n}, x\right)-G_{p_{b}}(x, x, x)\right]=0  \tag{38}\\
& \lim _{n \rightarrow \infty}\left[G_{p_{b}}\left(x_{n}, x, x\right)-G_{p_{b}}(x, x, x)\right] \\
& \quad+\lim _{n \rightarrow \infty}\left[G_{p_{b}}\left(x_{n}, x_{n}, x\right)-G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)\right]=0 .
\end{align*}
$$

On the other hand,

$$
\begin{array}{rl}
\lim _{n, m \rightarrow \infty} & G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)-G_{p_{b}}(x, x, x) \\
\leq s & s\left[\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x, x\right)+\lim _{m \rightarrow \infty} G_{p_{b}}\left(x, x_{m}, x_{m}\right)\right. \\
& \left.-G_{p_{b}}(x, x, x)\right]+\frac{1-s}{3} \\
\times & {\left[\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n}, x_{n}\right)+2 \lim _{m \rightarrow \infty} G_{p_{b}}\left(x_{m}, x_{m}, x_{m}\right)\right]} \\
& -G_{p_{b}}(x, x, x)=0 . \tag{39}
\end{array}
$$

Definition 26. Let ( $X, G_{p_{b}}$ ) and $\left(X^{\prime}, G_{p_{b}}^{\prime}\right)$ be two generalized partial $b$-metric spaces and let $f:\left(X, G_{p_{b}}\right) \rightarrow\left(X^{\prime}, G_{p_{b}}^{\prime}\right)$ be a mapping. Then $f$ is said to be $G_{p_{b}}$-continuous at a point $a \in X$ if, for a given $\varepsilon>0$, there exists $\delta>0$ such that $x \in X$ and $G_{p_{b}}(a, a, x)<\delta+G_{p_{b}}(a, a, a)$ imply that $G_{p_{b}}^{\prime}(f(a), f(a), f(x))<\varepsilon+G_{p_{b}}^{\prime}(f(a), f(a), f(a))$. The mapping $f$ is $G_{p_{b}}$-continuous on $X$ if it is $G_{p_{b}}$-continuous at all $a \in X$. For simplicity, we say that $f$ is continuous.

From the above definition, with straightforward calculations, we have the following proposition.

Proposition 27. Let $\left(X, G_{p_{b}}\right)$ and $\left(X^{\prime}, G_{p_{b}}^{\prime}\right)$ be two generalized partial b-metric spaces. Then a mapping $f: X \rightarrow X^{\prime}$ is $G_{p_{b}}$ continuous at a point $x \in X$ if and only if it is $G_{p_{b}}$ sequentially continuous at $x$; that is, whenever $\left\{x_{n}\right\}$ is $G_{p_{b}}$-convergent to $x$, $\left\{f\left(x_{n}\right)\right\}$ is $G_{p_{b}}^{\prime}$-convergent to $f(x)$.

Definition 28. A triple ( $X, \preceq, G_{p_{b}}$ ) is called an ordered generalized partial $b$-metric space if $(X, \preceq)$ is a partially ordered set and $G_{p_{b}}$ is a generalized partial $b$-metric on $X$.

We will need the following simple lemma of the $G_{p_{b}}{ }^{-}$ convergent sequences in the proof of our main results.

Lemma 29. Let $\left(X, G_{p_{b}}\right)$ be a $G_{p_{b}}$-metric space and suppose that $\left\{x_{n}\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ are $G_{p_{b}}$-convergent to $x, y$, and $z$, respectively. Then we have

$$
\begin{aligned}
& \frac{1}{s^{3}} G_{p_{b}}(x, y, z)-\frac{1}{s^{2}} G_{p_{b}}(x, x, x) \\
& \quad-\frac{1}{s} G_{p_{b}}(y, y, y)-G_{p_{b}}(z, z, z)
\end{aligned}
$$

$$
\begin{align*}
\leq & \liminf _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, y_{n}, z_{n}\right) \leq \limsup _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, y_{n}, z_{n}\right) \\
\leq & s^{3} G_{p_{b}}(x, y, z)+s G_{p_{b}}(x, x, x)+s^{2} G_{p_{b}}(y, y, y) \\
& +s^{3} G_{p_{b}}(z, z, z) \tag{40}
\end{align*}
$$

In particular, if $\left\{y_{n}\right\}=\left\{z_{n}\right\}=a$ are constant, then

$$
\begin{align*}
& \frac{1}{s} G_{p_{b}}(x, a, a)-G_{p_{b}}(x, x, x) \\
& \quad \leq \liminf _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, a, a\right) \leq \limsup _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, a, a\right)  \tag{41}\\
& \quad \leq s G_{p_{b}}(x, a, a)+s G_{p_{b}}(x, x, x) .
\end{align*}
$$

Proof. Using the rectangle inequality, we obtain

$$
\begin{align*}
G_{p_{b}}(x, y, z) \leq & s G_{p_{b}}\left(x, x_{n}, x_{n}\right)+s^{2} G_{p_{b}}\left(y, y_{n}, y_{n}\right) \\
& +s^{3} G_{p_{b}}\left(z, z_{n}, z_{n}\right)+s^{3} G_{p_{b}}\left(x_{n}, y_{n}, z_{n}\right), \\
G_{p_{b}}\left(x_{n}, y_{n}, z_{n}\right) \leq & s G_{p_{b}}\left(x_{n}, x, x\right)+s^{2} G_{p_{b}}\left(y_{n}, y, y\right) \\
& +s^{3} G_{p_{b}}\left(z_{n}, z, z\right)+s^{3} G_{p_{b}}(x, y, z) . \tag{42}
\end{align*}
$$

Taking the lower limit as $n \rightarrow \infty$ in the first inequality and the upper limit as $n \rightarrow \infty$ in the second inequality we obtain the desired result.

If $\left\{y_{n}\right\}=\left\{z_{n}\right\}=a$, then

$$
\begin{align*}
& G_{p_{b}}(x, a, a) \leq s G_{p_{b}}\left(x, x_{n}, x_{n}\right)+s G_{p_{b}}\left(x_{n}, a, a\right) \\
& G_{p_{b}}\left(x_{n}, a, a\right) \leq s G_{p_{b}}\left(x_{n}, x, x\right)+s G_{p_{b}}(x, a, a) \tag{43}
\end{align*}
$$

Let $\subseteq$ denote the class of all real functions $\beta:[0,+\infty) \rightarrow$ $[0,1)$ satisfying the condition

$$
\begin{equation*}
\beta\left(t_{n}\right) \longrightarrow 1 \text { implies } t_{n} \longrightarrow 0, \quad \text { as } n \longrightarrow \infty . \tag{44}
\end{equation*}
$$

In order to generalize the Banach contraction principle, Geraghty proved the following result.

Theorem 30 (see [32]). Let $(X, d)$ be a complete metric space and let $f: X \rightarrow X$ be a self-map. Suppose that there exists $\beta \in \mathbb{S}$ such that

$$
\begin{equation*}
d(f x, f y) \leq \beta(d(x, y)) d(x, y) \tag{45}
\end{equation*}
$$

holds for all $x, y \in X$. Then f has a unique fixed point $z \in X$ and for each $x \in X$ the Picard sequence $\left\{f^{n} x\right\}$ converges to $z$.

In [33], some fixed point theorems for mappings satisfying Geraghty-type contractive conditions are proved in various generalized metric spaces.

As in [33], we will consider the class of functions $\mathscr{F}$, where $\beta \in \mathscr{F}$ if $\beta:[0, \infty) \rightarrow[0,1 / s)$ and has the property

$$
\begin{equation*}
\beta\left(t_{n}\right) \longrightarrow \frac{1}{s} \text { implies } t_{n} \longrightarrow 0, \quad \text { as } n \longrightarrow \infty \tag{46}
\end{equation*}
$$

Theorem 31 (see [33]). Let s>1 and let ( $X, D, s$ ) be a complete metric type space. Suppose that a mapping $f: X \rightarrow X$ satisfies the condition

$$
\begin{equation*}
D(f x, f y) \leq \beta(D(x, y)) D(x, y) \tag{47}
\end{equation*}
$$

for all $x, y \in X$ and some $\beta \in \mathscr{F}$. Then $f$ has a unique fixed point $z \in X$ and for each $x \in X\left\{f^{n} x\right\}$ converges to $z$ in $(X, D, s)$.

The aim of this paper is to present certain new fixed point theorems for hybrid rational Geraghty-type and $\psi$ contractive mappings in partially ordered $G_{p_{b}}$-metric spaces. Our results improve and generalize many comparable results in literature. Some examples are established to prove the generality of our results.

## 2. Main Results

Recall that $\mathscr{F}$ denotes the class of all functions $\beta:[0, \infty) \rightarrow$ $[0,1 / s)$ satisfying the following condition:

$$
\begin{equation*}
\beta\left(t_{n}\right) \longrightarrow \frac{1}{s} \text { implies } t_{n} \longrightarrow 0, \quad \text { as } n \longrightarrow \infty \tag{48}
\end{equation*}
$$

Theorem 32. Let $(X, \leq)$ be a partially ordered set and suppose that there exists a generalized partial b-metric $G_{p_{b}}$ on $X$ such that $\left(X, G_{p_{b}}\right)$ is a $G_{p_{b}}$-complete $G_{p_{b}}$-metric space and let $f$ : $X \rightarrow X$ be an increasing mapping with respect to $\leq$ with $x_{0} \preceq$ $f\left(x_{0}\right)$ for some $x_{0} \in X$. Suppose that

$$
\begin{equation*}
s G_{p_{b}}(f x, f y, f z) \leq \beta\left(G_{p_{b}}(x, y, z)\right) M(x, y, z) \tag{49}
\end{equation*}
$$

for all comparable elements $x, y, z \in X$, where

$$
\begin{align*}
& M(x, y, z) \\
& =\max \left\{\begin{array}{l}
G_{p_{b}}(x, y, z), \\
\\
\left.\quad \frac{G_{p_{b}}(x, x, f x) G_{p_{b}}(y, y, f y) G_{p_{b}}(z, z, f z)}{1+\left[s G_{p_{b}}(f x, f y, f z)\right]^{2}}\right\} .
\end{array} .\right.
\end{align*}
$$

If $f$ is continuous, then $f$ has a fixed point.
Proof. Put $x_{n}=f^{n}\left(x_{0}\right)$. Since $x_{0} \preceq f\left(x_{0}\right)$ and $f$ is an increasing function we obtain by induction that

$$
x_{0} \leq f\left(x_{0}\right) \leq f^{2}\left(x_{0}\right) \leq \cdots \leq f^{n}\left(x_{0}\right) \leq f^{n+1}\left(x_{0}\right) \leq \cdots .
$$

Step 1. We will show that $\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right)=0$. Since $x_{n} \preceq x_{n+1}$ for each $n \in \mathbb{N}$, then by (49) we have

$$
\begin{align*}
& s G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right) \\
& \quad=s G_{p_{b}}\left(f x_{n-1}, f x_{n}, f x_{n+1}\right) \\
& \quad \leq \beta\left(G_{p_{b}}\left(x_{n-1}, x_{n}, x_{n+1}\right)\right) M\left(x_{n-1}, x_{n}, x_{n+1}\right)  \tag{52}\\
& \quad \leq \frac{1}{s} G_{p_{b}}\left(x_{n-1}, x_{n}, x_{n+1}\right) \\
& \quad \leq G_{p_{b}}\left(x_{n-1}, x_{n}, x_{n+1}\right),
\end{align*}
$$

because

$$
\left.\begin{array}{l}
M\left(x_{n-1}, x_{n}, x_{n+1}\right) \\
=\max \left\{G_{p_{b}}\left(x_{n-1}, x_{n}, x_{n+1}\right),\right. \\
\\
\quad\left(G_{p_{b}}\left(x_{n-1}, x_{n-1}, f x_{n-1}\right) G_{p_{b}}\left(x_{n}, x_{n}, f x_{n}\right)\right. \\
\\
\left.\quad \times G_{p_{b}}\left(x_{n+1}, x_{n+1}, f x_{n+1}\right)\right)  \tag{53}\\
\\
\left.\quad \times\left(1+\left[s G_{p_{b}}\left(f x_{n-1}, f x_{n}, f x_{n+1}\right)\right]^{2}\right)^{-1}\right\} \\
=\max \left\{G_{p_{b}}\left(x_{n-1}, x_{n}, x_{n+1}\right),\right. \\
\\
\quad\left(G_{p_{b}}\left(x_{n-1}, x_{n-1}, x_{n}\right) G_{p_{b}}\left(x_{n}, x_{n}, x_{n+1}\right)\right. \\
\\
\left.\quad \times G_{p_{b}}\left(x_{n+1}, x_{n+1}, x_{n+2}\right)\right) \\
\\
\left.\times\left(1+\left[s G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right)\right]^{2}\right)^{-1}\right\} \\
=G_{p_{b}}\left(x_{n-1},\right.
\end{array} x_{n}, x_{n+1}\right) . \quad .
$$

Therefore, $\left\{G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right)\right\}$ is decreasing. Then there exists $r \geq 0$ such that $\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right)=r$. Letting $n \rightarrow \infty$ in (52) we have

$$
\begin{equation*}
s r \leq r . \tag{54}
\end{equation*}
$$

Since $s>1$, we deduce that $r=0$; that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right)=0 \tag{55}
\end{equation*}
$$

Step 2. Now, we prove that the sequence $\left\{x_{n}\right\}$ is a $G_{p_{b}}$-Cauchy sequence. By rectangular inequality and (49), we have

$$
\begin{align*}
G_{p_{b}} & \left(x_{n}, x_{m}, x_{m}\right) \\
\leq & s G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+1}\right)+s^{2} G_{p_{b}}\left(x_{n+1}, x_{m+1}, x_{m+1}\right) \\
& +s^{2} G_{p_{b}}\left(x_{m+1}, x_{m}, x_{m}\right) \\
\leq & s G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+1}\right)+s \beta\left(G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)\right) \\
& \times M\left(x_{n}, x_{m}, x_{m}\right)+s^{2} G_{p_{b}}\left(x_{m+1}, x_{m}, x_{m}\right) . \tag{56}
\end{align*}
$$

Letting $m, n \rightarrow \infty$ in the above inequality and applying (55) we have

$$
\begin{align*}
& \lim _{m, n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right) \\
& \quad \leq s_{n, m \rightarrow \infty} \lim _{1} \beta\left(G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)\right) \lim _{n, m \rightarrow \infty} M\left(x_{n}, x_{m}, x_{m}\right) . \tag{57}
\end{align*}
$$

Here,

$$
\begin{align*}
& G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right) \\
& \leq M\left(x_{n}, x_{m}, x_{m}\right) \\
& =\max \{ \\
& \quad G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right), \\
& \\
& \left.\quad \frac{G_{p_{b}}\left(x_{n}, x_{n}, f\left(x_{n}\right)\right)\left[G_{p_{b}}\left(x_{m}, x_{m}, f\left(x_{m}\right)\right)\right]^{2}}{1+\left[s G_{p_{b}}\left(f x_{n}, f x_{m}, f x_{m}\right)\right]^{2}}\right\}  \tag{58}\\
& =\max \left\{\begin{array}{l}
G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right), \\
\\
\left.\quad \frac{G_{p_{b}}\left(x_{n}, x_{n}, x_{n+1}\right)\left[G_{p_{b}}\left(x_{m}, x_{m}, x_{m+1}\right)\right]^{2}}{1+\left[s G_{p_{b}}\left(x_{n+1}, x_{m+1}, x_{m+1}\right)\right]^{2}}\right\} .
\end{array} .\right.
\end{align*}
$$

Letting $m, n \rightarrow \infty$ in the above inequality we get

$$
\begin{equation*}
\lim _{m, n \rightarrow \infty} M\left(x_{n}, x_{m}, x_{m}\right)=\lim _{m, n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right) \tag{59}
\end{equation*}
$$

Hence, from (57) and (59), we obtain

$$
\begin{align*}
& \lim _{m, n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right) \\
& \quad \leq s_{m, n \rightarrow \infty} \lim _{n} \beta\left(G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)\right) \lim _{m, n \rightarrow \infty} G_{p_{b}}\left(\mathrm{x}_{n}, x_{m}, x_{m}\right) \tag{60}
\end{align*}
$$

and so we get

$$
\begin{equation*}
\frac{1}{s} \leq \lim _{m, n \rightarrow \infty} \beta\left(G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)\right) . \tag{61}
\end{equation*}
$$

Since $\beta \in \mathscr{F}$ we deduce that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)=0 \tag{62}
\end{equation*}
$$

Consequently, $\left\{x_{n}\right\}$ is a $G_{p_{b}}$-Cauchy sequence in $X$. Thus, from Lemma 25, $\left\{x_{n}\right\}$ is a $b$-Cauchy sequence in the $b$ metric space $\left(X, d_{G_{p_{b}}}\right)$. Since $\left(X, G_{p_{b}}\right)$ is $G_{p_{b}}$-complete, then, from Lemma 25, $\left(X, d_{G_{p_{b}}}\right)$ is a $b$-complete $b$-metric space. Therefore, the sequence $\left\{x_{n}\right\} b$-converges to some $u \in X$; that is, $\lim _{n \rightarrow \infty} d_{G_{p_{b}}}\left(x_{n}, u\right)=0$. Again, from Lemma 25 and (62),

$$
\begin{align*}
\lim _{n \rightarrow \infty} G_{p_{b}}\left(u, x_{n}, x_{n}\right) & =\lim _{m, n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)  \tag{63}\\
& =G_{p_{b}}(u, u, u)=0
\end{align*}
$$

Step 3. Now, we show that $u$ is a fixed point of $f$. Suppose to the contrary; that is, $f u \neq u$; then, from Lemma 20, we have $G_{p_{b}}(u, u, f u)>0$.

Using the rectangular inequality, we get

$$
\begin{equation*}
G_{p_{b}}(u, u, f u) \leq s G_{p_{b}}\left(f u, f x_{n}, f x_{n}\right)+s G_{p_{b}}\left(f x_{n}, u, u\right) . \tag{64}
\end{equation*}
$$

Letting $n \rightarrow \infty$ and using the continuity of $f$ and (63), we get

$$
\begin{align*}
G_{p_{b}}(u, u, f u) \leq & s \lim _{n \rightarrow \infty} G_{p_{b}}\left(f u, f x_{n}, f x_{n}\right) \\
& +s \lim _{n \rightarrow \infty} G_{p_{b}}\left(f x_{n}, u, u\right)=s G_{p_{b}}(f u, f u, f u) . \tag{65}
\end{align*}
$$

Note that, from (49), we have

$$
\begin{equation*}
s G_{p_{b}}(f u, f u, f u) \leq \beta\left(G_{p_{b}}(u, u, u)\right) M(u, u, u) \tag{66}
\end{equation*}
$$

where by (65)

$$
\begin{align*}
& M(u, u, u) \\
& \quad=\max \left\{G_{p_{b}}(u, u, u),\right. \\
& \left.\quad \frac{G_{p_{b}}(u, u, f u) G_{p_{b}}(u, u, f u) G_{p_{b}}(u, u, f u)}{1+\left[s G_{p_{b}}(f u, f u, f u)\right]^{2}}\right\} \\
& \quad \leq G_{p_{b}}(u, u, f u) . \tag{67}
\end{align*}
$$

Hence, as $\beta(t) \leq 1$ for all $t \in[0, \infty)$, we have $s G_{p_{b}}(f u, f u, f u) \leq G_{p_{b}}(u, u, f u)$. Thus, by (65) we obtain that $s G_{p_{b}}(f u, f u, f u)=G_{p_{b}}(u, u, f u)$. But then, using (66), we get that $G_{p_{b}}(u, u, f u)=s G_{p_{b}}(f u, f u, f u) \leq$ $\beta\left(G_{p_{b}}(u, u, u)\right) M(u, u, u)<G_{p_{b}}(u, u, f u)$, which is a contradiction. Hence, we have $f u=u$. Thus, $u$ is a fixed point of $f$.

Now we replace the continuity of $f$ in Theorem 32 by the regularity of the space to get the required conclusion.

Theorem 33. Under the same hypotheses of Theorem 32, instead of the continuity assumption of $f$, assume that, whenever $\left\{x_{n}\right\}$ is a nondecreasing sequence in $X$ such that $x_{n} \rightarrow u$, one has $x_{n} \preceq u$ for all $n \in \mathbb{N}$. Then $f$ has a fixed point.

Proof. Repeating the proof of Theorem 32, we construct an increasing sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow u \in X$. Using
the assumption on $X$ we have $x_{n} \preceq u$. Now, we show that $u=f u$. By Lemma 29 and (63)

$$
\begin{align*}
& s\left[\frac{1}{s} G_{p_{b}}(u, f u, f u)-G_{p_{b}}(u, u, u)\right] \\
& \quad \leq s \limsup _{n \rightarrow \infty} G_{p_{b}}\left(x_{n+1}, f u, f u\right) \\
& \quad \leq \limsup _{n \rightarrow \infty}\left(\beta\left(G_{p_{b}}\left(x_{n}, u, u\right)\right) M\left(x_{n}, u, u\right)\right)  \tag{68}\\
& \quad \leq \frac{1}{s} \limsup _{n \rightarrow \infty} M\left(x_{n}, u, u\right),
\end{align*}
$$

where

$$
\begin{align*}
& \lim _{n \rightarrow \infty} M\left(x_{n}, u, u\right) \\
& =\lim _{n \rightarrow \infty} \max \left\{G_{p_{b}}\left(x_{n}, u, u\right),\right. \\
& \\
& \left.\frac{\left[G_{p_{b}}\left(x_{n}, x_{n}, f x_{n}\right), G_{p_{b}}(u, u, f u)\right]^{2}}{1+\left[s G_{p_{b}}\left(f x_{n}, f u, f u\right)\right]^{2}}\right\} \\
& =\lim _{n \rightarrow \infty} \max \left\{\begin{array}{r}
G_{p_{b}}\left(x_{n}, x_{n}, u\right), \\
\\
\left.\quad \frac{\left[G_{p_{b}}\left(x_{n}, x_{n}, x_{n+1}\right), G_{p_{b}}(u, u, f u)\right]^{2}}{1+\left[s G_{p_{b}}\left(x_{n+1}, f u, f u\right)\right]^{2}}\right\} \\
=\max \left\{G_{p_{b}}(u, u, u), 0\right\}=0 \quad(\operatorname{see}(55) \text { and }(63)) .
\end{array}\right. \\
& \tag{69}
\end{align*}
$$

Therefore, we deduce that $G_{p_{b}}(u, f u, f u) \leq s G_{p_{b}}(u, u, u)=0$. Hence, we have $u=f u$.

If in the above theorems we assume $\beta(t)=r$, where $0 \leq$ $r \leq 1 / s$, we obtain the following corollary.

Corollary 34. Let $(X, \preceq)$ be a partially ordered set and suppose that there exists a $G_{p_{b}}$-metric on $X$ such that $\left(X, G_{p_{b}}\right)$ is a $G_{p_{b}}$-complete $G_{p_{b}}$-metric space, and let $f: X \rightarrow X$ be an increasing mapping with $x_{0} \leq f\left(x_{0}\right)$ for some $x_{0} \in X$. Suppose that

$$
\begin{equation*}
s G_{p_{b}}(f x, f y, f z) \leq r M(x, y, z) \tag{70}
\end{equation*}
$$

for all comparable elements $x, y, z \in X$, where $0 \leq r<1 / s$ and

$$
\begin{align*}
& M(x, y, z) \\
& =\max \left\{\begin{array}{l}
G_{p_{b}}(x, y, z), \\
\\
\left.\quad \frac{G_{p_{b}}(x, x, f x) G_{p_{b}}(y, y, f y) G_{p_{b}}(z, z, f z)}{1+\left[s G_{p_{b}}(f x, f y, f z)\right]^{2}}\right\} .
\end{array} .\right.
\end{align*}
$$

If $f$ is continuous or for any nondecreasing sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow u \in X$ one has $x_{n} \preceq u$ for all $n \in \mathbb{N}$, then $f$ has a fixed point.

Corollary 35. Let $(X, \preceq)$ be a partially ordered set and suppose that there exists a $G_{p_{b}}$-metric space $G_{p_{b}}$ on $X$ such that $\left(X, G_{p_{b}}\right)$ is a $G_{p_{b}}$-complete $G_{p_{b}}$-metric space, and let $f: X \rightarrow X$ be an increasing mapping with respect to $\leq$ such that there exists an element $x_{0} \in X$ with $x_{0} \leq f\left(x_{0}\right)$. Suppose that

$$
\begin{align*}
& s G_{p_{b}}(f x, f y, f z) \\
& \quad \leq a G_{p_{b}}(x, y, z)  \tag{72}\\
& \quad+b \frac{G_{p_{b}}(x, x, f x) G_{p_{b}}(y, y, f y) G_{p_{b}}(z, z, f z)}{1+\left[s G_{p_{b}}(f x, f y, f z)\right]^{2}}
\end{align*}
$$

for all comparable elements $x, y, z \in X$, where $a, b \geq 0$ and $a+b \leq 1 / s$.

If $f$ is continuous or for any nondecreasing sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow u \in X$ one has $x_{n} \leq u$ for all $n \in \mathbb{N}$, then $f$ has a fixed point.

Proof. Since

$$
\begin{align*}
& a G_{p_{b}}(x, y, z)+b \frac{G_{p_{b}}(x, x, f x) G_{p_{b}}(y, y, f y) G_{p_{b}}(z, z, f z)}{1+\left[s G_{p_{b}}(f x, f y, f z)\right]^{2}} \\
& \quad \leq(a+b) \\
& \times \max \left\{G_{p_{b}}(x, y, z),\right. \\
& \left.\quad \frac{G_{p_{b}}(x, x, f x) G_{p_{b}}(y, y, f y) G_{p_{b}}(z, z, f z)}{1+\left[s G_{p_{b}}(f x, f y, f z)\right]^{2}}\right\}, \tag{73}
\end{align*}
$$

taking $r=a+b$, all the conditions of Corollary 34 hold and hence $f$ has a fixed point.

Let $\Psi$ be the family of all continuous and nondecreasing functions $\psi:[0, \infty) \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \psi^{n}(t)=0 \tag{74}
\end{equation*}
$$

for all $t>0$. It is known that, if $\psi \in \Psi$, then $\psi(0)=0$ and $\psi(t)<t$ for all $t>0$.

Theorem 36. Let $(X, \preceq)$ be a partially ordered set and suppose that there exists a generalized partial $b$-metric $G_{p_{b}}$ on $X$ such that $\left(X, G_{p_{b}}\right)$ is a $G_{p_{b}}$-complete $G_{p_{b}}$-metric space, and let $f$ : $X \rightarrow X$ be an increasing mapping with $x_{0} \leq f\left(x_{0}\right)$ for some $x_{0} \in X$. Suppose that

$$
\begin{equation*}
s G_{p_{b}}(f x, f y, f z) \leq \psi(M(x, y, z)) \tag{75}
\end{equation*}
$$

where

$$
\begin{align*}
& M(x, y, z) \\
& =\max \left\{\begin{array}{l}
G_{p_{b}}(x, y, z), \\
\\
\left.\quad \frac{G_{p_{b}}(x, x, f x) G_{p_{b}}(y, y, f y) G_{p_{b}}(z, z, f z)}{1+\left[s G_{p_{b}}(f x, f y, f z)\right]^{2}}\right\}
\end{array}\right\}
\end{align*}
$$

for all comparable elements $x, y, z \in X$. If $f$ is continuous, then $f$ has a fixed point.

Proof. Since $x_{0} \leq f\left(x_{0}\right)$ and $f$ is an increasing function we obtain by induction that

$$
\begin{equation*}
x_{0} \leq f\left(x_{0}\right) \leq f^{2}\left(x_{0}\right) \leq \cdots \leq f^{n}\left(x_{0}\right) \leq f^{n+1}\left(x_{0}\right) \leq \cdots . \tag{77}
\end{equation*}
$$

Putting $x_{n}=f^{n}\left(x_{0}\right)$, we have

$$
\begin{equation*}
x_{0} \leq x_{1} \leq x_{2} \leq \cdots \leq x_{n} \leq x_{n+1} \preceq \cdots . \tag{78}
\end{equation*}
$$

If there exists $n_{0} \in \mathbb{N}$ such that $x_{n_{0}}=x_{n_{0}+1}$ then $x_{n_{0}}=f x_{n_{0}}$ and so we have nothing to prove. Hence, for all $n \in \mathbb{N}$, we assume that $x_{n} \neq x_{n+1}$.

Step 1. We will prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right)=0 . \tag{79}
\end{equation*}
$$

Using condition (75), we obtain

$$
\begin{align*}
G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right) & \leq s G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right) \\
& =s G_{p_{b}}\left(f x_{n-1}, f x_{n}, f x_{n+1}\right)  \tag{80}\\
& \leq \psi\left(M\left(x_{n-1}, x_{n}, x_{n+1}\right)\right) .
\end{align*}
$$

Here,

$$
\begin{align*}
& M\left(x_{n-1}, x_{n}, x_{n+1}\right) \\
& =\max \left\{G_{p_{b}}\left(x_{n-1}, x_{n}, x_{n+1}\right),\right. \\
& \\
& \quad \times\left(G_{p_{b}}\left(x_{n-1}, x_{n-1}, f x_{n-1}\right) G_{p_{b}}\left(x_{n}, x_{n}, f x_{n}\right)\right. \\
& \left.\quad \times G_{p_{b}}\left(x_{n+1}, x_{n+1}, f x_{n+1}\right)\right) \\
& \quad \tag{81}
\end{align*}
$$

Hence,

$$
\begin{align*}
G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right) & \leq s G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right)  \tag{82}\\
& \leq \psi\left(G_{p_{b}}\left(x_{n-1}, x_{n}, x_{n+1}\right)\right) .
\end{align*}
$$

By induction, we get that

$$
\begin{align*}
G_{p_{b}}\left(x_{n+2}, x_{n+1}, x_{n}\right) & \leq \psi\left(G_{p_{b}}\left(x_{n+1}, x_{n}, x_{n-1}\right)\right) \\
& \leq \psi^{2}\left(G_{p_{b}}\left(x_{n}, x_{n-1}, x_{n-2}\right)\right) \leq \cdots  \tag{83}\\
& \leq \psi^{n}\left(G_{p_{b}}\left(x_{2}, x_{1}, x_{0}\right)\right) .
\end{align*}
$$

As $\psi \in \Psi$, we conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{n+1}, x_{n+2}\right)=0 \tag{84}
\end{equation*}
$$

Step 2. We will prove that $\left\{x_{n}\right\}$ is a $G_{p_{b}}$-Cauchy sequence.
Suppose to the contrary that $\left\{x_{n}\right\}$ is not a $G_{p_{b}}$-Cauchy sequence. Then there exists $\varepsilon>0$ for which we can find two subsequences $\left\{x_{m_{i}}\right\}$ and $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that $n_{i}$ is the smallest index for which

$$
\begin{equation*}
n_{i}>m_{i}>i, \quad G_{p_{b}}\left(x_{m_{i}}, x_{n_{i}}, x_{n_{i}}\right) \geq \varepsilon . \tag{85}
\end{equation*}
$$

This means that

$$
\begin{equation*}
G_{p_{b}}\left(x_{m_{i}}, x_{n_{i}-1}, x_{n_{i}-1}\right)<\varepsilon . \tag{86}
\end{equation*}
$$

From (85) and using the rectangle inequality, we get

$$
\begin{align*}
\varepsilon \leq & G_{p_{b}}\left(x_{m_{i}}, x_{n_{i}}, x_{n_{i}}\right) \leq s G_{p_{b}}\left(x_{m_{i}}, x_{m_{i}+1}, x_{m_{i}+1}\right) \\
& +s G_{p_{b}}\left(x_{m_{i}+1}, x_{n_{i}}, x_{n_{i}}\right) . \tag{87}
\end{align*}
$$

Taking the upper limit as $i \rightarrow \infty$, we get

$$
\begin{equation*}
\frac{\varepsilon}{s} \leq \limsup _{i \rightarrow \infty} G_{p_{b}}\left(x_{m_{i}+1}, x_{n_{i}}, x_{n_{i}}\right) . \tag{88}
\end{equation*}
$$

From the definition of $M(x, y)$ we have

$$
\begin{align*}
M\left(x_{m_{i}}, x_{n_{i}-1},\right. & \left.x_{n_{i}-1}\right) \\
=\max \{ & G_{p_{b}}\left(x_{m_{i}}, x_{n_{i}-1}, x_{n_{i}-1}\right), \\
& \left(G_{p_{b}}\left(x_{m_{i}}, x_{m_{i}}, f x_{m_{i}}\right)\right. \\
& \left.\times\left[G_{p_{b}}\left(x_{n_{i}-1}, x_{n_{i}-1}, f x_{n_{i}-1}\right)\right]^{2}\right) \\
\times & \left.\left(1+\left[s G_{p_{b}}\left(f x_{m_{i}}, f x_{n_{i}-1}, f x_{n_{i}-1}\right)\right]^{2}\right)^{-1}\right\} \\
=\max \{ & G_{p_{b}}\left(x_{m_{i}}, x_{n_{i}-1}, x_{n_{i}-1}\right), \\
& \left(G_{p_{b}}\left(x_{m_{i}}, x_{m_{i}}, x_{m_{i}+1}\right)\right. \\
& \left.\times\left[G_{p_{b}}\left(x_{n_{i}-1}, x_{n_{i}-1}, x_{n_{i}}\right)\right]^{2}\right) \\
\times & \left.\left(1+\left[s G_{p_{b}}\left(x_{m_{i}+1}, x_{n_{i}}, x_{n_{i}}\right)\right]^{2}\right)^{-1}\right\} \tag{89}
\end{align*}
$$

and if $i \rightarrow \infty$, by (84) and (86), we have

$$
\begin{equation*}
\limsup _{i \rightarrow \infty} M\left(x_{m_{i}}, x_{n_{i}-1}, x_{n_{i}-1}\right) \leq \varepsilon . \tag{90}
\end{equation*}
$$

Now, from (75) we have

$$
\begin{align*}
s G_{p_{b}}\left(x_{m_{i}+1}, x_{n_{i}}, x_{n_{i}}\right) & =s G_{p_{b}}\left(f x_{m_{i}}, f x_{n_{i}-1}, f x_{n_{i}-1}\right) \\
& \leq \psi\left(M\left(x_{m_{i}}, x_{n_{i}-1}, x_{n_{i-1}}\right)\right) . \tag{91}
\end{align*}
$$

Again, if $i \rightarrow \infty$ by (88) we obtain

$$
\begin{align*}
\varepsilon & =s\left(\frac{\varepsilon}{s}\right) \leq\left(s \limsup _{i \rightarrow \infty} G_{p_{b}}\left(x_{m_{i}+1}, x_{n_{i}}, x_{n_{i}}\right)\right)  \tag{92}\\
& \leq \psi(\varepsilon)<\varepsilon
\end{align*}
$$

which is a contradiction. Consequently, $\left\{x_{n}\right\}$ is a $G_{p_{b}}$ Cauchy sequence in $X$. Thus, from Lemma 25 we have proved that $\left\{x_{n}\right\}$ is a $b$-Cauchy sequence in the $b$-metric space $\left(X, d_{G_{p_{b}}}\right)$. Since $\left(X, G_{p_{b}}\right)$ is $G_{p_{b}}$-complete, then, from Lemma $25,\left(X, d_{G_{p_{b}}}\right)$ is a $b$-complete $b$-metric space. Therefore, the sequence $\left\{x_{n}\right\} b$-converges to some $u \in X$; that is, $\lim _{n \rightarrow \infty} d_{G_{p_{b}}}\left(x_{n}, u\right)=0$. Again, from Lemma 25 and (62),

$$
\begin{align*}
\lim _{n \rightarrow \infty} G_{p_{b}}\left(u, x_{n}, x_{n}\right) & =\lim _{m, n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x_{m}, x_{m}\right)  \tag{93}\\
& =G_{p_{b}}(u, u, u)=0 .
\end{align*}
$$

Step 3. Now we show that $u$ is a fixed point of $f$. Suppose to the contrary, that $f u \neq u$; then, from Lemma 20, we have $G_{p_{b}}(u, u, f u)>0$.

Using the rectangle inequality, we get

$$
\begin{equation*}
G_{p_{b}}(u, u, f u) \leq s G_{p_{b}}\left(f u, f x_{n}, f x_{n}\right)+s G_{p_{b}}\left(f x_{n}, u, u\right) . \tag{94}
\end{equation*}
$$

Letting $n \rightarrow \infty$ and using the continuity of $f$, we get

$$
\begin{equation*}
G_{p_{b}}(u, u, f u) \leq s G_{p_{b}}(f u, f u, f u) . \tag{95}
\end{equation*}
$$

Note that, from (75), we have

$$
\begin{equation*}
s G_{p_{b}}(f u, f u, f u) \leq \psi(M(u, u, u)), \tag{96}
\end{equation*}
$$

where

$$
\begin{align*}
& M(u, u, u) \\
& =\max \left\{G_{p_{b}}(u, u, u),\right. \\
& \left.\quad \frac{G_{p_{b}}(u, u, f u) G_{p_{b}}(u, u, f u) G_{p_{b}}(u, u, f u)}{1+\left[s G_{p_{b}}(f u, f u, f u)\right]^{2}}\right\} \\
& \leq G_{p_{b}}(u, u, f u) . \tag{97}
\end{align*}
$$

Hence, as $\psi$ is nondecreasing, we have $s G_{p_{b}}(f u, f u, f u) \leq$ $G_{p_{b}}(u, u, f u)$. Thus, by (95) we obtain that

$$
\begin{equation*}
G_{p_{b}}(u, u, f u)=s G_{p_{b}}(f u, f u, f u) . \tag{98}
\end{equation*}
$$

Equation (96) yields that $G_{p_{b}}(u, u, f u) \leq \psi(M(u, u, u)) \leq$ $\psi\left(G_{p_{b}}(u, u, f u)\right)$. This is impossible, according to our assumptions on $\psi$. Hence, we have $f u=u$. Thus, $u$ is a fixed point of $f$.

Theorem 37. Under the hypotheses of Theorem 36, instead of the continuity assumption of $f$, assume that, whenever $\left\{x_{n}\right\}$ is a nondecreasing sequence in $X$ such that $x_{n} \rightarrow u \in X$, one has $x_{n} \leq u$ for all $n \in \mathbb{N}$. Then $f$ has a fixed point.

Proof. Following the proof of Theorem 36, we construct an increasing sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow u \in X$. Using the given assumption on $X$ we have $x_{n} \preceq u$. Now, we show that $u=f u$. By (75) we have

$$
\begin{align*}
s G_{p_{b}}\left(f u, f u, x_{n}\right) & =s G_{p_{b}}\left(f u, f u, f x_{n-1}\right)  \tag{99}\\
& \leq \psi\left(M\left(u, u, x_{n-1}\right)\right)
\end{align*}
$$

where

$$
\begin{align*}
& M\left(u, u, x_{n-1}\right) \\
& =\max \left\{\begin{array}{l}
\left\{G_{p_{b}}\left(u, u, x_{n-1}\right),\right. \\
\\
\left.\quad \frac{\left[G_{p_{b}}(u, u, f u)\right]^{2} G_{p_{b}}\left(x_{n-1}, x_{n-1}, f x_{n-1}\right)}{1+\left[s G_{p_{b}}\left(f u, f u, f x_{n-1}\right)\right]^{2}}\right\} .
\end{array} . . \begin{array}{l}
\end{array} \quad .\right.
\end{align*}
$$

Letting $n \rightarrow \infty$ in the above, from (93), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} M\left(u, u, x_{n-1}\right)=0 . \tag{101}
\end{equation*}
$$

Again, taking the upper limit as $n \rightarrow \infty$ in (99) and using Lemma 29 and (101) we get

$$
\begin{align*}
& s\left[\frac{1}{s} G_{p_{b}}(u, f u, f u)-G_{p_{b}}(u, u, u)\right] \\
& \quad \leq s \limsup _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, f u, f u\right)  \tag{102}\\
& \quad \leq \limsup _{n \rightarrow \infty}\left(M\left(u, u, x_{n-1}\right)\right)=0 .
\end{align*}
$$

So we get $G_{p_{b}}(u, f u, f u)=0$. That is, $f u=u$.
Corollary 38. Let $(X, \preceq)$ be a partially ordered set and suppose that there exists a generalized partial b-metric $G_{p_{b}}$ on $X$ such that $\left(X, G_{p_{b}}\right)$ is a $G_{p_{b}}$-complete $G_{p_{b}}$-metric space, and let $f$ : $X \rightarrow X$ be an increasing mapping with $x_{0} \preceq f\left(x_{0}\right)$ for some $x_{0} \in X$. Suppose that

$$
\begin{equation*}
s G_{p_{b}}(f x, f y, f z) \leq k M(x, y, z), \tag{103}
\end{equation*}
$$

where $0 \leq k<1 / s$ and

$$
\begin{align*}
& M(x, y, z) \\
& =\max \left\{\begin{array}{l}
G_{p_{b}}(x, y, z), \\
\\
\end{array} \frac{G_{p_{b}}(x, x, f x) G_{p_{b}}(y, y, f y) G_{p_{b}}(z, z, f z)}{1+\left[s G_{p_{b}}(f x, f y, f z)\right]^{2}}\right\}
\end{align*}
$$

for all comparable elements $x, y, z \in X$. If $f$ is continuous or, for any nondecreasing sequence $\left\{x_{n}\right\}$ in $X$ such that $x_{n} \rightarrow u \in$ $X$, we have $x_{n} \leq u$ for all $n \in \mathbb{N}$, then $f$ has a fixed point.

We conclude this section by presenting some examples that illustrate our results.

Example 39. Let $X=[0,1]$ be equipped with the usual order and $G_{p_{b}}$-metric function $G_{p_{b}}$ given by $G_{p_{b}}(x, y, z)=$ $[\max \{x, y, z\}]^{2}=\max \left\{x^{2}, y^{2}, z^{2}\right\}$ with $s=2$. Consider the mapping $f: X \rightarrow X$ defined by $f(x)=(1 / 4) x\left(e^{-x^{2}}\right)^{1 / 2}$ and the function $\beta \in \mathscr{F}$ given by $\beta(t)=(1 / 2) e^{-t}, t>0$, and $\beta(0) \in[0,1 / 2)$. It is easy to see that $f$ is an increasing function on $X$ and $0 \leq f(0)=0$. We show that $f$ is $G_{p_{b}}$-continuous on $X$. By Proposition 27 it is sufficient to show that $f$ is $G_{p_{b}}$ sequentially continuous on $X$. Let $\left\{x_{n}\right\}$ be a sequence in $X$ such that $\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x, x\right)=G_{p_{b}}(x, x, x)$, so we have $\lim _{n \rightarrow \infty} \max \left\{x_{n}^{2}, x^{2}\right\}=x^{2}$, equally $\max \left\{\lim _{n \rightarrow \infty} x_{n}^{2}, x^{2}\right\}=$ $x^{2}$, and hence $\lim _{n \rightarrow \infty} x_{n}^{2}=\alpha \leq x^{2}$. On the other hand we have

$$
\begin{align*}
& \lim _{n \rightarrow \infty} G_{p_{b}}\left(f x_{n}, f x, f x\right) \\
& \quad=\lim _{n \rightarrow \infty} \max \left\{\left(f x_{n}\right)^{2},(f x)^{2}\right\} \\
& \quad=\lim _{n \rightarrow \infty} \max \left\{\frac{1}{16} x_{n}^{2} e^{-x_{n}^{2}}, \frac{1}{16} x^{2} e^{-x^{2}}\right\} \\
& \quad=\max \left\{\frac{1}{16} \lim _{n \rightarrow \infty} x_{n}^{2} e^{-x_{n}^{2}}, \frac{1}{16} x^{2} e^{-x^{2}}\right\}  \tag{105}\\
& \quad=\max \left\{\frac{1}{16} \alpha e^{-\alpha}, \frac{1}{16} x^{2} e^{-x^{2}}\right\}=\frac{1}{16} x^{2} e^{-x^{2}} \\
& \quad=\max \left\{\frac{1}{16} x^{2} e^{-x^{2}}, \frac{1}{16} x^{2} e^{-x^{2}}, \frac{1}{16} x^{2} e^{-x^{2}}\right\} \\
& \quad=G_{p_{b}}(f x, f x, f x) .
\end{align*}
$$

So $f$ is $G_{p_{b}}$ sequentially continuous on $X$.
For all comparable elements $x, y, z \in X$ and the fact that $g(x)=x^{2} e^{-x^{2}}$ is an increasing function on $X$ we have

$$
\begin{align*}
s G_{p_{b}}(f x, f y, f z) & =2 \max \left\{\frac{1}{16} x^{2} e^{-x^{2}}, \frac{1}{16} y^{2} e^{-y^{2}}, \frac{1}{16} z^{2} e^{-z^{2}}\right\} \\
& =\frac{1}{8} \max \left\{x^{2} e^{-x^{2}}, y^{2} e^{-y^{2}}, z^{2} e^{-z^{2}}\right\} \\
& =\frac{1}{8} e^{-\max \left\{x^{2}, y^{2}, z^{2}\right\}} \max \left\{x^{2}, y^{2}, z^{2}\right\} \\
& \leq \frac{1}{2} e^{-\max \left\{x^{2}, y^{2}, z^{2}\right\}} \max \left\{x^{2}, y^{2}, z^{2}\right\} \\
& =\beta\left(G_{p_{b}}(x, y, z)\right) G_{p_{b}}(x, y, z) \\
& \leq \beta\left(G_{p_{b}}(x, y, z)\right) M(x, y, z) . \tag{106}
\end{align*}
$$

Hence, $f$ satisfies all the assumptions of Theorem 32 and thus it has a fixed point (which is $u=0$ ).

Example 40. Let $X=[0,1]$ be equipped with the usual order and $G_{p_{b}}$-metric function $G_{p_{b}}$ given by $G_{p_{b}}(x, y, z)=$ $[\max \{x, y, z\}]^{2}=\max \left\{x^{2}, y^{2}, z^{2}\right\}$ with $s=2$. Consider the mapping $f: X \rightarrow X$ defined by $f(x)=(1 / 4) \sqrt{\ln \left(x^{2}+1\right)}$ and the function $\psi \in \Psi$ given by $\psi(t)=(1 / 8) t, t \geq 0$. It is easy to see that $f$ is increasing function and $0 \leq f(0)=0$. Now we show that $f$ is $G_{p_{b}}$-continuous function on $X$.

Let $\left\{x_{n}\right\}$ be a sequence in $X$ such that $\lim _{n \rightarrow \infty} G_{p_{b}}\left(x_{n}, x, x\right)=G_{p_{b}}(x, x, x)$, so we have $\lim _{n \rightarrow \infty} \max \left\{x_{n}^{2}, x^{2}\right\}=x^{2}$, equally $\max \left\{\lim _{n \rightarrow \infty} x_{n}^{2}, x^{2}\right\}=$ $x^{2}$, and hence $\lim _{n \rightarrow \infty} x_{n}^{2}=\alpha \leq x^{2}$. On the other hand we have

$$
\begin{align*}
& \lim _{n \rightarrow \infty} G_{p_{b}}\left(f x_{n}, f x, f x\right) \\
& \quad=\lim _{n \rightarrow \infty} \max \left\{\left(f x_{n}\right)^{2},(f x)^{2}\right\} \\
& \quad=\lim _{n \rightarrow \infty} \max \left\{\frac{1}{16} \ln \left(x_{n}^{2}+1\right), \frac{1}{16} \ln \left(x^{2}+1\right)\right\} \\
& \quad=\max \left\{\frac{1}{16} \ln \left(\lim _{n \rightarrow \infty} x_{n}^{2}+1\right), \frac{1}{16} \ln \left(x^{2}+1\right)\right\} \\
& \quad=\max \left\{\frac{1}{16} \ln (\alpha+1), \frac{1}{16} \ln \left(x^{2}+1\right)\right\}=\frac{1}{16} \ln \left(x^{2}+1\right) \\
& \quad=\max \left\{\frac{1}{16} \ln \left(x^{2}+1\right), \frac{1}{16} \ln \left(x^{2}+1\right), \frac{1}{16} \ln \left(x^{2}+1\right)\right\} \\
& \quad=G_{p_{b}}(f x, f x, f x) . \tag{107}
\end{align*}
$$

So $f$ is $G_{p_{b}}$-sequentially continuous on $X$.
For all comparable elements $x, y, z \in X$, we have

$$
\begin{align*}
& s G_{p_{b}}(f x, f y, f z) \\
& =2 \max \left\{\left(\frac{1}{4} \sqrt{\ln \left(x^{2}+1\right)}\right)^{2},\left(\frac{1}{4} \sqrt{\ln \left(y^{2}+1\right)}\right)^{2},\right. \\
& \\
& \left.\qquad\left(\frac{1}{4} \sqrt{\ln \left(z^{2}+1\right)}\right)^{2}\right\} \\
& = \\
& 2 \max \left\{\frac{1}{16} \ln \left(x^{2}+1\right), \frac{1}{16} \ln \left(y^{2}+1\right), \frac{1}{16} \ln \left(z^{2}+1\right)\right\} \\
& =  \tag{108}\\
& \frac{1}{8} \max \left\{\ln \left(x^{2}+1\right), \ln \left(y^{2}+1\right), \ln \left(z^{2}+1\right)\right\} \\
& \quad \leq \frac{1}{8} \max \left\{x^{2}, y^{2}, z^{2}\right\}=\psi\left(G_{p_{b}}(x, y, z)\right) \\
& \quad \leq \psi(M(x, y, z)) .
\end{align*}
$$

Hence, $f$ satisfies all the assumptions of Theorem 36 and thus it has a fixed point (which is $u=0$ ).
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#### Abstract

The quasidifferential of a quasidifferentiable function in the sense of Demyanov and Rubinov is not uniquely defined. Xia proposed the notion of the kernelled quasidifferential, which is expected to be a representative for the equivalence class of quasidifferentials. Although the kernelled quasidifferential is known to have good algebraic properties and geometric structure, it is still not very convenient for calculating the kernelled quasidifferentials of $-f$ and $\min \left\{f_{i} \mid i \in\right.$ a finite index set $\left.I\right\}$, where $f$ and $f_{i}$ are kernelled quasidifferentiable functions. In this paper, the notion of adjoint kernelled quasidifferential, which is well-defined for $-f$ and $\min \left\{f_{i} \mid i \in I\right\}$, is employed as a representative of the equivalence class of quasidifferentials. Some algebraic properties of the adjoint kernelled quasidifferential are given and the existence of the adjoint kernelled quasidifferential is explored by means of the minimal quasidifferential and the Demyanov difference of convex sets. Under some condition, a formula of the adjoint kernelled quasidifferential is presented.


## 1. Introduction

Quasidifferential calculus, developed by Demyanov and Rubinov, plays an important role in nonsmooth analysis and optimization. The class of quasidifferentiable functions is fairly broad. It contains not only convex, concave, and differentiable functions but also convex-concave, D.C. (i.e., difference of two convex), maximum, and other functions. In addition, it even includes some functions which are not locally Lipschitz continuous. Quasidifferentiability can be employed to study a wide range of theoretical and practical issues in many fields, such as in mechanics, engineering, and economics nonsmooth analysis and fuzzy control theory (see, e.g., [1-13]).

A function $f$ defined on an open set $\mathcal{O} \subset R^{n}$ is called quasidifferentiable (q.d.) at a point $x \in \mathcal{O}$, in the sense of Demyanov and Rubinov [5], if it is directionally differentiable at $x$ and there exist two nonempty convex compact sets $\underline{\partial} f(x)$ and $\bar{\partial} f(x)$ such that the directional derivative can be represented in the form as

$$
\begin{equation*}
f^{\prime}(x ; d)=\max _{u \in \hat{\partial} f(x)}\langle u, d\rangle+\min _{v \in \bar{\partial} f(x)}\langle v, d\rangle, \quad \forall d \in R^{n}, \tag{1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the usual inner product in $R^{n}$. The pair of sets $D f(x)=[\underline{\partial} f(x), \bar{\partial} f(x)]$ is called a quasidifferential of $f$ at $x$ and $\underline{\partial} f(x)$ and $\bar{\partial} f(x)$ are called a subdifferential and a superdifferential, respectively.

It is well known that the quasidifferential is not uniquely defined. Let $Y_{n}$ be the set of all nonempty convex compact sets in $R^{n}$. Denote $A \pm B=\{a \pm b \mid a \in A, b \in B\}$ and $\lambda A=\{\lambda a \mid a \in A\}$, where $A, B \in Y_{n}$ and $\lambda \geq 0$. Suppose that [ $U, V$ ] is a quasidifferential of $f$; then, for any $A \in Y_{n}$, the pair of sets $[U+A, V-A]$ is still a quasidifferential of $f$. And the set $\mathscr{D} f(x)$ of quasidifferentials of $f$ at $x$ is so large that the whole space $R^{n}$ could be covered by the union of subdifferentials or superdifferentials; that is,

$$
\begin{equation*}
R^{n}=\bigcup_{D f(x) \in \mathscr{D} f(x)} \partial f(x)=\bigcup_{D f(x) \in \mathscr{D} f(x)} \bar{\partial} f(x) \tag{2}
\end{equation*}
$$

The quasidifferential uniqueness is an essential problem in quasidifferential calculus, so it is necessary to find a way by which a quasidifferential, particularly a small quasidifferential in some sense, as a representative of the equivalence class of quasidifferentials, can be determined automatically. The problem was for the first time considered in a discussion at IIASA, by Demyanov and Xia in 1984 [4]. There were
many reports and publications mentioning or dealing with this subject from different points of view (see, for instance, [9-26], etc.).

Pallaschke et al. [18] introduced the notion of the minimal quasidifferential and proved the existence of equivalent minimal quasidifferential. $[U, V] \in \mathscr{D} f(x)$ is called minimal, provided that $\left[U_{1}, V_{1}\right] \in \mathscr{D} f(x)$ satisfying $U_{1} \subset U$ and $V_{1} \subset V$ implies $U=U_{1}$ and $V=V_{1}$. Nevertheless, the minimal quasidifferential is not uniquely defined either. Indeed, any translation of a minimal quasidifferential is still a minimal quasidifferential; in other words, if $[A, B]$ is a minimal quasidifferential, then, for any singleton $\{c\}$, the pair of sets $[A+\{c\}, B-\{c\}]$ is still a minimal quasidifferential. For one-dimensional space, equivalent minimal pairs are uniquely determined up to translations, according to [8]. Grzybowski [15] and Scholtes [22] proved independently the fact that equivalent minimal quasidifferentials, in the two-dimensional case, are uniquely determined up to a translation. For the $n$-dimensional case ( $n \geq 3$ ), Grzybowski [15] gave the first example of two equivalent minimal pairs in $R^{3}$ which are not related by translations, and, as in [19], Pallaschke and Unbański indicated that a continuum of equivalent pairs are not related by translation for different indices. Some sufficient conditions and both sufficient and necessary conditions for the minimality of pairs of compact convex sets were given and some reduction techniques for the reduction of pairs of compact convex sets via cutting hyperplanes or excision of compact convex subsets were proposed according to Pallaschke and Urbański [20, 21].

For the same purpose, Xia [24, 25] introduced the notion of the kernelled quasidifferential. It was proved that

$$
\begin{align*}
& S=\bigcap_{D f(x) \in \mathscr{D} f(x)}(\underline{\partial} f(x)+\bar{\partial} f(x)), \\
& \bar{S}=\bigcap_{D f(x) \in \mathscr{D} f(x)}(\bar{\partial} f(x)-\bar{\partial} f(x)) \tag{3}
\end{align*}
$$

are nonempty, according to Deng and Gao [14]. $S$ and $\bar{S}$ (defined by (3)) are called sub- and super-kernel, respectively, and $[S, \bar{S}]$ is called a quasi-kernel of $\mathscr{D} f(x)$. The quasi-kernel is said to be a kernelled quasidifferential of $f$ at $x$ if and only if the quasi-kernel $[S, \bar{S}]$ is a quasidifferential, denoted by $D_{k} f(x)=\left[\underline{\partial}_{k} f(x), \bar{\partial}_{k} f(x)\right]$. If $f$ has a kernelled quasidifferential at $x \in R^{n}$, then $f$ is said to be a kernelled quasidifferentiable function at $x$. For the case of one-dimensional space, the existence of the kernelled quasidifferential was given by Gao [16]. In the two dimensional case, based on the translation of minimal quasidifferentials, it was proved that the kernelled quasidifferential exists for any q.d. function (see [17]). In the $n$-dimensional case ( $n \geq 3$ ), whether the pair of sets given in (3) is a quasidifferential of $f$ at $x$ is still an open problem, some progress has been made in the last years. Zhang et al. [26] gave a sufficient condition for a quasi-kernel being a kernelled quasidifferential. In [11], Gao presented a condition in terms of Demyanov difference, called g-condition, in which the kernelled quasidifferential exists. The corresponding subclasses and augmented class of g-q.d. functions on $R^{n}$ were defined and some more
properties on this class were presented according to Song and Xia [23].

Although the kernelled quasidifferential is known to have good algebraic properties and geometric structure (see [25]), it is still not very convenient for calculating the kernelled quasidifferentials of $-f$ and $\min \left\{f_{i} \mid i \in\right.$ a finite index set $\left.I\right\}$, where $f$ and $f_{i}$ are kernelled quasidifferentiable functions. Hence, in this paper, the notion of adjoint kernelled quasidifferential, which is well-defined for $-f$ and $\min \left\{f_{i} \mid i \in I\right\}$, is employed as a representative of the equivalence class of quasidifferentials. Some algebraic properties of the adjoint kernelled quasidifferential are given and the existence of the adjoint kernelled quasidifferential is explored by means of the minimal quasidifferential and the Demyanov difference of convex sets. The rest of the paper is organized as follows. In Section 2, some preliminary definitions and results used in the paper are provided. In Section 3, definitions of adjoint kernelled quasidifferential will be introduced and some operations of adjoint kernelled quasidifferentiable functions are given. In Section 4, we prove that the adjoint kernelled quasidifferential exists in one- and two-dimensional cases and two sufficient conditions for the existence of the adjoint kernelled quasidifferential in $R^{n}(n \geq 3)$ are given. In Section 5, under some condition, a formula of the adjoint kernelled quasidifferential is presented.

## 2. Preliminaries

The support function $\delta^{*}(\cdot \mid C)$ of a set $C \in Y_{n}$ is defined by

$$
\begin{equation*}
\delta^{*}(x \mid C)=\max _{v \in C}\langle v, x\rangle, \quad \forall x \in R^{n} \tag{4}
\end{equation*}
$$

It is well known (see, e.g., [6]) that the mapping $A \mapsto \delta^{*}(\cdot \mid A)$ called the Minkowski duality is one-to-one correspondence between $Y_{n}$ and the set $P_{n}$ of all finite sublinear functions is defined on $R^{n}$.

Proposition 1. Let $A, B \in Y_{n}$; then

$$
\begin{equation*}
A \subset B \Longleftrightarrow \delta^{*}(x \mid A) \leq \delta^{*}(x \mid B), \quad \forall x \in R^{n} \tag{5}
\end{equation*}
$$

It is true that $\delta^{*}(\cdot \mid C)$ is convex with

$$
\begin{equation*}
\partial \delta^{*}(x \mid C)=\left\{u \in C \mid\langle u, x\rangle=\max _{v \in C}\langle v, x\rangle\right\} \tag{6}
\end{equation*}
$$

particularly, $\partial \delta^{*}(0 \mid C)=C$, where $\partial$ denotes the subdifferential in the sense of convex analysis [27].

For any $d \in R^{n}$ and $C \in Y_{n}$, we denote the max-face of $C$ with respect to $d$ by the formula

$$
\begin{equation*}
C(d)=\left\{x \in C \mid\langle d, x\rangle=\delta^{*}(d \mid C)\right\} . \tag{7}
\end{equation*}
$$

Obviously, the max-face $C(d)$ coincides with the subdifferential $\partial \delta^{*}(d \mid C)$. Denote by $N_{C}(x)$ the normal cone to $C$ at $x \in C$; that is,

$$
\begin{equation*}
N_{C}(x)=\left\{d \in R^{n} \mid\langle d, y-x\rangle \leq 0, \forall y \in C\right\} \tag{8}
\end{equation*}
$$

Proposition 2. Let $C \in Y_{n}$, for $x \in C$; it holds

$$
\begin{equation*}
x \in C(d) \Longleftrightarrow d \in N_{C}(x) \tag{9}
\end{equation*}
$$

Proposition 3. Let $C \in Y_{n}$ and $x \in C$. If $d_{1}, d_{2} \in N_{C}(x)$, then

$$
\begin{equation*}
\delta^{*}\left(d_{1}+d_{2} \mid C\right)=\delta^{*}\left(d_{1} \mid C\right)+\delta^{*}\left(d_{2} \mid C\right) . \tag{10}
\end{equation*}
$$

Let the function $f$ defined on $R^{n}$ be locally Lipschitz continuous and let $D_{f}$ denote the set where $\nabla f$ exists. The Clarke subdifferential $\partial_{\mathrm{Cl}} f(x)$ of $f$ at $x$ is defined as follows:

$$
\begin{equation*}
\partial_{\mathrm{Cl}} f(x)=\text { co }\left\{\lim _{x_{n} \rightarrow x} \nabla f\left(x_{n}\right) \mid x_{n} \longrightarrow x, x_{n} \in D_{f}\right\} \tag{11}
\end{equation*}
$$

where "co" denotes the convex hull. In the convex case, the Clarke subdifferential coincides with the subdifferential in the sense of convex analysis [28].

A set $T \subset R^{n}$ is called of full measure (with respect to $R^{n}$ ), if $R^{n} \backslash T$ is a set of measure zero. Let $A \in Y_{n}$ and $T_{A}=D_{\delta^{*}(\mid A)}$ be the set of all points $x \in R^{n}$ such that $\nabla \delta^{*}(x \mid A)$ exists. The set $T_{A}$ is of full measure in $R^{n}$. Let $A, B \in Y_{n}$ and $T$ be a subset of $T_{A} \cap T_{B}$ of full measure; then the set

$$
\begin{equation*}
A-B=\operatorname{cl} \operatorname{co}\left\{\nabla \delta^{*}(x \mid A)-\nabla \delta^{*}(x \mid B) \mid x \in T\right\} \tag{12}
\end{equation*}
$$

is called Demyanov difference of $A$ and $B$, where " c " refers to the closure. This construction was applied implicitly by Demyanov for the study of connections between the Clarke subdifferential and the quasidifferential [3]. In general, the Demyanov difference is smaller than the Minkowski difference. It is true that

$$
\begin{equation*}
A-B \subset A-B \tag{13}
\end{equation*}
$$

According to [6], the Demyanov difference can be rewritten as

$$
\begin{equation*}
A-B=\left.\partial_{\mathrm{Cl}}\left(\delta^{*}(y \mid A)-\delta^{*}(y \mid B)\right)\right|_{y=0} . \tag{14}
\end{equation*}
$$

Define the algebraic operations of addition and multiplication by a real number in $Y_{n}^{2}=Y_{n} \times Y_{n}$ and the equivalence relation ~ as follows:

$$
\begin{gather*}
(A, B)+(C, D)=(A+C, B+D) \\
c(A, B)=(c A, c B), \quad c \geq 0  \tag{15}\\
c(A, B)=(c B, c A), \quad c<0 \\
(A, B) \sim(C, D) \Longleftrightarrow A-D=C-B
\end{gather*}
$$

where $c \in R,(A, B)$, and $(C, D) \in Y_{n}^{2}$. It is easy to check that $\mathscr{D} f(x) \in Y_{n}^{2} / \sim$.

Proposition 4. If $\left[\underline{\partial}_{1} f(x), \bar{\partial}_{1} f(x)\right],\left[\underline{\partial}_{2} f(x), \bar{\partial}_{2} f(x)\right] \quad \in$ $\mathscr{D} f(x)$, then

$$
\begin{equation*}
\underline{\partial}_{1} f(x) \doteq\left(-\bar{\partial}_{1} f(x)\right)=\underline{\partial}_{2} f(x) \doteq\left(-\bar{\partial}_{2} f(x)\right) \tag{16}
\end{equation*}
$$

The main formulas of quasidifferential calculus will be stated as Proposition 5. Algebraic operations over quasidifferentials are performed as over elements of the space of compact sets (or what is the same, as over pairs of sets).

Proposition 5. Let $\Delta_{n}(x)$ denote the set of all functions defined on an open set $\mathcal{O} \subset R^{n}$ and quasidifferentiable at a point $x \in \mathcal{O}$. Then, the following hold.
(1) If $f_{1}, f_{2} \in \Delta_{n}(x), c_{1}, c_{2}$ are real numbers, then $c_{1} f_{1}+$ $c_{2} f_{2} \in \Delta_{n}(x)$, and

$$
\begin{equation*}
D\left(c_{1} f_{1}+c_{2} f_{2}\right)(x)=c_{1} D f_{1}(x)+c_{2} D f_{2}(x) \tag{17}
\end{equation*}
$$

Note that, in particular, $D(-f(x))=-D f(x)$.
(2) Let $f_{1}, f_{2} \in \Delta_{n}(x)$. Then, $f_{1} \cdot f_{2} \in \Delta_{n}(x)$ and

$$
\begin{equation*}
D\left(f_{1} \cdot f_{2}\right)(x)=f_{1}(x) D f_{2}(x)+f_{2}(x) D f_{1}(x) \tag{18}
\end{equation*}
$$

(3) If $f \in \Delta_{n}(x), f(x) \neq 0$, then $1 / f$ is quasidifferentiable at $x$ and

$$
\begin{equation*}
D f^{-1}(x)=-f^{-2}(x) D f(x) \tag{19}
\end{equation*}
$$

(4) Let $f_{1}, f_{2}, \ldots, f_{n} \in \Delta_{n}(x)$ and

$$
\begin{array}{ll}
g(y)=\max \left(f_{1}(y), \ldots, f_{n}(y)\right), & \forall y \in \mathcal{O}  \tag{20}\\
h(y)=\min \left(f_{1}(y), \ldots, f_{n}(y)\right), & \forall y \in \mathcal{O}
\end{array}
$$

Then, $g \in \Delta_{n}(x), h \in \Delta_{n}(x)$, and

$$
\begin{equation*}
D g(x)=[\underline{\partial} g(x), \bar{\partial} g(x)], \quad D h(x)=[\underline{\partial} h(x), \bar{\partial} h(x)], \tag{21}
\end{equation*}
$$

where

$$
\begin{gathered}
\underline{\partial} g(x)=\operatorname{co} \bigcup_{k \in R(x)}\left(\underline{\partial} f_{k}(x)-\sum_{i \in R(x), i \neq k} \bar{\partial} f_{i}(x)\right) \\
\bar{\partial} g(x)=\sum_{k \in R(x)} \bar{\partial} f_{k}(x), \quad \underline{\partial} h(x)=\sum_{k \in S(x)} \underline{\partial} f_{k}(x), \\
\bar{\partial} h(x)=\operatorname{co} \bigcup_{k \in S(x)}\left(\bar{\partial} f_{k}(x)-\sum_{i \in S(x), i \neq k} \underline{\partial} f_{i}(x)\right) .
\end{gathered}
$$

$$
\text { Here, } R(x)=\left\{i \mid f_{i}(x)=g(x)\right\}, S(x)=\left\{i \mid f_{i}(x)=\right.
$$ $h(x)\}$.

## 3. Adjoint Kernelled Quasidifferential

The kernelled quasidifferential is known to have good algebraic properties (see [25]), but it is still not very convenient for calculating the kernelled quasidifferentials of $-f$ and $\min \left\{f_{i} \mid i \in\right.$ a finite index set $\left.I\right\}$, where $f$ and $f_{i}$ are kernelled quasidifferentiable functions. So it is natural and necessary to explore the pair of sets $[\underline{S}, S]$, where $S$ is defined as in (3) and

$$
\begin{equation*}
\underline{S}=\bigcap_{D f(x) \in \mathscr{D} f(x)}(\underline{\partial} f(x)-\underline{\partial} f(x)) . \tag{23}
\end{equation*}
$$

Obviously, $\underline{S}$ is nonempty and symmetric. Since having the similar structure to the quasi-kernel of $\mathscr{D} f(x),[\underline{S}, S]$ is called an adjoint quasi-kernel of $\mathscr{D} f(x)$, where $\underline{S}$ and $S$ are called adjoint sub-kernel and adjoint super-kernel, respectively. Of course $\underline{S}$ and $S$ are compact convex. This motivates the introduction of the following notions.

Definition 6. Let $f \in \Delta_{n}(x)$. The adjoint quasi-kernel is said to be an adjoint kernelled quasidifferential of $f$ at $x$ if and only if

$$
\begin{equation*}
[\underline{S}, S] \in \mathscr{D} f(x) . \tag{24}
\end{equation*}
$$

If $f$ has an adjoint kernelled quasidifferential at $x \in R^{n}$, then $f$ is said to be an adjoint kernelled quasidifferentiable function at $x$. The adjoint kernel $[\underline{S}, S]$ is a quasidifferential, denoted by $D_{k^{*}} f(x)=\left[\underline{\partial}_{k^{*}} f(x), \bar{\partial}_{k^{*}} f(x)\right]$.

From the definition of quasidifferential and Proposition 5, the following proposition can be obtained immediately, which is especially useful in the study of the operation rules of adjoint kernelled quasidifferential.

Proposition 7. (1) If $f_{1}, f_{2} \in \Delta_{n}(x), c_{1}, c_{2} \in R$, then

$$
\begin{equation*}
\mathscr{D}\left(c_{1} f_{1}+c_{2} f_{2}\right)(x)=c_{1} \mathscr{D} f_{1}(x)+c_{2} \mathscr{D} f_{2}(x) \tag{25}
\end{equation*}
$$

Note that, in particular, $\mathscr{D}(-f(x))=-\mathscr{D} f(x)$.
(2) Let $f_{1}, f_{2} \in \Delta_{n}(x)$. Then,

$$
\begin{equation*}
\mathscr{D}\left(f_{1} \cdot f_{2}\right)(x)=f_{1}(x) \mathscr{D} f_{2}(x)+f_{2}(x) \mathscr{D} f_{1}(x) \tag{26}
\end{equation*}
$$

(3) If $f \in \Delta_{n}(x), f(x) \neq 0$, then

$$
\begin{equation*}
\mathscr{D} f^{-1}(x)=-f^{-2}(x) \mathscr{D} f(x) \tag{27}
\end{equation*}
$$

If the adjoint kernelled quasidifferential exists, some operation rules of adjoint kernelled quasidifferential are presented as follows.

Theorem 8. Let $\Delta_{n, k^{*}}(x)$ denote the set of all functions in $\Delta_{n}(x)$ and having adjoint kernelled quasidifferential at $x$. Then, the following hold.
(1) If $f_{1}, f_{2} \in \Delta_{n, k^{*}}(x)$, then $f_{1}+f_{2} \in \Delta_{n, k^{*}}(x)$ and

$$
\begin{equation*}
D_{k^{*}}\left(f_{1}+f_{2}\right)(x)=D_{k^{*}} f_{1}(x)+D_{k^{*}} f_{2}(x) \tag{28}
\end{equation*}
$$

(2) If $f,-f \in \Delta_{n, k^{*}}(x), c \in R$, then $c f \in \Delta_{n, k^{*}}(x)$ and

$$
\begin{equation*}
D_{k^{*}} c f(x)=|c| D_{k^{*}}(\operatorname{sign} c) f(x) \tag{29}
\end{equation*}
$$

(3) If $f_{1}, f_{2},-f_{1},-f_{2} \in \Delta_{n, k^{*}}(x)$, then $f_{1} \cdot f_{2} \in \Delta_{n, k^{*}}(x)$ and

$$
\begin{align*}
D_{k^{*}}\left(f_{1} \cdot f_{2}\right)(x)= & \left|f_{1}(x)\right| D_{k^{*}}\left(\operatorname{sign} f_{1}(x)\right) f_{2}(x)  \tag{30}\\
& +\left|f_{2}(x)\right| D_{k^{*}}\left(\operatorname{sign} f_{2}(x)\right) f_{1}(x)
\end{align*}
$$

(4) If $f,-f \in \Delta_{n, k^{*}}(x), f(x) \neq 0$, then $1 / f \in \Delta_{n, k^{*}}(x)$ and

$$
\begin{equation*}
D_{k^{*}} f^{-1}(x)=f^{-2}(x) D_{k^{*}}(-f(x)) \tag{31}
\end{equation*}
$$

Proof. We will prove only Properties (1) and (2). Properties (3) and (4) can be proved in an analogous manner.
(1) Since $f_{1}, f_{2} \in \Delta_{n, k^{*}}(x)$, then

$$
\begin{gather*}
\bigcap_{D f_{1}(x) \in \mathscr{D} f_{1}(x)}\left(\underline{\partial} f_{1}(x)-\underline{\partial} f_{1}(x)\right)=\underline{\partial}_{k^{*}} f_{1}(x),  \tag{32}\\
\bigcap_{D f_{2}(x) \in \mathscr{D} f_{2}(x)}\left(\underline{\partial} f_{2}(x)-\underline{\partial} f_{2}(x)\right)=\underline{\partial}_{k^{*}} f_{2}(x)
\end{gather*}
$$

From Propositions 5 and 7 and (32), it follows that

$$
\begin{align*}
& \quad \bigcap_{D\left(f_{1}+f_{2}\right)(x) \in \mathscr{D}\left(f_{1}+f_{2}\right)(x)}\left(\underline{\partial}\left(f_{1}+f_{2}\right)(x)-\underline{\partial}\left(f_{1}+f_{2}\right)(x)\right) \\
& =\bigcap_{D f_{1}(x)+D f_{2}(x) \in \mathscr{D} f_{1}(x)+\mathscr{D} f_{2}(x)}\left(\underline{\partial} f_{1}(x)-\underline{\partial} f_{1}(x)\right. \\
& \left.+\quad \underline{\partial} f_{2}(x)-\underline{\partial} f_{2}(x)\right)  \tag{33}\\
& =\bigcap_{D f_{1}(x) \in \mathscr{D} f_{1}(x)}\left(\underline{\partial} f_{1}(x)-\underline{\partial} f_{1}(x)\right) \\
& \quad+\bigcap_{D f_{2}(x) \in \mathscr{D} f_{2}(x)}\left(\underline{\partial} f_{2}(x)-\underline{\partial} f_{2}(x)\right) \\
& =\underline{\partial}_{k^{*}} f_{1}(x)+\underline{\partial}_{k^{*}} f_{2}(x) .
\end{align*}
$$

By the similar way, we can prove that

$$
\begin{align*}
& \bigcap_{D\left(f_{1}+f_{2}\right)(x) \in \mathscr{D}\left(f_{1}+f_{2}\right)(x)}\left(\underline{\partial}\left(f_{1}+f_{2}\right)(x)+\bar{\partial}\left(f_{1}+f_{2}\right)(x)\right) \\
& =\bar{\partial}_{k^{*}} f_{1}(x)+\bar{\partial}_{k^{*}} f_{2}(x) . \tag{34}
\end{align*}
$$

Since $\left[\underline{\partial}_{k^{*}} f_{1}(x)+\underline{\partial}_{k^{*}} f_{2}(x), \bar{\partial}_{k^{*}} f_{1}(x)+\bar{\partial}_{k^{*}} f_{2}(x)\right] \in \mathscr{D} f_{1}(x)+$ $\mathscr{D} f_{2}(x)=\mathscr{D}\left(f_{1}+f_{2}\right)(x)$, hence, together with (33) and (34), one has that $f_{1}+f_{2} \in \Delta_{n, k^{*}}(x)$.
(2) Since $f,-f \in \Delta_{n, k^{*}}(x)$, then, together with Propositions 5 and 7 , one has that

$$
\begin{align*}
& \bigcap_{D c f(x) \in \mathscr{D c} c f(x)}(\underline{\partial} c f(x)-\underline{\partial} c f(x)) \\
& =\bigcap_{|c| D(\operatorname{sign} c) f(x) \in|c| \mathscr{D}(\operatorname{sign} c) f(x)}|c|(\underline{\partial}(\operatorname{sign} c) f(x) \\
& =|c|  \tag{35}\\
& -\underline{\partial}(\operatorname{sign} c) f(x)) \\
& =|c| \underline{\partial}_{k^{*}}(\operatorname{sign} c) f(x) .
\end{align*}
$$

Similarly, we can prove that

$$
\begin{equation*}
\bigcap_{D c f(x) \in \mathscr{D} c f(x)}(\underline{\partial} c f(x)+\bar{\partial} c f(x))=|c| \bar{\partial}_{k^{*}}(\operatorname{sign} c) f(x) . \tag{36}
\end{equation*}
$$

Combining (35) with (36) leads to

$$
\begin{align*}
& {\left[\bigcap_{D c f(x) \in \mathscr{D} c f(x)}(\underline{\partial} c f(x)-\underline{\partial} c f(x)),\right.} \\
& \left.\bigcap_{D c f(x) \in \mathscr{D} c f(x)}(\underline{\partial} c f(x)+\bar{\partial} c f(x))\right]  \tag{37}\\
& \quad \in|c| \mathscr{D}(\operatorname{sign} c) f(x)=\mathscr{D} c f(x) .
\end{align*}
$$

Hence, $c f \in \Delta_{n, k^{*}}(x)$.
By $\Delta_{n, k}(x)$ we denote the set of all functions in $\Delta_{n}(x)$ and having kernelled quasidifferential at $x$. Obviously, one has that $\Delta_{n, k}(x) \subset \Delta_{n}(x)$. The adjoint kernelled quasidifferential is convenient for calculating $D_{k^{*}} \min \left\{f_{i} \mid i \in I\right\}$ and can calculate the adjoint kernelled quasidifferential of $-f$ with kernelled quasidifferential, where $f, f_{i} \in \Delta_{n, k}(x), i \in$ a finite index set $I$.

Theorem 9. If $f \in \Delta_{n, k}(x)$, then $-f \in \Delta_{n, k^{*}}(x)$ and

$$
\begin{equation*}
D_{k^{*}}(-f)=-D_{k} f(x) \tag{38}
\end{equation*}
$$

If $f \in \Delta_{n, k^{*}}(x)$, then $-f \in \Delta_{n, k}(x)$ and

$$
\begin{equation*}
D_{k}(-f)=-D_{k^{*}} f(x) \tag{39}
\end{equation*}
$$

Proof. Since $f \in \Delta_{n, k}(x)$, then $D_{k} f(x)=\left[\underline{\partial}_{k} f(x), \bar{\partial}_{k} f(x)\right] \in$ $\mathscr{D} f(x)$, where

$$
\begin{align*}
& \underline{\partial}_{k} f(x)=\bigcap_{D f(x) \in \mathscr{D} f(x)}(\underline{\partial} f(x)+\bar{\partial} f(x)),  \tag{40}\\
& \bar{\partial}_{k} f(x)=\bigcap_{D f(x) \in \mathscr{D} f(x)}(\bar{\partial} f(x)-\bar{\partial} f(x)) \tag{41}
\end{align*}
$$

By Propositions 5 and 7 and (41), we obtain

$$
\begin{align*}
& \quad \bigcap_{D(-f)(x) \in \mathscr{D}(-f)(x)} \underline{\partial}(-f)(x)-\underline{\partial}(-f)(x) \\
& \quad=\bigcap_{D f(x) \in \mathscr{D} f(x)}-(\bar{\partial} f(x)-\bar{\partial} f(x))=-\bar{\partial}_{k} f(x) . \tag{42}
\end{align*}
$$

From Propositions 5 and 7 and (40), it follows that

$$
\begin{align*}
& \bigcap_{D(-f)(x) \in \mathscr{D}(-f)(x)} \underline{\partial}(-f)(x)+\bar{\partial}(-f)(x) \\
& \quad=\bigcap_{D f(x) \in \mathscr{D} f(x)}-(\underline{\partial} f(x)+\bar{\partial} f(x))=-\underline{\partial}_{k} f(x) . \tag{43}
\end{align*}
$$

Obviously, $\left[-\bar{\partial}_{k} f(x),-\underline{\partial}_{k} f(x)\right]=-D_{k} f(x) \in-\mathscr{D} f(x)=$ $\mathscr{D}(-f)(x)$. This fact, together with (42) and (43), implies that

$$
\begin{gather*}
{\left[\begin{array}{l}
\bigcap_{D(-f)(x) \in \mathscr{D}(-f)(x)} \underline{\partial}(-f)(x)-\underline{\partial}(-f)(x), \\
\left.\bigcap_{D(-f)(x) \in \mathscr{D}(-f)(x)} \underline{\partial}(-f)(x)+\bar{\partial}(-f)(x)\right] \\
\end{array}\right] \mathscr{D}(-f)(x)}
\end{gather*}
$$

Then, $-f \in \Delta_{n, k^{*}}(x)$ and $D_{k^{*}}(-f)(x)=-D_{k} f(x)$. Similarly, it can be proved that if $f \in \Delta_{n, k^{*}}(x)$, then $-f \in \Delta_{n, k}(x)$ and $D_{k}(-f)=-D_{k^{*}} f(x)$. The proof is completed.

Theorem 10. Let $f_{1}, f_{2}, \ldots, f_{n} \in \Delta_{n, k^{*}}(x)$ and

$$
\begin{equation*}
f(y)=\min \left(f_{1}(y), \ldots, f_{n}(y)\right), \quad \forall y \in \mathcal{O} \tag{45}
\end{equation*}
$$

Then, $f \in \Delta_{n, k^{*}}(x)$ and $D_{k^{*}} f(x)=\left[\underline{\partial}_{k^{*}} f(x), \bar{\partial}_{k^{*}} f(x)\right]$, where

$$
\begin{gather*}
\underline{\partial}_{k^{*}} f(x)=\sum_{i \in S(x)} \underline{\partial}_{k^{*}} f_{i}(x), \\
\bar{\partial}_{k^{*}} f(x)=\operatorname{co} \bigcup_{i \in S(x)}\left(\bar{\partial}_{k^{*}} f_{i}(x)-\sum_{j \in S(x), j \neq i} \underline{\partial}_{k^{*}} f_{j}(x)\right) . \tag{46}
\end{gather*}
$$

Here, $S(x)=\left\{i \mid f_{i}(x)=f(x)\right\}$.
Proof. Since $f_{1}, f_{2}, \ldots, f_{n} \in \Delta_{n, k^{*}}(x)$ and $f(y)=\min \left(f_{1}(y)\right.$, $\left.\ldots, f_{n}(y)\right), \forall y \in \mathcal{O}$, then, according to Propositions 5 and 7, we have

$$
\begin{align*}
& \bigcap_{D f(x) \in \mathscr{D} f(x)}(\underline{\partial} f(x)-\underline{\partial} f(x)) \\
& =\bigcap_{D f(x) \in \mathscr{D} f(x)}\left(\sum_{i \in S(x)} \underline{\partial} f_{i}(x)-\sum_{i \in S(x)} \underline{\partial} f_{i}(x)\right)  \tag{47}\\
& =\sum_{i \in S(x)} \bigcap_{D f_{i}(x) \in \mathscr{D} f_{i}(x)}\left(\underline{\partial} f_{i}(x)-\underline{\partial} f_{i}(x)\right) \\
& =\sum_{i \in S(x)} \underline{\partial}_{k^{*}} f_{i}(x) .
\end{align*}
$$

Since, for $C_{i} \in Y_{n}, i \in I$, where $I$ denotes a finite index set, one has that

$$
\begin{equation*}
\operatorname{co} \bigcup_{i \in I} C_{i}=\bigcup_{\lambda_{i} \geq 0, \sum_{i \in I} \lambda_{i}=1} \sum_{i \in I} \lambda_{i} C_{i}, \tag{48}
\end{equation*}
$$

where $\lambda_{i} \in R, i \in I$. Hence, together with Proposition 5, it follows that

$$
\begin{aligned}
& \underline{\partial} f(x)+\bar{\partial} f(x) \\
& =\sum_{i \in S(x)} \underline{\partial} f_{i}(x)+\text { co } \bigcup_{i \in S(x)}\left(\bar{\partial} f_{i}(x)-\sum_{j \in S(x), j \neq i} \underline{\partial} f_{j}(x)\right) \\
& =\sum_{i \in S(x)} \underline{\partial} f_{i}(x) \\
& \quad+\bigcup_{\lambda_{i} \geq 0, \sum_{i \in S(x)} \lambda_{i}=1}\left(\sum_{i \in S(x)} \lambda_{i}\left(\bar{\partial} f_{i}(x)-\sum_{\substack{j \in S(x) \\
j \neq i}} \frac{\partial}{j} f_{j}(x)\right)\right)
\end{aligned}
$$

$$
=\bigcup_{\lambda_{i} \geq 0, \sum_{i \in S(x)}} \sum_{\lambda_{i}=1} \lambda_{i \in S(x)}\left(\underline{\partial} f_{i}(x)+\bar{\partial} f_{i}(x)\right.
$$

$$
\begin{equation*}
\left.-\sum_{\substack{j \in S(x) \\ j \neq i}}\left(\underline{\partial} f_{j}(x)-\underline{\partial} f_{j}(x)\right)\right) \tag{49}
\end{equation*}
$$

By Propositions 5 and 7 and (49), we obtain

$$
\bigcap_{D f(x) \in \mathscr{D} f(x)}(\underline{\partial} f(x)+\bar{\partial} f(x))
$$

$$
=\bigcap_{D f(x) \in \mathscr{D} f(x)} \bigcup_{\lambda_{i} \geq 0, \sum_{i \in S(x)}} \sum_{\lambda_{i}=1} \lambda_{i}\left(\underline{\partial} f_{i}(x)+\bar{\partial} f_{i}(x)-\sum_{\substack{j \in S(x) \\ j \neq i}}\left(\underline{\partial} f_{j}(x)-\underline{\partial} f_{j}(x)\right)\right)
$$

$$
\begin{equation*}
=\bigcup_{\lambda_{i} \geq 0, \sum_{i \in S(x)}} \sum_{\lambda_{i}=1} \lambda_{i}\left(\bigcap_{D \in S(x)}\left(\underline{\partial} f_{i}(x)+\bar{\partial} f_{i}(x)\right)-\sum_{\substack{j \in S(x) \\ j \neq i}} \bigcap_{D f_{j}(x) \in \mathscr{D} f_{j}(x)}\left(\underline{\partial} f_{j}(x)-\underline{\partial} f_{j}(x)\right)\right) \tag{50}
\end{equation*}
$$

$$
=\operatorname{co} \bigcup_{i \in S(x)}\left(\bar{\partial}_{k^{*}} f_{i}(x)-\sum_{j \in S(x), j \neq i} \underline{\partial}_{k^{*}} f_{j}(x)\right)
$$

Based on Propositions 5 and 7 and (47) and (50), one has that

$$
\begin{align*}
& {\left[\begin{array}{l}
\bigcap_{D f(x) \in \mathscr{D} f(x)}(\underline{\partial} f(x)-\underline{\partial} f(x)), \\
\left.\bigcap_{D f(x) \in \mathscr{D} f(x)}(\underline{\partial} f(x)+\bar{\partial} f(x))\right] \in \mathscr{D} f(x) ;
\end{array},=\right.\text {; }} \tag{51}
\end{align*}
$$

hence $f \in \Delta_{n, k^{*}}(x)$. The demonstration is completed.

## 4. Existence of the Adjoint Kernelled Quasidifferential

In this section, the existence of the adjoint kernelled quasidifferential of a quasidifferentiable function is established. In one- and two-dimensional cases, we prove that the adjoint kernelled quasidifferential exists and give its expression by using of a minimal quasidifferential. We also develop the existence of the adjoint kernelled quasidifferential for a quasidifferentiable function on $R^{n}(n \geq 3)$ under some conditions.

Theorem 11. Suppose that $f \in \Delta_{n}(x), n=1,2$, and $\left[\underline{\partial}_{0}^{m} f(x), \bar{\partial}_{0}^{m} f(x)\right]$ is a minimal quasidifferential of $f$ at $x$. Then, the relations below hold

$$
\begin{equation*}
\underline{S}=\underline{\partial}_{0}^{m} f(x)-\underline{\partial}_{0}^{m} f(x), \quad S=\underline{\partial}_{0}^{m} f(x)+\bar{\partial}_{0}^{m} f(x) . \tag{52}
\end{equation*}
$$

Furthermore, $f \in \Delta_{n, k^{*}}(x)$; that is, $[\underline{S}, S] \in \mathscr{D} f(x)$.
Proof. Let $[\underline{\partial} f(x), \bar{\partial} f(x)] \in \mathscr{D} f(x)$. From the existence of the minimal quasidifferentials, see [18], it follows that there exists a minimal quasidifferential of $f$ at $x$, denoted by $\left[\underline{\partial}^{m} f(x), \bar{\partial}^{m} f(x)\right]$, such that $\underline{\partial}^{m} f(x) \subset \underline{\partial} f(x), \bar{\partial}^{m} f(x) \subset$ $\bar{\partial} f(x)$. Consequently,

$$
\begin{align*}
& \underline{\partial}^{m} f(x)-\underline{\partial}^{m} f(x) \subset \underline{\partial} f(x)-\underline{\partial} f(x),  \tag{53a}\\
& \underline{\partial}^{m} f(x)+\bar{\partial}^{m} f(x) \subset \underline{\partial} f(x)+\bar{\partial} f(x) \tag{53b}
\end{align*}
$$

Note that both $\left[\underline{\partial}^{m} f(x), \bar{\partial}^{m} f(x)\right]$ and $\left[\underline{\partial}_{0}^{m} f(x), \bar{\partial}_{0}^{m} f(x)\right]$ are the minimal quasidifferentials of $f$ at $x$. According to the translation property of the equivalent minimal quasidifferentials in the one- and two-dimensional case, see [15, 18], there exists $c \in R^{n}, n=1,2$, such that the minimal quasidifferential $\left[\underline{\partial}^{m} f(x), \bar{\partial}^{m} f(x)\right]$ can be expressed as

$$
\begin{equation*}
\left[\underline{\partial}^{m} f(x), \bar{\partial}^{m} f(x)\right]=\left[\underline{\partial}_{0}^{m} f(x)+\{c\}, \bar{\partial}_{0}^{m} f(x)-\{c\}\right] \tag{54}
\end{equation*}
$$

This leads to

$$
\begin{align*}
& \underline{\partial}^{m} f(x)-\underline{\partial}^{m} f(x)=\underline{\partial}_{0}^{m} f(x)-\underline{\partial}_{0}^{m} f(x),  \tag{55a}\\
& \underline{\partial}^{m} f(x)+\bar{\partial}^{m} f(x)=\underline{\partial}_{0}^{m} f(x)+\bar{\partial}_{0}^{m} f(x) . \tag{55b}
\end{align*}
$$

It follows from (53a), (53b), (55a), and (55b) that

$$
\begin{align*}
& \underline{\partial}_{0}^{m} f(x)-\underline{\partial}_{0}^{m} f(x) \subset \underline{\partial} f(x)-\underline{\partial} f(x)  \tag{56a}\\
& \underline{\partial}_{0}^{m} f(x)+\bar{\partial}_{0}^{m} f(x) \subset \underline{\partial} f(x)+\bar{\partial} f(x) \tag{56b}
\end{align*}
$$

Taking the intersection on the right hands of (56a) and of (56b) for all quasidifferentials of $f$ at $x$, we have that

$$
\begin{align*}
& \underline{\partial}_{0}^{m} f(x)-\underline{\partial}_{0}^{m} f(x) \subset \underline{S}  \tag{57a}\\
& \underline{\partial}_{0}^{m} f(x)+\bar{\partial}_{0}^{m} f(x) \subset S \tag{57b}
\end{align*}
$$

On the other hand, $\left[\underline{\partial}_{0}^{m} f(x), \bar{\partial}_{0}^{m} f(x)\right] \in \mathscr{D} f(x)$ implies that

$$
\begin{align*}
& \underline{S} \subset \underline{\partial}_{0}^{m} f(x)-\underline{\partial}_{0}^{m} f(x)  \tag{58a}\\
& S \subset \underline{\partial}_{0}^{m} f(x)+\bar{\partial}_{0}^{m} f(x) \tag{58b}
\end{align*}
$$

The relations (57a), (57b), (58a), and (58b) lead to that

$$
\begin{align*}
\underline{S} & =\underline{\partial}_{0}^{m} f(x)-\underline{\partial}_{0}^{m} f(x)  \tag{59a}\\
S & =\underline{\partial}_{0}^{m} f(x)+\bar{\partial}_{0}^{m} f(x) \tag{59b}
\end{align*}
$$

Note that $\left[\underline{\partial}_{0}^{m} f(x), \bar{\partial}_{0}^{m} f(x)\right] \in \mathscr{D} f(x)$ and $\underline{\partial}_{0}^{m} f(x) \in Y_{n}, n=$ 1,2 . Hence,

$$
\begin{equation*}
\left[\underline{\partial}_{0}^{m} f(x)-\underline{\partial}_{0}^{m} f(x), \underline{\partial}_{0}^{m} f(x)+\bar{\partial}_{0}^{m} f(x)\right] \in \mathscr{D} f(x) \tag{60}
\end{equation*}
$$

Equations (59a), (59b), and (60) show that $[\underline{S}, S] \in \mathscr{D} f(x)$. The proof is completed.

The conclusion of Theorem 11 strongly depends upon the translation of minimal quasidifferentials. Unfortunately, the minimal quasidifferential is not uniquely determined up to a translation in $R^{n}$ if $n \geq 3$ [15]. But. by the tool of Demyanov difference of compact convex sets, we get the following interesting result about minimal quasidifferential.

Proposition 12. Suppose that $f \in \Delta_{n}(x)$ and there exists a quasidifferential $\left[\underline{\partial}_{0} f(x), \bar{\partial}_{0} f(x)\right] \in \mathscr{D} f(x)$ such that

$$
\begin{equation*}
\underline{\partial}_{0} f(x)-\left(-\bar{\partial}_{0} f(x)\right)=\underline{\partial}_{0} f(x)-\left(-\bar{\partial}_{0} f(x)\right) \tag{61}
\end{equation*}
$$

Then $\left[\underline{\partial}_{0} f(x), \bar{\partial}_{0} f(x)\right]$ is a minimal quasidifferential of $f$ at $x$.
Proof. Let $[\underline{\partial} f(x), \bar{\partial} f(x)] \in \mathscr{D} f(x)$ and

$$
\begin{equation*}
\underline{\partial} f(x) \subset \underline{\partial}_{0} f(x), \quad \bar{\partial} f(x) \subset \bar{\partial}_{0} f(x) \tag{62}
\end{equation*}
$$

Obviously, one has

$$
\begin{equation*}
\underline{\partial} f(x)+\bar{\partial} f(x) \subset \underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x) \tag{63}
\end{equation*}
$$

By Proposition 4 and (61), we obtain

$$
\begin{align*}
\underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x) & =\underline{\partial}_{0} f(x)-\left(-\bar{\partial}_{0} f(x)\right) \\
& =\underline{\partial} f(x)-(-\bar{\partial} f(x)) \tag{64}
\end{align*}
$$

From (13) and (64), it follows that

$$
\begin{equation*}
\underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x) \subset \underline{\partial} f(x)+\bar{\partial} f(x) \tag{65}
\end{equation*}
$$

Combining (63) with (65) leads to

$$
\begin{equation*}
\underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x)=\underline{\partial} f(x)+\bar{\partial} f(x) \tag{66}
\end{equation*}
$$

According to (62) and (66), we conclude that

$$
\begin{equation*}
\underline{\partial} f(x)=\underline{\partial}_{0} f(x), \quad \bar{\partial} f(x)=\bar{\partial}_{0} f(x) . \tag{67}
\end{equation*}
$$

Then, by the definition of the minimal quasidifferential, [ $\left.\underline{\partial}_{0} f(x), \bar{\partial}_{0} f(x)\right]$ is a minimal quasidifferential of $f$ at $x$.

Inspired by Proposition 12, we present the following theorem, which gives a sufficient condition for the existence of the adjoint kernelled quasidifferential in $R^{n}(n \geq 3)$.

Theorem 13. Suppose that $f \in \Delta_{n}(x)$ and there exists a quasidifferential $\left[\partial_{0} f(x), \bar{\partial}_{0} f(x)\right] \in \mathscr{D} f(x)$ such that

$$
\begin{equation*}
\underline{\partial}_{0} f(x)-\left(-\bar{\partial}_{0} f(x)\right)=\underline{\partial}_{0} f(x)-\left(-\bar{\partial}_{0} f(x)\right) . \tag{68}
\end{equation*}
$$

Then, one has

$$
\begin{align*}
& \underline{S}=\underline{\partial}_{0} f(x)-\underline{\partial}_{0} f(x),  \tag{69a}\\
& S=\underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x) . \tag{69b}
\end{align*}
$$

Furthermore, $[\underline{S}, S] \in \mathscr{D} f(x)$; that is, $f \in \Delta_{n, k^{*}}(x)$.
Proof. Let $[\underline{\partial} f(x), \bar{\partial} f(x)] \in \mathscr{D} f(x)$. From Proposition 4 and (68), it follows that

$$
\begin{align*}
\underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x) & =\underline{\partial}_{0} f(x)-\left(-\bar{\partial}_{0} f(x)\right) \\
& =\underline{\partial} f(x)-(-\bar{\partial} f(x)) \subset \underline{\partial} f(x)+\bar{\partial} f(x) \tag{70}
\end{align*}
$$

By the definition of the quasidifferential, it is easy to check that $[U, V] \in \mathscr{D} f(x)$ implies $[U-U, U+V] \in \mathscr{D} f(x)$. Therefore, we have $[\underline{\partial} f(x)-\underline{\partial} f(x), \underline{\partial} f(x)+\bar{\partial} f(x)] \in \mathscr{D} f(x)$ and $\left[\underline{\partial}_{0} f(x)-\underline{\partial}_{0} f(x), \underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x)\right] \in \mathscr{D} f(x)$. These give

$$
\begin{align*}
& \delta^{*}(y \mid \underline{\partial} f(x)-\underline{\partial} f(x))-\delta^{*}(y \mid-(\underline{\partial} f(x)+\bar{\partial} f(x))) \\
&=\delta^{*}\left(y \mid \underline{\partial}_{0} f(x)-\underline{\partial}_{0} f(x)\right) \\
& \quad-\delta^{*}\left(y \mid-\left(\underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x)\right)\right), \quad \forall y \in R^{n} . \tag{71}
\end{align*}
$$

By (70) and Proposition 1, we obtain

$$
\delta^{*}\left(y \mid \underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x)\right) \leq \delta^{*}(y \mid \underline{\partial} f(x)+\bar{\partial} f(x))
$$

$$
\begin{equation*}
\forall y \in R^{n} \tag{72}
\end{equation*}
$$

Evidently, (72) is equivalent to the following:

$$
\begin{align*}
- & \delta^{*}\left(-y \mid \underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x)\right)  \tag{73}\\
& \geq-\delta^{*}(-y \mid \underline{\partial} f(x)+\bar{\partial} f(x)), \quad \forall y \in R^{n} .
\end{align*}
$$

Combining (71) with (73) leads to

$$
\delta^{*}\left(y \mid \underline{\partial}_{0} f(x)-\underline{\partial}_{0} f(x)\right) \leq \delta^{*}(y \mid \underline{\partial} f(x)-\underline{\partial} f(x)),
$$

$$
\begin{equation*}
\forall y \in R^{n} \tag{74}
\end{equation*}
$$

Based on (74) and Proposition 1, one has that

$$
\begin{equation*}
\underline{\partial}_{0} f(x)-\underline{\partial}_{0} f(x) \subset \underline{\partial} f(x)-\underline{\partial} f(x) \tag{75}
\end{equation*}
$$

Notice that both (70) and (75) hold for any $[\underline{\partial} f(x), \bar{\partial} f(x)] \epsilon$ $\mathscr{D} f(x)$. Taking the intersection on the right-hand sides of (70) and of (75), respectively, for all quasidifferentials of $f$ at $x$, it is obtained that

$$
\begin{align*}
& \underline{\partial}_{0} f(x)-\underline{\partial}_{0} f(x) \subset \underline{S}  \tag{76a}\\
& \underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x) \subset S \tag{76b}
\end{align*}
$$

On the other hand, $\left[\underline{\partial}_{0} f(x), \bar{\partial}_{0} f(x)\right] \in \mathscr{D} f(x)$ implies

$$
\begin{align*}
& \underline{S} \subset \underline{\partial}_{0} f(x)-\underline{\partial}_{0} f(x),  \tag{77a}\\
& S \subset \underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x) . \tag{77b}
\end{align*}
$$

Combining (76a) with (77b) yields (69a). Likewise, (76b) and $(77 \mathrm{~b})$ yield (69b). Notice that the relation $\left[\underline{\partial}_{0} f(x)-\right.$ $\left.\underline{\partial}_{0} f(x), \underline{\partial}_{0} f(x)+\bar{\partial}_{0} f(x)\right] \in \mathscr{D} f(x)$ has been claimed. We thus complete the proof of the theorem.

A decomposition structure of $f^{\prime}(x ; \cdot)$ is defined by

$$
\begin{equation*}
f^{\prime}(x ; \cdot)=\underline{f}^{\prime}(x ; \cdot)-\bar{f}^{\prime}(x ; \cdot), \tag{78}
\end{equation*}
$$

where $f^{\prime}(x ; \cdot)$ and $\bar{f}^{\prime}(x ; \cdot)$ are defined by

$$
\begin{gather*}
\underline{f}^{\prime}(x ; \cdot)=\inf _{D f(x) \in \mathscr{D} f(x)} \delta^{*}(\cdot \mid \underline{\partial} f(x)-\underline{\partial} f(x)) \\
\bar{f}^{\prime}(x ; \cdot)=\inf _{D f(x) \in \mathscr{D} f(x)} \delta^{*}(\cdot \mid-(\underline{\partial} f(x)+\bar{\partial} f(x))), \tag{79}
\end{gather*}
$$

respectively. Generally, $f^{\prime}$ and $\bar{f}^{\prime}$ are positively homogeneous, but not sublinear. $\overline{\text { It }}$ is easy to be seen that

$$
\begin{equation*}
\delta^{*}(\cdot \mid \underline{S}) \leq \underline{f}^{\prime}(x ; \cdot), \quad \delta^{*}(\cdot \mid-S) \leq \bar{f}^{\prime}(x ; \cdot) \tag{80}
\end{equation*}
$$

It is easy to be seen that, for any $u \in \underline{S}$, there exists at least one sequence $\left\{u_{i} \mid u_{i} \in \underline{\partial}_{i} f(x)-\underline{\partial}_{i} f(x)\right\}$ convergent to $u$, where $\left[\underline{\partial}_{i} f(x), \bar{\partial}_{i} f(x)\right] \in \mathscr{D} f(x)$. According to Proposition 2, if $u \in \underline{S}$ and $d \in R^{n}$ such that there exist sequences $\left\{u_{i} \mid u_{i} \in\right.$ $\left.\underline{\partial}_{i} f(x)-\underline{\partial}_{i} f(x)\right\}_{i=1}^{\infty} \rightarrow u$ and $\left\{d_{i} \mid d_{i} \in N_{\partial_{i} f(x)-\partial_{i} f(x)}\left(u_{i}\right)\right\} \rightarrow$ $d$, then $d \in N_{\underline{S}}(u)$ and $\delta^{*}(d \mid \underline{S})=\underline{f}^{\prime}(x ; d)$.

The above lines enable us to give the following theorem which provides a sufficient condition for $[\underline{S}, S]$ to be an adjoint kernelled quasidifferential.

Let $\mathscr{F}(\underline{S},-S)$ be a shape of $(\underline{S},-S)$ that is defined by a similar way according to [18], such that

$$
\begin{equation*}
\operatorname{cl} \text { co } \bigcup_{d \in \mathscr{F}(\underline{S},-S)} \underline{S}(d)=\underline{S}, \quad \operatorname{cl~co} \bigcup_{d \in \mathscr{F}(S,-S)}-S(d)=-S . \tag{81}
\end{equation*}
$$

Theorem 14. Let $f \in \Delta_{n}(x)$ and suppose that $\underline{f}^{\prime}(x ; \cdot)$ and $\bar{f}^{\prime}(x ; \cdot)$ are continuous with respect to direction, and, furthermore, there exists a shape $\mathscr{F}(\underline{S},-S)$ of $(\underline{S},-S)$ such that, for any $u \in \underline{S}$ and $v \in-S$, one has that

$$
\begin{align*}
N_{\underline{S}}(u) & =\overline{\operatorname{cone}}\left\{N_{\underline{S}}(u) \cap \mathscr{F}(\underline{S},-S)\right\},  \tag{82}\\
N_{-S}(v) & =\overline{\mathrm{cone}}\left\{N_{-S}(v) \cap \mathscr{F}(\underline{S},-S)\right\},
\end{align*}
$$

where $\overline{\text { cone }}$ denotes the closed convex conical hull. If, for any $d \in \mathscr{F}(\underline{S},-S), u \in \underline{S}(d)$, and $v \in-S(d)$, there exist sequences

$$
\begin{align*}
&\left\{u_{i} \mid u_{i} \in \underline{\partial}_{i} f(x)-\underline{\partial}_{i} f(x)\right\}_{i=1}^{\infty} \longrightarrow u  \tag{83}\\
&\left\{v_{i} \mid v_{i} \in-\left(\underline{\partial}_{i} f(x)+\bar{\partial}_{i} f(x)\right)\right\}_{i=1}^{\infty} \longrightarrow v  \tag{84}\\
&\left\{d_{i} \mid d_{i} \in N_{\partial_{i}} f(x)-\underline{\partial}_{i} f(x)\right.  \tag{85}\\
&\left.\left(u_{i}\right) \cap N_{-\left(\partial_{i} f(x)+\bar{\partial}_{i} f(x)\right)}\left(v_{i}\right)\right\},
\end{align*}
$$

such that $d$ is one of clusters of $\left\{d_{i}\right\}_{i=1}^{\infty}$; then $[\underline{S}, S] \in \mathscr{D} f(x)$, that is, $f \in \Delta_{n, k^{*}}(x)$.

Proof. Let $d \in R^{n}$ be an arbitrary nonzero vector. There exist $u \in \underline{S}$ and $v \in-S$ such that $d \in N_{\underline{S}}(u) \cap N_{-S}(v)$. According to (82), there exists a sequence

$$
\begin{align*}
d_{i} & \in \overline{\text { cone }\left\{N_{\underline{S}}(u) \cap \mathscr{F}(\underline{S},-S)\right\}} \\
& \cap \overline{\text { cone }\left\{N_{-S}(v) \cap \mathscr{F}(\underline{S},-S)\right\},} \tag{86}
\end{align*}
$$

$i=1,2, \ldots$, convergent to $d$. For each $i$, there are two index sets $\underline{J}_{i}$ and $\bar{J}_{i}$, with finite indices such that

$$
\begin{gather*}
\underline{d}_{i j} \in N_{\underline{S}}\left(u_{i}\right) \cap \mathscr{F}(\underline{S},-S), \quad j \in \underline{J}_{i} \\
\bar{d}_{i j} \in N_{-S}\left(v_{i}\right) \cap \mathscr{F}(\underline{S},-S), \quad j \in \bar{J}_{i}  \tag{87}\\
d_{i} \in \operatorname{co}\left\{\underline{d}_{i j} \mid j \in \underline{J}_{i}\right\} \cap \operatorname{co}\left\{\bar{d}_{i j} \mid j \in \bar{J}_{i}\right\} .
\end{gather*}
$$

It follows from (83)-(85) and (87) that, for each $i j$, there exist $\left\{\underline{d}_{i j_{k}}\right\}_{k=1}^{\infty},\left\{\bar{d}_{i j_{k}}\right\}_{k=1}^{\infty},\left\{u_{i j_{k}}\right\}_{k=1}^{\infty}$, and $\left\{v_{i j_{k}}\right\}_{k=1}^{\infty}$ such that

$$
\begin{array}{r}
\left\{u_{i j_{k}} \in \underline{\partial}_{i j_{k}} f(x)-\underline{\partial}_{i j_{k}} f(x)\right\}_{k=1}^{\infty} \longrightarrow u_{i}, \\
\left\{v_{i j_{k}} \in-\left(\underline{\partial}_{i j_{k}} f(x)+\bar{\partial}_{i j_{k}} f(x)\right)\right\}_{k=1}^{\infty} \longrightarrow v_{i}, \\
\left\{\underline{d}_{i j_{k}} \in N_{\bar{\partial}_{i j_{k}}} f(x)-\bar{\partial}_{i j_{k}} f(x)\right.  \tag{88}\\
\left.\left.j \in u_{i j_{k}}\right)\right\}_{k=1}^{\infty} \longrightarrow \quad \underline{d}_{i j}, \\
i=1,2, \ldots \\
\left\{\bar{d}_{i j_{k}} \in N_{-\left(\partial_{i j_{k}}\right.} f(x)+\bar{\partial}_{i j_{k}} f(x)\right) \\
\left.\left.j \in \bar{J}_{i j_{k}}\right)\right\}_{k=1}^{\infty} \longrightarrow \bar{d}_{i j}, \quad i=1,2, \ldots
\end{array}
$$

Since each $d_{i}$ is a convex combination of $\underline{d}_{i j}, j \in \underline{J}_{i}$, or of $d_{i j}$, $j \in \bar{J}_{i}$, one has that there are $\underline{\lambda}_{i j} \geq 0$ and $\bar{\lambda}_{i j} \geq 0$ such that

$$
\begin{equation*}
\sum_{j \in \underline{J}_{i}} \underline{\lambda}_{i j}=1, \quad \sum_{j \in \overline{\bar{J}}_{i}} \bar{\lambda}_{i j}=1 \tag{89}
\end{equation*}
$$

satisfying

$$
\begin{gather*}
d_{i}=\sum_{j \in \underline{J}_{i}} \underline{\lambda}_{i j} \underline{d}_{i j}=\sum_{j \in \bar{J}_{i}} \bar{\lambda}_{i j} \bar{d}_{i j}, \\
\delta^{*}\left(d_{i} \mid \underline{S}\right)=\sum_{j \in \underline{J}_{i}} \underline{\lambda}_{i j}\left\langle\underline{d}_{i j}, u_{i}\right\rangle=\sum_{j \in \underline{J}_{i}} \underline{\lambda}_{i j_{k}} \lim _{k \rightarrow \infty}\left\langle\underline{d}_{i j_{k}}, u_{i j_{k}}\right\rangle \tag{90}
\end{gather*}
$$

from (83) and (84), where $\underline{d}_{i j_{k}} \in N_{\underline{\partial}_{i j_{k}} f(x)-\partial_{i j_{k}}} f(x)\left(u_{i j_{k}}\right)$. Since $\left\{u_{i j_{k}} \in \underline{\partial}_{i j_{k}} f(x)-\underline{\partial}_{i j_{k}} f(x)\right\}_{k=1}^{\infty} \rightarrow u_{i},\left\{\underline{d}_{i j_{k}} \in\right.$ $\left.N_{\partial_{\partial_{j}} j_{k}} f(x)-\partial_{i_{j}} f(x)\left(u_{i j_{k}}\right)\right\}_{k=1}^{\infty} \rightarrow \underline{d}_{i j}$, it follows, from the sufficient condition for $\delta^{*}(d \mid \underline{S})=\underline{f}^{\prime}(x ; d)$ given before the theorem, that

$$
\begin{equation*}
\delta^{*}\left(\underline{d}_{i j} \mid \underline{S}\right)=\underline{f}^{\prime}\left(x ; \underline{d}_{i j}\right)=\lim _{k \rightarrow \infty}\left\langle\underline{d}_{i j_{k}}, u_{i j_{k}}\right\rangle=\left\langle\underline{d}_{i j}, u_{i}\right\rangle . \tag{91}
\end{equation*}
$$

Thus, it follows from (91) that

$$
\begin{equation*}
\delta^{*}\left(d_{i} \mid \underline{S}\right)=\left\langle\sum_{j \in \underline{J}_{i}} \underline{\lambda}_{i j} \underline{d}_{i j}, u_{i}\right\rangle=\underline{f}^{\prime}\left(x ; \underline{d}_{i}\right) \tag{92}
\end{equation*}
$$

Without loss of generality, assume $\left\{d_{i}\right\}_{i=1}^{\infty} \rightarrow d$. Taking the limit to (92), one has that

$$
\begin{equation*}
\delta^{*}(d \mid \underline{S})=\langle d, u\rangle=\lim _{i \rightarrow \infty} \underline{f}^{\prime}\left(x ; \underline{d}_{i}\right) . \tag{93}
\end{equation*}
$$

According to the continuity of $\underline{f}^{\prime}(x ; \cdot),(93)$ becomes

$$
\begin{equation*}
\delta^{*}(d \mid \underline{S})=\underline{f}^{\prime}(x ; d) \tag{94}
\end{equation*}
$$

Similarly, it can be proved that

$$
\begin{equation*}
\delta^{*}(d \mid-S)=\bar{f}^{\prime}(x ; d) \tag{95}
\end{equation*}
$$

According to (94) and (95), we conclude

$$
\begin{equation*}
f^{\prime}(x ; d)=\underline{f}^{\prime}(x ; d)-\bar{f}^{\prime}(x ; d)=\delta^{*}(d \mid \underline{S})-\delta^{*}(d \mid-S) . \tag{96}
\end{equation*}
$$

Then, by the definition of the quasidifferential, one has $[\underline{S}, S] \in \mathscr{D} f(x)$, that is, $f \in \Delta_{n, k^{*}}(x)$. The demonstration is completed.

## 5. Formula of Representative for Quasidifferentials

Theorem 13 only gives the existence of the adjoint kernelled quasidifferential but does not show us how to calculate it. For the practical purpose, we expect to find a way to calculate a representative of the equivalent class of quasidifferentials for a given quasidifferential. The present section is devoted to this topic.

Lemma 15. Let $[A, B],[U, V] \in \mathscr{D} f(x)$. Then, $U$ has the following form:

$$
\begin{equation*}
U=(A-V) \dot{-}(-B) \tag{97}
\end{equation*}
$$

Proof. Evidently,

$$
\begin{align*}
\delta^{*}(y \mid A)-\delta^{*}(y \mid-B)=\delta^{*}(y \mid U)-\delta^{*} & (y \mid-V),  \tag{98}\\
& \forall y \in R^{n}
\end{align*}
$$

This leads to

$$
\begin{equation*}
\delta^{*}(y \mid A-V)-\delta^{*}(y \mid-B)=\delta^{*}(y \mid U), \quad \forall y \in R^{n} . \tag{99}
\end{equation*}
$$

Taking the Clarke subdifferential at $y=0$, (99) becomes

$$
\begin{align*}
& \left.\partial_{\mathrm{Cl}}\left(\delta^{*}(y \mid A-V)-\delta^{*}(y \mid-B)\right)\right|_{y=0} \\
& \quad=\left.\partial_{\mathrm{Cl}}\left(\delta^{*}(y \mid U)\right)\right|_{y=0} . \tag{100}
\end{align*}
$$

Based on the definition of the Demyanov difference, (100) yields $(A-V) \dot{-}(-B)=U$; that is, (97) holds.

Theorem 16. Let $f \in \Delta_{n}(x)$ and $[\underline{\partial} f(x), \bar{\partial} f(x)] \in \mathscr{D} f(x)$. If there exists $W \in Y_{n}$ such that $[W, \underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x))] \in$ $\mathscr{D} f(x)$, then

$$
\begin{equation*}
W=\{\underline{\partial} f(x)-(\underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x)))\} \dot{-}(-\bar{\partial} f(x)) . \tag{101}
\end{equation*}
$$

Proof. Setting $[A, B]=[\underline{\partial} f(x), \bar{\partial} f(x)]$ and $[U, V]=[W$, $\underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x))]$ in Lemma 15, we have

$$
\begin{align*}
W= & (A-V) \dot{-}(-B)=\{\underline{\partial} f(x)-(\underline{\partial} f(x) \doteq(-\bar{\partial} f(x)))\} \\
& -(-\bar{\partial} f(x)) . \tag{102}
\end{align*}
$$

This completes the proof of the theorem.
Theorem 17. Let $f \in \Delta_{n}(x)$. If there exists $[A, B] \in \mathscr{D} f(x)$ satisfying $A \dot{-}(-B)=A-(-B)$, then, for any $[\underline{\partial} f(x), \bar{\partial} f(x)] \in$ $\mathscr{D} f(x)$, the pair of sets

$$
\begin{align*}
& {[\{\underline{\partial} f(x)-(\underline{\partial} f(x)-(-\bar{\partial} f(x)))\}} \\
& \quad-(-\bar{\partial} f(x)), \underline{\partial} f(x)-(-\bar{\partial} f(x))] \tag{103}
\end{align*}
$$

is the adjoint kernelled quasidifferential of $f$.
Proof. By Theorem 13 and Proposition 4,

$$
\begin{equation*}
[A-A, A-(-B)]=[A-A, \underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x))] \tag{104}
\end{equation*}
$$

is the kernelled quasidifferential. According to Theorem 16, $[A-A, \underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x))] \in \mathscr{D} f(x)$ leads to

$$
\begin{equation*}
A-A=\{\underline{\partial} f(x)-(\underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x)))\}-(-\bar{\partial} f(x)) . \tag{105}
\end{equation*}
$$

This means that (103) is the kernelled quasidifferential. The proof is concluded.

Noticing that the Demyanov difference and the Minkowski difference of polyhedra are polyhedra, we have the following corollary.

Corollary 18. Suppose that there exist $[A, B] \in \mathscr{D} f(x)$ satisfying $A \dot{-}(-B)=A-(-B)$ and a pair of polyhedra $[U, V] \in \mathscr{D} f(x)$. Then, the kernelled quasidifferential is a pair of polyhedra.

Based on above two theorems, given a quasidifferential, the adjoint kernelled quasidifferential can be formulated under some conditions, for instance, the condition in Theorem 13. In particular, if a polyhedral quasidifferential is given, the adjoint kernelled quasidifferential can be calculated because the Demyanov difference of polyhedra can be calculated (for instance, see [9]).
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#### Abstract

The purpose of this paper is to introduce and analyze hybrid viscosity methods for a general system of variational inequalities (GSVI) with hierarchical fixed point problem constraint in the setting of real uniformly convex and 2-uniformly smooth Banach spaces. Here, the hybrid viscosity methods are based on Korpelevich's extragradient method, viscosity approximation method, and hybrid steepest-descent method. We propose and consider hybrid implicit and explicit viscosity iterative algorithms for solving the GSVI with hierarchical fixed point problem constraint not only for a nonexpansive mapping but also for a countable family of nonexpansive mappings in $X$, respectively. We derive some strong convergence theorems under appropriate conditions. Our results extend, improve, supplement, and develop the recent results announced by many authors.


## 1. Introduction

Let $X$ be a real Banach space whose dual space is denoted by $X^{*}$. Let $U=\{x \in X:\|x\|=1\}$ denote the unit sphere of $X$. A Banach space $X$ is said to be uniformly convex if, for each $\epsilon \in(0,2]$, there exists $\delta>0$ such that, for all $x, y \in U$,

$$
\begin{equation*}
\|x-y\| \geq \epsilon \Longrightarrow \frac{\|x+y\|}{2} \leq 1-\delta \tag{1}
\end{equation*}
$$

It is known that a uniformly convex Banach space is reflexive and strictly convex. The normalized duality mapping $J$ : $X \rightarrow 2^{X^{*}}$ is defined by

$$
\begin{equation*}
J(x)=\left\{x^{*} \in X^{*}:\left\langle x, x^{*}\right\rangle=\|x\|^{2}=\left\|x^{*}\right\|^{2}\right\}, \quad \forall x \in X \tag{2}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the generalized duality pairing. It is an immediate consequence of the Hahn-Banach theorem that $J(x)$ is nonempty for each $x \in X$.

Let $C$ be a nonempty closed convex subset of a real Banach space $X$. A mapping $T: C \rightarrow C$ is said to be $L$-Lipschitzian
if there exists a constant $L>0$ such that $\|T x-T y\| \leq$ $L\|x-y\|$ for all $x, y \in C$. In particular, if $L=1$, then $T$ is said to be nonexpansive. The set of fixed points of $T$ is denoted by $\operatorname{Fix}(T)$. We use the notation - to indicate the weak convergence and the one $\rightarrow$ to indicate the strong convergence. A mapping $A: C \rightarrow X$ is said to be
(i) accretive if, for each $x, y \in C$, there exists $j(x-y) \in$ $J(x-y)$ such that

$$
\begin{equation*}
\langle A x-A y, j(x-y)\rangle \geq 0 \tag{3}
\end{equation*}
$$

where $J$ is the normalized duality mapping of $X$,
(ii) $\alpha$-inverse-strongly accretive if, for each $x, y \in C$, there exists $j(x-y) \in J(x-y)$ such that

$$
\begin{equation*}
\langle A x-A y, j(x-y)\rangle \geq \alpha\|x-y\|^{2} \tag{4}
\end{equation*}
$$

for some $\alpha \in(0,1)$,
(iii) pseudocontractive if, for each $x, y \in C$, there exists $j(x-y) \in J(x-y)$ such that

$$
\begin{equation*}
\langle A x-A y, j(x-y)\rangle \leq\|x-y\|^{2} \tag{5}
\end{equation*}
$$

(iv) $\beta$-strongly pseudocontractive if, for each $x, y \in C$, there exists $j(x-y) \in J(x-y)$ such that

$$
\begin{equation*}
\langle A x-A y, j(x-y)\rangle \leq \beta\|x-y\|^{2} \tag{6}
\end{equation*}
$$

for some $\beta \in(0,1)$,
(v) $\lambda$-strictly pseudocontractive if, for each $x, y \in C$, there exists $j(x-y) \in J(x-y)$ such that

$$
\begin{equation*}
\langle A x-A y, j(x-y)\rangle \leq\|x-y\|^{2}-\lambda\|x-y-(A x-A y)\|^{2} \tag{7}
\end{equation*}
$$

for some $\lambda \in(0,1)$.
It is worth emphasizing that the definition of the inversestrongly accretive mapping is based on that of the inversestrongly monotone mapping, which was studied by so many authors; see, for example, [1-7].

A Banach space $X$ is said to be smooth if the limit

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{\|x+t y\|-\|x\|}{t} \tag{8}
\end{equation*}
$$

exists for all $x, y \in X$; in this case, $X$ is also said to have a Gateaux differentiable norm. Moreover, it is said to be uniformly smooth if this limit is attained uniformly for $x, y \in U$; in this case, $X$ is also said to have a uniformly Frechet differentiable norm. The norm of $X$ is said to be the Frechet differential if, for each $x \in U$, this limit is attained uniformly for $y \in U$. In the meantime, we define a function $\rho:[0, \infty) \rightarrow[0, \infty)$ called the modulus of smoothness of $X$ as follows:

$$
\begin{gather*}
\rho(\tau)=\sup \left\{\frac{1}{2}(\|x+y\|+\|x-y\|)-1: x, y \in X\right. \\
\|x\|=1,\|y\|=\tau\} \tag{9}
\end{gather*}
$$

It is known that $X$ is uniformly smooth if and only if $\lim _{\tau \rightarrow 0} \rho(\tau) / \tau=0$. Let $q$ be a fixed real number with $1<q \leq$ 2. Then a Banach space $X$ is said to be $q$-uniformly smooth if there exists a constant $c>0$ such that $\rho(\tau) \leq c \tau^{q}$, for all $\tau>0$. As pointed out in [8], no Banach space is $q$-uniformly smooth for $q>2$. In addition, it is also known that $J$ is single-valued if and only if $X$ is smooth, whereas, if $X$ is uniformly smooth, then the mapping $J$ is norm-to-norm uniformly continuous on bounded subsets of $X$.

In a real smooth Banach space $X$, we say that an operator $A$ is strongly positive (see [9]), if there exists a constant $\bar{\gamma}>0$ with the property

$$
\begin{gather*}
\langle A x, J(x)\rangle \geq \bar{\gamma}\|x\|^{2} \\
\|a I-b A\|=\sup _{\|x\| \leq 1}|\langle(a I-b A) x, J(x)\rangle|  \tag{10}\\
a \in[0,1], b \in[-1,1]
\end{gather*}
$$

where $I$ is the identity mapping.
Proposition CB (see [9, Lemma 2.5]). Let C be a nonempty closed convex subset of a uniformly smooth Banach space X. Let
$T: C \rightarrow C$ be a continuous pseudocontractive mapping with $\operatorname{Fix}(T) \neq \emptyset$ and let $f: C \rightarrow C$ be a fixed Lipschitzian strongly pseudocontractive mapping with pseudocontractive coefficient $\beta \in(0,1)$ and Lipschitzian constant $L>0$. Let $A: C \rightarrow C$ be a strongly positive linear bounded operator with coefficient $\bar{\gamma}>0$. Assume that $C \pm C \subset C$ and $0<\beta<\bar{\gamma}$. Let $\left\{x_{t}\right\}$ be defined by

$$
\begin{equation*}
x_{t}=t f\left(x_{t}\right)+(I-t A) T x_{t} . \tag{11}
\end{equation*}
$$

Then, as $t \rightarrow 0,\left\{x_{t}\right\}$ converges strongly to some fixed point $p$ of $T$ such that $p$ is the unique solution in $\operatorname{Fix}(T)$ to the VIP:

$$
\begin{equation*}
\langle(A-f) p, J(p-u)\rangle \leq 0, \quad \forall u \in \operatorname{Fix}(T) \tag{12}
\end{equation*}
$$

On the other hand, Cai and Bu [10] considered the following general system of variational inequalities (GSVI) in a real smooth Banach space $X$, which involves finding $\left(x^{*}, y^{*}\right) \in C \times C$ such that

$$
\begin{array}{ll}
\left\langle\mu_{1} B_{1} y^{*}+x^{*}-y^{*}, J\left(x-x^{*}\right)\right\rangle \geq 0, & \forall x \in C \\
\left\langle\mu_{2} B_{2} x^{*}+y^{*}-x^{*}, J\left(x-y^{*}\right)\right\rangle \geq 0, & \forall x \in C \tag{13}
\end{array}
$$

where $C$ is a nonempty, closed, and convex subset of $X$, $B_{1}, B_{2}: C \rightarrow X$ are two nonlinear mappings, and $\mu_{1}$ and $\mu_{2}$ are two positive constants. Here the set of solutions of GSVI (13) is denoted by $\operatorname{GSVI}\left(C, B_{1}, B_{2}\right)$. Very recently, Cai and Bu [10] constructed an iterative algorithm for solving GSVI (13) and a common fixed point problem of an infinite family of nonexpansive mappings in a uniformly convex and 2-uniformly smooth Banach space. They proved the strong convergence of the proposed algorithm by virtue of the following inequality in a 2 -uniformly smooth Banach space X.

Lemma 1 (see [11]). Let X be a 2-uniformly smooth Banach space. Then, there exists a best smooth constant $\kappa>0$ such that

$$
\begin{equation*}
\|x+y\|^{2} \leq\|x\|^{2}+2\langle y, J(x)\rangle+2\|\kappa y\|, \quad \forall x, y \in X \tag{14}
\end{equation*}
$$

where $J$ is the normalized duality mapping from $X$ into $X^{*}$.
The authors [10] have used the following inequality in a real smooth and uniform convex Banach space $X$.

Proposition 2 (see [12]). Let $X$ be a real smooth and uniform convex Banach space and let $r>0$. Then, there exists a strictly increasing, continuous, and convex function $g:[0,2 r] \rightarrow \mathbf{R}$, $g(0)=0$ such that

$$
\begin{equation*}
g(\|x-y\|) \leq\|x\|^{2}-2\langle x, J(y)\rangle+\|y\|^{2}, \quad \forall x, y \in B_{r} \tag{15}
\end{equation*}
$$

where $B_{r}=\{x \in X:\|x\| \leq r\}$.

## 2. Preliminaries

We list some lemmas that will be used in the sequel. Lemma 3 can be found in [13]. Lemma 4 is an immediate consequence of the subdifferential inequality of the function $(1 / 2)\|\cdot\|^{2}$.

Lemma 3. Let $\left\{a_{n}\right\}$ be a sequence of nonnegative real numbers such that

$$
\begin{equation*}
a_{n+1} \leq\left(1-b_{n}\right) a_{n}+b_{n} c_{n}, \quad \forall n \geq 0 \tag{16}
\end{equation*}
$$

where $\left\{b_{n}\right\}$ and $\left\{c_{n}\right\}$ are sequences of real numbers satisfying the following conditions:
(i) $\left\{b_{n}\right\} \subset[0,1]$ and $\sum_{n=0}^{\infty} b_{n}=\infty$;
(ii) either $\limsup _{n \rightarrow \infty} \leq 0$ or $\sum_{n=0}^{\infty}\left|b_{n} c_{n}\right|<\infty$.

Then, $\lim _{n \rightarrow \infty} a_{n}=0$.
Lemma 4. In a smooth Banach space $X$, there holds the inequality

$$
\begin{align*}
\|x\|^{2}+2\langle y, J(x)\rangle & \leq\|x+y\|^{2} \\
& \leq\|x\|^{2}+2\langle y, J(x+y)\rangle, \quad \forall x, y \in X \tag{17}
\end{align*}
$$

where $J$ is the normalized duality mapping of $X$.
Let $\mu$ be a mean if $\mu$ is a continuous linear functional on $l^{\infty}$ satisfying $\|\mu\|=1=\mu(1)$. Then, we know that $\mu$ is a mean on $\mathbf{N}$ if and only if

$$
\begin{equation*}
\inf \left\{a_{n}: n \in \mathbf{N}\right\} \leq \mu(a) \leq \sup \left\{a_{n}: n \in \mathbf{N}\right\} \tag{18}
\end{equation*}
$$

for every $a=\left(a_{1}, a_{2}, \ldots\right) \in l^{\infty}$. According to time and circumstances, we use $\mu_{n}\left(a_{n}\right)$ instead of $\mu(a)$. A mean $\mu$ on $\mathbf{N}$ is called a Banach limit if and only if

$$
\begin{equation*}
\mu_{n}\left(a_{n}\right)=\mu_{n}\left(a_{n+1}\right) \tag{19}
\end{equation*}
$$

for every $a=\left(a_{1}, a_{2}, \ldots\right) \in l^{\infty}$. We know that, if $\mu$ is a Banach limit, then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} a_{n} \leq \mu_{n}\left(a_{n}\right) \leq \limsup _{n \rightarrow \infty} a_{n} \tag{20}
\end{equation*}
$$

for every $a=\left(a_{1}, a_{2}, \ldots\right) \in l^{\infty}$. So, if $a=\left(a_{1}, a_{2}, \ldots\right), b=$ $\left(b_{1}, b_{2}, \ldots\right) \in l^{\infty}$, and $a_{n} \rightarrow c$ (resp., $a_{n}-b_{n} \rightarrow 0$ ), as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\mu_{n}\left(a_{n}\right)=\mu(a)=c \quad\left(\text { resp., } \mu_{n}\left(a_{n}\right)=\mu_{n}\left(b_{n}\right)\right) \tag{21}
\end{equation*}
$$

Further, it is well known that there holds the following result.

Lemma 5 (see [14]). Let C be a nonempty closed convex subset of a uniformly smooth Banach space X. Let $\left\{x_{n}\right\}$ be a bounded sequence of $X$; let $\mu$ be a mean on $\mathbf{N}$ and let $z \in C$. Then,

$$
\begin{equation*}
\mu_{n}\left\|x_{n}-z\right\|^{2}=\min _{y \in C} \mu_{n}\left\|x_{n}-y\right\|^{2} \tag{22}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\mu_{n}\left\langle y-z, J\left(x_{n}-z\right)\right\rangle \leq 0, \quad \forall y \in C \tag{23}
\end{equation*}
$$

where $J$ is the normalized duality mapping of $X$.

Lemma 6 (see [9, Lemma 2.6]). Let C be a nonempty closed convex subset of a real Banach space $X$ which has uniformly Gateaux differentiable norm. Let $T: C \rightarrow C$ be a continuous pseudocontractive mapping with $\operatorname{Fix}(T) \neq \emptyset$ and let $f: C \rightarrow$ $C$ be a fixed Lipschitzian strongly pseudocontractive mapping with pseudocontractive coefficient $\beta \in(0,1)$ and Lipschitzian constant $L>0$. Let $A: C \rightarrow C$ be a $\bar{\gamma}$-strongly positive linear bounded operator with coefficient $\bar{\gamma}>0$. Assume that $C \pm C \subset$ $C$ and that $\left\{x_{t}\right\}$ converges strongly to $p \in \operatorname{Fix}(T)$ as $t \rightarrow 0$, where $x_{t}$ is defined by $x_{t}=t f\left(x_{t}\right)+(I-t A) T x_{t}$. Suppose that $\left\{x_{n}\right\} \subset C$ is bounded and that $\lim _{n \rightarrow \infty}\left\|x_{n}-T x_{n}\right\|=0$. Then, $\lim \sup _{n \rightarrow \infty}\left\langle(f-A) p, J\left(x_{n}-p\right)\right\rangle \leq 0$.

Lemma 7. Let $C$ be a nonempty closed convex subset of a real smooth Banach space X. Let $F: C \rightarrow X$ be an $\alpha$-strongly accretive and $\lambda$-strictly pseudocontractive with $\alpha+\lambda \geq 1$. Then, $I-F$ is nonexpansive and $F$ is Lipschitz continuous with constant $(1+\sqrt{(1-\alpha) / \lambda})$. Further, for any fixed $\tau \in(0,1)$, $I-$ $\tau F$ is contractive with coefficient $1-\tau(1-\sqrt{(1-\alpha) / \lambda})$.

Proof. From the $\lambda$-strictly pseudocontractivity and $\alpha$ strongly accretivity of $F$, we have, for all $x, y \in C$,

$$
\begin{align*}
& \lambda\|(I-F) x-(I-F) y\|^{2} \\
& \quad \leq\|x-y\|^{2}-\langle F(x)-F(y), J(x-y)\rangle  \tag{24}\\
& \quad \leq(1-\alpha)\|x-y\|^{2},
\end{align*}
$$

which implies that

$$
\begin{equation*}
\|(I-F) x-(I-F) y\| \leq \sqrt{\frac{1-\alpha}{\lambda}}\|x-y\| . \tag{25}
\end{equation*}
$$

Because $\alpha+\lambda \geq 1 \Leftrightarrow \sqrt{(1-\alpha) / \lambda} \leq 1$, we know that $I-F$ is nonexpansive. Also note that

$$
\begin{align*}
\|F(x)-F(y)\| & \leq\|(I-F) x-(I-F) y\|+\|x-y\| \\
& \leq\left(1+\sqrt{\frac{1-\alpha}{\lambda}}\right)\|x-y\| . \tag{26}
\end{align*}
$$

Now, take a fixed $\tau \in(0,1)$ arbitrarily. Observe that, for all $x, y \in C$,

$$
\begin{align*}
&\|(I-\tau F) x-(I-\tau F) y\| \\
& \quad=\|(1-\tau)(x-y)+\tau[(I-F) x-(I-F) y]\| \\
& \quad \leq(1-\tau)\|x-y\|+\tau\|(I-F) x-(I-F) y\| \\
& \quad \leq(1-\tau)\|x-y\|+\tau\left(\sqrt{\frac{1-\alpha}{\lambda}}\right)\|x-y\|  \tag{27}\\
& \quad=\left(1-\tau\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right)\|x-y\| .
\end{align*}
$$

Because $\alpha+\lambda>1 \Leftrightarrow \sqrt{(1-\alpha) / \lambda}<1$, we know that $I-\tau F$ is contractive with coefficient $1-\tau(1-\sqrt{(1-\alpha) / \lambda})$.

Let $D$ be a subset of $C$ and let $\Pi$ be a mapping of $C$ into $D$. Then, $\Pi$ is said to be sunny if

$$
\begin{equation*}
\Pi[\Pi(x)+t(x-\Pi(x))]=\Pi(x), \tag{28}
\end{equation*}
$$

whenever $\Pi(x)+t(x-\Pi(x)) \in C$ for $x \in C$ and $t \geq 0$. A mapping $\Pi$ of $C$ into itself is called a retraction if $\Pi^{2}=\Pi$. If a mapping $\Pi$ of $C$ into itself is a retraction, then $\Pi(z)=z$ for every $z \in R(\Pi)$ where $R(\Pi)$ is the range of $\Pi$. A subset $D$ of $C$ is called a sunny nonexpansive retract of $C$ if there exists a sunny nonexpansive retraction from $C$ onto $D$. The following lemma concerns the sunny nonexpansive retraction.

Lemma 8 (see [15]). Let C be a nonempty closed convex subset of a real smooth Banach space X. Let D be a nonempty subset of $C$. Let $\Pi$ be a retraction of $C$ onto $D$. Then, the following are equivalent:
(i) $\Pi$ is sunny and nonexpansive;
(ii) $\|\Pi(x)-\Pi(y)\|^{2} \leq\langle x-y, J(\Pi(x)-\Pi(y))\rangle$, for all $x, y \in C$;
(iii) $\langle x-\Pi(x), J(y-\Pi(x))\rangle \leq 0$, for all $x \in C, y \in D$.

It is well known that, if $X=H$ is a Hilbert space, then a sunny nonexpansive retraction $\Pi_{C}$ is coincident with the metric projection from $X$ onto $C$; that is, $\Pi_{C}=P_{C}$. If $C$ is a nonempty closed convex subset of a strictly convex and uniformly smooth Banach space $X$ and if $T: C \rightarrow C$ is a nonexpansive mapping with the fixed point set $\operatorname{Fix}(T) \neq \emptyset$, then the set $\operatorname{Fix}(T)$ is a sunny nonexpansive retract of $C$.

Lemma 9. Let $C$ be a nonempty closed convex subset of a smooth Banach space $X$. Let $\Pi_{C}$ be a sunny nonexpansive retraction from $X$ onto $C$ and let $B_{1}, B_{2}: C \rightarrow X$ be nonlinear mappings. For given $x^{*}, y^{*} \in C,\left(x^{*}, y^{*}\right)$ is a solution of GSVI (13) if and only if $x^{*}=\Pi_{C}\left(y^{*}-\mu_{1} B_{1} y^{*}\right)$, where $y^{*}=$ $\Pi_{C}\left(x^{*}-\mu_{2} B_{2} x^{*}\right)$.

Proof. We can rewrite GSVI (13) as

$$
\begin{array}{ll}
\left\langle x^{*}-\left(y^{*}-\mu_{1} B_{1} y^{*}\right), J\left(x-x^{*}\right)\right\rangle \geq 0, & \forall x \in C \\
\left\langle y^{*}-\left(x^{*}-\mu_{2} B_{2} x^{*}\right), J\left(x-y^{*}\right)\right\rangle \geq 0, & \forall x \in C \tag{29}
\end{array}
$$

which is obviously equivalent to

$$
\begin{align*}
& x^{*}=\Pi_{C}\left(y^{*}-\mu_{1} B_{1} y^{*}\right)  \tag{30}\\
& y^{*}=\Pi_{C}\left(x^{*}-\mu_{2} B_{2} x^{*}\right)
\end{align*}
$$

because of Lemma 8. This completes the proof.
In terms of Lemma 9, define the mapping $G: C \rightarrow C$ as follows:

$$
\begin{equation*}
G(x):=\Pi_{C}\left(I-\mu_{1} B_{1}\right) \Pi_{C}\left(I-\mu_{2} B_{2}\right) x, \quad \forall x \in C . \tag{31}
\end{equation*}
$$

Then, we observe that

$$
\begin{equation*}
x^{*}=\Pi_{C}\left[\Pi_{C}\left(x^{*}-\mu_{2} B_{2} x^{*}\right)-\mu_{1} B_{1} \Pi_{C}\left(x^{*}-\mu_{2} B_{2} x^{*}\right)\right] \tag{32}
\end{equation*}
$$

which implies that $x^{*}$ is a fixed point of the mapping $G$. Throughout this paper, the set of fixed points of the mapping $G$ is denoted by $\Omega$.

Lemma 10 (see [16]). Let C be a nonempty closed convex subset of a strictly convex Banach space X. Let $\left\{T_{n}\right\}_{n=0}^{\infty}$ be a sequence of nonexpansive mappings on $C$. Suppose $\bigcap_{n=0}^{\infty} \operatorname{Fix}\left(T_{n}\right)$ is nonempty. Let $\left\{\lambda_{n}\right\}$ be a sequence of positive numbers with $\sum_{n=0}^{\infty} \lambda_{n}=1$. Then, a mapping $T$ on $C$ defined by $T x=\sum_{n=0}^{\infty} \lambda_{n} T_{n} x$ for $x \in C$ is well-defined, nonexpansive and $\operatorname{Fix}(T)=\bigcap_{n=0}^{\infty} \operatorname{Fix}\left(T_{n}\right)$ holds.

Lemma 11 (see [17]). Let C be a nonempty closed convex subset of a Banach space X. Let $S_{1}, S_{2}, \ldots$ be a sequence of mappings of C into itself. Suppose that $\sum_{n=1}^{\infty} \sup \left\{\left\|S_{n+1} x-S_{n} x\right\|: x \in C\right\}<$ $\infty$. Then, for each $y \in C,\left\{S_{n} y\right\}$ converges strongly to some point of C. Moreover, let $S$ be a mapping of $C$ into itself defined by $S y=\lim _{n \rightarrow \infty} S_{n} y$, for all $y \in C$. Then, $\lim _{n \rightarrow \infty} \sup \{\| S x-$ $\left.S_{n} x \|: x \in C\right\}=0$.

## 3. GSVI with Hierarchical Fixed Point Problem Constraint for a Nonexpansive Mapping

In this section, we introduce our hybrid implicit viscosity scheme for solving the GSVI (13) with hierarchical fixed point problem constraint for a nonexpansive mapping and show the strong convergence theorem. First, we list several useful and helpful lemmas.

Lemma 12 (see [10, Lemma 2.8]). Let C be a nonempty closed convex subset of a real 2-uniformly smooth Banach space $X$. Let the mapping $B_{i}: C \rightarrow X$ be $\alpha_{i}$-inverse-strongly accretive. Then, one has

$$
\begin{align*}
& \left\|\left(I-\mu_{i} B_{i}\right) x-\left(I-\mu_{i} B_{i}\right) y\right\|^{2} \\
& \quad \leq\|x-y\|^{2}+2 \mu_{i}\left(\mu_{i} \kappa^{2}-\alpha_{i}\right)\left\|B_{i} x-B_{i} y\right\|^{2}, \quad \forall x, y \in C \tag{33}
\end{align*}
$$

for $i=1,2$, where $\mu_{i}>0$. In particular, if $0<\mu_{i} \leq \alpha_{i} / \kappa^{2}$ (where $\kappa$ is the best constant of $X$ as in Lemma 1), then $I-\mu_{i} B_{i}$ is nonexpansive for $i=1,2$.

Lemma 13 (see [10, Lemma 2.9]). Let C be a nonempty closed convex subset of a real 2-uniformly smooth Banach space $X$. Let $\Pi_{C}$ be a sunny nonexpansive retraction from $X$ onto $C$. Let the mapping $B_{i}: C \rightarrow X$ be $\alpha_{i}$-inverse-strongly accretive for $i=1,2$. Let $G: C \rightarrow C$ be the mapping defined by

$$
\begin{array}{r}
G x=\Pi_{C}\left[\Pi_{C}\left(x-\mu_{2} B_{2} x\right)-\mu_{1} B_{1} \Pi_{C}\left(x-\mu_{2} B_{2} x\right)\right] \\
\forall x \in C . \tag{34}
\end{array}
$$

If $0<\mu_{i} \leq \alpha_{i} / \kappa^{2}$, for $i=1,2$, then $G: C \rightarrow C$ is nonexpansive.

Lemma 14 (see [18]). Let X be a Banach space, C a nonempty closed and convex subset of $X$, and $T: C \rightarrow C$ a continuous
and strong pseudocontraction. Then, $T$ has a unique fixed point in $C$.

Lemma 15 (see [19]). Assume that $A$ is a strongly positive linear bounded operator on a smooth Banach space $X$ with coefficient $\bar{\gamma}>0$ and $0<\rho \leq\|A\|^{-1}$. Then, $\|I-\rho A\|^{2} \leq 1-\rho \bar{\gamma}$.

We now state and prove our first result.
Theorem 16. Let $C$ be a nonempty closed convex subset of a uniformly convex and 2-uniformly smooth Banach space X such that $C \pm C \subset C$. Let $\Pi_{C}$ be a sunny nonexpansive retraction from $X$ onto $C$. Let the mapping $B_{i}: C \rightarrow X$ be $\alpha_{i}$-inverse-strongly accretive for $i=1,2$. Let $T: C \rightarrow C$ be a nonexpansive mapping such that $\Lambda=\operatorname{Fix}(T) \cap \Omega \neq \emptyset$ where $\Omega$ is the fixed point set of the mapping $G=\Pi_{C}(I-$ $\left.\mu_{1} B_{1}\right) \Pi_{C}\left(I-\mu_{2} B_{2}\right)$ with $0<\mu_{i}<\alpha_{i} / \kappa^{2}$ for $i=1$, 2. Let $f: C \rightarrow C$ be a fixed Lipschitzian strongly pseudocontractive mapping with pseudocontractive coefficient $\beta \in(0,1)$ and Lipschitzian constant $L>0$, let $F: C \rightarrow C$ be $\alpha$-strongly accretive and $\lambda$-strictly pseudocontractive with $\alpha+\lambda>1$, and let $A: C \rightarrow C$ be a $\bar{\gamma}$-strongly positive linear bounded operator with $0<\bar{\gamma}-\beta \leq 1$. Let $\left\{x_{t}\right\}$ be defined by

$$
\begin{equation*}
x_{t}=t f\left(x_{t}\right)+(I-t A)\left[G\left(T x_{t}\right)-\theta_{t} F G\left(T x_{t}\right)\right] \tag{35}
\end{equation*}
$$

where $\left\{\theta_{t}: t \in(0,1)\right\} \subset[0,1)$ with $\lim _{t \rightarrow 0} \theta_{t} / t=0$. Then, as $t \rightarrow 0,\left\{x_{t}\right\}$ converges strongly to a point $p \in \Lambda$, which is the unique solution in $\Lambda$ to the VIP,

$$
\begin{equation*}
\langle(A-f) p, J(p-u)\rangle \leq 0, \quad \forall u \in \Lambda . \tag{36}
\end{equation*}
$$

Proof. First, let us show that the net $\left\{x_{t}\right\}$ is defined well. As a matter of fact, define the mapping $S_{t}: C \rightarrow C$ as follows:

$$
\begin{equation*}
S_{t} x=t f(x)+(I-t A)\left[G(T x)-\theta_{t} F G(T x)\right], \quad \forall x \in C . \tag{37}
\end{equation*}
$$

We may assume, without loss of generality, that $t \leq\|A\|^{-1}$. Utilizing Lemmas 7, 13 , and 15 , we have

$$
\begin{aligned}
&\left\langle S_{t} x\right.\left.-S_{t} y, J(x-y)\right\rangle \\
&= t\langle f(x)-f(y), J(x-y)\rangle \\
&+\left\langle(I-t A)\left[\left(I-\theta_{t} F\right) G(T x)-\left(I-\theta_{t} F\right) G(T y)\right],\right. \\
&J(x-y)\rangle \\
& \leq t \beta\|x-y\|^{2}+(1-t \bar{\gamma}) \\
& \times\left\|\left(I-\theta_{t} F\right) G(T x)-\left(I-\theta_{t} F\right) G(T y)\right\|\|x-y\| \\
& \leq t \beta\|x-y\|^{2}+(1-t \bar{\gamma})\left(1-\theta_{t}\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right) \\
& \quad \times\|G(T x)-G(T y)\|\|x-y\| \\
& \leq t \beta\|x-y\|^{2}+(1-t \bar{\gamma})\|T x-T y\|\|x-y\|
\end{aligned}
$$

$$
\begin{align*}
& \leq t \beta\|x-y\|^{2}+(1-t \bar{\gamma})\|x-y\|^{2} \\
& =(1-t(\bar{\gamma}-\beta))\|x-y\|^{2} \tag{38}
\end{align*}
$$

Hence, it is known that $S_{t}: C \rightarrow C$ is a continuous and strongly pseudocontractive mapping with pseudocontractive coefficient $1-t(\bar{\gamma}-\beta) \in(0,1)$ Thus, by Lemma 14 , we deduce that there exists a unique fixed point in $C$, denoted by $x_{t}$, which uniquely solves the fixed point equation

$$
\begin{equation*}
x_{t}=t f\left(x_{t}\right)+(I-t A)\left[G\left(T x_{t}\right)-\theta_{t} F G\left(T x_{t}\right)\right] \tag{39}
\end{equation*}
$$

Let us show the uniqueness of the solution of VIP (36). Suppose that both $p_{1} \in \Lambda$ and $p_{2} \in \Lambda$ are solutions to VIP (36). Then, we have

$$
\begin{align*}
& \left\langle(A-f) p_{1}, J\left(p_{1}-p_{2}\right)\right\rangle \leq 0 \\
& \left\langle(A-f) p_{2}, J\left(p_{2}-p_{1}\right)\right\rangle \leq 0 \tag{40}
\end{align*}
$$

Adding up the above two inequalities, we obtain

$$
\begin{equation*}
\left\langle(A-f) p_{1}-(A-f) p_{2}, J\left(p_{1}-p_{2}\right)\right\rangle \leq 0 \tag{41}
\end{equation*}
$$

Note that

$$
\begin{align*}
&\left\langle(A-f) p_{1}-(A-f) p_{2}, J\left(p_{1}-p_{2}\right)\right\rangle \\
&=\left\langle A\left(p_{1}-p_{2}\right), J\left(p_{1}-p_{2}\right)\right\rangle \\
&-\left\langle f\left(p_{1}\right)-f\left(p_{2}\right), J\left(p_{1}-p_{2}\right)\right\rangle  \tag{42}\\
& \geq \bar{\gamma}\left\|p_{1}-p_{2}\right\|^{2}-\beta\left\|p_{1}-p_{2}\right\|^{2} \\
&=(\bar{\gamma}-\beta)\left\|p_{1}-p_{2}\right\|^{2} \geq 0
\end{align*}
$$

Consequently, we have $p_{1}=p_{2}$, and the uniqueness is proved.
Next, let us show that, for some $a \in(0,1),\left\{x_{t}: t \in(0, a]\right\}$ is bounded. Indeed, since $\left\{\theta_{t}: t \in(0,1)\right\} \subset[0,1)$ with $\lim _{t \rightarrow 0}\left(\theta_{t} / t\right)=0$, there exists some $a \in(0,1)$ such that $0 \leq \theta_{t} / t<1$ for all $t \in(0, a]$. Take a fixed $p \in \operatorname{Fix}(\Lambda)$ arbitrarily. Utilizing Lemma 7, we have

$$
\begin{aligned}
&\left\|x_{t}-p\right\|^{2} \\
&=\left\langle t\left(f\left(x_{t}\right)-f(p)\right)+(I-t A)\left[G\left(T x_{t}\right)-\theta_{t} F G\left(T x_{t}\right)-p\right]\right. \\
&\left.-t(A p-f(p)), J\left(x_{t}-p\right)\right\rangle \\
&= t\left\langle f\left(x_{t}\right)-f(p), J\left(x_{t}-p\right)\right\rangle \\
&+\left\langle(I-t A)\left[G\left(T x_{t}\right)-\theta_{t} F G\left(T x_{t}\right)-p\right], J\left(x_{t}-p\right)\right\rangle \\
& \quad-t\left\langle(A-f) p, J\left(x_{t}-p\right)\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& \leq t \beta\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma})\left\|G\left(T x_{t}\right)-\theta_{t} F G\left(T x_{t}\right)-p\right\| \\
& \times\left\|x_{t}-p\right\|+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma}) \\
& \times\left[\left\|\left(I-\theta_{t} F\right) G\left(T x_{t}\right)-\left(I-\theta_{t} F\right) G(T p)\right\|\right. \\
&\left.\quad+\left\|\left(I-\theta_{t} F\right) G(T p)-p\right\|\right]\left\|x_{t}-p\right\| \\
&+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma})\left(1-\theta_{t}\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right) \\
& \times\left\|G\left(T x_{t}\right)-G(T p)\right\|\left\|x_{t}-p\right\| \\
&+(1-t \bar{\gamma}) \theta_{t}\|F p\|\left\|x_{t}-p\right\|+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma})\left(1-\theta_{t}\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right) \\
& \times\left\|T x_{t}-T p\right\|\left\|x_{t}-p\right\| \\
&+\theta_{t}\|F p\|\left\|x_{t}-p\right\|+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma})\left\|x_{t}-p\right\|^{2} \\
&+\theta_{t}\|F p\|\left\|x_{t}-p\right\|+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
&=(1-t(\bar{\gamma}-\beta))\left\|x_{t}-p\right\|^{2}+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \\
&+t\|(A-f) p\|\left\|x_{t}-p\right\| \tag{43}
\end{align*}
$$

and, hence, for all $t \in(0, a]$,

$$
\begin{align*}
\left\|x_{t}-p\right\| & \leq \frac{1}{\bar{\gamma}-\beta}\left(\|(A-f) p\|+\frac{\theta_{t}}{t}\|F p\|\right) \\
& \leq \frac{1}{\bar{\gamma}-\beta}(\|(A-f) p\|+\|F p\|) \tag{44}
\end{align*}
$$

Thus, this implies that $\left\{x_{t}: t \in(0, a]\right\}$ is bounded and so are $\left\{f\left(x_{t}\right): t \in(0, a]\right\},\left\{T x_{t}: t \in(0, a]\right\}$, and $\left\{G\left(T x_{t}\right): t \in(0, a]\right\}$.

Let us show that $\left\|T x_{t}-G\left(T x_{t}\right)\right\| \rightarrow 0$ as $t \rightarrow 0$.
Indeed, for simplicity, we put $q=\Pi_{C}\left(I-\mu_{2} B_{2}\right) p, \widehat{x}_{t}=T x_{t}$, $u_{t}=\Pi_{C}\left(I-\mu_{2} B_{2}\right) \hat{x}_{t}$, and $v_{t}=\Pi_{C}\left(I-\mu_{1} B_{1}\right) u_{t}$. Then, it is clear that $p=\Pi_{C}\left(I-\mu_{1} B_{1}\right) q$ and $v_{t}=G\left(\widehat{x}_{t}\right)=G\left(T x_{t}\right)$. Hence, from (43), it follows that

$$
\begin{aligned}
& \left\|x_{t}-p\right\|^{2} \\
& \qquad \begin{array}{l}
\leq \\
\qquad \\
\quad \times\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma})\left(1-\theta_{t}\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right) \\
\quad+\left(1-t x_{t}\right)-G(T p)\| \| x_{t}-p \|
\end{array} \\
& \quad\left(1-f p\| \| x_{t}-p\|+t\|(A-f) p\| \| x_{t}-p \|\right.
\end{aligned}
$$

$$
\begin{align*}
\leq & t \beta\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma})\left\|v_{t}-p\right\|\left\|x_{t}-p\right\| \\
& +\theta_{t}\|F p\|\left\|x_{t}-p\right\|+t\|(A-f) p\|\left\|x_{t}-p\right\| \tag{45}
\end{align*}
$$

From Lemma 12, we have

$$
\begin{align*}
\left\|u_{t}-q\right\|^{2} & =\left\|\Pi_{C}\left(\widehat{x}_{t}-\mu_{2} B_{2} \widehat{x}_{t}\right)-\Pi_{C}\left(p-\mu_{2} B_{2} p\right)\right\|^{2} \\
& \leq\left\|\widehat{x}_{t}-p-\mu_{2}\left(B_{2} \widehat{x}_{t}-B_{2} p\right)\right\|^{2} \\
& \leq\left\|\widehat{x}_{t}-p\right\|^{2}-2 \mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{t}-B_{2} p\right\|^{2}, \\
\left\|v_{t}-p\right\|^{2} & =\left\|\Pi_{C}\left(u_{t}-\mu_{1} B_{1} u_{t}\right)-\Pi_{C}\left(q-\mu_{1} B_{1} q\right)\right\|^{2} \\
& \leq\left\|u_{t}-q-\mu_{1}\left(B_{1} u_{t}-B_{1} q\right)\right\|^{2} \\
& \leq\left\|u_{t}-q\right\|^{2}-2 \mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\left\|B_{1} u_{t}-B_{1} q\right\|^{2} . \tag{46}
\end{align*}
$$

From the last two inequalities, we obtain

$$
\begin{align*}
\left\|v_{t}-p\right\|^{2} \leq & \left\|\widehat{x}_{t}-p\right\|^{2}-2 \mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right) \\
& \times\left\|B_{2} \widehat{x}_{t}-B_{2} p\right\|^{2}-2 \mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right) \\
& \times\left\|B_{1} u_{t}-B_{1} q\right\|^{2} \\
\leq & \left\|x_{t}-p\right\|^{2}-2 \mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{t}-B_{2} p\right\|^{2} \\
& -2 \mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\left\|B_{1} u_{t}-B_{1} q\right\|^{2}, \tag{47}
\end{align*}
$$

which together with (45) implies that

$$
\begin{aligned}
& \left\|x_{t}-p\right\|^{2} \\
& \begin{aligned}
& \leq t \beta\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma})\left\|v_{t}-p\right\|\left\|x_{t}-p\right\|+\theta_{t}\|F p\| \\
& \quad \times\left\|x_{t}-p\right\|+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+t\|(A-f) p\|\left\|x_{t}-p\right\|+(1-t \bar{\gamma}) \\
& \quad \times \frac{1}{2}\left(\left\|x_{t}-p\right\|^{2}+\left\|v_{t}-p\right\|^{2}\right)+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
&+(1-t \bar{\gamma}) \frac{1}{2}\left\{\left\|x_{t}-p\right\|^{2}+\left\|x_{t}-p\right\|^{2}\right. \\
& \quad-2 \mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{t}-B_{2} p\right\|^{2} \\
& \quad-2 \mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right) \\
&\left.\quad \times\left\|B_{1} u_{t}-B_{1} q\right\|^{2}\right\}+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \\
&=(1-t(\bar{\gamma}-\beta))\left\|x_{t}-p\right\|^{2}+t\|(A-f) p\|\left\|x_{t}-p\right\|
\end{aligned} \\
& \quad \begin{array}{l}
\quad(1-t \bar{\gamma})\left[\mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{t}-B_{2} p\right\|^{2}\right. \\
\left.\quad+\mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\left\|B_{1} u_{t}-B_{1} q\right\|^{2}\right]
\end{array}
\end{aligned}
$$

$$
\begin{align*}
& \quad+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \\
& \leq\left\|x_{t}-p\right\|^{2}+t\|(A-f) p\|\left\|x_{t}-p\right\|-(1-t \bar{\gamma}) \\
& \quad \times\left[\mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{t}-B_{2} p\right\|^{2}\right. \\
& \left.\quad+\mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\left\|B_{1} u_{t}-B_{1} q\right\|^{2}\right]+\theta_{t}\|F p\|\left\|x_{t}-p\right\| . \tag{48}
\end{align*}
$$

So, it immediately follows that

$$
\begin{align*}
&(1-t \bar{\gamma}) {\left[\mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{t}-B_{2} p\right\|^{2}+\mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\right.} \\
&\left.\times\left\|B_{1} u_{t}-B_{1} q\right\|^{2}\right] \\
& \leq t\|(A-f) p\|\left\|x_{t}-p\right\|+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \tag{49}
\end{align*}
$$

Since $0<\mu_{i}<\alpha_{i} / \kappa^{2}$, for $i=1$, 2 , we have

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|B_{2} \widehat{x}_{t}-B_{2} p\right\|=0, \quad \lim _{t \rightarrow 0}\left\|B_{1} u_{t}-B_{1} q\right\|=0 \tag{50}
\end{equation*}
$$

Utilizing Proposition 2 and Lemma 8, we have that there exists $g_{1}$ such that

$$
\begin{align*}
\left\|u_{t}-q\right\|^{2}= & \left\|\Pi_{C}\left(\widehat{x}_{t}-\mu_{2} B_{2} \widehat{x}_{t}\right)-\Pi_{C}\left(p-\mu_{2} B_{2} p\right)\right\|^{2} \\
\leq & \left\langle\widehat{x}_{t}-\mu_{2} B_{2} \widehat{x}_{t}-\left(p-\mu_{2} B_{2} p\right), J\left(u_{t}-q\right)\right\rangle \\
= & \left\langle\widehat{x}_{t}-p, J\left(u_{t}-q\right)\right\rangle+\mu_{2}\left\langle B_{2} p-B_{2} \widehat{x}_{t}, J\left(u_{t}-q\right)\right\rangle \\
\leq & \frac{1}{2}\left[\left\|\widehat{x}_{t}-p\right\|^{2}+\left\|u_{t}-q\right\|^{2}\right. \\
& \left.\quad-g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right)\right] \\
& +\mu_{2}\left\|B_{2} p-B_{2} \widehat{x}_{t}\right\|\left\|u_{t}-q\right\|, \tag{51}
\end{align*}
$$

which implies that

$$
\begin{align*}
\left\|u_{t}-q\right\|^{2} \leq & \left\|\widehat{x}_{t}-p\right\|^{2}-g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right) \\
& +2 \mu_{2}\left\|B_{2} p-B_{2} \widehat{x}_{t}\right\|\left\|u_{t}-q\right\| \tag{52}
\end{align*}
$$

In the same way, we derive that there exists $g_{2}$ :

$$
\begin{align*}
\left\|v_{t}-p\right\|^{2}= & \left\|\Pi_{C}\left(u_{t}-\mu_{1} B_{1} u_{t}\right)-\Pi_{C}\left(q-\mu_{1} B_{1} q\right)\right\|^{2} \\
\leq & \left\langle u_{t}-\mu_{1} B_{1} u_{t}-\left(q-\mu_{1} B_{1} q\right), J\left(v_{t}-p\right)\right\rangle \\
= & \left\langle u_{t}-q, J\left(v_{t}-p\right)\right\rangle+\mu_{1}\left\langle B_{1} q-B_{1} u_{t}, J\left(v_{t}-p\right)\right\rangle \\
\leq & \frac{1}{2}\left[\left\|u_{t}-q\right\|^{2}+\left\|v_{t}-p\right\|^{2}\right. \\
& \left.\quad-g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right)\right] \\
& +\mu_{1}\left\|B_{1} q-B_{1} u_{t}\right\|\left\|v_{t}-p\right\| \tag{53}
\end{align*}
$$

which implies that

$$
\begin{align*}
\left\|v_{t}-p\right\|^{2} \leq & \left\|u_{t}-q\right\|^{2}-g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right)  \tag{54}\\
& +2 \mu_{1}\left\|B_{1} q-B_{1} u_{t}\right\|\left\|v_{t}-p\right\| .
\end{align*}
$$

Substituting (52) for (54), we get

$$
\begin{align*}
\left\|v_{t}-p\right\|^{2} \leq & \left\|\widehat{x}_{t}-p\right\|^{2}-g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right) \\
& -g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right) \\
& +2 \mu_{2}\left\|B_{2} p-B_{2} \widehat{x}_{t}\right\|\left\|u_{t}-q\right\| \\
& +2 \mu_{1}\left\|B_{1} q-B_{1} u_{t}\right\|\left\|v_{t}-p\right\| \\
\leq & \left\|x_{t}-p\right\|^{2}-g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right)  \tag{55}\\
& -g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right) \\
& +2 \mu_{2}\left\|B_{2} p-B_{2} \widehat{x}_{t}\right\|\left\|u_{t}-q\right\| \\
& +2 \mu_{1}\left\|B_{1} q-B_{1} u_{t}\right\|\left\|v_{t}-p\right\|
\end{align*}
$$

which together with (45) implies that

$$
\begin{aligned}
&\left\|x_{t}-p\right\|^{2} \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+(1-t \bar{\gamma})\left\|v_{t}-p\right\|\left\|x_{t}-p\right\|+\theta_{t}\|F p\| \\
& \quad \times\left\|x_{t}-p\right\|+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+t\|(A-f) p\|\left\|x_{t}-p\right\|+(1-t \bar{\gamma}) \\
& \quad \frac{1}{2}\left(\left\|x_{t}-p\right\|^{2}+\left\|v_{t}-p\right\|^{2}\right)+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \\
& \leq t \beta\left\|x_{t}-p\right\|^{2}+t\|(A-f) p\|\left\|x_{t}-p\right\|+(1-t \bar{\gamma}) \\
& \quad \times \frac{1}{2}\left\{\left\|x_{t}-p\right\|^{2}+\left\|x_{t}-p\right\|^{2}\right. \\
& \quad \quad g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right) \\
& \quad \quad-g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right) \\
& \quad+2 \mu_{2}\left\|B_{2} p-B_{2} \hat{x}_{t}\right\|\left\|u_{t}-q\right\| \\
&\left.\quad+2 \mu_{1}\left\|B_{1} q-B_{1} u_{t}\right\|\left\|v_{t}-p\right\|\right\} \\
& \quad+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \\
&=(1-t(\bar{\gamma}-\beta))\left\|x_{t}-p\right\|^{2}+t\|(A-f) p\|\left\|x_{t}-p\right\| \\
& \quad-(1-t \bar{\gamma}) \\
& \quad \times \frac{1}{2}\left[g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right)\right. \\
&\left.\quad+g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right)\right]+(1-t \bar{\gamma}) \\
& \quad \times {\left[\mu_{2}\left\|B_{2} p-B_{2} \hat{x}_{t}\right\|\left\|u_{t}-q\right\|\right.} \\
&\left.\quad+\mu_{1}\left\|B_{1} q-B_{1} u_{t}\right\|\left\|v_{t}-p\right\|\right]
\end{aligned}
$$

$$
\begin{align*}
& \quad+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \\
& \leq\left\|x_{t}-p\right\|^{2}+t\|(A-f) p\|\left\|x_{t}-p\right\|-(1-t \bar{\gamma}) \\
& \quad \times \frac{1}{2}\left[g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right)\right. \\
& \left.\quad+g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right)\right] \\
& \\
& +\mu_{2}\left\|B_{2} p-B_{2} \hat{x}_{t}\right\|\left\|u_{t}-q\right\|  \tag{56}\\
& \\
& \quad+\mu_{1}\left\|B_{1} q-B_{1} u_{t}\right\|\left\|v_{t}-p\right\|+\theta_{t}\|F p\|\left\|x_{t}-p\right\| .
\end{align*}
$$

So, it immediately follows that

$$
\begin{align*}
& (1-t \bar{\gamma}) \frac{1}{2}\left[g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right)\right. \\
& \left.\quad+g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right)\right] \\
& \quad \leq t\|(A-f) p\|\left\|x_{t}-p\right\|+\mu_{2}\left\|B_{2} p-B_{2} \widehat{x}_{t}\right\|\left\|u_{t}-q\right\| \\
& \quad+\mu_{1}\left\|B_{1} q-B_{1} u_{t}\right\|\left\|v_{t}-p\right\|+\theta_{t}\|F p\|\left\|x_{t}-p\right\| \tag{57}
\end{align*}
$$

Hence, from (50), we conclude that

$$
\begin{align*}
& \lim _{t \rightarrow 0} g_{1}\left(\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|\right)=0 \\
& \lim _{t \rightarrow 0} g_{2}\left(\left\|u_{t}-v_{t}+(p-q)\right\|\right)=0 \tag{58}
\end{align*}
$$

Utilizing the properties of $g_{1}$ and $g_{2}$, we get

$$
\begin{align*}
& \lim _{t \rightarrow 0}\left\|\widehat{x}_{t}-u_{t}-(p-q)\right\|=0 \\
& \lim _{t \rightarrow 0}\left\|u_{t}-v_{t}+(p-q)\right\|=0 \tag{59}
\end{align*}
$$

which leads to

$$
\begin{align*}
\left\|\widehat{x}_{t}-v_{t}\right\| \leq & \left\|\widehat{x}_{t}-u_{t}-(p-q)\right\| \\
& +\left\|u_{t}-v_{t}+(p-q)\right\| \longrightarrow 0 \quad \text { as } t \longrightarrow 0 \tag{60}
\end{align*}
$$

That is,

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|T x_{t}-G\left(T x_{t}\right)\right\|=\lim _{t \rightarrow 0}\left\|\widehat{x}_{t}-v_{t}\right\|=0 \tag{61}
\end{equation*}
$$

Note that $\left\{x_{t}: t \in(0, a]\right\}$ is bounded and so are $\left\{f\left(x_{t}\right)\right.$ : $t \in(0, a]\},\left\{T x_{t}: t \in(0, a]\right\}$, and $\left\{G\left(T x_{t}\right): t \in(0, a]\right\}$. Hence, we have

$$
\begin{align*}
& \left\|x_{t}-G\left(T x_{t}\right)\right\| \\
& \quad=t\left\|f\left(x_{t}\right)-A G\left(T x_{t}\right)-\frac{\theta_{t}}{t}(I-t A) F G\left(T x_{t}\right)\right\| \longrightarrow 0 \tag{62}
\end{align*}
$$

as $t \rightarrow 0$. Also, observe that

$$
\begin{equation*}
\left\|x_{t}-T x_{t}\right\| \leq\left\|x_{t}-G\left(T x_{t}\right)\right\|+\left\|G\left(T x_{t}\right)-T x_{t}\right\| \tag{63}
\end{equation*}
$$

This together with (61) and (62) implies that

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|x_{t}-T x_{t}\right\|=0 \tag{64}
\end{equation*}
$$

Utilizing the nonexpansivity of $G$, we obtain

$$
\begin{align*}
\left\|x_{t}-G x_{t}\right\| & \leq\left\|x_{t}-G\left(T x_{t}\right)\right\|+\left\|G\left(T x_{t}\right)-G x_{t}\right\|  \tag{65}\\
& \leq\left\|x_{t}-G\left(T x_{t}\right)\right\|+\left\|T x_{t}-x_{t}\right\|,
\end{align*}
$$

which together with (62) and (64) implies that

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|x_{t}-G x_{t}\right\|=0 \tag{66}
\end{equation*}
$$

Now, let $\left\{t_{k}\right\}$ be a sequence in $(0, a]$ that converges to 0 as $k \rightarrow$ $\infty$, and define a function $g$ on $C$ by

$$
\begin{equation*}
g(x)=\mu_{k} \frac{1}{2}\left\|x_{t_{k}}-x\right\|^{2}, \quad \forall x \in C \tag{67}
\end{equation*}
$$

where $\mu$ is a Banach limit. Define the set

$$
\begin{equation*}
K:=\{w \in C: g(w)=\min \{g(y): y \in C\}\} \tag{68}
\end{equation*}
$$

and the mapping

$$
\begin{equation*}
W x=(1-\theta) T x+\theta G x, \quad \forall x \in C \tag{69}
\end{equation*}
$$

where $\theta$ is a constant in $(0,1)$. Then, by Lemma 10, we know that $\operatorname{Fix}(W)=\operatorname{Fix}(T) \cap \operatorname{Fix}(G)=\Lambda$. We observe that

$$
\begin{align*}
\left\|x_{t}-W x_{t}\right\| & =\left\|(1-\theta)\left(x_{t}-T x_{t}\right)+\theta\left(x_{t}-G x_{t}\right)\right\| \\
& \leq(1-\theta)\left\|x_{t}-T x_{t}\right\|+\theta\left\|x_{t}-G x_{t}\right\| \tag{70}
\end{align*}
$$

So, from (64) and (66), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{t}-W x_{t}\right\|=0 \tag{71}
\end{equation*}
$$

Since $X$ is a uniformly smooth Banach space, $K$ is a nonempty bounded closed convex subset of $C$; for more details, see [14]. We claim that $K$ is also invariant under the nonexpansive mapping $W$. Indeed, noticing (71), we have, for $w \in K$,

$$
\begin{align*}
g(W w) & =\mu_{k} \frac{1}{2}\left\|x_{t_{k}}-W w\right\|^{2}=\mu_{k} \frac{1}{2}\left\|W x_{t_{k}}-W w\right\|^{2} \\
& \leq \mu_{k} \frac{1}{2}\left\|x_{t_{k}}-w\right\|^{2}=g(w) . \tag{72}
\end{align*}
$$

Since every nonempty closed bounded convex subset of a uniformly smooth Banach space $X$ has the fixed point property for nonexpansive mappings and $W$ is a nonexpansive mapping of $K, W$ has a fixed point in $K$, say $p$. Utilizing Lemma 5, we get

$$
\begin{equation*}
\mu_{k}\left\langle x-p, J\left(x_{t_{k}}-p\right)\right\rangle \leq 0, \quad \forall x \in C \tag{73}
\end{equation*}
$$

Putting $x=(f-A) p+p \in C$, we have

$$
\begin{equation*}
\mu_{k}\left\langle(f-A) p, J\left(x_{t_{k}}-p\right)\right\rangle \leq 0, \quad \forall x \in C \tag{74}
\end{equation*}
$$

Since $x_{t_{k}}-p=t_{k}\left(f\left(x_{t_{k}}\right)-f(p)\right)+\left(I-t_{k} A\right)\left[G\left(T x_{t_{k}}\right)-\theta_{t_{k}}\right.$ $\left.F G\left(T x_{t_{k}}\right)-p\right]-t_{k}(A-f) p$, we get

$$
\begin{align*}
\| x_{t_{k}} & -p \|^{2} \\
= & t_{k}\left\langle f\left(x_{t_{k}}\right)-f(p), J\left(x_{t_{k}}-p\right)\right\rangle \\
& +\left\langle\left(I-t_{k} A\right)\left(G\left(T x_{t_{k}}\right)-p\right), J\left(x_{t_{k}}-p\right)\right\rangle \\
& -\theta_{t_{k}}\left\langle\left(I-t_{k} A\right) F G\left(T x_{t_{k}}\right), J\left(x_{t_{k}}-p\right)\right\rangle \\
& -t_{k}\left\langle(A-f) p, J\left(x_{t_{k}}-p\right)\right\rangle \\
\leq & t_{k} \beta\left\|x_{t_{k}}-p\right\|^{2}+t_{k}\left\langle(f-A) p, J\left(x_{t_{k}}-p\right)\right\rangle \\
& +\left(1-t_{k} \bar{\gamma}\right)\left\|G\left(T x_{t_{k}}\right)-p\right\|\left\|x_{t_{k}}-p\right\| \\
& +\left(1-t_{k} \bar{\gamma}\right) \theta_{t_{k}}\left\|F G\left(T x_{t_{k}}\right)\right\|\left\|x_{t_{k}}-p\right\| \\
\leq & t_{k} \beta\left\|x_{t_{k}}-p\right\|^{2}+t_{k}\left\langle(f-A) p, J\left(x_{t_{k}}-p\right)\right\rangle \\
& +\left(1-t_{k} \bar{\gamma}\right)\left\|x_{t_{k}}-p\right\|^{2}+\theta_{t_{k}}\left\|F G\left(T x_{t_{k}}\right)\right\|\left\|x_{t_{k}}-p\right\| . \tag{75}
\end{align*}
$$

It follows that

$$
\begin{align*}
\left\|x_{t_{k}}-p\right\|^{2} \leq \frac{1}{\bar{\gamma}-\beta} & {\left[\left\langle(f-A) p, J\left(x_{t_{k}}-p\right)\right\rangle\right.} \\
& \left.+\frac{\theta_{t_{k}}}{t_{k}}\left\|F G\left(T x_{t_{k}}\right)\right\|\left\|x_{t_{k}}-p\right\|\right] . \tag{76}
\end{align*}
$$

Since $\lim _{k \rightarrow \infty}\left(\theta_{t_{k}} / t_{k}\right)=0$, from (74) and the boundedness of sequences $\left\{F G\left(T x_{t_{k}}\right)\right\},\left\{x_{t_{k}}\right\}$, it follows that

$$
\begin{align*}
\mu_{k}\left\|x_{t_{k}}-p\right\|^{2} \leq \frac{1}{\bar{\gamma}-\beta} \mu_{k}[ & \left\langle(f-A) p, J\left(x_{t_{k}}-p\right)\right\rangle \\
& \left.+\frac{\theta_{t_{k}}}{t_{k}}\left\|F G\left(T x_{t_{k}}\right)\right\|\left\|x_{t_{k}}-p\right\|\right] \\
=\frac{1}{\bar{\gamma}-\beta}[ & \mu_{k}\left\langle(f-A) p, J\left(x_{t_{k}}-p\right)\right\rangle \\
& \left.+\mu_{k}\left(\frac{\theta_{t_{k}}}{t_{k}}\left\|F G\left(T x_{t_{k}}\right)\right\|\left\|x_{t_{k}}-p\right\|\right)\right] \leq 0 . \tag{77}
\end{align*}
$$

Therefore, for the sequence $\left\{x_{t_{k}}\right\}$ in $\left\{x_{t}: t \in(0, a]\right\}$, there exists a subsequence which is still denoted by $\left\{x_{t_{k}}\right\}$ that converges strongly to some fixed point $p$ of $W$.

Now, we claim that such a $p$ is the unique solution in $\Lambda$ to the VIP (36).

Indeed, from (35), it follows that for all $u \in \Lambda=\operatorname{Fix}(T) \cap \Omega$

$$
\begin{align*}
&\left\|x_{t}-u\right\|^{2} \\
&= t\left\langle f\left(x_{t}\right)-f(u), J\left(x_{t}-u\right)\right\rangle \\
&+\left\langle(I-t A)\left[G\left(T x_{t}\right)-\theta_{t} F G\left(T x_{t}\right)-u\right], J\left(x_{t}-u\right)\right\rangle \\
&-t\left\langle(A-f) u, J\left(x_{t}-u\right)\right\rangle \\
&=\left\langle( I - t A ) \left[\left(I-\theta_{t} F\right) G\left(T x_{t}\right)-\left(I-\theta_{t} F\right) u\right.\right. \\
&\left.\left.\quad+\left(I-\theta_{t} F\right) u-u\right], J\left(x_{t}-u\right)\right\rangle \\
&+t\left\langle f\left(x_{t}\right)-f(u), J\left(x_{t}-u\right)\right\rangle-t\left\langle(A-f) u, J\left(x_{t}-u\right)\right\rangle \\
& \leq(1-t \bar{\gamma})\left[\left\|\left(I-\theta_{t} F\right) G\left(T x_{t}\right)-\left(I-\theta_{t} F\right) u\right\|\right. \\
&\left.\quad+\left\|\left(I-\theta_{t} F\right) u-u\right\|\right] \\
& \times\left\|x_{t}-u\right\|+t \beta\left\|x_{t}-u\right\|^{2}-t\left\langle(A-f) u, J\left(x_{t}-u\right)\right\rangle \\
& \leq(1-t \bar{\gamma})\left[\left(1-\theta_{t}(1-\sqrt{1-\alpha})\right)\left\|x_{t}-u\right\|+\theta_{t}\|F u\|\right] \\
& \times\left\|x_{t}-u\right\|+t \beta\left\|x_{t}-u\right\|^{2}-t\left\langle(A-f) u, J\left(x_{t}-u\right)\right\rangle \\
& \leq(1-t \bar{\gamma})\left[\left\|x_{t}-u\right\|+\theta_{t}\|F u\|\right]\left\|x_{t}-u\right\| \\
&+t \beta\left\|x_{t}-u\right\|^{2}-t\left\langle(A-f) u, J\left(x_{t}-u\right)\right\rangle \\
& \leq(1-t(\bar{\gamma}-\beta))\left\|x_{t}-u\right\|^{2}+\theta_{t}\|F u\| \\
& \times\left\|x_{t}-u\right\|-t\left\langle(A-f) u, J\left(x_{t}-u\right)\right\rangle \\
& \leq\left\|x_{t}-u\right\|^{2}+\theta_{t}\|F u\|\left\|x_{t}-u\right\|-t\left\langle(A-f) u, J\left(x_{t}-u\right)\right\rangle, \tag{78}
\end{align*}
$$

which hence implies that

$$
\begin{equation*}
\left\langle(A-f) u, J\left(x_{t}-u\right)\right\rangle \leq \frac{\theta_{t}}{t}\|F u\|\left\|x_{t}-u\right\|, \quad \forall u \in \Lambda . \tag{79}
\end{equation*}
$$

Since $x_{t_{k}} \rightarrow p$ as $t_{k} \rightarrow 0$ and $\lim _{t \rightarrow 0}\left(\theta_{t} / t\right)=0$, we obtain from the last inequality that

$$
\begin{equation*}
\langle(A-f) u, J(p-u)\rangle \leq 0, \quad \forall u \in \Lambda \tag{80}
\end{equation*}
$$

Utilizing the well-known Minty-type Lemma, we get

$$
\begin{equation*}
\langle(A-f) p, J(p-u)\rangle \leq 0, \quad \forall u \in \Lambda . \tag{81}
\end{equation*}
$$

So, $p$ is a solution in $\Lambda$ to the VIP (36).
In order to prove that the net $\left\{x_{t}: t \in(0, a]\right\}$ converges strongly to $p$ as $t \rightarrow 0$, suppose that there exists another subsequence $\left\{x_{s_{k}}\right\} \subset\left\{x_{t}\right\}$ such that $x_{s_{k}} \rightarrow q$ as $s_{k} \rightarrow 0$; then we also have $q \in \operatorname{Fix}(W)=\operatorname{Fix}(T) \cap \Omega=: \Lambda$ due to (71). Repeating the same argument as above, we know that $q$ is another solution in $\Lambda$ to the VIP (36). In terms of the uniqueness of solutions in $\Lambda$ to the VIP (36), we immediately get $p=q$. This completes the proof.

Remark 17. It is worth emphasizing that, in the assertion of Theorem 16, "as $t \rightarrow 0,\left\{x_{t}\right\}$ converges strongly to a point $p \in \Lambda$," this $p$ depends on no one of the mappings $f, A$, and $F$. Indeed, although $\left\{x_{t}\right\}$ is defined by
$x_{t}=t f\left(x_{t}\right)+(I-t A)\left[G\left(T x_{t}\right)-\theta_{t} F G\left(T x_{t}\right)\right], \quad \forall t \in(0,1)$,
in the proof of Theorem 16, it can be readily seen that $p$ is first found out as a fixed point of the nonexpansive self-mapping $W$ of $K$. This shows that $p$ depends on no one of the mappings $f, A$, and $F$.

Remark 18. Theorem 16 improves, extends, supplements, and develops Cai and Bu [9, Lemma 2.5] in the following aspects.
(i) The GSVI (13) with hierarchical fixed point problem constraint for a nonexpansive mapping is more general and more subtle than the problem in Cai and Bu [9, Lemma 2.5] because our problem is to find a point $p \in \Lambda=\operatorname{Fix}(T) \cap \Omega$, which is the unique solution in $\Lambda$ to the VIP:

$$
\begin{equation*}
\langle(A-f) p, J(p-u)\rangle \leq 0, \quad \forall u \in \Lambda . \tag{83}
\end{equation*}
$$

(ii) The iterative scheme in [9, Lemma 2.5] is extended to develop the iterative scheme in Theorem 16 by virtue of hybrid steepest-descent method. The iterative scheme in Theorem 16 is more advantageous and more flexible than the iterative scheme of [9, Lemma 2.5] because our iterative scheme involves solving two problems: the GSVI (13) and the fixed point problem of a nonexpansive mapping $T$.
(iii) The iterative scheme in Theorem 16 is very different from the iterative scheme in [9, Lemma 2.5] because our iterative scheme involves hybrid steepest-descent method (namely, we add a strongly accretive and strictly pseudocontractive mapping $F$ in our iterative scheme) and because the mapping $T$ in [9, Lemma 2.5] is replaced by the composite mapping $G \circ T$ in the iterative scheme of Theorem 16.
(iv) The argument techniques of Theorem 16 are very different from Cai and Bu's ones of [9, Lemma 2.5]. Because the composite mapping $G \circ T$ appears in the iterative scheme of Theorem 16, the proof of Theorem 16 depends on the argument techniques in [18], the inequality in 2uniformly smooth Banach spaces (see Lemma 1), the inequality in smooth and uniform convex Banach spaces (see Proposition 2), and the properties of the strongly positive linear bounded operator (see Lemmas 15), the Banach limit (see Lemma 5), and the strongly accretive and strictly pseudocontractive mapping (see Lemma 7).

## 4. GSVI with Hierarchical Fixed Point Problem Constraint for a Countable Family of Nonexpansive mappings

In this section, we propose our hybrid explicit viscosity scheme for solving the GSVI (13) with hierarchical fixed point problem constraint for a countable family of nonexpansive mappings and show the strong convergence theorem.

Theorem 19. Let $C$ be a nonempty closed convex subset of a uniformly convex and 2-uniformly smooth Banach space X such that $C \pm C \subset C$. Let $\Pi_{C}$ be a sunny nonexpansive retraction from $X$ onto $C$. Let the mapping $B_{i}: C \rightarrow X$ be $\alpha_{i}$-inverse-strongly accretive for $i=1,2$. Let $\left\{S_{n}\right\}_{n=0}^{\infty}$ be an infinite family of nonexpansive mappings of $C$ into itself such that $\Delta=\bigcap_{i=0}^{\infty} \operatorname{Fix}\left(S_{i}\right) \cap \Omega \neq \emptyset$, where $\Omega$ is the fixed point set of the mapping $G=\Pi_{C}\left(I-\mu_{1} B_{1}\right) \Pi_{C}\left(I-\mu_{2} B_{2}\right)$ with $0<\mu_{i}<\alpha_{i} / \kappa^{2}$ for $i=1,2$. Let $f: C \rightarrow C$ be a fixed contractive map with coefficient $\beta \in(0,1)$, let $F: C \rightarrow C$ be $\alpha$ strongly accretive and $\lambda$-strictly pseudocontractive with $\alpha+\lambda>$ 1, and let $A: C \rightarrow C$ be a $\bar{\gamma}$-strongly positive linear bounded operator with $0<\bar{\gamma}-\beta \leq 1$. Given sequences $\left\{\lambda_{n}\right\}_{n=0}^{\infty},\left\{\mu_{n}\right\}_{n=0}^{\infty}$ in $[0,1]$ and $\left\{\alpha_{n}\right\}_{n=0}^{\infty},\left\{\beta_{n}\right\}_{n=0}^{\infty}$ in ( 0,1$]$, suppose that there hold the following conditions:
(i) $\lim _{n \rightarrow \infty} \beta_{n}=0$ and $\sum_{n=0}^{\infty} \beta_{n}=\infty$;
(ii) $\lim _{n \rightarrow \infty}\left(\lambda_{n} \mu_{n}\right) / \beta_{n}=0$;
(iii) $\left\{\alpha_{n}\right\} \subset[a, b]$ for some $a, b \in(0,1)$;
(iv) $\sum_{n=0}^{\infty}\left(\left|\alpha_{n+1}-\alpha_{n}\right|+\left|\beta_{n+1}-\beta_{n}\right|+\left|\lambda_{n+1}-\lambda_{n}\right|+\left|\mu_{n+1}-\mu_{n}\right|\right)<$ $\infty$.

Assume that $\sum_{n=0}^{\infty} \sup _{x \in D}\left\|S_{n+1} x-S_{n} x\right\|<\infty$ for any bounded subset $D$ of $C$ and let $S$ be a mapping of $C$ into itself defined by $S x=\lim _{n \rightarrow \infty} S_{n} x$ for all $x \in C$ and suppose that $\operatorname{Fix}(S)=$ $\bigcap_{n=0}^{\infty} \operatorname{Fix}\left(S_{n}\right)$. Then, for any given point $x_{0} \in C$, the sequence $\left\{x_{n}\right\}$ generated by

$$
\begin{align*}
& y_{n}= \alpha_{n} x_{n}+\left(1-\alpha_{n}\right) G\left(S_{n} x_{n}\right) \\
& x_{n+1}= \beta_{n} f\left(x_{n}\right)+\left(I-\beta_{n} A\right)  \tag{84}\\
& \times\left[G\left(S_{n} y_{n}\right)-\lambda_{n} \mu_{n} F G\left(S_{n} y_{n}\right)\right], \\
& \forall n \geq 0,
\end{align*}
$$

converges strongly to $p \in \Delta$, which is the unique solution in $\Delta$ to the VIP:

$$
\begin{equation*}
\langle(A-f) p, J(p-u)\rangle \leq 0, \quad \forall u \in \Delta . \tag{85}
\end{equation*}
$$

Proof. First, let us show that $\left\{x_{n}\right\}$ is bounded. Indeed, taking a fixed $u \in \Delta$ arbitrarily, we have

$$
\begin{align*}
\left\|y_{n}-u\right\| & =\left\|\alpha_{n} x_{n}+\left(1-\alpha_{n}\right) G\left(S_{n} x_{n}\right)-u\right\| \\
& \leq \alpha_{n}\left\|x_{n}-u\right\|+\left(1-\alpha_{n}\right)\left\|G\left(S_{n} x_{n}\right)-u\right\| \\
& \leq \alpha_{n}\left\|x_{n}-u\right\|+\left(1-\alpha_{n}\right)\left\|S_{n} x_{n}-u\right\| \\
& \leq \alpha_{n}\left\|x_{n}-u\right\|+\left(1-\alpha_{n}\right)\left\|x_{n}-u\right\|=\left\|x_{n}-u\right\| . \tag{86}
\end{align*}
$$

So, $\left\|y_{n}-u\right\| \leq\left\|x_{n}-u\right\|$ for all $n \geq 0$. Taking into account $\lim _{n \rightarrow \infty}\left(\lambda_{n} \mu_{n}\right) / \beta_{n}=0$, we may assume, without loss of
generality, that $\lambda_{n} \mu_{n} \leq \beta_{n} \leq\|A\|^{-1}$ for all $n \geq 0$. Thus, by Lemma 7 (ii), we have

$$
\begin{align*}
& \left\|x_{n+1}-u\right\| \\
& =\| \beta_{n}\left(f\left(x_{n}\right)-f(u)\right)+\left(I-\beta_{n} A\right) \\
& \times\left[G\left(S_{n} y_{n}\right)-\lambda_{n} \mu_{n} F G\left(S_{n} y_{n}\right)-u\right]-\beta_{n}(A-f) u \| \\
& \leq \beta_{n}\left\|f\left(x_{n}\right)-f(u)\right\| \\
& +\left\|\left(I-\beta_{n} A\right)\left[G\left(S_{n} y_{n}\right)-\lambda_{n} \mu_{n} F G\left(S_{n} y_{n}\right)-u\right]\right\| \\
& +\beta_{n}\|(A-f) u\| \\
& \leq \beta_{n} \beta\left\|x_{n}-u\right\|+\left(1-\beta_{n} \bar{\gamma}\right) \\
& \times\left[\left\|\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} y_{n}\right)-\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} u\right)\right\|\right. \\
& \left.+\left\|\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} u\right)-u\right\|\right]+\beta_{n}\|(A-f) u\| \\
& \leq \beta_{n} \beta\left\|x_{n}-u\right\|+\left(1-\beta_{n} \bar{\gamma}\right) \\
& \times\left(1-\lambda_{n} \mu_{n}\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right)\left\|G\left(S_{n} y_{n}\right)-G\left(S_{n} u\right)\right\| \\
& +\left(1-\beta_{n} \bar{\gamma}\right) \lambda_{n} \mu_{n}\|F u\|+\beta_{n}\|(A-f) u\| \\
& \leq \beta_{n} \beta\left\|x_{n}-u\right\|+\left(1-\beta_{n} \bar{\gamma}\right)\left(1-\lambda_{n} \mu_{n}\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right) \\
& \times\left\|S_{n} y_{n}-S_{n} u\right\|+\lambda_{n} \mu_{n}\|F u\|+\beta_{n}\|(A-f) u\| \\
& \leq \beta_{n} \beta\left\|x_{n}-u\right\|+\left(1-\beta_{n} \bar{\gamma}\right)\left\|y_{n}-u\right\| \\
& +\lambda_{n} \mu_{n}\|F u\|+\beta_{n}\|(A-f) u\| \\
& \leq \beta_{n} \beta\left\|x_{n}-u\right\|+\left(1-\beta_{n} \bar{\gamma}\right)\left\|x_{n}-u\right\| \\
& +\beta_{n}\|F u\|+\beta_{n}\|(A-f) u\| \\
& =\left(1-\beta_{n}(\bar{\gamma}-\beta)\right)\left\|x_{n}-u\right\| \\
& +\beta_{n}(\bar{\gamma}-\beta) \frac{\|(A-f) u\|+\|F u\|}{\bar{\gamma}-\beta} \\
& \leq \max \left\{\left\|x_{n}-u\right\|, \frac{\|(A-f) u\|+\|F u\|}{\bar{\gamma}-\beta}\right\}, \tag{87}
\end{align*}
$$

By induction,

$$
\begin{equation*}
\left\|x_{n}-u\right\| \leq \max \left\{\left\|x_{0}-u\right\|, \frac{\|(A-f) u\|+\|F u\|}{\bar{\gamma}-\beta}\right\}, \quad \forall n \geq 0 . \tag{88}
\end{equation*}
$$

Thus, $\left\{x_{n}\right\}$ is bounded and so is $\left\{y_{n}\right\}$. Because $G$ and $S_{n}$ are nonexpansive for all $n \geq 0, f$ is contractive, and $F$ is Lipschitzian, $\left\{S_{n} x_{n}\right\},\left\{S_{n} y_{n}\right\},\left\{G\left(S_{n} x_{n}\right)\right\},\left\{G\left(S_{n} y_{n}\right)\right\},\left\{f\left(x_{n}\right)\right\}$,
and $\left\{F G\left(S_{n} y_{n}\right)\right\}$ are bounded. From conditions (i) and (ii) we have

$$
\begin{align*}
& \left\|x_{n+1}-G\left(S_{n} y_{n}\right)\right\| \\
& =\beta_{n} \|\left(f\left(x_{n}\right)-A G\left(S_{n} y_{n}\right)\right)+\left(I-\beta_{n} A\right) \\
& \quad \times\left(G\left(S_{n} y_{n}\right)-\lambda_{n} \mu_{n} F G\left(S_{n} y_{n}\right)-G\left(S_{n} y_{n}\right)\right) \| \\
& \leq  \tag{89}\\
& \quad \beta_{n}\left\|f\left(x_{n}\right)-A G\left(S_{n} y_{n}\right)\right\| \\
& \quad+\left(1-\beta_{n} \bar{\gamma}\right) \lambda_{n} \mu_{n}\left\|F G\left(S_{n} y_{n}\right)\right\| \\
& \leq \\
& \quad \beta_{n}\left\|f\left(x_{n}\right)-A G\left(S_{n} y_{n}\right)\right\| \\
& \quad+\lambda_{n} \mu_{n}\left\|F G\left(S_{n} y_{n}\right)\right\| \longrightarrow 02 \text { as } n \longrightarrow \infty
\end{align*}
$$

Now, we claim that

$$
\begin{equation*}
\left\|x_{n+1}-x_{n}\right\| \longrightarrow 0 \quad \text { as } n \longrightarrow \infty \tag{90}
\end{equation*}
$$

In order to prove (90), we estimate $\left\|x_{n+1}-x_{n}\right\|$ first. From (84), we have

$$
\begin{gather*}
y_{n}=\alpha_{n} x_{n}+\left(1-\alpha_{n}\right) G\left(S_{n} x_{n}\right) \\
y_{n-1}=\alpha_{n-1} x_{n-1}+\left(1-\alpha_{n-1}\right) G\left(S_{n-1} x_{n-1}\right) \tag{91}
\end{gather*}
$$

Simple calculations show that

$$
\begin{align*}
y_{n}-y_{n-1}=(1 & \left.-\alpha_{n}\right)\left(G\left(S_{n} x_{n}\right)-G\left(S_{n-1} x_{n-1}\right)\right) \\
& +\alpha_{n}\left(x_{n}-x_{n-1}\right)+\left(x_{n-1}-G\left(S_{n-1} x_{n-1}\right)\right) \\
& \times\left(\alpha_{n}-\alpha_{n-1}\right) \tag{92}
\end{align*}
$$

It follows that

$$
\begin{align*}
\| y_{n}- & y_{n-1} \| \\
\leq & \left(1-\alpha_{n}\right)\left\|G\left(S_{n} x_{n}\right)-G\left(S_{n-1} x_{n-1}\right)\right\|+\alpha_{n}\left\|x_{n}-x_{n-1}\right\| \\
& +\left\|x_{n-1}-G\left(S_{n-1} x_{n-1}\right)\right\|\left|\alpha_{n}-\alpha_{n-1}\right| \\
\leq & \left(1-\alpha_{n}\right)\left\|S_{n} x_{n}-S_{n-1} x_{n-1}\right\|+\alpha_{n}\left\|x_{n}-x_{n-1}\right\| \\
& +\left\|x_{n-1}-G\left(S_{n-1} x_{n-1}\right)\right\|\left|\alpha_{n}-\alpha_{n-1}\right| \\
\leq & \left(1-\alpha_{n}\right)\left(\left\|S_{n} x_{n}-S_{n} x_{n-1}\right\|+\left\|S_{n} x_{n-1}-S_{n-1} x_{n-1}\right\|\right) \\
& +\alpha_{n}\left\|x_{n}-x_{n-1}\right\|+\left\|x_{n-1}-G\left(S_{n-1} x_{n-1}\right)\right\|\left|\alpha_{n}-\alpha_{n-1}\right| \\
\leq & \left(1-\alpha_{n}\right)\left(\left\|x_{n}-x_{n-1}\right\|+\left\|S_{n} x_{n-1}-S_{n-1} x_{n-1}\right\|\right) \\
& +\alpha_{n}\left\|x_{n}-x_{n-1}\right\|+\left\|x_{n-1}-G\left(S_{n-1} x_{n-1}\right)\right\|\left|\alpha_{n}-\alpha_{n-1}\right| \\
\leq & \left\|x_{n}-x_{n-1}\right\|+\left\|x_{n-1}-G\left(S_{n-1} x_{n-1}\right)\right\|\left|\alpha_{n}-\alpha_{n-1}\right| \\
& +\left\|S_{n} x_{n-1}-S_{n-1} x_{n-1}\right\| . \tag{93}
\end{align*}
$$

In the meantime, it follows from (84) that

$$
\begin{array}{rl}
x_{n+1}=\beta_{n} & f\left(x_{n}\right)+\left(I-\beta_{n} A\right)\left[G\left(S_{n} y_{n}\right)-\lambda_{n} \mu_{n} F G\left(S_{n} y_{n}\right)\right] \\
x_{n}= & \beta_{n-1} f\left(x_{n-1}\right)+\left(I-\beta_{n-1} A\right) \\
& \times\left[G\left(S_{n-1} y_{n-1}\right)-\lambda_{n-1} \mu_{n-1} F G\left(S_{n-1} y_{n-1}\right)\right] . \tag{94}
\end{array}
$$

Simple calculations show that

$$
\begin{align*}
& x_{n+1}-x_{n} \\
& =\left(\beta_{n}-\beta_{n-1}\right) f\left(x_{n-1}\right)+\beta_{n}\left(f\left(x_{n}\right)-f\left(x_{n-1}\right)\right) \\
& +\left(\beta_{n-1}-\beta_{n}\right) A\left(I-\lambda_{n-1} \mu_{n-1} F\right) G\left(S_{n-1} y_{n-1}\right) \\
& +\left(I-\beta_{n} A\right)\left[\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} y_{n}\right)\right. \\
& \left.-\left(I-\lambda_{n-1} \mu_{n-1} F\right) G\left(S_{n-1} y_{n-1}\right)\right] \\
& =\left(\beta_{n}-\beta_{n-1}\right) f\left(x_{n-1}\right)+\beta_{n}\left(f\left(x_{n}\right)-f\left(x_{n-1}\right)\right) \\
& +\left(\beta_{n-1}-\beta_{n}\right) A\left(I-\lambda_{n-1} \mu_{n-1} F\right) G\left(S_{n-1} y_{n-1}\right) \\
& +\left(I-\beta_{n} A\right)\left[\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} y_{n}\right)\right. \\
& -\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n-1} y_{n-1}\right) \\
& \left.+\left(\lambda_{n-1} \mu_{n-1}-\lambda_{n} \mu_{n}\right) F G\left(S_{n-1} y_{n-1}\right)\right] . \tag{95}
\end{align*}
$$

It follows from Lemma 7 (ii) and (93) that

$$
\begin{aligned}
& \left\|x_{n+1}-x_{n}\right\| \\
& \begin{aligned}
& \leq\left|\beta_{n}-\beta_{n-1}\right|\left\|f\left(x_{n-1}\right)\right\|+\beta_{n}\left\|f\left(x_{n}\right)-f\left(x_{n-1}\right)\right\| \\
&+\left|\beta_{n-1}-\beta_{n}\right|\left\|A\left(I-\lambda_{n-1} \mu_{n-1} F\right) G\left(S_{n-1} y_{n-1}\right)\right\| \\
&+\left(1-\beta_{n} \bar{\gamma}\right) {\left[\|\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} y_{n}\right)\right.} \\
& \quad\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n-1} y_{n-1}\right) \| \\
&\left.+\left|\lambda_{n-1} \mu_{n-1}-\lambda_{n} \mu_{n}\right|\left\|F G\left(S_{n-1} y_{n-1}\right)\right\|\right] \\
& \leq\left|\beta_{n}-\beta_{n-1}\right|\left\|f\left(x_{n-1}\right)\right\|+\beta_{n} \beta\left\|x_{n}-x_{n-1}\right\| \\
& \quad+\left|\beta_{n-1}-\beta_{n}\right|\left\|A\left(I-\lambda_{n-1} \mu_{n-1} F\right) G\left(S_{n-1} y_{n-1}\right)\right\| \\
&+\left(1-\beta_{n} \bar{\gamma}\right) {\left[\left(1-\lambda_{n} \mu_{n}\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right)\right.} \\
& \quad \times\left\|G\left(S_{n} y_{n}\right)-G\left(S_{n-1} y_{n-1}\right)\right\| \\
&\left.\quad+\left|\lambda_{n} \mu_{n}-\lambda_{n-1} \mu_{n-1}\right|\left\|F G\left(S_{n-1} y_{n-1}\right)\right\|\right] \\
& \leq\left|\beta_{n}-\beta_{n-1}\right|\left\|f\left(x_{n-1}\right)\right\|+\beta_{n} \beta\left\|x_{n}-x_{n-1}\right\| \\
& \quad+\left|\beta_{n-1}-\beta_{n}\right|\left\|A\left(I-\lambda_{n-1} \mu_{n-1} F\right) G\left(S_{n-1} y_{n-1}\right)\right\|
\end{aligned}
\end{aligned}
$$

where $\sup _{n \geq 0}\left\{\left\|f\left(x_{n}\right)\right\|+\left\|A\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} y_{n}\right)\right\|+\left\|F G\left(S_{n} y_{n}\right)\right\|+\right.$ $\left.\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\|\right\} \leq M_{0}$ for some $M_{0}>0$. Since it follows from conditions (i) and (iv) that $\sum_{n=0}^{\infty} \beta_{n}(\bar{\gamma}-\beta)=\infty$ and

$$
\begin{align*}
& \sum_{n=0}^{\infty} M_{0}\left(\left|\alpha_{n}-\alpha_{n-1}\right|+\left|\beta_{n}-\beta_{n-1}\right|\right.  \tag{97}\\
& \left.\quad+\left|\lambda_{n}-\lambda_{n-1}\right|+\left|\mu_{n}-\mu_{n-1}\right|\right)<\infty
\end{align*}
$$

applying Lemma 3 to (96), we obtain from the assumption on $\left\{S_{n}\right\}$ that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0 \tag{98}
\end{equation*}
$$

By condition (iii) and (84), we have

$$
\begin{align*}
\left\|y_{n}-x_{n}\right\|= & \left(1-\alpha_{n}\right)\left\|G\left(S_{n} x_{n}\right)-x_{n}\right\| \\
\leq & (1-a)\left(\left\|G\left(S_{n} x_{n}\right)-G\left(S_{n} y_{n}\right)\right\|\right. \\
& \left.\quad+\left\|G\left(S_{n} y_{n}\right)-x_{n+1}\right\|+\left\|x_{n+1}-x_{n}\right\|\right) \\
\leq & (1-a)\left(\left\|x_{n}-y_{n}\right\|+\left\|G\left(S_{n} y_{n}\right)-x_{n+1}\right\|\right. \\
& \left.\quad+\left\|x_{n+1}-x_{n}\right\|\right) \tag{99}
\end{align*}
$$

which implies that

$$
\begin{equation*}
\left\|y_{n}-x_{n}\right\| \leq \frac{1-a}{a}\left(\left\|G\left(S_{n} y_{n}\right)-x_{n+1}\right\|+\left\|x_{n+1}-x_{n}\right\|\right) \tag{100}
\end{equation*}
$$

This together with (89)-(90) implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0 \tag{101}
\end{equation*}
$$

So, we obtain

$$
\begin{align*}
\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\| & \leq\left\|x_{n}-y_{n}\right\|+\left\|y_{n}-G\left(S_{n} x_{n}\right)\right\| \\
& \leq\left\|x_{n}-y_{n}\right\|+\alpha_{n}\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\|  \tag{102}\\
& \leq\left\|x_{n}-y_{n}\right\|+b\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\|
\end{align*}
$$

which implies that

$$
\begin{equation*}
\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\| \leq \frac{1}{1-b}\left\|x_{n}-y_{n}\right\| \tag{103}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\|=0 \tag{104}
\end{equation*}
$$

Let $u \in \Delta$. Now, we show that $\lim _{n \rightarrow \infty}\left\|x_{n}-S x_{n}\right\|=0$ and $\lim _{n \rightarrow \infty}\left\|x_{n}-G x_{n}\right\|=0$.

Indeed, for simplicity, put $v=\Pi_{C}\left(u-\mu_{2} B_{2} u\right), \widehat{x}_{n}=S_{n} x_{n}$, $u_{n}=\Pi_{C}\left(\widehat{x}_{n}-\mu_{2} B_{2} \widehat{x}_{n}\right)$, and $v_{n}=\Pi_{C}\left(u_{n}-\mu_{1} B_{1} u_{n}\right)$. Then, $u=\Pi_{C}\left(v-\mu_{1} B_{1} v\right)$ and $v_{n}=G \hat{x}_{n}=G\left(S_{n} x_{n}\right)$ for all $n \geq 0$. It is clear from (84) that

$$
\begin{align*}
\left\|y_{n}-u\right\|^{2} & \leq \alpha_{n}\left\|x_{n}-u\right\|^{2}+\left(1-\alpha_{n}\right)\left\|G\left(S_{n} x_{n}\right)-u\right\|^{2}  \tag{105}\\
& =\alpha_{n}\left\|x_{n}-u\right\|^{2}+\left(1-\alpha_{n}\right)\left\|v_{n}-u\right\|^{2} .
\end{align*}
$$

Utilizing Lemma 12, we have

$$
\begin{align*}
\left\|u_{n}-v\right\|^{2} & =\left\|\Pi_{C}\left(\widehat{x}_{n}-\mu_{2} B_{2} \widehat{x}_{n}\right)-\Pi_{C}\left(u-\mu_{2} B_{2} u\right)\right\|^{2} \\
& \leq\left\|\hat{x}_{n}-u-\mu_{2}\left(B_{2} \widehat{x}_{n}-B_{2} u\right)\right\|^{2} \\
& \leq\left\|\widehat{x}_{n}-u\right\|^{2}-2 \mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{n}-B_{2} u\right\|^{2}, \tag{106}
\end{align*}
$$

$$
\begin{align*}
\left\|v_{n}-u\right\|^{2} & =\left\|\Pi_{C}\left(u_{n}-\mu_{1} B_{1} u_{n}\right)-\Pi_{C}\left(v-\mu_{1} B_{1} v\right)\right\|^{2} \\
& \leq\left\|u_{n}-v-\mu_{1}\left(B_{1} u_{n}-B_{1} v\right)\right\|^{2} \\
& \leq\left\|u_{n}-v\right\|^{2}-2 \mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\left\|B_{1} u_{n}-B_{1} v\right\|^{2} . \tag{107}
\end{align*}
$$

Substituting (106) for (107), we obtain

$$
\begin{align*}
\left\|v_{n}-u\right\|^{2} \leq & \left\|\widehat{x}_{n}-u\right\|^{2}-2 \mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right) \\
& \times\left\|B_{2} \widehat{x}_{n}-B_{2} u\right\|^{2}-2 \mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right) \\
& \times\left\|B_{1} u_{n}-B_{1} v\right\|^{2}  \tag{108}\\
\leq & \left\|x_{n}-u\right\|^{2}-2 \mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right) \\
& \times\left\|B_{2} \widehat{x}_{n}-B_{2} u\right\|^{2}-2 \mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right) \\
& \times\left\|B_{1} u_{n}-B_{1} v\right\|^{2}
\end{align*}
$$

which together with (105) implies that

$$
\begin{align*}
&\left\|y_{n}-u\right\|^{2} \leq \alpha_{n}\left\|x_{n}-u\right\|^{2}+\left(1-\alpha_{n}\right)\left\|v_{n}-u\right\|^{2} \\
& \leq \alpha_{n}\left\|x_{n}-u\right\|^{2}+\left(1-\alpha_{n}\right) \\
& \times {\left[\left\|x_{n}-u\right\|^{2}-2 \mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\right.} \\
& \times\left\|B_{2} \widehat{x}_{n}-B_{2} u\right\|^{2} \\
&\left.-2 \mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\left\|B_{1} u_{n}-B_{1} v\right\|^{2}\right]  \tag{109}\\
&=\left\|x_{n}-u\right\|^{2}-2\left(1-\alpha_{n}\right) \\
& \times {\left[\mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{n}-B_{2} u\right\|^{2}\right.} \\
&\left.+\mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\left\|B_{1} u_{n}-B_{1} v\right\|^{2}\right]
\end{align*}
$$

It immediately follows that

$$
\begin{align*}
& 2\left(1-\alpha_{n}\right)\left[\mu_{2}\left(\alpha_{2}-\kappa^{2} \mu_{2}\right)\left\|B_{2} \widehat{x}_{n}-B_{2} u\right\|^{2}\right. \\
& \left.\quad+\mu_{1}\left(\alpha_{1}-\kappa^{2} \mu_{1}\right)\left\|B_{1} u_{n}-B_{1} v\right\|^{2}\right]  \tag{110}\\
& \leq\left\|x_{n}-u\right\|^{2}-\left\|y_{n}-u\right\|^{2} \\
& \leq\left(\left\|x_{n}-u\right\|+\left\|y_{n}-u\right\|\right)\left\|x_{n}-y_{n}\right\| .
\end{align*}
$$

Since $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are bounded and $0<\mu_{i}<\alpha_{i} / \kappa^{2}$ for $i=$ 1,2 , we deduce from (101) and condition (iii) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|B_{2} \widehat{x}_{n}-B_{2} u\right\|=0, \quad \lim _{n \rightarrow \infty}\left\|B_{1} u_{n}-B_{1} v\right\|=0 \tag{111}
\end{equation*}
$$

Utilizing Proposition 2 and Lemma 8, we have that there exists $g_{1}$ such that

$$
\begin{align*}
\left\|u_{n}-v\right\|^{2}= & \left\|\Pi_{C}\left(\widehat{x}_{n}-\mu_{2} B_{2} \widehat{x}_{n}\right)-\Pi_{C}\left(u-\mu_{2} B_{2} u\right)\right\|^{2} \\
\leq & \left\langle\widehat{x}_{n}-\mu_{2} B_{2} \widehat{x}_{n}-\left(u-\mu_{2} B_{2} u\right), J\left(u_{n}-v\right)\right\rangle \\
= & \left\langle\widehat{x}_{n}-u, J\left(u_{n}-v\right)\right\rangle \\
& +\mu_{2}\left\langle B_{2} u-B_{2} \widehat{x}_{n}, J\left(u_{n}-v\right)\right\rangle  \tag{112}\\
\leq & \frac{1}{2}\left[\left\|\widehat{x}_{n}-u\right\|^{2}+\left\|u_{n}-v\right\|^{2}\right. \\
& \left.\quad-g_{1}\left(\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|\right)\right] \\
& +\mu_{2}\left\|B_{2} u-B_{2} \widehat{x}_{n}\right\|\left\|u_{n}-v\right\|
\end{align*}
$$

which implies that

$$
\begin{align*}
\left\|u_{n}-v\right\|^{2} \leq & \left\|\widehat{x}_{n}-u\right\|^{2}-g_{1}\left(\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|\right)  \tag{113}\\
& +2 \mu_{2}\left\|B_{2} u-B_{2} \widehat{x}_{n}\right\|\left\|u_{n}-v\right\|
\end{align*}
$$

In the same way, we derive that there exists $g_{2}$ such that

$$
\begin{align*}
\left\|v_{n}-u\right\|^{2}= & \left\|\Pi_{C}\left(u_{n}-\mu_{1} B_{1} u_{n}\right)-\Pi_{C}\left(v-\mu_{1} B_{1} v\right)\right\|^{2} \\
\leq & \left\langle u_{n}-\mu_{1} B_{1} u_{n}-\left(v-\mu_{1} B_{1} v\right), J\left(v_{n}-u\right)\right\rangle \\
= & \left\langle u_{n}-v, J\left(v_{n}-u\right)\right\rangle+\mu_{1}\left\langle B_{1} v-B_{1} u_{n}, J\left(v_{n}-u\right)\right\rangle \\
\leq & \frac{1}{2}\left[\left\|u_{n}-v\right\|^{2}+\left\|v_{n}-u\right\|^{2}\right. \\
& \left.\quad-g_{2}\left(\left\|u_{n}-v_{n}+(u-v)\right\|\right)\right] \\
& +\mu_{1}\left\|B_{1} v-B_{1} u_{n}\right\|\left\|v_{n}-u\right\| \tag{114}
\end{align*}
$$

which implies that

$$
\begin{align*}
\left\|v_{n}-u\right\|^{2} \leq & \left\|u_{n}-v\right\|^{2}-g_{2}\left(\left\|u_{n}-v_{n}+(u-v)\right\|\right)  \tag{115}\\
& +2 \mu_{1}\left\|B_{1} v-B_{1} u_{n}\right\|\left\|v_{n}-u\right\|
\end{align*}
$$

Substituting (113) for (115), we get

$$
\begin{align*}
&\left\|v_{n}-u\right\|^{2} \\
& \leq\left\|\widehat{x}_{n}-u\right\|^{2}-g_{1}\left(\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|\right) \\
&-g_{2}\left(\left\|u_{n}-v_{n}+(u-v)\right\|\right) \\
&+2 \mu_{2}\left\|B_{2} u-B_{2} \widehat{x}_{n}\right\|\left\|u_{n}-v\right\| \\
&+2 \mu_{1}\left\|B_{1} v-B_{1} u_{n}\right\|\left\|v_{n}-u\right\|  \tag{116}\\
& \leq\left\|x_{n}-u\right\|^{2}-g_{1}\left(\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|\right) \\
& \quad-g_{2}\left(\left\|u_{n}-v_{n}+(u-v)\right\|\right) \\
&+2 \mu_{2}\left\|B_{2} u-B_{2} \widehat{x}_{n}\right\|\left\|u_{n}-v\right\| \\
&+2 \mu_{1}\left\|B_{1} v-B_{1} u_{n}\right\|\left\|v_{n}-u\right\|
\end{align*}
$$

which together with (105) implies that

$$
\begin{align*}
\left\|y_{n}-u\right\|^{2} \leq & \alpha_{n}\left\|x_{n}-u\right\|^{2}+\left(1-\alpha_{n}\right)\left\|v_{n}-u\right\|^{2} \\
\leq & \alpha_{n}\left\|x_{n}-u\right\|^{2}+\left(1-\alpha_{n}\right) \\
\times & {\left[\left\|x_{n}-u\right\|^{2}-g_{1}\left(\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|\right)\right.} \\
& \quad-g_{2}\left(\left\|u_{n}-v_{n}+(u-v)\right\|\right) \\
& +2 \mu_{2}\left\|B_{2} u-B_{2} \widehat{x}_{n}\right\|\left\|u_{n}-v\right\| \\
& \left.+2 \mu_{1}\left\|B_{1} v-B_{1} u_{n}\right\|\left\|v_{n}-u\right\|\right]  \tag{117}\\
=\| & x_{n}-u \|^{2}-\left(1-\alpha_{n}\right) \\
\times & {\left[g_{1}\left(\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|\right)\right.} \\
& \left.+g_{2}\left(\left\|u_{n}-v_{n}+(u-v)\right\|\right)\right]+2\left(1-\alpha_{n}\right) \\
\times & \left(\mu_{2}\left\|B_{2} u-B_{2} \widehat{x}_{n}\right\|\left\|u_{n}-v\right\|\right. \\
& \left.+\mu_{1}\left\|B_{1} v-B_{1} u_{n}\right\|\left\|v_{n}-u\right\|\right) .
\end{align*}
$$

It immediately follows that

$$
\begin{gather*}
\left(1-\alpha_{n}\right)\left[g_{1}\left(\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|\right)\right. \\
\left.+g_{2}\left(\left\|u_{n}-v_{n}+(u-v)\right\|\right)\right] \\
\leq\left\|x_{n}-u\right\|^{2}-\left\|y_{n}-u\right\|^{2}+2\left(1-\alpha_{n}\right) \\
\times\left(\mu_{2}\left\|B_{2} u-B_{2} \widehat{x}_{n}\right\|\left\|u_{n}-v\right\|\right.  \tag{118}\\
\left.\quad+\mu_{1}\left\|B_{1} v-B_{1} u_{n}\right\|\left\|v_{n}-u\right\|\right) \\
\leq\left(\left\|x_{n}-u\right\|+\left\|y_{n}-u\right\|\right)\left\|x_{n}-y_{n}\right\| \\
\quad+2 \mu_{2}\left\|B_{2} u-B_{2} \widehat{x}_{n}\right\|\left\|u_{n}-v\right\| \\
+2 \mu_{1}\left\|B_{1} v-B_{1} u_{n}\right\|\left\|v_{n}-u\right\| .
\end{gather*}
$$

Since $\left\{x_{n}\right\},\left\{y_{n}\right\},\left\{u_{n}\right\}$, and $\left\{v_{n}\right\}$ are bounded, we deduce from (101), (111), and condition (iii) that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} g_{1}\left(\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|\right)=0 \\
& \lim _{n \rightarrow \infty} g_{2}\left(\left\|u_{n}-v_{n}+(u-v)\right\|\right)=0 \tag{119}
\end{align*}
$$

Utilizing the properties of $g_{1}$ and $g_{2}$, we get

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left\|\widehat{x}_{n}-u_{n}-(u-v)\right\|=0 \\
& \lim _{n \rightarrow \infty}\left\|u_{n}-v_{n}+(u-v)\right\|=0 \tag{120}
\end{align*}
$$

which hence yields

$$
\left.\begin{array}{rl}
\left\|\widehat{x}_{n}-v_{n}\right\| \leq & \left\|\hat{x}_{n}-u_{n}-(u-v)\right\| \\
& +\left\|u_{n}-v_{n}+(u-v)\right\| \tag{121}
\end{array}\right) 00
$$

That is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|S_{n} x_{n}-G\left(S_{n} x_{n}\right)\right\|=\lim _{n \rightarrow \infty}\left\|\widehat{x}_{n}-v_{n}\right\|=0 \tag{122}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\left\|x_{n}-S_{n} x_{n}\right\| \leq\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\|+\left\|G\left(S_{n} x_{n}\right)-S_{n} x_{n}\right\| . \tag{123}
\end{equation*}
$$

So, from (104) and (122), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-S_{n} x_{n}\right\|=0 \tag{124}
\end{equation*}
$$

which together with (104) and the assumption on $\left\{S_{n}\right\}$ implies that

$$
\begin{align*}
\left\|x_{n}-S x_{n}\right\| \leq\left\|x_{n}-S_{n} x_{n}\right\|+\left\|S_{n} x_{n}-S x_{n}\right\| \longrightarrow 0 \\
\quad \text { as } n \longrightarrow \infty \\
\left\|x_{n}-G x_{n}\right\| \leq\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\|+\left\|G\left(S_{n} x_{n}\right)-G x_{n}\right\|  \tag{125}\\
\leq\left\|x_{n}-G\left(S_{n} x_{n}\right)\right\|+\left\|S_{n} x_{n}-x_{n}\right\| \longrightarrow 0 \\
\text { as } n \longrightarrow \infty
\end{align*}
$$

That is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-S x_{n}\right\|=0, \quad \lim _{n \rightarrow \infty}\left\|x_{n}-G x_{n}\right\|=0 \tag{126}
\end{equation*}
$$

Define a mapping

$$
\begin{equation*}
W x=(1-\theta) S x+\theta G x, \quad \forall x \in C \tag{127}
\end{equation*}
$$

where $\theta$ is a constant in $(0,1)$. Then, by Lemma 10 , we know that $\operatorname{Fix}(W)=\operatorname{Fix}(S) \cap \operatorname{Fix}(G)=\Delta$. We observe that

$$
\begin{align*}
\left\|x_{n}-W x_{n}\right\| & =\left\|(1-\theta)\left(x_{n}-S x_{n}\right)+\theta\left(x_{n}-G x_{n}\right)\right\|  \tag{128}\\
& \leq(1-\theta)\left\|x_{n}-S x_{n}\right\|+\left\|\theta x_{n}-G x_{n}\right\|
\end{align*}
$$

So, from (126), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-W x_{n}\right\|=0 \tag{129}
\end{equation*}
$$

where $p$ is defined below. Now, we claim that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle(f-A) p, J\left(x_{n}-p\right)\right\rangle \leq 0 \tag{130}
\end{equation*}
$$

Indeed, let $\left\{x_{t}\right\}$ be defined by

$$
\begin{equation*}
x_{t}=t f\left(x_{t}\right)+(I-t A) W x_{t} . \tag{131}
\end{equation*}
$$

Then, as $t \rightarrow 0,\left\{x_{t}\right\}$ converges strongly to $p \in \operatorname{Fix}(W)=\Delta$, which by Proposition $C B$ is the unique solution in $\Delta$ to the VIP:

$$
\begin{equation*}
\langle(A-f) p, J(p-u)\rangle \leq 0, \quad \forall u \in \Delta \tag{132}
\end{equation*}
$$

In terms of Lemma 6, we conclude from (129) that (130) holds. It is clear that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \leq 0 \tag{133}
\end{equation*}
$$

Finally, let us show that $x_{n} \rightarrow p$ as $n \rightarrow \infty$. We observe that

$$
\begin{align*}
\left\|y_{n}-p\right\|^{2} & \leq \alpha_{n}\left\|x_{n}-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|G\left(S_{n} x_{n}\right)-p\right\|^{2} \\
& \leq \alpha_{n}\left\|x_{n}-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|x_{n}-p\right\|^{2}  \tag{134}\\
& =\left\|x_{n}-p\right\|^{2}
\end{align*}
$$

and hence

$$
\begin{aligned}
\| x_{n+1} & -p \|^{2} \\
= & \| \beta_{n}\left(f\left(x_{n}\right)-f(p)\right)+\left(I-\beta_{n} A\right) \\
& \times\left[G\left(S_{n} y_{n}\right)-\lambda_{n} \mu_{n} F G\left(S_{n} y_{n}\right)-p\right]+\beta_{n}(f-A) p \|^{2} \\
\leq & \| \beta_{n}\left(f\left(x_{n}\right)-f(p)\right)+\left(I-\beta_{n} A\right) \\
\times & {\left[G\left(S_{n} y_{n}\right)-\lambda_{n} \mu_{n} F G\left(S_{n} y_{n}\right)-p\right] \|^{2} } \\
& +2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \\
\leq & {\left[\beta_{n}\left\|f\left(x_{n}\right)-f(p)\right\|+\left(1-\beta_{n} \bar{\gamma}\right)\right.} \\
& \left.\quad \times\left\|G\left(S_{n} y_{n}\right)-\lambda_{n} \mu_{n} F G\left(S_{n} y_{n}\right)-p\right\|\right]^{2} \\
& +2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \\
= & {\left[\beta_{n}\left\|f\left(x_{n}\right)-f(p)\right\|+\left(1-\beta_{n} \bar{\gamma}\right)\right.} \\
& \times \|\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} y_{n}\right) \\
\quad & \left.\quad\left(I-\lambda_{n} \mu_{n} F\right) p-\lambda_{n} \mu_{n} F p \|\right]^{2} \\
& +2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \\
\leq & {\left[\beta_{n}\left\|\beta x_{n}-p\right\|+\left(1-\beta_{n} \bar{\gamma}\right)\right.} \\
& \quad \times\left(\left\|\left(I-\lambda_{n} \mu_{n} F\right) G\left(S_{n} y_{n}\right)-\left(I-\lambda_{n} \mu_{n} F\right) p\right\|\right. \\
\quad & \left.\left.+\lambda_{n} \mu_{n}\|F p\|\right)\right]^{2}+2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle
\end{aligned}
$$

$$
\left.\begin{array}{rl}
\leq & {\left[\beta_{n} \beta\left\|x_{n}-p\right\|+\left(1-\beta_{n} \bar{\gamma}\right)\right.} \\
& \times\left(\left(1-\lambda_{n} \mu_{n}\left(1-\sqrt{\frac{1-\alpha}{\lambda}}\right)\right)\right. \\
& \left.\left.\times\left\|G\left(S_{n} y_{n}\right)-p\right\|+\lambda_{n} \mu_{n}\|F p\|\right)\right]^{2} \\
& +2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \\
\leq & {\left[\beta_{n} \beta\left\|x_{n}-p\right\|\right.} \\
& \left.+\left(1-\beta_{n} \bar{\gamma}\right)\left(\left\|y_{n}-p\right\|+\lambda_{n} \mu_{n}\|F p\|\right)\right]^{2} \\
\leq & {\left[\beta_{n} \beta\left\|x_{n}-p\right\|+\left(1-\beta_{n} \bar{\gamma}\right)\left\|x_{n}-p\right\|+\lambda_{n} \mu_{n}\|F p\|^{2}\right.} \\
& +2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \\
= & {\left[\left(1-\beta_{n}(\bar{\gamma}-\beta)\right)\left\|x_{n}-p\right\|+\lambda_{n} \mu_{n}\|F p\|\right]^{2}} \\
& +2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \\
= & \left(1-\beta_{n}(\bar{\gamma}-\beta)\right)^{2}\left\|x_{n}-p\right\|^{2}+\lambda_{n} \mu_{n}\|F p\| \\
& \times\left[2\left(1-\beta_{n}(\bar{\gamma}-\beta)\right)\left\|x_{n}-p\right\|+\lambda_{n} \mu_{n}\|F p\|\right] \\
& +2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \\
\leq & \left(1-\beta_{n}(\bar{\gamma}-\beta)\right)\left\|x_{n}-p\right\|^{2} \\
& +\lambda_{n} \mu_{n}\|F p\|\left(2\left\|x_{n}-p\right\|+\lambda_{n} \mu_{n}\|F p\|\right) \\
& +2 \beta_{n}\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle \\
= & \left(1-\beta_{n}(\bar{\gamma}-\beta)\right)\left\|x_{n}-p\right\|^{2}+\beta_{n}(\bar{\gamma}-\beta) \cdot \frac{1}{\bar{\gamma}-\beta} \\
& \times\left[\frac{\lambda_{n} \mu_{n}}{\beta_{n}}\|F p\|\left(2\left\|x_{n}-p\right\|+\lambda_{n} \mu_{n}\|F p\|\right)\right. \\
\left.\quad+2\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle\right] . \\
&  \tag{135}\\
& \\
& \\
&
\end{array}\right)
$$

Taking into account (133) and conditions (i) and (ii), we obtain that $\sum_{n=0}^{\infty}(\bar{\gamma}-\beta) \beta_{n}=\infty$ and

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \frac{1}{\bar{\gamma}-\beta}\left[\frac{\lambda_{n} \mu_{n}}{\beta_{n}}\|F p\|\left(2\left\|x_{n}-p\right\|+\lambda_{n} \mu_{n}\|F p\|\right)\right.  \tag{136}\\
&\left.+2\left\langle(f-A) p, J\left(x_{n+1}-p\right)\right\rangle\right] \leq 0 .
\end{align*}
$$

Therefore, applying Lemma 3 to (135), we infer that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-p\right\|=0 \tag{137}
\end{equation*}
$$

This completes the proof.

Remark 20. It is worth pointing out that the sequences $\left\{\lambda_{n}\right\}$, $\left\{\mu_{n}\right\}$, and $\left\{\beta_{n}\right\}$ can be taken, which satisfy the conditions in Theorem 19. As a matter of fact, put $\lambda_{n}=(1+n)^{-5 / 6}, \mu_{n}=$ 1 , and $\beta_{n}=(1+n)^{-2 / 3}$ for all $n \geq 0$. Then, there hold the following statements:
(i) $\lim _{n \rightarrow \infty} \beta_{n}=0$ and $\sum_{n=0}^{\infty} \beta_{n}=\infty$;
(ii) $\lim _{n \rightarrow \infty}\left(\lambda_{n} \mu_{n}\right) / \beta_{n}=0$;
(iii) $\sum_{n=0}^{\infty}\left|\beta_{n+1}-\beta_{n}\right|<\infty, \sum_{n=0}^{\infty}\left|\lambda_{n+1}-\lambda_{n}\right|<\infty$, and $\sum_{n=0}^{\infty}\left|\mu_{n+1}-\mu_{n}\right|<\infty$.

By the careful analysis of the proof of Theorem 19, we can obtain the following result. Because its proof is much simpler than that of Theorem 19, we omit its proof.

Theorem 21. Let $C$ be a nonempty closed convex subset of a uniformly convex and 2-uniformly smooth Banach space $X$ such that $C \pm C \subset C$. Let $\Pi_{C}$ be a sunny nonexpansive retraction from $X$ onto $C$. Let the mapping $B_{i}: C \rightarrow X$ be $\alpha_{i}$-inverse-strongly accretive for $i=1,2$. Let $\left\{S_{n}\right\}_{n=0}^{\infty}$ be an infinite family of nonexpansive mappings of $C$ into itself such that $\Delta=\bigcap_{i=0}^{\infty} \operatorname{Fix}\left(S_{i}\right) \cap \Omega \neq \emptyset$, where $\Omega$ is the fixed point set of the mapping $G=\Pi_{C}\left(I-\mu_{1} B_{1}\right) \Pi_{C}\left(I-\mu_{2} B_{2}\right)$ with $0<\mu_{i}<\alpha_{i} / \kappa^{2}$ for $i=1,2$. Let $f: C \rightarrow C$ be a fixed contractive map with coefficient $\beta \in(0,1)$, let $F: C \rightarrow C$ be $\alpha$-strongly accretive and $\lambda$-strictly pseudocontractive with $\alpha+\lambda>1$, and let $A: C \rightarrow C$ be a $\bar{\gamma}$-strongly positive linear bounded operator with $0<\bar{\gamma}-\beta \leq 1$. Given sequences $\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ in $[0,1]$ and $\left\{\alpha_{n}\right\}_{n=0}^{\infty},\left\{\beta_{n}\right\}_{n=0}^{\infty}$ in $(0,1]$, suppose that there hold the following conditions:
(i) $\lim _{n \rightarrow \infty} \beta_{n}=0$ and $\sum_{n=0}^{\infty} \beta_{n}=\infty$;
(ii) $\lim _{n \rightarrow \infty} \lambda_{n} / \beta_{n}=0$ and $\sum_{n=0}^{\infty}\left|\lambda_{n+1}-\lambda_{n}\right|<\infty$;
(iii) $\left\{\alpha_{n}\right\} \subset[a, b]$ for some $a, b \in(0,1)$;
(iv) $\sum_{n=0}^{\infty}\left|\alpha_{n+1}-\alpha_{n}\right|<\infty$ and $\sum_{n=0}^{\infty}\left|\beta_{n+1}-\beta_{n}\right|<\infty$.

Assume that $\sum_{n=0}^{\infty} \sup _{x \in D}\left\|S_{n+1} x-S_{n} x\right\|<\infty$ for any bounded subset $D$ of $C$ and let $S$ be a mapping of $C$ into itself defined by $S x=\lim _{n \rightarrow \infty} S_{n} x$ for all $x \in C$ and suppose that $\operatorname{Fix}(S)=$ $\bigcap_{n=0}^{\infty} \operatorname{Fix}\left(S_{n}\right)$. Then, for any given point $x_{0} \in C$, the sequence $\left\{x_{n}\right\}$ generated by

$$
\begin{gather*}
y_{n}=\alpha_{n} x_{n}+\left(1-\alpha_{n}\right) G\left(S_{n} x_{n}\right) \\
x_{n+1}=\beta_{n} f\left(x_{n}\right)+\left(I-\beta_{n} A\right)\left[y_{n}-\lambda_{n} F\left(y_{n}\right)\right], \quad \forall n \geq 0, \tag{138}
\end{gather*}
$$

converges strongly to $p \in \Delta$, which is the unique solution in $\Delta$ to the VIP (85).

Remark 22. Theorems 19 and 21 improve, extend, supplement and develop Cai and Bu [10, Theorem 3.1] and Cai and Bu [9, Theorems 3.1] in the following aspects.
(i) The GSVI (13) with hierarchical fixed point problem constraint for a countable family of nonexpansive mappings is more general and more subtle than every problem in Cai and Bu [10, Theorems 3.1] and Cai and Bu [9, Theorem 3.1]
because our problem is to find a point $p \in \Delta=\bigcap_{n} \operatorname{Fix}\left(S_{n}\right) \cap \Omega$, which is the unique solution in $\Delta$ to the VIP:

$$
\begin{equation*}
\langle(A-f) p, J(p-u)\rangle \leq 0, \quad \forall u \in \Delta \tag{139}
\end{equation*}
$$

(ii) The iterative scheme in [10, Theorem 3.1] is extended to develop the iterative schemes in Theorems 19 and 21 by virtue of hybrid steepest-descent method. The iterative schemes in Theorems 19 and 21 are more advantageous and more flexible than the iterative scheme of [9, Theorem 3.1] because the iterative scheme of [9, Theorem 3.1] is implicit and our iterative schemes involve solving two problems: the GSVI (13) and the fixed point problem of a countable family of nonexpansive mappings $\left\{S_{n}\right\}$.
(iii) The iterative schemes in Theorems 19 and 21 are very different from everyone in both [10, Theorem 3.1] and [9, Theorem 3.1] because our iterative schemes involve hybrid steepest-descent method (namely, we add a strongly accretive and strictly pseudocontractive mapping $F$ in our iterative schemes) and because the mappings $G$ and $S_{n}$ in [10, Theorem 3.1] and the mapping $S_{n}$ in [9, Theorem 3.1] are replaced by the same composite mapping $G \circ S_{n}$ in the iterative schemes of Theorems 19 and 21.
(iv) Cai and Bu's proof in [10, Theorem 3.1] depends on the argument techniques in [20], the inequality in 2uniformly smooth Banach spaces (see Lemma 1), and the inequality in smooth and uniform convex Banach spaces (see Proposition 2). Because the composite mapping $G \circ S_{n}$ appears in the iterative schemes in Theorems 19 and 21, the proof of Theorems 19 and 21 depends on the argument techniques in [20], the inequality in 2 -uniformly smooth Banach spaces (see Lemma 1), the inequality in smooth and uniform convex Banach spaces (see Proposition 2), and the properties of the strongly positive linear bounded operator (see Lemmas 15), the Banach limit (see Lemma 5), and the strongly accretive and strictly pseudocontractive mapping (see Lemma 7).

Remark 23. Theorems 19 and 21 extend and improve Theorem 16 of Yao et al. [21] to a great extent in the following aspects:
(i) the $u$ is replaced by a fixed contractive mapping;
(ii) one continuous pseudocontractive mapping (including nonexpansive mapping) is replaced by a countable family of nonexpansive mappings;
(iii) we add a strongly positive linear bounded operator $A$ and a strongly accretive and strictly pseudocontractive mapping $F$ in our iterative algorithms.
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Some common fixed point theorems for $\mathscr{J} \mathscr{H}$-operator pairs are proved. As an application, the existence and uniqueness of the common solution for systems of functional equations arising in dynamic programming are discussed. Also, an example to validate all the conditions of the main result is presented.

## 1. Introduction and Preliminaries

Jungck [1] introduced compatible mappings as a generalization of weakly commuting mappings. Jungck and Pathak [2] defined the concept of the biased mappings in order to generalize the concept of compatible mappings. Also, several authors [3-6] studied various classes of compatible mappings and proved common fixed point theorems for these classes. Recently, Hussain et al. [7] introduced $\mathscr{J} \mathscr{H}$-operator pairs as a new class of noncommuting self-mappings that contains the occasionally weakly compatible, and Sintunavarat and Kumam [8] introduced generalized $\mathscr{J} \mathscr{H}$-operator pairs that contain $\mathscr{J} \mathscr{H}$-operator pairs. On the other hand, fixed point theory has various applications in other fields, for instance, obtaining a solution of several classes of functional equations (or a system of functional equations) arising in dynamic programming (see [9-12]). Bellman and Lee [13], Zhang [14], and Chang and Ma [15] point out that the basic form of the functional equations of dynamic programming and the system of functional equations of dynamic programming are as follows:

$$
\begin{gathered}
f(x)=\sup _{y \in D} H(x, y, f(T(x, y))), \quad \forall x \in S, \\
f(x)=\sup _{y \in D}\{u(x, y)+G(x, y, g(T(x, y)))\}, \quad \forall x \in S,
\end{gathered}
$$

$$
\begin{equation*}
g(x)=\sup _{y \in D}\{u(x, y)+F(x, y, f(T(x, y)))\}, \quad \forall x \in S \tag{1}
\end{equation*}
$$

In this presented work, $\mathscr{J} \mathscr{H}$-operator pairs are compared with the various type of compatible mappings and it is shown that the $\mathscr{J} \mathscr{H}$-operator pairs reduce to symmetric Banach operator pairs under relaxed conditions. We omit the completeness condition of the space. Then some common fixed point theorems are proved for $\mathscr{J} \mathscr{H}$-operator pairs. Eventually, the results are used to show the existence and uniqueness of common solution for systems of functional equations without completeness of the space.

The set of fixed points of $T$ is denoted by $F(T)$. A point $x \in M$ is a coincidence point (common fixed point) of $S$ and $T$ if $S x=T x(x=S x=T x)$. Let $C(S, T), P C(S, T)$ denote the sets of all coincidence points and points of coincidence, respectively, of the pair $(S, T)$. The pair $(S, T)$ is called a Banach operator pair if the set $F(T)$ is $S$-invariant, namely, $S(F(T)) \subseteq F(T)$. If $(S, T)$ is a Banach operator pair, then $(T, S)$ need not be a Banach operator pair. Let $(X, d)$ be a metric space and $f, S$ self-mappings on $X$; the pair $(f, S)$ is called as follows:
(0) symmetric Banach operator if both $(f, S)$ and $(S, f)$ are Banach operator pairs [16];
(1) compatible if $d\left(f S x_{n}, S f x_{n}\right) \rightarrow 0$, whenever $\left\{x_{n}\right\}$ is a sequence in $X$ such that $f x_{n}$ and $S x_{n} \rightarrow t \in X$ [1];
(2) $\mathscr{P}$-operator pair if $d(x, S x) \leq \operatorname{diam}(C(f, S))$, for some $x \in C(f, S)$ [17];
(3) $\mathscr{F} \mathscr{H}$-operator pair if there exists a point $w=f x=S x$ in $P C(f, S)$ such that

$$
\begin{equation*}
d(w, x) \leq \operatorname{diam}(P C(f, S)) \tag{2}
\end{equation*}
$$

see [7];
(4) compatible of type $(A)$ if
$d\left(f S x_{n}, S S x_{n}\right) \longrightarrow 0, \quad d\left(S f x_{n}, f f x_{n}\right) \longrightarrow 0$,
whenever $\left\{x_{n}\right\}$ is a sequence in $X$ such that $f x_{n}$ and $S x_{n} \rightarrow t \in X[6] ;$
(5) weakly $S$-biased of type ( $A$ ) if $f p=S p$ implies that

$$
\begin{equation*}
d(S S p, f p) \leq d(f S p, S p) \tag{4}
\end{equation*}
$$

see [18];
(6) compatible of type $(B)$ if

$$
\begin{align*}
& \lim _{n \rightarrow \infty} d\left(S f x_{n}, f f x_{n}\right) \\
& \quad \leq \frac{1}{2}\left[\lim _{n \rightarrow \infty} d\left(S f x_{n}, S t\right)+\lim _{n \rightarrow \infty} d\left(S t, S S x_{n}\right)\right], \\
& \lim _{n \rightarrow \infty} d\left(f S x_{n}, S S x_{n}\right)  \tag{5}\\
& \quad \leq \frac{1}{2}\left[\lim _{n \rightarrow \infty} d\left(f S x_{n}, f t\right)+\lim _{n \rightarrow \infty} d\left(f t, f f x_{n}\right)\right],
\end{align*}
$$

whenever $\left\{x_{n}\right\}$ is a sequence in $X$ such that $\lim _{n \rightarrow \infty} f x_{n}=\lim _{n \rightarrow \infty} S x_{n}=t \in X[3] ;$
(7) compatible of type ( $P$ ) if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(f f x_{n}, S S x_{n}\right)=0 \tag{6}
\end{equation*}
$$

whenever $\left\{x_{n}\right\}$ is a sequence in $X$ such that $\lim _{n \rightarrow \infty} f x_{n}=\lim _{n \rightarrow \infty} S x_{n}=t \in X[4] ;$
(8) compatible of type ( $C$ ) if

$$
\begin{align*}
& \lim _{n \rightarrow \infty} d\left(S f x_{n}, f f x_{n}\right) \\
& \leq \frac{1}{3}\left[\lim _{n \rightarrow \infty} d\left(S f x_{n}, S t\right)+\lim _{n \rightarrow \infty} d\left(S t, S S x_{n}\right)\right. \\
& \left.\quad+\lim _{n \rightarrow \infty} d\left(S t, f f x_{n}\right)\right],  \tag{7}\\
& \lim _{n \rightarrow \infty} d\left(f S x_{n}, S S x_{n}\right) \\
& \leq \frac{1}{3}\left[\lim _{n \rightarrow \infty} d\left(f S x_{n}, f t\right)+\lim _{n \rightarrow \infty} d\left(f t, f f x_{n}\right)\right. \\
& \left.\quad+\lim _{n \rightarrow \infty} d\left(f t, S S x_{n}\right)\right],
\end{align*}
$$

whenever $\left\{x_{n}\right\}$ is a sequence in $X$ such that $\lim _{n \rightarrow \infty} f x_{n}=\lim _{n \rightarrow \infty} S x_{n}=t \in X[5]$.

## 2. $\mathscr{J} \mathscr{H}$-Operator Pair

Proposition 1. Let $f$ and $S$ be self-mappings of metric space $(X, d)$, and $C(f, S) \neq \emptyset$. If $f$ and $S$ are compatible, or compatible of type $(A)$, or compatible of type $(P)$, or compatible of type $(B)$, or compatible of type $(C)$, then $(f, S)$ is a $\mathscr{F} \mathscr{H}$-operator pair.

Proof. If $f$ and $S$ are one of the assumptions listed, then $f$ and $S$ are weakly compatible and, hence, they are occasionally weakly compatible; then $(f, S)$ is a $\mathscr{J} \mathscr{H}$-operator pair.

Notation 1. The following example shows that the converse of Proposition 1 is not true, in general.

Example 2. Suppose that $(X=[0,1], d)$ is a metric space with $d(x, y)=|x-y|$ and $f, S$ are defined by

$$
\begin{align*}
& f x= \begin{cases}x^{2}, & \text { if } x \neq 0, \\
1, & \text { if } x=0,\end{cases} \\
& S x= \begin{cases}\frac{x}{2}, & \text { if } x \neq 0 \\
1, & \text { if } x=0\end{cases} \tag{8}
\end{align*}
$$

Then, $C(f, S)=\{0,1 / 2\}, P C(f, S)=\{1,1 / 4\}$. On the other hand, for $w=1 / 4 \in P C(f, S)$ we have $f(1 / 2)=S(1 / 2)=1 / 4$ and

$$
\begin{equation*}
d\left(\frac{1}{2}, \frac{1}{4}\right)=\left|\frac{1}{2}-\frac{1}{4}\right| \leq \operatorname{diam}(P C(f, S))=\left|1-\frac{1}{4}\right| . \tag{9}
\end{equation*}
$$

Thus, $(f, S)$ is a $\mathscr{J} \mathscr{H}$-operator pair.
Now, suppose that $\left\{x_{n}\right\}$ is a sequence in $[0,1]$ defined by $x_{n}=1 / 2$. Then, $\lim _{n \rightarrow \infty} f x_{n}=\lim _{n \rightarrow \infty} S x_{n}=t=1 / 4, f x_{n}=$ $S x_{n}=1 / 4$, and $f S x_{n}=1 / 16, S f x_{n}=1 / 8$. Since

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|f S x_{n}-S f x_{n}\right|=\frac{1}{16} \neq 0, \tag{10}
\end{equation*}
$$

so $(f, S)$ is not compatible.
$S S x_{n}=1 / 8, f f x_{n}=1 / 16$. Since

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|f S x_{n}-S S x_{n}\right|=\frac{1}{16} \neq 0, \tag{11}
\end{equation*}
$$

thus $(f, S)$ is not compatible of type $(A)$.
Since

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left|f S x_{n}-S S x_{n}\right| \\
& \quad=\frac{1}{16}>\frac{1}{2}\left[\lim _{n \rightarrow \infty}\left|f S x_{n}-f t\right|+\lim _{n \rightarrow \infty}\left|f t-f f x_{n}\right|\right]=0, \tag{12}
\end{align*}
$$

then $(f, S)$ is not compatible of type ( $B$ ).
Since

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|S S x_{n}-f f x_{n}\right|=\frac{1}{16} \neq 0 \tag{13}
\end{equation*}
$$

thus $(f, S)$ is not compatible of type $(P)$.

$$
\begin{align*}
& \text { Since } \\
& \begin{aligned}
\lim _{n \rightarrow \infty} \mid f S x_{n} & -S S x_{n} \mid \\
=\frac{1}{16}>\frac{1}{3}[ & \lim _{n \rightarrow \infty}\left|f S x_{n}-f t\right|+\lim _{n \rightarrow \infty}\left|f t-f f x_{n}\right| \\
& \left.\quad+\lim _{n \rightarrow \infty}\left|f t-S S x_{n}\right|\right]=\frac{1}{48},
\end{aligned}
\end{align*}
$$

therefore, $(f, S)$ is not compatible of type (C).
Proposition 3. Let $f$ and $S$ be self-mappings of metric space $(X, d)$. If $(f, S)$ is a $\mathscr{H} \mathscr{H}$-operator pair such that $P C(f, S)$ is singleton, then $(f, S)$ is symmetric Banach operator pair.

Proof. By hypothesis, there is a point $f x=S x=w \in P C(f, S)$ such that $d(x, w) \leq \operatorname{diam}(P C(f, S))=0$. Thus, $x=w=f x=$ $S x$ and $x$ is a unique point of $C(f, S)$. Also, by Proposition 2.4 [19] $(f, S)$ is weakly compatible and hence, by Lemma 2.1 [19], $w=x$ is a unique common fixed point of $f$ and $S$. Now, since the sets $P C(f, S)$ and $C(f, S)$ are singleton, then $F(f)=$ $F(S)=\{x\}, f(F(S)) \subseteq F(S)$ and $S(F(f)) \subseteq F(f)$; that is, $(f, S)$ is symmetric Banach operator pair.

Example 4. Suppose that $(X=[0,5], d)$ is a metric space with $d(x, y)=|x-y|$ and $f, S$ are defined by

$$
\begin{align*}
& f x= \begin{cases}0, & \text { if } x=0, \\
x+4, & \text { if } x \in(0,1], \\
x-1, & \text { if } x \in(1,5],\end{cases}  \tag{15}\\
& S x= \begin{cases}2, & \text { if } x \in(0,1], \\
0, & \text { if } x \in\{0\} \cup(1,5] .\end{cases}
\end{align*}
$$

Then $C(f, S)=P C(f, S)=\{0\}$. Clearly $(f, S)$ is $\mathscr{F} \mathscr{H}$ operator pair and symmetric Banach operator pair.

Proposition 5. Let $f$ and $S$ be self-mappings of metric space $(X, d)$. If $(f, S)$ is a $\mathscr{H} \mathscr{H}$-operator pair and for all $x, y \in X$ we have

$$
\begin{align*}
& d(f x, f y) \\
& \quad \leq \phi(\max \{d(S x, S y), d(S x, f x), d(f y, S y)  \tag{16}\\
& \left.\left.\frac{1}{2}(d(S x, f y)+d(S y, f x))\right\}\right)
\end{align*}
$$

where $\phi:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function satisfying the condition $\phi(t)<t$ for $t>0$, then $(f, S)$ is symmetric Banach operator pair.

Proof. Since $(f, S)$ is a $\mathscr{H} \mathscr{H}$-operator pair, there is a point $f x=$ $S x=w$ in $P C(f, S)$ such that $d(x, w) \leq \operatorname{diam}(P C(f, S))$. Now, if there is another point $f y=S y=z$ in $P C(f, S)$ and $z \neq w$, then, by (16),

$$
\begin{align*}
d(w, z) & =d(f x, f y) \\
& \leq \phi\left(\max \left\{d(w, z), 0,0, \frac{1}{2}(d(w, z)+d(w, z))\right\}\right) \tag{17}
\end{align*}
$$

therefore, $d(w, z) \leq \phi(d(w, z))<d(w, z)$ which is a contradiction. Then $w=z$, that is, $P C(f, S)$ is singleton and, hence, by Proposition $3(f, S)$ is symmetric Banach operator pair.

Proposition 6. Let $f$ and $S$ be self-mappings of metric space $(X, d)$. If $(f, S)$ is a $\mathscr{P}$-operator pair such that $C(f, S)$ is singleton, then $(f, S)$ is symmetric Banach operator pair.

Corollary 7. Let $(f, S)$ be an occasionally weakly compatible pair of self-mappings on $X$ that $C(f, S)$ is singleton; then $(f, S)$ is symmetric Banach operator pair.

Proof. Clearly, occasionally weakly compatible mappings are $\mathscr{P}$-operators; then by Proposition 6 the result is obtained.

## 3. Common Fixed Point

Definition 8 (see [20]). A function $\psi:[0, \infty] \rightarrow[0, \infty]$ is called an altering distance function if
(i) $\psi$ is monotone increasing and continuous;
(ii) $\psi(t)=0$ if and only if $t=0$.

Theorem 9. Suppose that $S$ and $T$ are self-mappings of metric space $(X, d)$. The pair $(S, T)$ is a $\mathscr{H} \mathscr{H}$-operator pair and, for all $x, y \in X$,

$$
\begin{align*}
& \psi(d(S x, T y)) \\
& \qquad \begin{array}{l}
\quad \psi(\max \{d(S x, S y), d(S x, T x), d(S y, T y) \\
\\
\left.\left.\frac{1}{2}[d(T x, T y)+d(S y, T x)]\right\}\right) \\
-\phi(\max \{d(S x, S y), d(T x, S x), d(S y, T y)\})
\end{array}
\end{align*}
$$

where $\psi$ is an altering distance function and $\phi:[0, \infty] \rightarrow$ $[0, \infty]$ is a continuous function with $\phi(t)=0$ if and only ift $=$ 0 . Then $S$ and $T$ have a unique common fixed point. Moreover, any fixed point of S is a fixed point of $T$ and conversely.

Proof. By hypothesis, there exists a point $w \in X$ such that $w=S x=T x$ and

$$
\begin{equation*}
d(w, x) \leq \operatorname{diam}(P C(S, T)) \tag{19}
\end{equation*}
$$

Suppose that there exists another point $z \in X$ and $z \neq w$, for which $z=S y=T y$. Then, from (18), we get

$$
\begin{align*}
& \psi(d(w, z)) \\
& \qquad \begin{array}{l}
\quad \psi\left(\max \left\{d(w, z), 0,0, \frac{1}{2}[d(w, z)+d(z, w)]\right\}\right) \\
\quad-\phi(\max \{d(w, z), 0,0\}) ;
\end{array}
\end{align*}
$$

accordingly, $\psi(d(w, z)) \leq \psi(d(w, z))-\phi(d(w, z))$, which is a contradiction with definition of $\phi$. Therefore, $\operatorname{PC}(S, T)$ is
singleton so $\operatorname{diam}(P C(S, T))=0$. By using (19), $d(w, x) \leq$ $\operatorname{diam}(P C(S, T))=0$; thus, $w=x$; that is, $x$ is a unique common fixed point of $S$ and $T$.

Now, suppose that $u$ is a fixed point of $S$ but $u \neq T u$, from (18),

$$
\begin{align*}
& \psi(d(u, T u)) \\
&= \psi(d(S u, T u)) \\
& \leq \psi\left(\max \left\{0, d(T u, u), d(u, T u), \frac{1}{2}[0+d(u, T u)]\right\}\right) \\
&-\phi(\max \{0, d(u, T u), d(u, T u)\}) ; \tag{21}
\end{align*}
$$

thus, $\psi(d(u, T u)) \leq \psi(d(u, T u))-\phi(d(u, T u))$, which is a contradiction with definition of $\phi$. Hence, $u=T u$. By using a similar argument, the conclusion will be obtained.

Example 10. Suppose that $X=\{0,2,4,6, \ldots\}$ and $d: X \times X \rightarrow$ $\mathbb{R}$ is given by

$$
d(x, y)= \begin{cases}x+y, & \text { if } x \neq y  \tag{22}\\ 0, & \text { if } x=y\end{cases}
$$

Then $(X, d)$ is a metric space.
Let $\psi:[0, \infty) \rightarrow[0, \infty)$ be defined as

$$
\begin{equation*}
\psi(t)=2 t^{2}, \quad \text { for } t \in[0, \infty) \tag{23}
\end{equation*}
$$

Suppose that $\phi:[0, \infty) \rightarrow[0, \infty)$ is defined as

$$
\phi(s)= \begin{cases}s, & \text { if } s \leq 1  \tag{24}\\ 1, & \text { if } s>1\end{cases}
$$

Then $\psi:[0, \infty) \rightarrow[0, \infty)$ is an altering distance function and $\phi:[0, \infty) \rightarrow[0, \infty)$ is a continuous function with $\phi(t)=0$ if and only if $t=0$. Let $S, T: X \rightarrow X$ be defined as

$$
\begin{gather*}
S x= \begin{cases}2 x, & \text { if } x \neq 0 \\
0, & \text { if } x=0\end{cases} \\
T x= \begin{cases}2 x-2, & \text { if } x \neq 0 \\
0, & \text { if } x=0\end{cases} \tag{25}
\end{gather*}
$$

Now, we have the following cases for $x, y \in X$.
Case 1. $x \neq y$.
(i) If $y \neq 0$ and $x>y$, then

$$
\begin{aligned}
& \psi(d(S x, T y)) \\
& \quad=\psi(d(2 x, 2 y-2))=\psi(2 x+2 y-2) \\
& =8(x+y-1)^{2}, \\
& \psi(\max \{d(S x, S y), d(S x, T x), d(S y, T y), \\
& \left.\left.\frac{1}{2}[d(T x, T y)+d(S y, T x)]\right\}\right)
\end{aligned}
$$

$$
\begin{align*}
= & \psi(\max \{2 x+2 y, 4 x-2,4 y-2, \\
& 2 x+2 y-3\}) \\
& =\psi(4 x-2)=2(4 x-2)^{2}, \\
\phi( & \max \{d(S x, S y), d(T x, S x), d(S y, T y)\}) \\
& =\phi(\max \{2 x+2 y, 4 x-2,4 y-2\}) \\
& =\phi(4 x-2)=1 . \tag{26}
\end{align*}
$$

Since, $8(x+y-1)^{2} \leq 2(4 x-2)^{2}-1$, then relation (18) is established.
(ii) If $x \neq 0$ and $y>x$, then

$$
\begin{align*}
& \psi(d(S x, T y)) \\
& =\psi(d(2 x, 2 y-2))=\psi(2 x+2 y-2)=8(x+y-1)^{2}, \\
& \psi(\max \{d(S x, S y), d(S x, T x), d(S y, T y), \\
& \left.\left.\frac{1}{2}[d(T x, T y)+d(S y, T x)]\right\}\right) \\
& =\psi(\max \{2 x+2 y, 4 x-2,4 y-2,2 x+2 y-3\}) \\
& =\psi(4 y-2)=2(4 y-2)^{2} \text {, } \\
& \phi(\max \{d(S x, S y), d(T x, S x), d(S y, T y)\}) \\
& =\phi(\max \{2 x+2 y, 4 x-2,4 y-2\}) \\
& =\phi(4 y-2)=1 \text {. } \tag{27}
\end{align*}
$$

Since, $8(x+y-1)^{2} \leq 2(4 y-2)^{2}-1$, then relation (18) is established.
(iii) $y=0$; then

$$
\begin{align*}
& \psi(d(S x, T y))=\psi(d(2 x, 0))=\psi(2 x)=8 x^{2} \\
& \begin{array}{c}
\psi(\max \{d(S x, S y), d(S x, T x), d(S y, T y) \\
\left.\left.\frac{1}{2}[d(T x, T y)+d(S y, T x)]\right\}\right) \\
=\psi(\max \{2 x, 4 x-2,0,2 x-2\}) \\
=\psi(4 x-2)=2(4 x-2)^{2}
\end{array} \\
& \begin{array}{c}
\phi(\max \{d(S x, S y), d(T x, S x), d(S y, T y)\}) \\
\quad=\phi(\max \{2 x, 4 x-2,0\})=\phi(4 x-2)=1
\end{array}
\end{align*}
$$

Since, $8 x^{2} \leq 2(4 x-2)^{2}-1$, then relation (18) is established.
(iv) $x=0$; then

$$
\begin{aligned}
& \psi(d(S x, T y)) \\
& \quad=\psi(d(0,2 y-2))=\psi(2 y-2)=2(2 y-2)^{2}
\end{aligned}
$$

$$
\begin{align*}
& \begin{aligned}
& \psi(\max \{d(S x, S y), d(S x, T x), d(S y, T y) \\
&\left.\left.\frac{1}{2}[d(T x, T y)+d(S y, T x)]\right\}\right) \\
&= \psi(\max \{2 y, 0,4 y-2,2 y-1\}) \\
&= \psi(4 y-2)=2(4 y-2)^{2}
\end{aligned} \\
& \phi(\max \{d(S x, S y), d(T x, S x), d(S y, T y)\}) \\
& =
\end{align*}
$$

Since, $2(2 y-2)^{2} \leq 2(4 y-2)^{2}-1$, then relation (18) is established.

Case 2. $x=y$.
In this case, it is easy to see that the relation (18) is hold.
Therefore, for all $x, y \in X$,

$$
\begin{align*}
& \psi(d(S x, T y)) \\
& \qquad \psi(\max \{d(S x, S y), d(S x, T x), d(S y, T y) \\
& \left.\left.\frac{1}{2}[d(T x, T y)+d(S y, T x)]\right\}\right) \\
& -\phi(\max \{d(S x, S y), d(T x, S x), d(S y, T y)\}) \tag{30}
\end{align*}
$$

Accordingly, the conditions of Theorem 9 are satisfied and 0 is the unique common fixed point of $S$ and $T$.

Suppose that $\Phi$ is the collection of mappings $\phi$ : $[0, \infty) \rightarrow[0, \infty)$ which are upper semicontinuous, nondecreasing in each coordinate variable and $\phi(t)<t$ for all $t>0$ [21].

Lemma 11 (see [21]). If $\phi_{i} \in \Phi$ and $i \in I$ where $I$ is a finite index set, then there exists some $\phi \in \Phi$ such that $\max \left\{\phi_{i}(t)\right.$ : $i \in I\} \leq \phi(t)$ for all $t>0$.

Let $f, g, S$, and $T$ be self-mappings of a metric space $(X, d)$ such that

$$
\begin{aligned}
& d(f x, g y) \\
& \leq a \phi_{0}(d(S x, T y))+(1-a) \\
& \quad \times \max \left\{\phi_{1}(d(S x, T y))\right. \\
& \quad \phi_{2}\left(\frac{1}{2}[d(S x, f x)+d(T y, g y)]\right) \\
& \quad \phi_{3}\left(\frac{1}{2}[d(S x, g y)+d(T y, f x)]\right)
\end{aligned}
$$

$$
\begin{align*}
& \phi_{4}\left(\frac{1}{2}[d(S x, f x)+d(T y, f x)]\right) \\
& \left.\phi_{5}\left(\frac{1}{2}[d(S x, g y)+d(T y, g y)]\right)\right\} \tag{31}
\end{align*}
$$

for all $x, y \in X$, where $\phi_{i} \in \Phi, i=0,1,2,3,4,5,0 \leq a \leq 1$.
Theorem 12. Let $f, g, S$, and $T$ be self-mappings of a metric space $(X, d)$ satisfying $(31)$. If $(f, S)$ and $(g, T)$ are each $\mathscr{J} \mathscr{H}$ operator pairs, then $f, g, S$, and $T$ have a unique common fixed point.

Proof. By hypothesis there exist points $x, y \in X$ such that $f x=S x=w$ and $g y=T y=z$. If $f x \neq g y$, then, from (31), we get

$$
\begin{align*}
& d(f x, g y) \\
& \leq a \phi_{0}(d(f x, g y))+(1-a) \\
& \quad \times \max \left\{\phi_{1}(d(f x, g y)), \phi_{2}(0)\right. \\
& \quad \phi_{3}\left(\frac{1}{2}[d(f x, g y)+d(g y, f x)]\right) \\
& \left.\quad \phi_{4}\left(\frac{1}{2}[d(g y, f x)]\right), \phi_{5}\left(\frac{1}{2}[d(f x, g y)]\right)\right\} \tag{32}
\end{align*}
$$

which implies that $d(f x, g y) \leq a \phi(d(f x, g y))+(1-$ a) $\phi(d(f x, g y))=\phi(d(f x, g y))<d(f x, g y)$, a contradiction. Thus, $w=f x=g y=z$. Suppose that there exists another point $u$ such that $f u=S u$. Then condition (31) implies that $f u=S u=g y=T y=f x=S x$. Hence, $w=f x=f u$. That is, $P C(f, S)$ is singleton. Since $d(x, w) \leq \operatorname{diam}(P C(f, S))=0$, so $d(x, w)=0$ and $x=w$ is a unique common fixed point of $f$ and S. Similarly, $y=z$ is a unique common fixed point of $g$ and $T$. Therefore, $w=z$ is a unique common fixed point of $f, g, S$, and $T$.

Corollary 13. Let $f, g, S$, and $T$ be self-mappings of a metric space $(X, d)$ satisfying $d(f x, g y) \leq k d(S x, T y)$, for all $x, y \in X$ where $0<k<1$. If $(f, S)$ and $(g, T)$ are each $\mathcal{G} \mathscr{H}$-operator pairs, then $f, g, S$, and $T$ have a unique common fixed point.

Proof. It is sufficient to set $a=1$ and take $\phi_{0}(t)=k t \in \Phi$ in Theorem 12.

Corollary 14. Let $f$, $S$ be self-mappings of a metric space $(X, d)$ satisfying the following condition:

$$
\begin{aligned}
& d(f x, f y) \\
& \leq a \phi_{0}(d(S x, S y))+(1-a) \\
& \quad \times \max \left\{\phi_{1}(d(S x, S y))\right. \\
& \quad \phi_{2}\left(\frac{1}{2}[d(S x, f x)+d(S y, f y)]\right)
\end{aligned}
$$

$$
\begin{align*}
& \phi_{3}\left(\frac{1}{2}[d(S x, f y)+d(S y, f x)]\right) \\
& \phi_{4}\left(\frac{1}{2}[d(S x, f x)+d(S y, f x)]\right) \\
& \left.\phi_{5}\left(\frac{1}{2}[d(S x, f y)+d(S y, f y)]\right)\right\} \tag{33}
\end{align*}
$$

If $(f, S)$ is $\mathscr{J} \mathscr{H}$-operator pair, then $f$ and $S$ have a unique common fixed point.

Proof. Considering that $g:=f$ and $T:=S$ in Theorem 12, the result is obtained.

Theorem 15. Let $f, S$ be self-mappings of a metric space $(X, d)$ satisfying (33). Suppose that $(f, S)$ is nontrivial Banach operator pair on $X$, then $f$ and $S$ have a unique common fixed point.

Proof. By hypothesis $F(S) \neq \emptyset$ and $f(F(S)) \subseteq F(S)$. From (33), for any $x, y \in F(S)$

$$
\begin{align*}
& d(f x, f y) \\
& \leq a \phi_{0}(d(x, y))+(1-a) \\
& \times \max \left\{\phi_{1}(d(x, y))\right. \\
& \phi_{2}\left(\frac{1}{2}[d(x, f x)+d(y, f y)]\right) \\
& \phi_{3}\left(\frac{1}{2}[d(x, f y)+d(y, f x)]\right) \\
& \phi_{4}\left(\frac{1}{2}[d(x, f x)+d(y, f x)]\right) \\
& \left.\phi_{5}\left(\frac{1}{2}[d(x, f y)+d(y, f y)]\right)\right\} \tag{34}
\end{align*}
$$

By Corollary 14 (with $S$ as identity map on $X$ ), $f$ has a unique fixed point on $F(S)$ and hence $f$ and $S$ have a unique common fixed point.

Corollary 16. Let $f, S$ be self-mappings of a metric space $(X, d)$ satisfying $d(f x, f y) \leq k d(S x$, Sy $)$, for all $x, y \in X$ where $0<$ $k<1$. If $(f, S)$ is a nontrivial Banach operator pair, then $f$ and $S$ have a unique common fixed point.

Proof. It is sufficient to set $a=1$ and take $\phi_{0}(t)=k t \in \Phi$ in Theorem 15.

Example 17. Let $X=[0,1]$ be a metric space with the usual metric $d(x, y)=|x-y|$ for all $x, y \in X$. Define $f x=g x=$ $-1+\sqrt{3}, S x=1-(1 / 2) x^{2}$, and $T x=x$ for all $x \in[0,1]$. Obviously, $|f x-g y|=0$ and $|f x-g y| \leq k|S x-T y|$ for all $x, y \in X$ and $0<k<1$. Also, $C(f, S)=\{-1+\sqrt{3}\}, P C(f, S)=$ $\{-1+\sqrt{3}\}, C(g, T)=\{-1+\sqrt{3}\}$, and $P C(g, T)=\{-1+\sqrt{3}\}$. So, clearly $(f, S)$ and $(g, T)$ are each $\mathscr{\mathscr { H }}$-operator pairs. Thus, all
the conditions of Corollary 13 are satisfied and $-1+\sqrt{3}$ is the unique common fixed point of $f, g, S$, and $T$.

## 4. Applications

In this section, we utilize the common fixed point theorems and their results to deduce the existence and uniqueness of the common solution for the system of functional equations in dynamic programming.

Remark 18. Many authors (e.g., see [9, 11-15, 22], or [3-$5,8-12,17,22$ ] in [22]) used the fixed point theory to solve functional equations arising in dynamic programming on complete metric spaces such as Banach spaces. But, in the final section, we omit the completeness of the space and we state the result in the normed vector spaces and metric spaces setting.

Let $X, Y$ be normed vector spaces, $S \subseteq X$ the state space, and $D \subseteq Y$ the decision space. Denote by $B(S)$ the set of all bounded real-valued functions on $S$ and $d(f, g)=$ $\sup \{|f(x)-g(x)|: x \in S\}$. It is clear that $(B(S), d)$ is a metric space:

$$
\begin{array}{r}
f_{i}(x)=\underset{y \in D}{\operatorname{opt}}\left\{u(x, y)+H_{i}\left(x, y, f_{i}(T(x, y))\right)\right\} \\
\forall x \in S, \quad i=1,2 \\
g_{i}(x)=\operatorname{opt}_{y \in D}\left\{u(x, y)+F_{i}\left(x, y, g_{i}(T(x, y))\right)\right\}  \tag{35}\\
\forall x \in S, \quad i=1,2
\end{array}
$$

where opt stands for sup or inf, $u: S \times D \rightarrow \mathbb{R}, T: S \times D \rightarrow S$, and $H_{i}, F_{i}: S \times D \times \mathbb{R} \rightarrow \mathbb{R}$ for $i=1,2$. Suppose that the mappings $A_{i}$ and $T_{i}(i=1,2)$ are defined:

$$
\begin{align*}
& A_{i} h(x)=\underset{y \in D}{\operatorname{opt}}\left\{u(x, y)+H_{i}(x, y, h(T(x, y)))\right\}, \\
& \forall x \in S, \quad h \in B(S), \quad i=1,2, \\
& T_{i} k(x)=\underset{y \in D}{\operatorname{opt}}\left\{u(x, y)+F_{i}(x, y, k(T(x, y)))\right\},  \tag{36}\\
& \forall x \in S, \quad k \in B(S), \quad i=1,2 .
\end{align*}
$$

Theorem 19. Suppose that the following conditions are satisfied:
(i) for given $h \in B(S)$, there exist $r(h)>0$ such that

$$
\begin{align*}
&|u(x, y)|+\max \{\mid H_{i}(x, y, h(T(x, y))) \mid \\
&\left.\left|F_{i}(x, y, h(T(x, y)))\right| i=1,2\right\}  \tag{37}\\
& \leq r(h), \quad \forall(x, y) \in S \times D
\end{align*}
$$

(ii)

$$
\begin{aligned}
& \left|H_{1}(x, y, h(t))-H_{2}(x, y, k(t))\right| \\
& \quad \leq a \phi_{0}\left(d\left(T_{1} h(t), T_{2} k(t)\right)\right)+(1-a) \\
& \quad \times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{2} k(t)\right)\right),\right.
\end{aligned}
$$

$$
\begin{align*}
&\left.\left.\begin{array}{c}
\phi_{2}\left(\frac{1}{2}\right.
\end{array}\right]\left(T_{1} h(t), A_{1} h(t)\right)\right] \\
&\left.\left.+d\left(T_{2} k(t), A_{2} k(t)\right)\right]\right), \\
& \phi_{3}\left(\frac{1}{2}[ \right. d\left(T_{1} h(t), A_{2} k(t)\right) \\
&\left.\left.+d\left(T_{2} k(t), A_{1} h(t)\right)\right]\right), \\
& \phi_{4}\left(\frac{1}{2}[ \right. d\left(T_{1} h(t), A_{1} h(t)\right) \\
&\left.\left.+d\left(T_{2} k(t), A_{1} h(t)\right)\right]\right), \\
& \phi_{5}\left(\frac{1}{2}[ \right. d\left(T_{1} h(t), A_{2} k(t)\right) \\
&\left.\left.\left.+d\left(T_{2} k(t), A_{2} k(t)\right)\right]\right)\right\}, \tag{38}
\end{align*}
$$

for all $(x, y) \in S \times D, h, k \in B(S), t \in S$, where $\phi_{i} \in \Phi$, $i=0,1,2,3,4,5,0 \leq a \leq 1$;
(iii) for $i=1,2, \emptyset \neq \Gamma_{i}=\left\{\tau_{p_{i}}: A_{i} \tau_{p_{i}}=T_{i} \tau_{p_{i}}=\Theta_{p_{i}}\right\} \subseteq B(S)$;
(iv) there exist $\tau_{p_{i}} \in \Gamma_{i}(i=1,2)$, such that

$$
\begin{equation*}
\left|H_{i}\left(x, y, \tau_{q_{i}}(t)\right)-F_{i}\left(x, y, \tau_{r_{i}}(t)\right)\right| \geq\left|\Theta_{p_{i}}-\tau_{p_{i}}\right| \tag{39}
\end{equation*}
$$

for some $\tau_{q_{i}}, \tau_{r_{i}} \in \Gamma_{i}$ and for all $(x, y) \in S \times D, t \in S$.
Then the system of functional equations (35) possesses a unique common solution in $B(S)$.

Proof. Assume that opt ${ }_{y \in D}=\inf _{y \in D}$. By condition (i) and (36), $A_{i}$ and $T_{i}$ are self-mappings of $B(S)$. Using (i) and (36), one can deduce that there exist $y, z \in D$ such that

$$
\begin{align*}
& A_{1} h(x)>u(x, y)+H_{1}(x, y, h(T(x, y)))-\epsilon  \tag{40}\\
& A_{2} k(x)>u(x, y)+H_{2}(x, z, k(T(x, z)))-\epsilon \tag{41}
\end{align*}
$$

Note that

$$
\begin{align*}
& A_{1} h(x) \leq u(x, z)+H_{1}(x, z, h(T(x, z)))  \tag{42}\\
& A_{2} k(x) \leq u(x, y)+H_{2}(x, y, h(T(x, y))) \tag{43}
\end{align*}
$$

By virtue of (41) and (42),

$$
\begin{align*}
& A_{1} h(x)-A_{2} k(x) \\
& \quad<H_{1}(x, z, h(T(x, z)))-H_{2}(x, z, k(T(x, z)))+\epsilon \\
& \quad \leq\left|H_{1}(x, z, h(T(x, z)))-H_{2}(x, z, k(T(x, z)))\right|+\epsilon . \tag{44}
\end{align*}
$$

From (40) and (43), we conclude that

$$
\begin{align*}
& A_{1} h(x)-A_{2} k(x) \\
& \quad>H_{1}(x, y, h(T(x, y)))-H_{2}(x, y, k(T(x, y)))-\epsilon \\
& \quad \geq\left|H_{1}(x, y, h(T(x, y)))-H_{2}(x, y, k(T(x, y)))\right|-\epsilon \tag{45}
\end{align*}
$$

It follows from (44) and (45) that

$$
\begin{align*}
& \left|A_{1} h(x)-A_{2} k(x)\right| \\
& \leq \max \left\{\left|H_{1}(x, y, h(T(x, y)))-H_{2}(x, y, k(T(x, y)))\right|\right. \\
& \left.\quad\left|H_{1}(x, z, h(T(x, z)))-H_{2}(x, z, k(T(x, z)))\right|\right\}+\epsilon . \tag{46}
\end{align*}
$$

Equation (46) and (ii) lead to

$$
\begin{align*}
& \left|A_{1} h(x)-A_{2} k(x)\right| \\
& \leq \max \left\{\left|H_{1}(x, y, h(T(x, y)))-H_{2}(x, y, k(T(x, y)))\right|\right. \\
& \left.\left|H_{1}(x, z, h(T(x, z)))-H_{2}(x, z, k(T(x, z)))\right|\right\}+\epsilon \\
& \leq a \phi_{0}\left(d\left(T_{1} h(t), T_{2} k(t)\right)\right)+(1-a) \\
& \times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{2} k(t)\right)\right),\right. \\
& \phi_{2}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.\quad+d\left(T_{2} k(t), A_{2} k(t)\right)\right]\right), \\
& \left.\left.\quad+d\left(T_{2} k(t), A_{1} h(t)\right)\right]\right) \\
& \phi_{3}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{2} k(t)\right)\right.\right. \\
& \phi_{4}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.\quad+d\left(T_{2} k(t), A_{1} h(t)\right)\right]\right) \\
& \phi_{5}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{2} k(t)\right)\right.\right. \\
& \left.\left.\left.+d\left(T_{2} k(t), A_{2} k(t)\right)\right]\right)\right\}+\epsilon \tag{47}
\end{align*}
$$

which yields that

$$
\begin{aligned}
& d\left(A_{1} h, A_{2} k\right) \\
& =\sup _{x \in S}\left|A_{1} h(x)-A_{2} k(x)\right| \\
& \leq a \phi_{0}\left(d\left(T_{1} h(t), T_{2} k(t)\right)\right)+(1-a) \\
& \times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{2} k(t)\right)\right)\right. \\
& \quad \phi_{2}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.\quad+d\left(T_{2} k(t), A_{2} k(t)\right)\right]\right)
\end{aligned}
$$

$$
\begin{align*}
& \phi_{3}\left(\frac{1}{2}[ \right. d\left(T_{1} h(t), A_{2} k(t)\right) \\
&\left.\left.+d\left(T_{2} k(t), A_{1} h(t)\right)\right]\right) \\
& \phi_{4}\left(\frac{1}{2}[ \right. d\left(T_{1} h(t), A_{1} h(t)\right) \\
&\left.\left.+d\left(T_{2} k(t), A_{1} h(t)\right)\right]\right) \\
& \phi_{5}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{2} k(t)\right)\right.\right. \\
&\left.\left.\left.+d\left(T_{2} k(t), A_{2} k(t)\right)\right]\right)\right\}+\epsilon \tag{48}
\end{align*}
$$

Let $\epsilon \rightarrow 0$ in (48); then

$$
\begin{align*}
& d\left(A_{1} h, A_{2} k\right) \\
& =\sup _{x \in S}\left|A_{1} h(x)-A_{2} k(x)\right| \\
& \leq a \phi_{0}\left(d\left(T_{1} h(t), T_{2} k(t)\right)\right)+(1-a) \\
& \times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{2} k(t)\right)\right)\right. \\
& \phi_{2}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.+d\left(T_{2} k(t), A_{2} k(t)\right)\right]\right) \\
& \quad \begin{array}{r}
\phi_{3}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{2} k(t)\right)\right.\right. \\
\quad \\
\phi_{4}\left(\frac{1}{2}[ \right.
\end{array} d\left(T_{1} h(t), A_{1} h(t)\right) \\
& \left.\left.+d\left(T_{2} k(t), A_{1} h(t)\right)\right]\right) \\
& \phi_{5}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{2} k(t)\right)\right.\right. \\
& \left.\left.\left.+d\left(T_{2} k(t), A_{2} k(t)\right)\right]\right)\right\}
\end{align*}
$$

Now, we shall show that $\left(A_{1}, T_{1}\right)$ and $\left(A_{2}, T_{2}\right)$ are $\mathscr{J} \mathscr{H}$ operator pairs. By (iii) there exists $\tau_{p_{1}} \in \Gamma_{1}$; thus, $A_{1} \tau_{p_{1}}=$ $T_{1} \tau_{p_{1}}=\Theta_{p_{1}}$ and by (iv) for all $(x, y) \stackrel{p_{1}}{\in} S \times D, t \in S$, we have

$$
\begin{equation*}
\left|\Theta_{p_{1}}-\tau_{p_{1}}\right| \leq\left|H_{1}\left(x, y, \tau_{q_{1}}(t)\right)-F_{1}\left(x, y, \tau_{r_{1}}(t)\right)\right| \tag{50}
\end{equation*}
$$

for some $\tau_{q_{1}}, \tau_{r_{1}} \in \Gamma_{1}$. Therefore, for all $x \in S$

$$
\begin{aligned}
& \left|\Theta_{p_{1}}(x)-\tau_{p_{1}}(x)\right| \\
& \quad \leq\left|\inf _{y \in D}\left(H_{1}\left(x, y, \tau_{q_{1}}(T(x, y))\right)-F_{1}\left(x, y, \tau_{r_{1}}(T(x, y))\right)\right)\right|
\end{aligned}
$$

$$
\begin{align*}
& =\mid \inf _{y \in D}\left(u(x, y)+H_{1}\left(x, y, \tau_{q_{1}}(T(x, y))\right)-u(x, y)\right. \\
& \left.\quad \quad-F_{1}\left(x, y, \tau_{r_{1}}(T(x, y))\right)\right) \mid \\
& =\left|A_{1} \tau_{q_{1}}-T_{1} \tau_{r_{1}}\right| \\
& =\left|\Theta_{q_{1}}-\Theta_{r_{1}}\right| \\
& \leq \sup _{x \in S}\left|\Theta_{q_{1}}(x)-\Theta_{r_{1}}(x)\right| \\
& =d\left(\Theta_{q_{1}}, \Theta_{r_{1}}\right) \\
& \leq \operatorname{diam}\left(P C\left(A_{1}, T_{1}\right)\right) . \tag{51}
\end{align*}
$$

So

$$
\begin{equation*}
\sup _{x \in S}\left|\Theta_{p_{1}}(x)-\tau_{p_{1}}(x)\right| \leq \operatorname{diam}\left(P C\left(A_{1}, T_{1}\right)\right) \tag{52}
\end{equation*}
$$

and, hence, $d\left(\Theta_{p_{1}}, \tau_{p_{1}}\right) \leq \operatorname{diam}\left(P C\left(A_{1}, T_{1}\right)\right)$. That is, $\left(A_{1}, T_{1}\right)$ is $\mathscr{J} \mathscr{H}$-operator pair. Similarly, $\left(A_{2}, T_{2}\right)$ is also $\mathscr{J} \mathscr{H}$-operator pair. Clearly, all the above process also holds for opt ${ }_{y \in D}=$ $\sup _{y \in D}$. Then all of the conditions of Theorem 15 are satisfied and $h \in B(S)$ is a unique common fixed point of $A_{1}, T_{1}, A_{2}$, and $T_{2}$; that is, $h(x)$ is a unique common solution of functional equations (35).

Corollary 20. Suppose that the conditions (i), (iii), and (iv) of Theorem 19 are satisfied. Moreover, if the following condition also holds:

$$
\begin{equation*}
\left|H_{1}(x, y, h(t))-H_{2}(x, y, k(t))\right| \leq \alpha d\left(T_{1} h(t), T_{2} k(t)\right), \tag{53}
\end{equation*}
$$

for all $(x, y) \in S \times D, h, k \in B(S), t \in S$, where $0<\alpha<1$, then the system of functional equations (35) possesses a unique common solution in $B(S)$.

Proof. It is sufficient to set $a=1$ and take $\phi_{0}(t)=\alpha t \in \Phi$ in Theorem 19.

Example 21. Let $X=Y=\mathbb{R}$ be normed vector spaces endowed with the usual norm $\|\cdot\|$ defined by $\|x\|=|x|$ for all $x \in \mathbb{R}$. Let $S=[0,1] \subseteq X$ be the state space and $D=[1, \infty) \subseteq Y$ the decision space. Define $T: S \times D \rightarrow S$ and $u: S \times D \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
T(x, y)=\frac{x+1}{y^{2}+2}, \quad u(x, y)=0, \quad \forall x \in S, y \in D \tag{54}
\end{equation*}
$$

Define $f_{i}, g_{i}: S \rightarrow \mathbb{R}(i=1,2)$ by

$$
\begin{gather*}
f_{i}(x)=\frac{1}{16}\left[x-x^{2}\right]  \tag{55}\\
g_{1}(x)=\frac{1}{2} \sqrt{x}, \quad g_{2}(x)=\frac{1}{2} x^{3} .
\end{gather*}
$$

Now, for all $h, k \in B(S) ; x \in S$, we define mappings $A_{i}$ and $T_{i}(i=1,2)$ by

$$
\begin{align*}
& A_{1} h(x)=\sup _{y \in D}\left\{u(x, y)+H_{1}(x, y, h(T(x, y)))\right\} \\
& A_{2} k(x)=\sup _{y \in D}\left\{u(x, y)+H_{2}(x, y, k(T(x, y)))\right\} \\
& T_{1} h(x)=\sup _{y \in D}\left\{u(x, y)+F_{1}(x, y, h(T(x, y)))\right\}  \tag{56}\\
& T_{2} k(x)=\sup _{y \in D}\left\{u(x, y)+F_{2}(x, y, k(T(x, y)))\right\}
\end{align*}
$$

for which $H_{i}, F_{i}: S \times D \times \mathbb{R} \rightarrow \mathbb{R}(i=1,2)$ are defined as follows:

$$
\begin{gather*}
H_{i}(x, y, t)=\frac{1}{16}\left[\left(x-x^{2}\right) \cos \left(t \cdot\left(1-\frac{1}{y+2}\right)\right)\right], \\
F_{1}(x, y, t)=\frac{1}{2}\left[\sqrt{x} \sin \left(t \cdot\left(1-\frac{1}{y+2}\right)\right)\right]  \tag{57}\\
F_{2}(x, y, t)=\frac{1}{2}\left[x^{3} \sin \left(t \cdot\left(1-\frac{1}{y+2}\right)\right)\right] .
\end{gather*}
$$

So,

$$
\begin{aligned}
& A_{1} h(x)=\sup _{y \in D} H_{1}\left(x, y, h\left(\frac{x+1}{y^{2}+1}\right)\right) \\
&=\sup _{y \in D} \frac{1}{16}\left[( x - x ^ { 2 } ) \operatorname { c o s } \left(h\left(\frac{x+1}{y^{2}+2}\right)\right.\right. \\
&\left.\left.\cdot\left(1-\frac{1}{y+2}\right)\right)\right] \\
&=\frac{1}{16}\left[x-x^{2}\right]=f_{1}(x), \\
& A_{2} k(x)=\sup _{y \in D} H_{2}\left(x, y, k\left(\frac{x+1}{y^{2}+2}\right)\right) \\
&=\sup _{y \in D} \frac{1}{16}\left[( x - x ^ { 2 } ) \operatorname { c o s } \left(k\left(\frac{x+1}{y^{2}+2}\right)\right.\right. \\
&=\frac{1}{16}\left[x-x^{2}\right]=f_{2}(x), \\
& T_{1} h(x)=\sup _{y \in D} F_{1}\left(x, y, h\left(\frac{x+1}{y^{2}+1}\right)\right) \\
&=\sup _{y \in D} \frac{1}{2}\left[\sqrt{x} \sin \left(h\left(\frac{x+1}{y^{2}+2}\right) \cdot\left(1-\frac{1}{y+2}\right)\right)\right] \\
&=\frac{1}{2} \sqrt{x}=g_{1}(x) \\
& T_{2} k(x)=\sup _{y \in D} F_{2}\left(x, y, k\left(\frac{x+1}{y^{2}+2}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& =\sup _{y \in D} \frac{1}{2}\left[x^{3} \sin \left(k\left(\frac{x+1}{y^{2}+2}\right) \cdot\left(1-\frac{1}{y+2}\right)\right)\right] \\
& =\frac{1}{2} x^{3}=g_{2}(x) \tag{58}
\end{align*}
$$

for all $x \in S, h, k \in B(S)$. Also, $\left\|H_{i}\right\| \leq 1 / 16$ and $\left\|F_{i}\right\| \leq 1 / 2$, ( $i=1,2$ ); then easily we have the following:
(i) for given $h \in B(S)$, there exist $r(h)>0$ such that

$$
\begin{align*}
& |u(x, y)|+\max \left\{\left|H_{i}(x, y, h(T(x, y)))\right|,\right. \\
& \left.\left|F_{i}(x, y, h(T(x, y)))\right| i=1,2\right\}  \tag{59}\\
& \leq r(h), \quad \forall(x, y) \in S \times D,
\end{align*}
$$

if choose $a=1$, and $\phi_{0}(n)=(1 / 4) n$, for $n \in[0, \infty)$ we have (ii)

$$
\begin{aligned}
& \left|H_{1}(x, y, h(t))-H_{2}(x, y, k(t))\right| \\
& \begin{aligned}
&= \left\lvert\, \frac{1}{16}\left[\left(x-x^{2}\right) \cos \left(h(t) \cdot\left(1-\frac{1}{y+2}\right)\right)\right]\right. \\
& \left.\quad-\frac{1}{16}\left[\left(x-x^{2}\right) \cos \left(k(t) \cdot\left(1-\frac{1}{y+2}\right)\right)\right] \right\rvert\, \\
& \begin{aligned}
= & \frac{1}{16}\left|x-x^{2}\right| \left\lvert\, \cos \left(h(t) \cdot\left(1-\frac{1}{y+2}\right)\right)\right.
\end{aligned} \\
& \left.\quad-\cos \left(k(t) \cdot\left(1-\frac{1}{y+2}\right)\right) \right\rvert\, \\
&=\frac{1}{16}\left|x-x^{2}\right| \quad\left.\left.\quad \cdot\left(1-\frac{1}{y+2}\right)\right) \times(2)^{-1}\right) \mid
\end{aligned}
\end{aligned}
$$

$$
\times \left\lvert\, \sin \left(\left(h(t) \cdot\left(1-\frac{1}{y+2}\right)+k(t)\right.\right.\right.
$$

$$
\left.\left.\cdot\left(1-\frac{1}{y+2}\right)\right) \times(2)^{-1}\right)
$$

$$
\leq \frac{1}{8}\left|x-x^{2}\right| \leq \frac{1}{8}\left[\sqrt{x}-x^{3}\right]=\frac{1}{4}\left[\frac{\sqrt{x}}{2}-\frac{x^{3}}{2}\right]
$$

$$
=a \phi_{0}\left(\left|\frac{\sqrt{x}}{2}-\frac{x^{3}}{2}\right|\right)
$$

$$
\begin{equation*}
=a \phi_{0}\left(d\left(T_{1} h(x), T_{2} k(x)\right)\right) \tag{60}
\end{equation*}
$$

Therefore, $\left|H_{1}(x, y, h(t))-H_{2}(x, y, k(t))\right| \leq a \phi_{0}\left(d\left(T_{1}\right.\right.$ $\left.h(t), T_{2} k(t)\right)$ ), for all $(x, y) \in S \times D, h, k \in B(S), t \in S$.
(iii) $\Gamma_{1}=\left\{\tau_{p_{1}}: A_{1} \tau_{p_{1}}=T_{1} \tau_{p_{1}}=\Theta_{p_{1}}\right\}=B(\{0\}) \neq \emptyset$ and $\Gamma_{2}=\left\{\tau_{p_{2}}: A_{2} \tau_{p_{2}}=T_{2} \tau_{p_{2}}=\Theta_{p_{2}}\right\}=B(\{0\}) \neq \emptyset$.
(iv) Clearly, there exist $\tau_{p_{i}} \in \Gamma_{i}(i=1,2)$, such that

$$
\begin{equation*}
\left|H_{i}\left(x, y, \tau_{q_{i}}(t)\right)-F_{i}\left(x, y, \tau_{r_{i}}(t)\right)\right| \geq\left|\Theta_{p_{i}}-\tau_{p_{i}}\right|, \tag{61}
\end{equation*}
$$

for some $\tau_{q_{i}}, \tau_{r_{i}} \in \Gamma_{i}$ and for all $(x, y) \in S \times D$.
Thus, all the assumptions of Theorem 19 are satisfied. So, the system of (35) has a unique common solution in $B(S)$.

Let

$$
\begin{array}{ll}
f(x)=\underset{y \in D}{\operatorname{opt}}\{u(x, y)+H(x, y, f(T(x, y)))\}, & \forall x \in S, \\
g(x)=\underset{y \in D}{\operatorname{opt}}\{u(x, y)+F(x, y, g(T(x, y)))\}, & \forall x \in S, \tag{62}
\end{array}
$$

where $u: S \times D \rightarrow \mathbb{R}, T: S \times D \rightarrow S$ and $H, F: S \times D \times \mathbb{R} \rightarrow$ $\mathbb{R}$. Suppose that the mappings $A_{1}$ and $T_{1}$ are defined:

$$
\begin{array}{r}
A_{1} h(x)=\underset{y \in D}{\operatorname{opt}}\{u(x, y)+H(x, y, h(T(x, y)))\}, \\
\forall x \in S, \quad h \in B(S), \\
T_{1} k(x)=\underset{y \in D}{\operatorname{opt}}\{u(x, y)+F(x, y, k(T(x, y)))\},  \tag{63}\\
\forall x \in S, \quad k \in B(S),
\end{array}
$$

Theorem 22. Suppose that the following conditions are satisfied:
(i) for given $h \in B(S)$, there exist $r(h)>0$ such that

$$
\begin{array}{r}
|u(x, y)|+\max \{|H(x, y, h(T(x, y)))| \\
|F(x, y, h(T(x, y)))|\}  \tag{64}\\
\leq r(h), \quad \forall(x, y) \in S \times D
\end{array}
$$

(ii)

$$
\begin{aligned}
&|H(x, y, h(t))-H(x, y, k(t))| \\
& \leq a \phi_{0}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right)+(1-a) \\
& \times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right),\right. \\
& \phi_{2}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
&\left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right), \\
& \phi_{3}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.\right. \\
&\left.\left.+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right), \\
& \phi_{4}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
&\left.\left.+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right),
\end{aligned}
$$

$$
\begin{align*}
\phi_{5}\left(\frac{1}{2}\right. & {\left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.} \\
& \left.\left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right)\right\} \tag{65}
\end{align*}
$$

for all $(x, y) \in S \times D, h, k \in B(S), t \in S$, where $\phi_{i} \in \Phi$, $i=0,1,2,3,4,5,0 \leq a \leq 1$;
(iii) $\emptyset \neq \Gamma=\left\{\tau_{p}: A_{1} \tau_{p}=T_{i} \tau_{p}=\Theta_{p}\right\} \subseteq B(S)$;
(iv) there exist $\tau_{p} \in \Gamma$, such that

$$
\begin{equation*}
\left|H\left(x, y, \tau_{q}(t)\right)-F\left(x, y, \tau_{r}(t)\right)\right| \geq\left|\Theta_{p}-\tau_{p}\right| \tag{66}
\end{equation*}
$$

for some $\tau_{q}, \tau_{r} \in \Gamma$ and for all $(x, y) \in S \times D, t \in S$.
Then the functional equations (62) have a unique common solution in $B(S)$.

Proof. Assume that opt $y_{y \in D}=\sup _{y \in D}$. By conditions (i) and (63), $A_{1}$ and $T_{1}$ are self-mappings of $B(S)$. Let $h, k$ be any two points of $B(S), x \in S$, and $\epsilon>0$ any positive number; using (i) and (63), we deduce that there exist $y, z \in D$ such that

$$
\begin{array}{r}
A_{1} h(x)<u(x, y)+H(x, y, h(T(x, y)))+\epsilon \\
A_{1} k(x)<u(x, y)+H(x, z, k(T(x, z)))+\epsilon \\
A_{1} h(x) \geq u(x, y)+H(x, z, h(T(x, z))) \\
A_{1} k(x) \geq u(x, y)+H(x, y, k(T(x, y))) . \tag{70}
\end{array}
$$

Subtracting (70) from (67) and using (ii),

$$
\begin{aligned}
& A_{1} h(x)-A_{1} k(x) \\
& \qquad H(x, y, h(T(x, y)))-H(x, y, k(T(x, y)))+\epsilon \\
& \leq|H(x, y, h(T(x, y)))-H(x, y, k(T(x, y)))|+\epsilon \\
& \leq a \phi_{0}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right)+(1-a) \\
& \times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right),\right. \\
& \phi_{2}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.\quad+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right), \\
& \phi_{3}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.\right. \\
& \left.\left.\quad+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right), \\
& \phi_{4}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.\quad+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right),
\end{aligned}
$$

$$
\begin{align*}
\phi_{5}\left(\frac{1}{2}[ \right. & d\left(T_{1} h(t), A_{1} k(t)\right) \\
& \left.\left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right)\right\}+\epsilon \tag{71}
\end{align*}
$$

From (68) and (69), we get

$$
\begin{gather*}
A_{1} h(x)-A_{1} k(x) \\
>H(x, z, h(T(x, z)))-H(x, z, k(T(x, z)))-\epsilon \\
\geq|H(x, z, h(T(x, z)))-H(x, z, k(T(x, z)))|-\epsilon \\
\geq a \phi_{0}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right)+(1-a) \\
\times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right),\right. \\
\phi_{2}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
\left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right), \\
\left.\left.\quad+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right), \\
\phi_{3}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.\right. \\
\phi_{4}\left(\frac{1}{2}\left[d\left(T_{1} h(t), A_{1} h(t)\right)\right]\right) \\
\left.\left.+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right), \\
\phi_{5}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.\right. \\
\left.\left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right)\right\}-\epsilon \tag{72}
\end{gather*}
$$

Hence, from (71) and (72)

$$
\begin{aligned}
& \left|A_{1} h(x)-A_{1} k(x)\right| \\
& \leq|H(x, y, h(T(x, y)))-H(x, y, k(T(x, y)))|+\epsilon \\
& \leq a \phi_{0}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right)+(1-a) \\
& \times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right)\right. \\
& \phi_{2}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right) \\
& \phi_{3}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.\right. \\
& \left.\left.+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right)
\end{aligned}
$$

$$
\begin{align*}
& \phi_{4}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right), \\
& \phi_{5}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.\right. \\
& \left.\left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right)\right\}+\epsilon .  \tag{73}\\
& \text { So } \\
& d\left(A_{1} h, A_{1} k\right)=\sup _{x \in S}\left|A_{1} h(x)-A_{1} k(x)\right| \\
& \leq|H(x, y, h(T(x, y)))-H(x, y, k(T(x, y)))|+\epsilon \\
& \leq a \phi_{0}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right)+(1-a) \\
& \times \max \left\{\phi_{1}\left(d\left(T_{1} h(t), T_{1} k(t)\right)\right),\right. \\
& \phi_{2}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right), \\
& \phi_{3}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.\right. \\
& \left.\left.+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right), \\
& \phi_{4}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} h(t)\right)\right.\right. \\
& \left.\left.+d\left(T_{1} k(t), A_{1} h(t)\right)\right]\right), \\
& \phi_{5}\left(\frac { 1 } { 2 } \left[d\left(T_{1} h(t), A_{1} k(t)\right)\right.\right. \\
& \left.\left.\left.+d\left(T_{1} k(t), A_{1} k(t)\right)\right]\right)\right\}+\epsilon . \tag{74}
\end{align*}
$$

Also from (iii) and (iv) and similar to Theorem 19, it is easy to prove that the pair $\left(A_{1}, T_{1}\right)$ is $\mathscr{F} \mathscr{H}$-operator pair. Therefore, by Corollary 14, $A_{1}$ and $T_{1}$ have a unique common fixed point in $B(S)$ and hence the functional equations (62) have a unique common solution in $B(S)$.

Corollary 23. Suppose that the conditions (i), (iii), and (iv) of Theorem 22 are satisfied. Moreover, if the following condition also holds:

$$
\begin{equation*}
|H(x, y, h(t))-H(x, y, k(t))| \leq \alpha d\left(T_{1} h(t), T_{1} k(t)\right), \tag{75}
\end{equation*}
$$

for all $(x, y) \in S \times D, h, k \in B(S), t \in S$, where $0<\alpha<1$, then the functional equations (62) have a unique common solution in $B(S)$.
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We introduce the new type of nonself mapping and study sufficient conditions for the existence of past-present-future (for short PPF) dependent fixed point for such mapping in the Razumikhin class. Also, we apply our result to prove the PPF dependent coincidence point theorems. Finally, we use PPF dependence techniques to obtain solution for a nonlinear integral problem with delay.

## 1. Introduction

It is well known that many problems in many branches of mathematics, such as optimization problems, equilibrium problems, and variational problems, can be transformed to fixed point problem of the form $T x=x$ for self-mapping $T$ defined on framework of metric space $(X, d)$ or vector space $(X,\|\cdot\|)$. Therefore, the applications of fixed point theory are very important in diverse disciplines of mathematics. The famous Banach's contraction mapping principle is one of the cornerstones in the development of fixed point theory. From inspiration of this work, several researchers heavily studied this field. For example, see works of Kannan [1], Chatterjea [2], Berinde [3], Ćirić [4], Geraghty [5], Meir and Keeler [6], Suzuki [7], Mizogushi and Takahashi [8], Dass and Gupta [9], Jaggi [10], Lou [11], and so forth.

On the other hand, Bernfeld et al. [12] introduced the concept of Past-Present-Future (for short PPF) dependent fixed point or the fixed point with PPF dependence which is one type of fixed points for mappings that have different domains and ranges. They also established the existence of PPF dependent fixed point theorems in the Razumikhin class for

Banach type contraction mappings. These results are useful for proving the solutions of nonlinear functional differential and integral equations which may depend upon the past history, present data, and future consideration. The generalizations of this result have been investigated heavily by many mathematicians (see [13-18] and references therein).

In this paper, we will introduce the new type of nonself mapping called Ciric-rational type contraction mapping. Also, we will study the sufficient conditions for the existence of PPF dependent fixed point theorems for such mapping in Razumikhin class. Furthermore, we apply the main result to the existence of PPF dependence coincidence point theorems. In the last section, an application to an integral problem with delay is also given.

## 2. Preliminaries

In this section, we recall some concepts and definitions that will be required in the sequel. Throughout this paper, let $E$ denote a Banach space with the norm $\|\cdot\|_{E}, I$ denote a closed interval $[a, b]$ in $\mathbb{R}$, and $E_{0}=C(I, E)$ denote the set of all
continuous $E$-valued functions on $I$ equips with the supremum norm $\|\cdot\|_{E_{0}}$ defined by

$$
\begin{equation*}
\|\phi\|_{E_{0}}=\sup _{t \in I}\|\phi(t)\|_{E} . \tag{1}
\end{equation*}
$$

A point $\phi \in E_{0}$ is said to be a PPF dependent fixed point or a fixed point with PPF dependence of a nonself mapping $T: E_{0} \rightarrow E$ if $T \phi=\phi(c)$ for some $c \in I$.

For a fixed element $c \in I$, the Razumikhin or minimal class of functions in $E_{0}$ is defined by

$$
\begin{equation*}
\mathscr{R}_{c}:=\left\{\phi \in E_{0}:\|\phi\|_{E_{0}}=\|\phi(c)\|_{E}\right\} . \tag{2}
\end{equation*}
$$

It is easy to see that constant functions are member of $\mathscr{R}_{c}$.
The class $\mathscr{R}_{c}$ is algebraically closed with respect to difference if $\phi-\xi \in \mathscr{R}_{c}$ whenever $\phi, \xi \in \mathscr{R}_{c}$. Similarly, $\mathscr{R}_{c}$ is topologically closed if it is closed with respect to the topology on $E_{0}$ generated by the norm $\|\cdot\|_{E_{0}}$.

Definition 1 (see Bernfeld et al. [12]). The mapping $T: E_{0} \rightarrow$ $E$ is said to be Banach type contraction if there exists a real number $\alpha \in[0,1)$ such that

$$
\begin{equation*}
\|T \phi-T \xi\|_{E} \leq \alpha\|\phi-\xi\|_{E_{0}} \tag{3}
\end{equation*}
$$

for all $\phi, \xi \in E_{0}$.
The following PPF dependent fixed point theorem is proved by Bernfeld et al. [12].

Theorem 2 (see Bernfeld et al. [12]). Let $T: E_{0} \rightarrow E$ be a Banach type contraction. If $\mathscr{R}_{c}$ is topologically closed and algebraically closed with respect to difference, then $T$ has a unique PPF dependent fixed point in $\mathscr{R}_{c}$.

## 3. PPF Dependent Fixed Point Theorems

In this section, we introduce the concept of the Ciricrational type contraction mappings. Also, we study sufficient condition for the existence of PPF dependent fixed point for such mapping.

Definition 3. The mapping $T: E_{0} \rightarrow E$ is called Ciric-rational type contraction if there exist real numbers $\alpha, \beta, \gamma, \delta, \kappa \in[0,1)$ with $\alpha+\beta+\gamma+2 \delta+\kappa<1$ and $c \in I$ such that

$$
\begin{aligned}
& \|T \phi-T \xi\|_{E} \\
& \qquad \begin{array}{l}
\leq \alpha \max \left\{\|\phi-\xi\|_{E_{0}},\|\phi(c)-T \phi\|_{E}\|\xi(c)-T \xi\|_{E}\right. \\
\left.\frac{\|\phi(c)-T \xi\|_{E}+\|\xi(c)-T \phi\|_{E}}{2}\right\} \\
+\frac{\beta\|\phi(c)-T \phi\|_{E}\|\xi(c)-T \xi\|_{E}}{1+\|\phi-\xi\|_{E_{0}}} \\
+\frac{\gamma\|\phi(c)-T \xi\|_{E}\|\xi(c)-T \phi\|_{E}}{1+\|\phi-\xi\|_{E_{0}}}
\end{array}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\delta\|\phi(c)-T \phi\|_{E}\|\phi(c)-T \xi\|_{E}}{1+\|\phi-\xi\|_{E_{0}}} \\
& +\frac{\kappa\|\xi(c)-T \xi\|_{E}\|\xi(c)-T \phi\|_{E}}{1+\|\phi-\xi\|_{E_{0}}} \tag{4}
\end{align*}
$$

for all $\phi, \xi \in E_{0}$.
Remark 4. (i) All Banach type, Kannan type, and Chatterjea type mappings are Ciric-rational type contraction mapping.
(ii) If $\beta=\gamma=\delta=\kappa=0$, then Ciric-rational type contraction mapping reduces to Ciric-type contraction.
(iii) If $\alpha=0$, then $T$ is a generalization and improvement of rational type contraction mapping.

Here, we prove PPF dependent fixed point theorems for Ciric-rational type contraction mappings.

Theorem 5. Let $T: E_{0} \rightarrow E$ be a Ciric-rational type contraction mapping. If $\mathscr{R}_{c}$ is topologically closed and algebraically closed with respect to difference, then $T$ has a unique PPF dependent fixed point in $\mathscr{R}_{c}$.

Moreover, for a fixed $\phi_{0} \in \mathscr{R}_{c}$, if a sequence $\left\{\phi_{n}\right\}$ of iterates of $T$ in $\mathscr{R}_{c}$ is defined by

$$
\begin{equation*}
T \phi_{n-1}=\phi_{n}(c) \tag{5}
\end{equation*}
$$

for all $n \in \mathbb{N}$, then $\left\{\phi_{n}\right\}$ converges to a PPF dependent fixed point of $T$ in $\mathscr{R}_{c}$.

Proof. Let $\phi_{0}$ be an arbitrary function in $\mathscr{R}_{c} \subseteq E_{0}$. Since $T \phi_{0} \in E$, there exists $x_{1} \in E$ such that $T \phi_{0}=x_{1}$. Choose $\phi_{1} \in \mathscr{R}_{c}$ such that

$$
\begin{equation*}
x_{1}=\phi_{1}(c) . \tag{6}
\end{equation*}
$$

Since $\phi_{1} \in \mathscr{R}_{c} \subseteq E_{0}$ and by hypothesis, we get $T \phi_{1} \in E$. This implies that there exists $x_{2} \in E$ such that $T \phi_{1}=x_{2}$. Thus, we can choose $\phi_{2} \in \mathscr{R}_{c}$ such that

$$
\begin{equation*}
x_{2}=\phi_{2}(c) . \tag{7}
\end{equation*}
$$

By continuing this process, we can construct the sequence $\left\{\phi_{n}\right\}$ in $\mathscr{R}_{c} \subseteq E_{0}$ such that

$$
\begin{equation*}
T \phi_{n-1}=\phi_{n}(c) \tag{8}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Since $\mathscr{R}_{c}$ is algebraically closed with respect to difference, we have

$$
\begin{equation*}
\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}=\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E} \tag{9}
\end{equation*}
$$

for all $n \in \mathbb{N}$.
Next, we will show that $\left\{\phi_{n}\right\}$ is a Cauchy sequence in $\mathscr{R}_{c}$.

For each $n \in \mathbb{N}$, we have

$$
\begin{aligned}
& \left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} \\
& =\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E} \\
& =\left\|T \phi_{n-1}-T \phi_{n}\right\|_{E} \\
& \leq \alpha \max \left\{\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}},\left\|\phi_{n-1}(c)-T \phi_{n-1}\right\|_{E}\right. \\
& \\
& \quad\left\|\phi_{n}(c)-T \phi_{n}\right\|_{E^{\prime}} \\
& \\
& \left.\quad \frac{\left\|\phi_{n-1}(c)-T \phi_{n}\right\|_{E}+\left\|\phi_{n}(c)-T \phi_{n-1}\right\|_{E}}{2}\right\}
\end{aligned}
$$

$$
+\frac{\beta\left\|\phi_{n-1}(c)-T \phi_{n-1}\right\|_{E}\left\|\phi_{n}(c)-T \phi_{n}\right\|_{E}}{1+\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}}
$$

$$
+\frac{\gamma\left\|\phi_{n-1}(c)-T \phi_{n}\right\|_{E}\left\|\phi_{n}(c)-T \phi_{n-1}\right\|_{E}}{1+\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}}
$$

$$
+\frac{\delta\left\|\phi_{n-1}(c)-T \phi_{n-1}\right\|_{E}\left\|\phi_{n-1}(c)-T \phi_{n}\right\|_{E}}{1+\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}}
$$

$$
+\frac{\kappa\left\|\phi_{n}(c)-T \phi_{n}\right\|_{E}\left\|\phi_{n}(c)-T \phi_{n-1}\right\|_{E}}{1+\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}}
$$

$$
=\alpha \max \left\{\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}},\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}\right.
$$

$$
\left.\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E}, \frac{\left\|\phi_{n-1}(c)-\phi_{n+1}(c)\right\|_{E}}{2}\right\}
$$

$$
+\frac{\beta\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E}}{1+\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}}
$$

$$
+\frac{\delta\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}\left\|\phi_{n-1}(c)-\phi_{n+1}(c)\right\|_{E}}{1+\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}}
$$

$$
=\alpha \max \left\{\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}},\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}\right.
$$

$$
\left.\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E}, \frac{\left\|\phi_{n-1}(c)-\phi_{n+1}(c)\right\|_{E}}{2}\right\}
$$

$$
+\beta\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}\left(\frac{\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}}{1+\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}}\right)
$$

$$
+\delta\left\|\phi_{n-1}(c)-\phi_{n+1}(c)\right\|_{E}\left(\frac{\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}}{1+\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}}\right)
$$

$$
\leq \alpha \max \left\{\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E},\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E}\right.
$$

$$
\left.\frac{\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}+\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E}}{2}\right\}
$$

$$
\begin{align*}
& +\beta\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}+\delta\left\|\phi_{n-1}(c)-\phi_{n+1}(c)\right\|_{E} \\
\leq & \alpha \max \left\{\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E},\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E}\right\} \\
& +\beta\left\|\phi_{n-1}(c)-\phi_{n}(c)\right\|_{E}+\delta\left\|\phi_{n-1}(c)-\phi_{n+1}(c)\right\|_{E} \\
= & \alpha \max \left\{\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}},\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}}\right\} \\
& +\beta\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}+\delta\left\|\phi_{n-1}-\phi_{n+1}\right\|_{E_{0}} \\
\leq & \alpha \max \left\{\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}},\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}}\right\} \\
& +\beta\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}+\delta\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}+\delta\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} . \tag{10}
\end{align*}
$$

For fixed $n \in \mathbb{N}$, if $\max \left\{\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}},\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}}\right\}=$ $\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}$, then we get

$$
\begin{align*}
\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} \leq & \alpha\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}+\beta\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}  \tag{11}\\
& +\delta\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}+\delta\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} .
\end{align*}
$$

This implies that

$$
\begin{equation*}
\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} \leq\left(\frac{\alpha+\beta+\delta}{1-\delta}\right)\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}} \tag{12}
\end{equation*}
$$

On the other hand, if $\max \left\{\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}},\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}}\right\}=$ $\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}}$, then we get

$$
\begin{align*}
\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} \leq & \alpha\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}}+\beta\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}  \tag{13}\\
& +\delta\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}}+\delta\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} .
\end{align*}
$$

This implies that

$$
\begin{equation*}
\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} \leq\left(\frac{\beta+\delta}{1-\alpha-\delta}\right)\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}} \tag{14}
\end{equation*}
$$

Now, we let

$$
\begin{equation*}
k:=\max \left\{\frac{\alpha+\beta+\delta}{1-\delta}, \frac{\beta+\delta}{1-\alpha-\delta}\right\} \tag{15}
\end{equation*}
$$

From (12) and (14), we get

$$
\begin{equation*}
\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} \leq k\left\|\phi_{n-1}-\phi_{n}\right\|_{E_{0}} \tag{16}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Repeated application of the above relation yields

$$
\begin{equation*}
\left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}} \leq k^{n}\left\|\phi_{0}-\phi_{1}\right\|_{E_{0}} \tag{17}
\end{equation*}
$$

for all $n \in \mathbb{N}$.
For $m, n \in \mathbb{N}$ with $m>n$, we obtain that

$$
\begin{align*}
\left\|\phi_{n}-\phi_{m}\right\|_{E_{0}} \leq & \left\|\phi_{n}-\phi_{n+1}\right\|_{E_{0}}+\left\|\phi_{n+1}-\phi_{n+2}\right\|_{E_{0}} \\
& +\cdots+\left\|\phi_{m-1}-\phi_{m}\right\|_{E_{0}} \\
\leq & \left(k^{n}+k^{n+1}+\cdots+k^{m-1}\right)\left\|\phi_{0}-\phi_{1}\right\|_{E_{0}}  \tag{18}\\
\leq & \frac{k^{n}}{1-k}\left\|\phi_{0}-\phi_{1}\right\|_{E_{0}} .
\end{align*}
$$

Since $0 \leq \alpha+\beta+\gamma+2 \delta+\kappa<1$, we have $0 \leq k<1$. This shows that the sequence $\left\{\phi_{n}\right\}$ is a Cauchy sequence in $\mathscr{R}_{c} \subseteq E_{0}$. By the completeness of $E_{0}$, we get $\left\{\phi_{n}\right\}$ converges to a limit point $\phi^{*} \in E_{0}$. Therefore, $\lim _{n \rightarrow \infty} \phi_{n}=\phi^{*}$; that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\phi_{n}-\phi^{*}\right\|_{E_{0}}=0_{E_{0}} . \tag{19}
\end{equation*}
$$

Further, since $\mathscr{R}_{c}$ is topologically closed, we have $\phi^{*} \in \mathscr{R}_{c}$ and thus

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\phi_{n}(c)-\phi^{*}(c)\right\|_{E}=0_{E} \tag{20}
\end{equation*}
$$

Now we prove that $\phi^{*}$ is a PPF dependent fixed point of $T$. From the assumption of Ciric-rational type contraction of $T$, we get

$$
\begin{aligned}
& \left\|T \phi^{*}-\phi^{*}(c)\right\|_{E} \\
& \leq\left\|T \phi^{*}-\phi_{n+1}(c)\right\|_{E}+\left\|\phi_{n+1}(c)-\phi^{*}(c)\right\|_{E} \\
& =\left\|T \phi^{*}-T \phi_{n}\right\|_{E}+\left\|\phi_{n+1}-\phi^{*}\right\|_{E_{0}} \\
& \leq \alpha \max \left\{\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}},\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\right. \\
& \quad\left\|\phi_{n}(c)-T \phi_{n}\right\|_{E^{\prime}} \\
& \left.\frac{\left\|\phi^{*}(c)-T \phi_{n}\right\|_{E}+\left\|\phi_{n}(c)-T \phi^{*}\right\|_{E}}{2}\right\}
\end{aligned}
$$

$$
+\frac{\beta\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\left\|\phi_{n}(c)-T \phi_{n}\right\|_{E}}{1+\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}}}
$$

$$
+\frac{\gamma\left\|\phi^{*}(c)-T \phi_{n}\right\|_{E}\left\|\phi_{n}(c)-T \phi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}}}
$$

$$
+\frac{\delta\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\left\|\phi^{*}(c)-T \phi_{n}\right\|_{E}}{1+\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}}}
$$

$$
+\frac{\kappa\left\|\phi_{n}(c)-T \phi_{n}\right\|_{E}\left\|\phi_{n}(c)-T \phi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}}}
$$

$$
+\left\|\phi_{n+1}-\phi^{*}\right\|_{E_{0}}
$$

$$
=\alpha \max \left\{\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}},\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\right.
$$

$$
\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E},
$$

$$
\left.\frac{\left\|\phi^{*}(c)-\phi_{n+1}(c)\right\|_{E}+\left\|\phi_{n}(c)-T \phi^{*}\right\|_{E}}{2}\right\}
$$

$$
+\frac{\beta\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E}}{1+\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}}}
$$

$$
\begin{align*}
& +\frac{\gamma\left\|\phi^{*}(c)-\phi_{n+1}(c)\right\|_{E}\left\|\phi_{n}(c)-T \phi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}}} \\
& +\frac{\delta\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\left\|\phi^{*}(c)-\phi_{n+1}(c)\right\|_{E}}{1+\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}}} \\
& +\frac{\kappa\left\|\phi_{n}(c)-\phi_{n+1}(c)\right\|_{E}\left\|\phi_{n}(c)-T \phi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\phi_{n}\right\|_{E_{0}}} \\
& +\left\|\phi_{n+1}-\phi^{*}\right\|_{E_{0}} \tag{21}
\end{align*}
$$

for all $n \in \mathbb{N}$. Taking the limit as $n \rightarrow \infty$ in the above inequality, by (19) and (20), we have

$$
\begin{equation*}
\left\|T \phi^{*}-\phi^{*}(c)\right\|_{E} \leq \alpha\left\|T \phi^{*}-\phi^{*}(c)\right\|_{E} \tag{22}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\left\|T \phi^{*}-\phi^{*}(c)\right\|_{E}=0 \tag{23}
\end{equation*}
$$

and then

$$
\begin{equation*}
T \phi^{*}=\phi^{*}(c) \tag{24}
\end{equation*}
$$

Therefore, $\phi^{*}$ is a PPF dependent fixed point of $T$ in $\mathscr{R}_{c}$.
Finally, we prove the uniqueness of PPF dependent fixed point of $T$ in $\mathscr{R}_{c}$. Let $\phi^{*}$ and $\xi^{*}$ be two PPF dependent fixed points of $T$ in $\mathscr{R}_{c}$. Therefore,

$$
\left.\begin{array}{rl}
\| \phi^{*}- & \xi^{*} \|_{E_{0}} \\
= & \left\|\phi^{*}(c)-\xi^{*}(c)\right\|_{E} \\
= & \left\|T \phi^{*}-T \xi^{*}\right\|_{E} \\
\leq & \alpha \max \left\{\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}},\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\right. \\
\left\|\xi^{*}(c)-T \xi^{*}\right\|_{E} \\
\left.\frac{\left\|\phi^{*}(c)-T \xi^{*}\right\|_{E}+\left\|\xi^{*}(c)-T \phi^{*}\right\|_{E}}{2}\right\} \\
& +\frac{\beta\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\left\|\xi^{*}(c)-T \xi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}} \\
& +\frac{\gamma\left\|\phi^{*}(c)-T \xi^{*}\right\|_{E}\left\|\xi^{*}(c)-T \phi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}} \\
& +\frac{\delta\left\|\phi^{*}(c)-T \phi^{*}\right\|_{E}\left\|\phi^{*}(c)-T \xi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}} \\
& +\frac{\kappa\left\|\xi^{*}(c)-T \xi^{*}\right\|_{E}\left\|\xi^{*}(c)-T \phi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}} \\
= & \alpha \phi^{*}(c)-\xi^{*}(c)\left\|_{E}+\right\| \xi^{*}(c)-\phi^{*}(c) \|_{E} \\
2
\end{array}\right\}
$$

$$
\begin{align*}
&+\frac{\gamma\left\|\phi^{*}(c)-T \xi^{*}\right\|_{E}\left\|\xi^{*}(c)-T \phi^{*}\right\|_{E}}{1+\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}} \\
&= \alpha \max \left\{\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}, \frac{\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}+\left\|\xi^{*}-\phi^{*}\right\|_{E_{0}}}{2}\right\} \\
&+\frac{\gamma\left\|\phi^{*}(c)-\xi^{*}(c)\right\|_{E}\left\|\xi^{*}(c)-\phi^{*}(c)\right\|_{E}}{1+\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}} \\
&= \alpha\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}+\frac{\gamma\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}\left\|\xi^{*}-\phi^{*}\right\|_{E_{0}}}{1+\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}} \\
&= \alpha\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}+\gamma\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}\left(\frac{\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}}{1+\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}}\right) \\
& \leq \alpha\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}+\gamma\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}} . \tag{25}
\end{align*}
$$

Since $0 \leq \alpha+\gamma<1$, we have $\left\|\phi^{*}-\xi^{*}\right\|_{E_{0}}=0$ and hence $\phi^{*}=\xi^{*}$. Therefore, $T$ has a unique PPF dependent fixed point in $\mathscr{R}_{c}$. This completes the proof.

Remark 6. If the Razumikhin class $\mathscr{R}_{c}$ is not topologically closed, then the limit of the sequence $\left\{\phi_{n}\right\}$ in Theorem 5 may be outside of $\mathscr{R}_{c}$. Therefore, a PPF dependent fixed point of $T$ may not be unique.

By applying Theorem 5, we obtain the following result.
Corollary 7. Let T: $E_{0} \rightarrow E$ be a nonself mapping and there exists a real number $\alpha \in[0,1)$ such that

$$
\begin{equation*}
\|T \phi-T \xi\|_{E} \leq \alpha\|\phi-\xi\|_{E_{0}} \tag{26}
\end{equation*}
$$

for all $\phi, \xi \in E_{0}$.
If there exists $c \in I$ such that $\mathscr{R}_{c}$ is topologically closed and algebraically closed with respect to difference, then $T$ has a unique PPF dependent fixed point in $\mathscr{R}_{c}$.

Moreover, for a fixed $\phi_{0} \in \mathscr{R}_{c}$, if a sequence $\left\{\phi_{n}\right\}$ of iterates of $T$ in $\mathscr{R}_{c}$ is defined by

$$
\begin{equation*}
T \phi_{n-1}=\phi_{n}(c) \tag{27}
\end{equation*}
$$

for all $n \in \mathbb{N}$, then $\left\{\phi_{n}\right\}$ converges to a PPF dependent fixed point of $T$ in $\mathscr{R}_{c}$.

If we set $\beta=\gamma=\delta=\kappa=0$ in Theorem 5 , we get the PPF dependent fixed point result for Ciric-type contraction mapping.

Corollary 8. Let $T: E_{0} \rightarrow E$ be a nonself mapping and there exist real number $0 \leq \alpha<1$ and $c \in I$ such that

$$
\begin{align*}
& \|T \phi-T \xi\|_{E} \\
& \leq \alpha \max \left\{\|\phi-\xi\|_{E_{0}},\|\phi(c)-T \phi\|_{E}\|\xi(c)-T \xi\|_{E}\right.  \tag{28}\\
& \\
& \left.\frac{\|\phi(c)-T \xi\|_{E}+\|\xi(c)-T \phi\|_{E}}{2}\right\}
\end{align*}
$$

for all $\phi, \xi \in E_{0}$.

If $\mathscr{R}_{c}$ is topologically closed and algebraically closed with respect to difference, then $T$ has a unique PPF dependent fixed point in $\mathscr{R}_{c}$.

Moreover, for a fixed $\phi_{0} \in \mathscr{R}_{c}$, if a sequence $\left\{\phi_{n}\right\}$ of iterates of $T$ in $\mathscr{R}_{c}$ is defined by

$$
\begin{equation*}
T \phi_{n-1}=\phi_{n}(c) \tag{29}
\end{equation*}
$$

for all $n \in \mathbb{N}$, then $\left\{\phi_{n}\right\}$ converges to a PPF dependent fixed point of $T$ in $\mathscr{R}_{c}$.

If we set $\alpha=0$ in Theorem 5, we get the PPF dependent fixed point result for generalized ratio type contraction mapping.

Corollary 9. Let $T: E_{0} \rightarrow E$ be a nonself mapping and there exist real numbers $\beta, \gamma, \delta, \kappa \in[0,1)$ with $\beta+\gamma+2 \delta+\kappa<1$ and $c \in I$ such that

$$
\begin{align*}
\|T \phi-T \xi\|_{E} \leq & \frac{\beta\|\phi(c)-T \phi\|_{E}\|\xi(c)-T \xi\|_{E}}{1+\|\phi-\xi\|_{E_{0}}} \\
& +\frac{\gamma\|\phi(c)-T \xi\|_{E}\|\xi(c)-T \phi\|_{E}}{1+\|\phi-\xi\|_{E_{0}}} \\
& +\frac{\delta\|\phi(c)-T \phi\|_{E}\|\phi(c)-T \xi\|_{E}}{1+\|\phi-\xi\|_{E_{0}}}  \tag{30}\\
& +\frac{\kappa\|\xi(c)-T \xi\|_{E}\|\xi(c)-T \phi\|_{E}}{1+\|\phi-\xi\|_{E_{0}}}
\end{align*}
$$

for all $\phi, \xi \in E_{0}$.
If $\mathscr{R}_{c}$ is topologically closed and algebraically closed with respect to difference, then $T$ has a unique PPF dependent fixed point in $\mathscr{R}_{c}$.

Moreover, for a fixed $\phi_{0} \in \mathscr{R}_{c}$, if a sequence $\left\{\phi_{n}\right\}$ of iterates of $T$ in $\mathscr{R}_{c}$ is defined by

$$
\begin{equation*}
T \phi_{n-1}=\phi_{n}(c) \tag{31}
\end{equation*}
$$

for all $n \in \mathbb{N}$, then $\left\{\phi_{n}\right\}$ converges to a PPF dependent fixed point of $T$ in $\mathscr{R}_{c}$.

## 4. PPF Dependent Coincidence Point Theorems

Definition 10. Let $T: E_{0} \rightarrow E$ and $S: E_{0} \rightarrow E_{0}$ be two nonself mappings. A point $\phi \in E_{0}$ is said to be a PPF dependent coincidence point or a coincidence point with PPF dependence of $T$ and $S$ if $T \phi=(S \phi)(c)$ for some $c \in I$.

Next, we introduce the condition of the Ciric-rational type contraction for a pair of two nonself mappings.

Definition 11. Let $T: E_{0} \rightarrow E$ and $S: E_{0} \rightarrow E_{0}$ be two nonself mappings. The ordered pair $(T, S)$ is said to satisfy the condition of Ciric-rational type contraction if there exist real
numbers $\alpha, \beta, \gamma, \delta, \kappa \in[0,1)$ with $\alpha+\beta+\gamma+2 \delta+\kappa<1$ and $c \in I$ such that

$$
\begin{align*}
& \|T \phi-T \xi\|_{E} \\
& \leq \alpha \max \left\{\|S \phi-S \xi\|_{E_{0}},\right. \\
& \|(S \phi)(c)-T \phi\|_{E}\|(S \xi)(c)-T \xi\|_{E} \\
& \left.\frac{\|(S \phi)(c)-T \xi\|_{E}+\|(S \xi)(c)-T \phi\|_{E}}{2}\right\} \\
& +\frac{\beta\|(S \phi)(c)-T \phi\|_{E}\|(S \xi)(c)-T \xi\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}}  \tag{32}\\
& +\frac{\gamma\|(S \phi)(c)-T \xi\|_{E}\|(S \xi)(c)-T \phi\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}} \\
& + \\
& +\frac{\delta\|(S \phi)(c)-T \phi\|_{E}\|(S \phi)(c)-T \xi\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}} \\
& +\frac{\kappa\|(S \xi)(c)-T \xi\|_{E}\|(S \xi)(c)-T \phi\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}}
\end{align*}
$$

for all $\phi, \xi \in E_{0}$.
Remark 12. It is easy to see that
$(T, S)$ satisfies the condition of Ciric-rational type contraction and $S$ is identity mapping
$\Downarrow$
$T$ is a Ciric-rational type contraction mapping.
Now, we apply our result to the previous section to the PPF dependent coincidence point theorem.

Theorem 13. Let $T: E_{0} \rightarrow E$ and $S: E_{0} \rightarrow E_{0}$ be two nonself mappings. Suppose that the following conditions hold:
$\left(\star_{1}\right)(T, S)$ satisfies the condition of Ciric-rational type contraction;

$$
\left(\star_{2}\right) S\left(\mathscr{R}_{c}\right) \subseteq \mathscr{R}_{c} .
$$

If $S\left(\mathscr{R}_{c}\right)$ is topologically closed and algebraically closed with respect to difference, then $T$ and $S$ have a PPF dependent coincidence point.

Proof. For self-mapping $S: E_{0} \rightarrow E_{0}$, it is well know that there exists $F_{0} \subset E_{0}$ such that $S\left(F_{0}\right)=S\left(E_{0}\right)$ and $\left.S\right|_{F_{0}}$ is one-to-one. Since

$$
\begin{equation*}
T\left(F_{0}\right) \subseteq T\left(E_{0}\right) \subseteq E, \tag{33}
\end{equation*}
$$

we can define a nonself mapping $\mathscr{H}: S\left(F_{0}\right) \rightarrow E$ by

$$
\begin{equation*}
\mathscr{H}(S \phi)=T \phi \tag{34}
\end{equation*}
$$

for all $\phi \in F_{0}$. Since $S_{F_{0}}$ is one-to-one mapping, we have $\mathscr{H}$ is well-defined.

By the condition of Ciric-rational type contraction of $(T, S)$ and the construction of $\mathscr{H}$, we get

$$
\begin{align*}
& \|\mathscr{H}(S \phi)-\mathscr{H}(S \xi)\|_{E} \\
& \leq \alpha \max \left\{\|S \phi-S \xi\|_{E_{0}},\right. \\
& \|(S \phi)(c)-\mathscr{H}(S \phi)\|_{E}\|(S \xi)(c)-\mathscr{H}(S \xi)\|_{E} \\
& \left.\frac{\|(S \phi)(c)-\mathscr{H}(S \xi)\|_{E}+\|(S \xi)(c)-\mathscr{H}(S \phi)\|_{E}}{2}\right\} \\
& +\frac{\beta\|(S \phi)(c)-\mathscr{H}(S \phi)\|_{E}\|(S \xi)(c)-\mathscr{H}(S \xi)\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}} \\
& +\frac{\gamma\|(S \phi)(c)-\mathscr{H}(S \xi)\|_{E}\|(S \xi)(c)-\mathscr{H}(S \phi)\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}} \\
& +\frac{\delta\|(S \phi)(c)-\mathscr{H}(S \phi)\|_{E}\|(S \phi)(c)-\mathscr{H}(S \xi)\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}} \\
& + \tag{35}
\end{align*}
$$

for all $S \phi, S \xi \in S\left(E_{0}\right)$. This implies that $\mathscr{H}$ is a Ciric-rational type contraction mapping.

Using Theorem 5 with a mapping $\mathscr{H}$, we can find a unique PPF dependent fixed point of $\mathscr{H}$. Let a unique PPF dependent fixed point of $\mathscr{H}$ be $\zeta \in S\left(F_{0}\right)$; that is, $\mathscr{H} \zeta=\zeta(c)$. Since $\zeta \epsilon$ $S\left(F_{0}\right)$, we can find $\omega \in F_{0}$ such that $\zeta=S \omega$. Now, we have

$$
\begin{equation*}
T \omega=\mathscr{H}(S \omega)=\mathscr{H} \zeta=\zeta(c)=(S \omega)(c) . \tag{36}
\end{equation*}
$$

Therefore, $\varpi$ is a PPF dependent coincidence point of $T$ and $S$. This completes the proof.

By applying Theorem 13, we obtain the following corollaries.

Corollary 14. Let $T: E_{0} \rightarrow E$ and $S: E_{0} \rightarrow E_{0}$ be two nonself mappings. Suppose that the following conditions hold:
$\left(\star_{1}\right)$ there exists a real number $\alpha \in[0,1)$ such that

$$
\begin{equation*}
\|T \phi-T \xi\|_{E} \leq \alpha\|S \phi-S \xi\|_{E_{0}} \tag{37}
\end{equation*}
$$

for all $\phi, \xi \in E_{0}$;
$\left(\star_{2}\right)$ there exists $c \in I$ such that $S\left(\mathscr{R}_{c}\right) \subseteq \mathscr{R}_{c}$.
If $S\left(\mathscr{R}_{c}\right)$ is topologically closed and algebraically closed with respect to difference, then $T$ and $S$ have a PPF dependent coincidence point in $\mathscr{R}_{c}$.

Corollary 15. Let $T: E_{0} \rightarrow E$ and $S: E_{0} \rightarrow E_{0}$ be two nonself mappings. Suppose that the following conditions hold:
( $\star_{1}$ ) there exist real numbers $0 \leq \alpha<1$ and $c \in I$ such that

$$
\begin{align*}
\|T \phi-T \xi\|_{E} & \\
\leq \alpha \max \{ & \left\{S \phi-S \xi \|_{E_{0}},\right. \\
& \|(S \phi)(c)-T \phi\|_{E}\|(S \xi)(c)-T \xi\|_{E}  \tag{38}\\
& \left.\frac{\|(S \phi)(c)-T \xi\|_{E}+\|(S \xi)(c)-T \phi\|_{E}}{2}\right\}
\end{align*}
$$

for all $\phi, \xi \in E_{0}$;
$\left(\star_{2}\right) S\left(\mathscr{R}_{c}\right) \subseteq \mathscr{R}_{c}$.
If $S\left(\mathscr{R}_{c}\right)$ is topologically closed and algebraically closed with respect to difference, then $T$ and $S$ have a PPF dependent coincidence point in $\mathscr{R}_{c}$.

Corollary 16. Let $T: E_{0} \rightarrow E$ and $S: E_{0} \rightarrow E_{0}$ be two nonself mappings. Suppose that the following conditions hold:
$\left(\star_{1}\right)$ there exist real numbers $\beta, \gamma, \delta, \kappa \in[0,1)$ with $\beta+$ $\gamma+2 \delta+\kappa<1$ and $c \in I$ such that

$$
\begin{align*}
\|T \phi-T \xi\|_{E} \leq & +\frac{\beta\|(S \phi)(c)-T \phi\|_{E}\|(S \xi)(c)-T \xi\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}} \\
& +\frac{\gamma\|(S \phi)(c)-T \xi\|_{E}\|(S \xi)(c)-T \phi\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}} \\
& +\frac{\delta\|(S \phi)(c)-T \phi\|_{E}\|(S \phi)(c)-T \xi\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}}  \tag{39}\\
& +\frac{\kappa\|(S \xi)(c)-T \xi\|_{E}\|(S \xi)(c)-T \phi\|_{E}}{1+\|S \phi-S \xi\|_{E_{0}}}
\end{align*}
$$

for all $\phi, \xi \in E_{0}$;

$$
\left(\star_{2}\right) S\left(\mathscr{R}_{c}\right) \subseteq \mathscr{R}_{c} .
$$

If $S\left(\mathscr{R}_{c}\right)$ is topologically closed and algebraically closed with respect to difference, then $T$ and $S$ have a PPF dependent coincidence point in $\mathscr{R}_{c}$.

## 5. Application to a Nonlinear Integral Equation

In this section, we apply our result to study the existence and uniqueness of solution of a nonlinear integral equation.

Given a closed interval $J:=[j, 0]$ such that $j \in \mathbb{R}^{-}$, let $\Omega_{0}$ denote the space of continuous real-valued functions defined on $J$. We equip the space $\Omega_{0}$ with supremum normed $\|\cdot\|_{\Omega_{0}}$ defined by

$$
\begin{equation*}
\|\phi\|_{\Omega_{0}}=\sup _{t \in J}|\phi(t)| . \tag{40}
\end{equation*}
$$

It well known that $\Omega_{0}$ is a Banach space with this normed.

For fixed $T \in \mathbb{R}^{+}$, for each $t \in I:=[0, T]$, define a function $t \mapsto \phi_{t}$ by

$$
\begin{equation*}
\phi_{t}(a)=\phi(t+a), \quad \text { for } a \in J \tag{41}
\end{equation*}
$$

where the argument $a$ represents the delay in the argument of solutions.

Given $\varsigma \in C(I, \mathbb{R})$, we will consider the following nonlinear integral problem:

$$
\begin{equation*}
\phi(t)=\varsigma(0)+\int_{0}^{T} G(T, s) f\left(s, \phi_{s}\right) d s \tag{42}
\end{equation*}
$$

for all $t \in I$, where $\phi \in C(I, \mathbb{R}), f \in C(I \times C(J, \mathbb{R}), \mathbb{R})$, and $G \in C\left(I \times I, \mathbb{R}_{+}\right)$.

Theorem 17. Problem (42) has only one solution defined on $J \cup I$ if the following conditions hold:

$$
\left(\bigcirc_{1}\right) \sup _{t \in I}\left(\int_{0}^{t} G(t, s) d s\right) \leq 1
$$

$\left(\Omega_{2}\right)$ there exist nonnegative real number $\alpha<1$ such that, for all $t \in I$ and $\phi, \xi \in C(I, \mathbb{R})$, one has

$$
\begin{equation*}
|f(t, \phi)-f(t, \xi)| \leq \alpha|\phi(0)-\xi(0)| \tag{43}
\end{equation*}
$$

Proof. Define the following set:

$$
\begin{equation*}
\widehat{E}:=\left\{\widehat{\phi}=\left(\phi_{t}\right)_{t \in I}: \phi_{t} \in \Omega_{0}, \phi \in C(I, \mathbb{R})\right\} \tag{44}
\end{equation*}
$$

Also, define the normed $\|\cdot\|_{\widehat{E}}$ in $\widehat{E}$ by

$$
\begin{equation*}
\|\widehat{\phi}\|_{\widehat{E}}:=\sup _{t \in I}\left\|\phi_{t}\right\|_{\Omega_{0}} \tag{45}
\end{equation*}
$$

We obtain that $\widehat{\phi} \in C(J, \mathbb{R})$. Next, we show that $\widehat{E}$ is complete. Consider a Cauchy sequence $\left\{\widehat{\phi}_{n}\right\}$ in $\widehat{E}$. It is easy to see that $\left\{\phi_{n_{t}}\right\}_{t \in I}$ is a Cauchy sequence in $C(J, \mathbb{R})$ for all $t \in I$. This implies that $\left\{\phi_{n_{t}}(s)\right\}$ is a Cauchy sequence in $\mathbb{R}$ for each $s \in J$. So $\phi_{n_{t}}(s)$ converges to $\phi_{t}(s)$ for each $s \in J$. Since $\left\{\phi_{n_{t}}\right\}$ is a sequence of uniformly continuous functions for a fixed $t \in I$, $\phi_{t}(s)$ is also continuous in $s \in J$. Thus going backwards we get that $\widehat{\phi}_{n}$ converges to $\widehat{\phi}$ in $\widehat{E}$. Therefore, $\widehat{E}$ is complete.

Next, we define the function $T: \widehat{E} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
T \widehat{\phi} \equiv T\left(\phi_{t}\right)_{t \in I}:=\varsigma(0)+\int_{0}^{T} G(T, s) f\left(s, \phi_{s}\right) d s \tag{46}
\end{equation*}
$$

For $\widehat{\phi}, \widehat{\xi} \in \widehat{E}$, we have

$$
\begin{align*}
|T \widehat{\phi}-T \hat{\xi}| & =\left|\int_{0}^{T} G(T, s) f\left(s, \phi_{s}\right) d s-\int_{0}^{T} G(T, s) f\left(s, \xi_{s}\right) d s\right| \\
& =\left|\int_{0}^{T}\left(G(T, s) f\left(s, \phi_{s}\right)-G(T, s) f\left(s, \xi_{s}\right)\right) d s\right| \\
& =\int_{0}^{T}\left(G(T, s) f\left(s, \phi_{s}\right)-G(T, s) f\left(s, \xi_{s}\right)\right) d s \\
& \leq \int_{0}^{T}\left|G(T, s) f\left(s, \phi_{s}\right)-G(T, s) f\left(s, \xi_{s}\right)\right| d s \\
& =\int_{0}^{T} G(T, s)\left|f\left(s, \phi_{s}\right)-f\left(s, \xi_{s}\right)\right| d s \\
& \leq \int_{0}^{T} G(T, s) \alpha\left|\phi_{s}(0)-\xi_{s}(0)\right| d s \\
& =\int_{0}^{T} G(T, s) \alpha|\phi(s)-\xi(s)| d s \\
& \leq \int_{0}^{T} G(T, s) \alpha\|\widehat{\phi}-\widehat{\xi}\|_{\widehat{E}} d s \\
& =\alpha\|\widehat{\phi}-\widehat{\xi}\|_{\widehat{E}}\left(\int_{0}^{T} G(T, s) d s\right) \\
& \leq \alpha\|\widehat{\phi}-\widehat{\xi}\|_{\widehat{E}}\left[\sup _{t \in I}\left(\int_{0}^{t} G(t, s) d s\right)\right] \\
& \leq \alpha\|\widehat{\phi}-\widehat{\xi}\|_{\hat{E}} . \tag{47}
\end{align*}
$$

This implies that $T$ is a Ciric-rational type contraction.
Moreover, the Razumikhin $\mathscr{R}_{0}$ is $C(I, \mathbb{R})$ which is topologically closed and algebraically closed with respect to difference. Now all hypotheses of Theorem 5 are automatically satisfied with $c=0$. Therefore, there exists PPF dependence fixed point $\widehat{\phi}^{*}$ of $T$; that is, $T \widehat{\phi}^{*}=\widehat{\phi}^{*}(0)$. This implies that

$$
\begin{equation*}
\varsigma(0)+\int_{0}^{T} G(T, s) f\left(s, \widehat{\phi}_{s}^{*}\right) d s=\left(\widehat{\phi}_{t}^{*}(0)\right)_{t \in I}=\left(\widehat{\phi}^{*}(t)\right)_{t \in I} \tag{48}
\end{equation*}
$$

Hence, the integral equation (42) has a solution. This completes the proof.
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Using viscosity approximation method, we study strong convergence to a common element of the set of solutions of an equilibrium problem and the set of common fixed points of a finite family of multivalued mappings satisfying the condition $(E)$ in the setting of Hilbert space. Our results improve and extend some recent results in the literature.

## 1. Introduction

Let $H$ be a real Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$. Let $C$ be a nonempty closed convex subset $H$. A subset $C \subset H$ is called proximal if, for each $x \in H$, there exists an element $y \in C$ such that

$$
\begin{equation*}
\|x-y\|=\operatorname{dist}(x, C)=\inf \{\|x-z\|: z \in C\} \tag{1}
\end{equation*}
$$

A single-valued mapping $T: C \rightarrow C$ is said to be nonexpansive, if

$$
\begin{equation*}
\|T x-T y\| \leq\|x-y\|, \quad \forall x, y \in C . \tag{2}
\end{equation*}
$$

Let $P_{C}$ be a nearest point projection of $H$ into $C$; that is, for $x \in H, P_{C} x$ is a unique nearest point in $C$ with the property

$$
\begin{equation*}
\left\|x-P_{C} x\right\|:=\inf \{\|x-y\|: y \in C\} \tag{3}
\end{equation*}
$$

We denote by $C B(C), K(C)$, and $P(C)$ the collection of all nonempty closed bounded subsets, nonempty compact subsets, and nonempty proximal bounded subsets of $C$ respectively. The Hausdorff metric $H$ on $C B(H)$ is defined by

$$
\begin{equation*}
H(A, B):=\max \left\{\sup _{x \in A} \operatorname{dist}(x, B), \sup _{y \in B} \operatorname{dist}(y, A)\right\} \tag{4}
\end{equation*}
$$

for all $A, B \in C B(H)$.

Let $T: H \rightarrow 2^{H}$ be a multivalued mapping. An element $x \in H$ is said to be a fixed point of $T$, if $x \in T x$ and the set of fixed points of $T$ is denoted by $F(T)$.

A multivalued mapping $T: H \rightarrow C B(H)$ is called
(i) nonexpansive if

$$
\begin{equation*}
H(T x, T y) \leq\|x-y\|, \quad x, y \in H \tag{5}
\end{equation*}
$$

(ii) quasi-nonexpansive if $F(T) \neq \emptyset$ and $H(T x, T p) \leq \| x-$ $p \|$ for all $x \in H$ and all $p \in F(T)$.

Recently, García-Falset et al. [1] introduced a new condition on single-valued mappings, called condition $(E)$, which is weaker than nonexpansiveness.

Definition 1. A mapping $T: H \rightarrow H$ is said to satisfy condition $\left(E_{\mu}\right)$ provided that

$$
\begin{equation*}
\|x-T y\| \leq \mu\|x-T x\|+\|x-y\|, \quad x, y \in H \tag{6}
\end{equation*}
$$

We say that $T$ satisfies condition $(E)$ whenever $T$ satisfies $\left(E_{\mu}\right)$ for some $\mu \geq 1$.

Recently, Abkar and Eslamian [2, 3] generalized this condition for multivalued mappings as follows.

Definition 2. A multivalued mapping $T: H \rightarrow C B(H)$ is said to satisfy condition $(E)$ provided that

$$
\begin{equation*}
H(T x, T y) \leq \mu \operatorname{dist}(x, T x)+\|x-y\|, \quad x, y \in H \tag{7}
\end{equation*}
$$

for some $\mu \geq 1$.
It is obvious that every nonexpansive multivalued mapping $T: H \rightarrow C B(H)$ satisfies the condition $(E)$, and every mapping $T: H \rightarrow C B(H)$ which satisfies the condition $(E)$ with nonempty fixed point set $F(T)$ is quasi-nonexpansive.

Example 3. Let us define a mapping $T$ on $[0,3]$ by

$$
T(x)= \begin{cases}{\left[0, \frac{x}{3}\right],} & x \neq 3  \tag{8}\\ {[1,2]} & x=3\end{cases}
$$

It is easy to see that $T$ satisfies the condition $(E)$ but is not nonexpansive. Indeed, for $x, y \in[0,3), H(T x, T y)=\mid(x-$ $y) / 3|\leq|x-y|$. Let $x=0$ and $y=3$. Then $H(T x, T y)=$ $2 \leq 3=|x-y|$. If $x \in(0,3)$ and $y=3$, then, we have $\operatorname{dist}(x, T x)=2 x / 3$ and $\operatorname{dist}(y, T y)=1$; hence

$$
\begin{equation*}
H(T x, T y)=2-\frac{x}{3} \leq 3-x+\frac{4 x}{3}=|x-y|+2 \operatorname{dist}(x, T x) . \tag{9}
\end{equation*}
$$

Thus, $T$ satisfies the condition $(E)$. However, $T$ is not nonexpansive; indeed for $x=3$ and $y=7 / 3, H(T x, T y)=$ $11 / 9>2 / 3=|x-y|$.

Let $\Psi: C \times C \rightarrow \mathbb{R}$ be a bifunction. The equilibrium problem associated with the bifunction $\Psi$ and the set $C$ is:

$$
\begin{equation*}
\text { find } x \in C \quad \text { such that } \Psi(x, y) \geq 0, \forall y \in C \tag{10}
\end{equation*}
$$

Such a point $x \in C$ is called the solution of the equilibrium problem. The set of solutions is denoted by $E P(\Psi)$.

A broad class of problems in optimization theory, such as variational inequality, convex minimization, and fixed point problems, can be formulated as an equilibrium problem; see [4, 5]. In the literature, many techniques and algorithms have been proposed to analyze the existence and approximation of a solution to equilibrium problem; see [6]. Many researchers have studied various iteration processes for finding a common element of the set of solutions of the equilibrium problems and the set of fixed points of a class of nonlinear mappings. For example, see [7-22].

Fixed points and fixed point iteration process for nonexpansive mappings have been studied extensively by many authors to solve nonlinear operator equations, as well as variational inequalities; see, for example, [23-28]. In the recent years, fixed point theory for multivalued mappings has been studied by many authors; see [29-40] and the references therein.

In this paper, using viscosity approximation method, we study strong convergence to a common element of the set of solutions of an equilibrium problem and the set of common fixed points of a finite family of multivalued mappings satisfying the condition $(E)$ in the setting of Hilbert space. Our results improve and extend some recent results in the literature.

## 2. Preliminaries

For solving the equilibrium problem, we assume that the bifunction $\Psi$ satisfies the following conditions:
(A1) $\Psi(x, x)=0$ for any $x \in C$;
(A2) $\Psi$ is monotone; that is, $\Psi(x, y)+\Psi(y, x) \leq 0$ for any $x, y \in C$;
(A3) $\Psi$ is upper-hemicontinuous; that is, for each $x, y, z \in$ C,

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \sup \Psi(t z+(1-t) x, y) \leq \Psi(x, y) \tag{11}
\end{equation*}
$$

(A4) $\Psi(x,$.$) is convex and lower semicontinuous for each$ $x \in C$.

Lemma 4 (see [4]). Let C be a nonempty closed convex subset of $H$ and let $\Psi$ be a bifunction of $C \times C$ into $\mathbb{R}$ satisfying (A1)-(A4). Let $r>0$ and $x \in H$. Then, there exists $z \in C$ such that

$$
\begin{equation*}
\Psi(z, y)+\frac{1}{r}\langle y-z, z-x\rangle \geq 0 \quad \forall y \in C \tag{12}
\end{equation*}
$$

Lemma 5 (see [6]). Assume that $\Psi: C \times C \rightarrow \mathbb{R}$ satisfies (A1)-(A4). For $r>0$ and $x \in H$, define a mapping $S_{r}: H \rightarrow$ $C$ as follows:

$$
\begin{equation*}
S_{r} x=\left\{z \in C: \Psi(z, y)+\frac{1}{r}\langle y-z, z-x\rangle \geq 0, \quad \forall y \in C\right\} . \tag{13}
\end{equation*}
$$

Then, the following hold:
(i) $S_{r}$ is single valued;
(ii) $S_{r}$ is firmly nonexpansive; that is, for any $x, y \in H$,

$$
\begin{equation*}
\left\|S_{r} x-S_{r} y\right\|^{2} \leq\left\langle S_{r} x-S_{r} y, x-y\right\rangle ; \tag{14}
\end{equation*}
$$

(iii) $F\left(S_{r}\right)=E P(\Psi)$;
(iv) $E P(\Psi)$ is closed and convex.

Lemma 6 (see [41]). Let $H$ be a real Hilbert space. Then, for all $x, y, z \in H$ and $\alpha, \beta, \gamma \in[0,1]$ with $\alpha+\beta+\gamma=1$ one has

$$
\begin{align*}
\|\alpha x+\beta y+\gamma z\|^{2}= & \alpha\|x\|^{2}+\beta\|y\|^{2}+\gamma\|z\|^{2} \\
& -\alpha \beta\|x-y\|^{2}-\alpha \gamma\|x-z\|^{2}-\beta \gamma\|z-y\|^{2} \tag{15}
\end{align*}
$$

Lemma 7. For every $x$ and $y$ in a Hilbert space $H$, the following inequality holds:

$$
\begin{equation*}
\|x+y\|^{2} \leq\|x\|^{2}+2\langle y, x+y\rangle . \tag{16}
\end{equation*}
$$

Lemma 8 (see [42]). Let $\left\{a_{n}\right\}$ be a sequence of nonnegative real numbers, $\left\{\alpha_{n}\right\}$ a sequence in $(0,1)$ with $\sum_{n=1}^{\infty} \alpha_{n}=\infty,\left\{\gamma_{n}\right\}$ a sequence of nonnegative real numbers with $\sum_{n=1}^{\infty} \gamma_{n}<\infty$, and $\left\{\beta_{n}\right\}$ a sequence of real numbers with $\lim \sup _{n \rightarrow \infty} \beta_{n} \leq 0$. Suppose that the following inequality holds:

$$
\begin{equation*}
a_{n+1} \leq\left(1-\alpha_{n}\right) a_{n}+\alpha_{n} \beta_{n}+\gamma_{n}, \quad n \geq 0 . \tag{17}
\end{equation*}
$$

Then, $\lim _{n \rightarrow \infty} a_{n}=0$.

Lemma 9 (see [43]). Let $\left\{u_{n}\right\}$ be a sequence of real numbers that does not decrease at infinity, in the sense that there exists a subsequence $\left\{u_{n_{i}}\right\}$ of $\left\{u_{n}\right\}$ such that $u_{n_{i}}<u_{n_{i}+1}$ for all $i \geq 0$. For every sufficiently large number $n \geq n_{0}$, define an integer sequence $\{\tau(n)\}$ as

$$
\begin{equation*}
\tau(n)=\max \left\{k \leq n: u_{k}<u_{k+1}\right\} . \tag{18}
\end{equation*}
$$

Then, $\tau(n) \rightarrow \infty$ as $n \rightarrow \infty$ and for all $n \geq n_{0}$,

$$
\begin{equation*}
\max \left\{u_{\tau(n)}, u_{n}\right\} \leq u_{\tau(n)+1} \tag{19}
\end{equation*}
$$

Lemma 10 (see [20]). Let C be a closed convex subset of a real Hilbert space $H$. Let $T: C \rightarrow C B(C)$ be a quasi-nonexpansive multivalued mapping. If $F(T) \neq \emptyset$ and $T(p)=\{p\}$ for all $p \in$ $F(T)$. Then $F(T)$ is closed and convex.

Lemma 11 (see [20]). Let $C$ be a closed convex subset of a real Hilbert space $H$. Let $T: C \rightarrow P(C)$ be a multivalued mapping such that $P_{T}$ is quasi-nonexpansive and $F(T) \neq \emptyset$, where $P_{T}(x)=\{y \in T x:\|x-y\|=\operatorname{dist}(x, T x)\}$. Then, $F(T)$ is closed and convex.

Lemma 12 (see $[16,20]$ ). Let C be a nonempty closed convex subset of a real Hilbert space $H$. Let $T: C \rightarrow K(C)$ be a multivalued mapping satisfying the condition $(E)$. If $x_{n}$ converges weakly to $v$ and $\lim _{n \rightarrow \infty} \operatorname{dist}\left(x_{n}, T x_{n}\right)=0$, then $v \in T v$.

## 3. A Strong Convergence Theorem

Theorem 13. Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ and $\Psi$ a bifunction of $C \times C$ into $\mathbb{R}$ satisfying (A1)-(A4). Let $T_{i}: C \rightarrow C B(C)(i=1,2, \ldots, m)$ be a finite family of multivalued mappings, each satisfying condition $(E)$. Assume further that $\mathscr{F}=\bigcap_{i=1}^{m} F\left(T_{i}\right) \bigcap E P(\Psi) \neq \emptyset$ and $T_{i}(p)=\{p\},(i=1,2, \ldots, m)$ for each $p \in \mathscr{F}$. Let $f$ be a $k$-contraction of $C$ into itself. Let $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ be sequences generated the following algorithm:

$$
\begin{gather*}
x_{0} \in C, \\
u_{n} \in C \text { such that } \Psi\left(u_{n}, y\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \\
\forall y \in C \\
y_{n, 1}=a_{n, 1} u_{n}+b_{n, 1} x_{n}+c_{n, 1} z_{n, 1}, \\
y_{n, 2}=a_{n, 2} u_{n}+b_{n, 2} z_{n, 1}+c_{n, 2} z_{n, 2} \\
y_{n, 3}=a_{n, 3} u_{n}+b_{n, 3} z_{n, 2}+c_{n, 3} z_{n, 3} \\
\vdots \\
y_{n, m}=a_{n, m} u_{n}+b_{n, m} z_{n, m-1}+c_{n, m} z_{n, m} \\
x_{n+1}=\vartheta_{n} f\left(x_{n}\right)+\left(1-\vartheta_{n}\right) y_{n, m} \\
\forall n \geq 0, \tag{20}
\end{gather*}
$$

where $z_{n, 1} \in T_{1}\left(u_{n}\right), z_{n, k} \in T_{k}\left(y_{n, k-1}\right)$ for $k=2, \ldots, m$, and $\left\{a_{n, i}\right\},\left\{b_{n, i}\right\},\left\{c_{n, i}\right\},\left\{\vartheta_{n}\right\}$, and $\left\{r_{n}\right\}$ satisfy the following conditions:
(i) $\left\{a_{n, i}\right\},\left\{b_{n, i}\right\},\left\{c_{n, i}\right\} \subset[a, b] \subset(0,1), a_{n, i}+b_{n, i}+c_{n, i}=$ $1,(i=1,2, \ldots, m)$,
(ii) $\left\{\vartheta_{n}\right\} \subset(0,1), \lim _{n \rightarrow \infty} \vartheta_{n}=0, \sum_{n=1}^{\infty} \vartheta_{n}=\infty$,
(iii) $\left\{r_{n}\right\} \subset(0, \infty)$, and $\lim \inf _{n \rightarrow \infty} r_{n}>0$.

Then, the sequences $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ converge strongly to $q \in \mathscr{F}$, where $q=P_{\mathscr{F}} f(q)$.

Proof. Let $Q=P_{\mathscr{F}}$. It is easy to see that $Q f$ is a contraction. By Banach contraction principle, there exists a $q \in \mathscr{F}$ such that $q=P_{\mathscr{F}} f(q)$. From Lemma 5 for all $n \geq 0$, we have

$$
\begin{equation*}
\left\|u_{n}-q\right\|=\left\|S_{r_{n}} x_{n}-S_{r_{n}} q\right\| \leq\left\|x_{n}-q\right\| \tag{21}
\end{equation*}
$$

We show that $\left\{x_{n}\right\}$ is bounded. Since, for each $i=1,2, \ldots, m$, $T_{i}$ satisfies the condition $(E)$ and we have

$$
\begin{align*}
& \left\|y_{n, 1}-q\right\| \\
& \quad=\left\|a_{n, 1} u_{n}+b_{n, 1} x_{n}+c_{n, 1} z_{n, 1}-q\right\| \\
& \quad \leq a_{n, 1}\left\|u_{n}-q\right\|+b_{n, 1}\left\|x_{n}-q\right\|+c_{n, 1}\left\|z_{n, 1}-q\right\| \\
& \quad=a_{n, 1}\left\|u_{n}-q\right\|+b_{n, 1}\left\|x_{n}-q\right\|+c_{n, 1} \operatorname{dist}\left(z_{n, 1}, T_{1} q\right)  \tag{22}\\
& \quad \leq a_{n, 1}\left\|u_{n}-q\right\|+b_{n, 1}\left\|x_{n}-q\right\|+c_{n, 1} H\left(T_{1} u_{n}, T_{1} q\right) \\
& \quad \leq a_{n, 1}\left\|u_{n}-q\right\|+b_{n, 1}\left\|x_{n}-q\right\|+c_{n, 1}\left\|u_{n}-q\right\| \\
& \quad \leq\left\|x_{n}-q\right\| \\
& \left\|y_{n, 2}-q\right\| \\
& \quad=\left\|a_{n, 2} u_{n}+b_{n, 2} z_{n, 1}+c_{n, 2} z_{n, 2}-q\right\| \\
& \quad \leq a_{n, 2}\left\|u_{n}-q\right\|+b_{n, 2}\left\|z_{n, 1}-q\right\|+c_{n, 2}\left\|z_{n, 2}-q\right\| \\
& \quad=a_{n, 2}\left\|u_{n}-q\right\|+b_{n, 2} \operatorname{dist}\left(z_{n, 1}, T_{1} q\right)+c_{n, 2} \operatorname{dist}\left(z_{n, 2}, T_{2} q\right) \\
& \quad \leq a_{n, 2}\left\|u_{n}-q\right\|+b_{n, 2} H\left(T_{1} u_{n}, T_{1} q\right)+c_{n, 2} H\left(T_{2} y_{n, 1}, T_{2} q\right) \\
& \quad \leq a_{n, 2}\left\|u_{n}-q\right\|+b_{n, 2}\left\|u_{n}-q\right\|+c_{n, 2}\left\|y_{n, 1}-q\right\| \\
& \quad \leq\left\|x_{n}-q\right\| . \tag{23}
\end{align*}
$$

By continuing this process, we obtain

$$
\begin{equation*}
\left\|y_{n, m}-q\right\| \leq\left\|x_{n}-q\right\| . \tag{24}
\end{equation*}
$$

This implies that

$$
\begin{align*}
& \left\|x_{n+1}-q\right\| \\
& \quad=\left\|\vartheta_{n} f x_{n}+\left(1-\vartheta_{n}\right) y_{n}-q\right\| \\
& \quad \leq \vartheta_{n}\left\|f x_{n}-q\right\|+\left(1-\vartheta_{n}\right)\left\|y_{n}-q\right\| \\
& \quad \leq \vartheta_{n}\left(\left\|f x_{n}-f q\right\|+\|f q-q\|\right)+\left(1-\vartheta_{n}\right)\left\|x_{n}-q\right\|  \tag{25}\\
& \quad \leq \vartheta_{n} k\left\|x_{n}-q\right\|+\vartheta_{n}\|f q-q\|+\left(1-\vartheta_{n}\right)\left\|x_{n}-q\right\| \\
& \quad=\left(1-\vartheta_{n}(1-k)\right)\left\|x_{n}-q\right\|+\vartheta_{n}\|f q-q\| \\
& \quad \leq \max \left\{\left\|x_{n}-q\right\|, \frac{\|f q-q\|}{1-k}\right\} .
\end{align*}
$$

By induction, we get

$$
\begin{equation*}
\left\|x_{n}-q\right\| \leq \max \left\{\left\|x_{0}-q\right\|, \frac{\|q-q\|}{1-k}\right\}, \tag{26}
\end{equation*}
$$

for all $n \in \mathbb{N}$. This implies that $\left\{x_{n}\right\}$ is bounded and we also obtain that $\left\{u_{n}\right\},\left\{y_{n}\right\},\left\{f x_{n}\right\}$, and $\left\{z_{n, i}\right\}$ are bounded. Next, we show that $\lim _{n \rightarrow \infty} \operatorname{dist}\left(u_{n}, T_{i} u_{n}\right) \stackrel{=}{=}$ for each $i \in \mathbb{N}$. By Lemma 6, we have

$$
\begin{align*}
\| y_{n, 1} & -q \|^{2} \\
= & \left\|a_{n, 1} u_{n}+b_{n, 1} x_{n}+c_{n, 1} z_{n, 1}-q\right\|^{2} \\
\leq & a_{n, 1}\left\|u_{n}-q\right\|^{2}+b_{n, 1}\left\|x_{n}-q\right\|^{2} \\
& +c_{n, 1}\left\|z_{n, 1}-q\right\|^{2} \\
& -a_{n, 1} b_{n, 1}\left\|x_{n}-u_{n}\right\|^{2}-a_{n, 1} c_{n, 1}\left\|u_{n}-z_{n, 1}\right\|^{2} \\
= & a_{n, 1}\left\|u_{n}-q\right\|^{2}+b_{n, 1}\left\|x_{n}-q\right\|^{2} \\
& +c_{n, 1} \operatorname{dist}\left(z_{n, 1}, T_{1} q\right)^{2} \\
& -a_{n, 1} b_{n, 1}\left\|x_{n}-u_{n}\right\|^{2}-a_{n, 1} c_{n, 1}\left\|u_{n}-z_{n, 1}\right\|^{2} \\
\leq & a_{n, 1}\left\|u_{n}-q\right\|^{2}+b_{n, 1}\left\|x_{n}-q\right\|^{2} \\
& +c_{n, 1} H\left(T_{1} u_{n}, T_{1} q\right)^{2} \\
& -a_{n, 1} b_{n, 1}\left\|x_{n}-u_{n}\right\|^{2}-a_{n, 1} c_{n, 1}\left\|u_{n}-z_{n, 1}\right\|^{2} \\
\leq & a_{n, 1}\left\|u_{n}-q\right\|^{2}+b_{n, 1}\left\|x_{n}-q\right\|^{2} \\
& +c_{n, 1}\left\|u_{n}-q\right\|^{2} \\
& -a_{n, 1} b_{n, 1}\left\|x_{n}-u_{n}\right\|^{2}-a_{n, 1} c_{n, 1}\left\|u_{n}-z_{n, 1}\right\|^{2} \\
\leq & \left\|x_{n}-q\right\|^{2}-a_{n, 1} b_{n, 1}\left\|x_{n}-u_{n}\right\|^{2} \\
& -a_{n, 1} c_{n, 1}\left\|u_{n}-z_{n, 1}\right\|^{2} \tag{27}
\end{align*}
$$

Applying Lemma 6 once more, we have

$$
\begin{align*}
&\left\|y_{n, 2}-q\right\|^{2} \\
&=\left\|a_{n, 2} u_{n}+b_{n, 2} z_{n, 1}+c_{n, 2} z_{n, 2}-q\right\|^{2} \\
& \leq a_{n, 2}\left\|u_{n}-q\right\|^{2}+b_{n, 2}\left\|z_{n, 1}-q\right\|^{2}+c_{n, 2}\left\|z_{n, 2}-q\right\|^{2} \\
&-a_{n, 2} c_{n, 2}\left\|u_{n}-z_{n, 2}\right\|^{2} \\
&= a_{n, 2}\left\|u_{n}-q\right\|^{2}+b_{n, 2} \operatorname{dist}\left(z_{n, 1}, T_{1} q\right)^{2} \\
&+ c_{n, 2} \operatorname{dist}\left(z_{n, 2}, T_{2} q\right)^{2}-a_{n, 2} c_{n, 2}\left\|u_{n}-z_{n, 2}\right\|^{2} \\
& \leq a_{n, 2}\left\|u_{n}-q\right\|^{2}+b_{n, 2} H\left(T_{1} u_{n}, T_{1} q\right)^{2} \\
&+c_{n, 2} H\left(T_{1} y_{n, 1}, T_{2} q\right)^{2}-a_{n, 2} c_{n, 2}\left\|u_{n}-z_{n, 2}\right\|^{2} \\
& \leq a_{n, 2}\left\|u_{n}-q\right\|^{2}+b_{n, 2}\left\|u_{n}-q\right\|^{2}+c_{n, 2}\left\|y_{n, 1}-q\right\|^{2} \\
&-a_{n, 2} c_{n, 2}\left\|u_{n}-z_{n, 2}\right\|^{2} \\
& \leq\left\|x_{n}-q\right\|^{2}-a_{n, 2} c_{n, 2}\left\|u_{n}-z_{n, 2}\right\|^{2} \\
&-a_{n, 1} c_{n, 1} c_{n, 2}\left\|u_{n}-z_{n, 1}\right\|^{2}-a_{n, 1} b_{n, 1} c_{n, 2}\left\|x_{n}-u_{n}\right\|^{2} . \tag{28}
\end{align*}
$$

By continuing this process we have

$$
\begin{align*}
&\left\|y_{n, m}-q\right\|^{2} \\
&=\left\|a_{n, m} u_{n}+b_{n, m} z_{n, m-1}+c_{n, m} z_{n, m}-q\right\|^{2} \\
& \leq a_{n, m}\left\|u_{n}-q\right\|^{2}+b_{n, m}\left\|z_{n, m-1}-q\right\|^{2}+c_{n, m}\left\|z_{n, m}-q\right\|^{2} \\
&-a_{n, m} c_{n, m}\left\|u_{n}-z_{n, m}\right\|^{2} \\
&= a_{n, m}\left\|u_{n}-q\right\|^{2}+b_{n, m} \operatorname{dist}\left(z_{n, m-1}, T_{m-1} q\right)^{2} \\
&+c_{n, m} \operatorname{dist}\left(z_{n, m}, T_{m} q\right)^{2}-a_{n, m} c_{n, m}\left\|u_{n}-z_{n, m}\right\|^{2} \\
& \leq a_{n, m}\left\|u_{n}-q\right\|^{2}+b_{n, m} H\left(T_{m-1} y_{n, m-2}, T_{m-1} q\right)^{2} \\
&+c_{n, m} H\left(T_{m} y_{n, m-1}, T_{m} q\right)^{2}-a_{n, m} c_{n, m}\left\|u_{n}-z_{n, m}\right\|^{2} \\
& \leq a_{n, m}\left\|u_{n}-q\right\|^{2}+b_{n, m}\left\|y_{n, m-2}-q\right\|^{2} \\
&+c_{n, m}\left\|y_{n, m-1}-q\right\|^{2}-a_{n, m} c_{n, m}\left\|u_{n}-z_{n, m}\right\|^{2} \\
& \leq\left\|u_{n}-q\right\|^{2}-a_{n, m} c_{n, m}\left\|u_{n}-z_{n, m}\right\|^{2} \\
&-a_{n, m-1} c_{n, m-1} c_{n, m}\left\|u_{n}-z_{n, m-1}\right\|^{2} \\
&-\cdots-a_{n, 1} c_{n, 1} c_{n, 2} \ldots c_{n, m}\left\|u_{n}-z_{n, 1}\right\|^{2} \\
&-a_{n, 1} b_{n, 1} c_{n, 2} \ldots c_{n, m}\left\|u_{n}-x_{n}\right\|^{2} \tag{29}
\end{align*}
$$

which implies that

$$
\begin{align*}
\left\|x_{n+1}-q\right\|^{2}= & \left\|\vartheta_{n} f x_{n}+\left(1-\vartheta_{n}\right) y_{n, m}-q\right\|^{2} \\
\leq & \vartheta_{n}\left\|f x_{n}-q\right\|^{2}+\left(1-\vartheta_{n}\right)\left\|y_{n, m}-q\right\|^{2} \\
\leq & \vartheta_{n}\left\|f x_{n}-q\right\|^{2}+\left(1-\vartheta_{n}\right)\left\|u_{n}-q\right\|^{2} \\
& -\left(1-\vartheta_{n}\right) a_{n, m} c_{n, m}\left\|u_{n}-z_{n, m}\right\|^{2} \\
& -\left(1-\vartheta_{n}\right) a_{n, m-1} c_{n, m-1} c_{n, m}\left\|u_{n}-z_{n, m-1}\right\|^{2} \\
& -\cdots-\left(1-\vartheta_{n}\right) a_{n, 1} c_{n, 1} c_{n, 2} \ldots c_{n, m}\left\|u_{n}-z_{n, 1}\right\|^{2} \\
& -\left(1-\vartheta_{n}\right) a_{n, 1} b_{n, 1} c_{n, 2} \ldots c_{n, m}\left\|u_{n}-x_{n}\right\|^{2} . \tag{30}
\end{align*}
$$

Therefore, we have that

$$
\begin{align*}
& \left(1-\vartheta_{n}\right) a_{n, 1} b_{n, 1} c_{n, 2} \ldots c_{n, m}\left\|u_{n}-x_{n}\right\|^{2}  \tag{31}\\
& \quad \leq\left\|x_{n}-q\right\|^{2}-\left\|x_{n+1}-q\right\|^{2}+\vartheta_{n}\left\|\gamma f x_{n}-q\right\|
\end{align*}
$$

In order to prove that $x_{n} \rightarrow q$ as $n \rightarrow \infty$, we consider the following two cases.

Case 1. Suppose that there exists $n_{0}$ such that $\left\{\left\|x_{n}-q\right\|\right\}$ is nonincreasing, for all $n \geq n_{0}$. Boundedness of $\left\{\left\|x_{n}-q\right\|\right\}$ implies that $\left\|x_{n}-q\right\|$ is convergent. From (31) and conditions (i), (ii) we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-x_{n}\right\|=0 \tag{32}
\end{equation*}
$$

By a similar argument, for $k=1,2, \ldots, m$, we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-z_{n, k}\right\|=0 \tag{33}
\end{equation*}
$$

Hence,

$$
\begin{array}{r}
\lim _{n \rightarrow \infty} \operatorname{dist}\left(u_{n}, T_{1} u_{n}\right) \leq \lim _{n \rightarrow \infty}\left\|u_{n}-z_{n, 1}\right\|=0 \\
\lim _{n \rightarrow \infty} \operatorname{dist}\left(u_{n}, T_{k} y_{n, k-1}\right) \leq \lim _{n \rightarrow \infty}\left\|u_{n}-z_{n, k}\right\|=0  \tag{34}\\
(k=2, \ldots, m) .
\end{array}
$$

Therefore, we have

$$
\begin{align*}
\lim _{n \rightarrow \infty}\left\|u_{n}-y_{n, 1}\right\| \leq & \lim _{n \rightarrow \infty} b_{n, 1}\left\|u_{n}-x_{n}\right\| \\
& +\lim _{n \rightarrow \infty} c_{n, 1}\left\|u_{n}-z_{n, 1}\right\|=0 . \tag{35}
\end{align*}
$$

For $k=2, \ldots, m$, we have

$$
\begin{align*}
\lim _{n \rightarrow \infty}\left\|u_{n}-y_{n, k}\right\| \leq & \lim _{n \rightarrow \infty} b_{n, k}\left\|u_{n}-z_{n, k-1}\right\| \\
& +\lim _{n \rightarrow \infty} c_{n, k}\left\|u_{n}-z_{n, k}\right\|=0 \tag{36}
\end{align*}
$$

Using the previous inequality for $k=2, \ldots, m$, we have

$$
\begin{align*}
& \operatorname{dist}\left(u_{n}, T_{k} u_{n}\right) \leq \operatorname{dist}\left(u_{n}, T_{k} y_{n, k-1}\right)+H\left(T_{k} y_{n, k-1}, T_{k} u_{n}\right) \\
& \leq \operatorname{dist}\left(u_{n}, T_{k} y_{n, k-1}\right)+\mu \operatorname{dist}\left(y_{n, k-1}, T_{k} y_{n, k-1}\right) \\
& \quad+\left\|y_{n, k-1}-u_{n}\right\| \\
& \leq(\mu+1) \operatorname{dist}\left(u_{n}, T_{k} y_{n, k-1}\right)+(\mu+1)\left\|y_{n, k-1}-u_{n}\right\| \\
& \leq(\mu+1)\left\|u_{n}-z_{n, k}\right\|+(\mu+1)\left\|y_{n, k-1}-u_{n}\right\| \longrightarrow 0 \\
& n \longrightarrow \infty . \tag{37}
\end{align*}
$$

Next, we show that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle q-f q, q-x_{n}\right\rangle \leq 0 \tag{38}
\end{equation*}
$$

where $q=P_{\mathscr{F}} f(q)$. To show this inequality, we choose a subsequence $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that

$$
\begin{equation*}
\lim _{i \rightarrow \infty}\left\langle q-f q, q-x_{n_{i}}\right\rangle=\lim _{n \rightarrow \infty} \sup _{n \rightarrow}\left\langle q-f q, q-x_{n}\right\rangle \tag{39}
\end{equation*}
$$

Since $\left\{x_{n_{i}}\right\}$ is bounded, there exists a subsequence $\left\{x_{n_{i_{j}}}\right\}$ of $\left\{x_{n_{i}}\right\}$ which converges weakly to $v$. Without loss of generality, we can assume that $x_{n_{i}}$ converges weakly to $v$. Since $\lim _{n \rightarrow \infty}\left\|x_{n}-u_{n}\right\|=0$, we have $u_{n_{i}}$ converges weakly to $v$. We show that $v \in \mathscr{F}$. Let us show $v \in E P(\Psi)$. Since $u_{n}=S_{r_{n}} x_{n}$, we have

$$
\begin{equation*}
\Psi\left(u_{n}, y\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0 \quad \forall y \in C \tag{40}
\end{equation*}
$$

From (A2), we have

$$
\begin{equation*}
\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq \Psi\left(y, u_{n}\right) \tag{41}
\end{equation*}
$$

Replacing $n$ with $n_{i}$, we have

$$
\begin{equation*}
\left\langle y-u_{n_{i}}, \frac{u_{n_{i}}-x_{n_{i}}}{r_{n_{i}}}\right\rangle \geq \Psi\left(y, u_{n_{i}}\right) . \tag{42}
\end{equation*}
$$

From (A4), we have

$$
\begin{equation*}
0 \geq \Psi(y, v), \quad \forall y \in C \tag{43}
\end{equation*}
$$

For $t \in(0,1]$ and $y \in C$, let $y_{t}=t y+(1-t) v$. Since $y, v \in C$, and $C$ is convex, we have $y_{t} \in C$ and hence $\Psi\left(y_{t}, v\right) \leq 0$. So, from (A1) and (A4) we have

$$
\begin{equation*}
0=\Psi\left(y_{t}, y_{t}\right) \leq t \Psi\left(y_{t}, y\right)+(1-t) \Psi\left(y_{t}, v\right) \leq t \Psi\left(y_{t}, y\right) \tag{44}
\end{equation*}
$$

which gives $0 \leq \Psi\left(y_{t}, y\right)$. Letting $t \rightarrow 0$, we have, for each $y \in C, 0 \leq \Psi(v, y)$ Also, since $u_{n_{i}} \rightharpoonup v$ and $\lim _{n \rightarrow \infty} \operatorname{dist}\left(u_{n}, T_{i} u_{n}\right)=0$, by Lemma 12 we have $v \in$ $\bigcap_{i=1}^{m} F\left(T_{i}\right)$. Hence, $v \in \mathscr{F}$. Since $q=P_{\mathscr{F}} f(q)$ and $v \in \mathscr{F}$, it follows that

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left\langle q-f q, q-x_{n}\right\rangle=\lim _{i \rightarrow \infty}\left\langle q-f q, q-x_{n_{i}}\right\rangle  \tag{45}\\
& \quad=\langle q-f q, q-v\rangle \leq 0
\end{align*}
$$

By using Lemma 7 and inequality (31) we have

$$
\begin{align*}
\| & x_{n+1}-q \|^{2} \\
\leq & \left\|\left(1-\vartheta_{n}\right)\left(y_{n, m}-q\right)\right\|^{2}+2 \vartheta_{n}\left\langle f x_{n}-q, x_{n+1}-q\right\rangle \\
\leq & \left(1-\vartheta_{n}\right)^{2}\left\|y_{n, m}-q\right\|^{2}+2 \vartheta_{n}\left\langle f x_{n}-f q, x_{n+1}-q\right\rangle \\
& +2 \vartheta_{n}\left\langle f q-q, x_{n+1}-q\right\rangle \\
\leq & \left(1-\vartheta_{n}\right)^{2}\left\|x_{n}-q\right\|^{2}+2 \vartheta_{n} k\left\|x_{n}-q\right\|\left\|x_{n+1}-q\right\|  \tag{46}\\
& +2 \vartheta_{n}\left\langle f q-q, x_{n+1}-q\right\rangle \\
\leq & \left(1-\vartheta_{n}\right)^{2}\left\|x_{n}-q\right\|^{2}+\vartheta_{n} k\left(\left\|x_{n}-q\right\|^{2}+\left\|x_{n+1}-q\right\|^{2}\right) \\
& +2 \vartheta_{n}\left\langle f q-q, x_{n+1}-q\right\rangle \\
\leq & \left(\left(1-\vartheta_{n}\right)^{2}+\vartheta_{n} k\right)\left\|x_{n}-q\right\|^{2}+\vartheta_{n} k\left\|x_{n+1}-q\right\|^{2} \\
& +2 \vartheta_{n}\left\langle f q-q, x_{n+1}-q\right\rangle .
\end{align*}
$$

This implies that

$$
\begin{align*}
\left\|x_{n+1}-q\right\|^{2} \leq & \left(1-\frac{2(1-k) \vartheta_{n}}{1-\vartheta_{n} k}\right)\left\|x_{n}-q\right\|^{2} \\
& +\frac{\vartheta_{n}^{2}}{1-\vartheta_{n} k}\left\|x_{n}-q\right\|^{2}  \tag{47}\\
& +\frac{2 \vartheta_{n}}{1-\vartheta_{n} k}\left\langle f q-q, x_{n+1}-q\right\rangle .
\end{align*}
$$

From Lemma 8, we conclude that the sequence $\left\{x_{n}\right\}$ converges strongly to $q$.

Case 2. Assume that there exists a subsequence $\left\{x_{n_{j}}\right\}$ of $\left\{x_{n}\right\}$ such that

$$
\begin{equation*}
\left\|x_{n_{j}}-q\right\|<\left\|x_{n_{j+1}}-q\right\|, \tag{48}
\end{equation*}
$$

for all $j \in \mathbb{N}$. In this case, from Lemma 9, there exists a nondecreasing sequence $\{\tau(n)\}$ of $\mathbb{N}$ for all $n \geq n_{0}$ (for some $n_{0}$ large enough) such that $\tau(n) \rightarrow \infty$ as $n \rightarrow \infty$ and the following inequalities hold for all $n \geq n_{0}$ :

$$
\begin{equation*}
\left\|x_{\tau(n)}-q\right\| \leq\left\|x_{\tau(n)+1}-q\right\|, \quad\left\|x_{n}-q\right\| \leq\left\|x_{\tau(n)+1}-q\right\| . \tag{49}
\end{equation*}
$$

From (31) we obtain $\lim _{n \rightarrow \infty}\left\|u_{\tau(n)}-T_{i} u_{\tau(n)}\right\|=0$, and $\lim _{n \rightarrow \infty}\left\|u_{\tau(n)}-x_{\tau(n)}\right\|=0$. Following an argument similar to that in Case 1, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{\tau(n)}-q\right\|=0, \quad \lim _{n \rightarrow \infty}\left\|x_{\tau(n)+1}-q\right\|=0 \tag{50}
\end{equation*}
$$

Thus, by Lemma 9 we have

$$
\begin{equation*}
0 \leq\left\|x_{n}-q\right\| \leq \max \left\{\left\|x_{\tau(n)}-q\right\|,\left\|x_{n}-q\right\|\right\} \leq\left\|x_{\tau(n)+1}-q\right\| \tag{51}
\end{equation*}
$$

Therefore, $\left\{x_{n}\right\}$ converges strongly to $q=P_{\mathscr{F}} f(q)$. This completes the proof.

Now, we remove the condition that $T(p)=\{p\}$ for all $p \in$ $\mathscr{F}$, and state the following theorem.

Theorem 14. Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ and $\Psi$ a bifunction of $C \times C$ into $\mathbb{R}$ satisfying (A1)-(A4). Let, for each $1 \leq i \leq m, T_{i}: C \rightarrow P(C)$ be multivalued mappings such that $P_{T_{i}}$ satisfies the condition $(E)$. Assume that $\mathscr{F}=\bigcap_{i=1}^{m} F\left(T_{i}\right) \bigcap E P(\Psi) \neq \emptyset$. Let $f$ be a k-contraction of $C$ into itself. Let $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ be sequences generated the following algorithm:

$$
\begin{gather*}
x_{0} \in C, \\
u_{n} \in C \text { such that } \Psi\left(u_{n}, y\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \\
\forall y \in C \\
y_{n, 1}=a_{n, 1} u_{n}+b_{n, 1} x_{n}+c_{n, 1} z_{n, 1}, \\
y_{n, 2}=a_{n, 2} u_{n}+b_{n, 2} z_{n, 1}+c_{n, 2} z_{n, 2}, \\
y_{n, 3}=a_{n, 3} u_{n}+b_{n, 3} z_{n, 2}+c_{n, 3} z_{n, 3} \\
\vdots \\
y_{n, m}=a_{n, m} u_{n}+b_{n, m} z_{n, m-1}+c_{n, m} z_{n, m}, \\
x_{n+1}=\mathcal{\vartheta}_{n} f x_{n}+\left(1-\vartheta_{n}\right) y_{n, m}, \quad \forall n \geq 0, \tag{52}
\end{gather*}
$$

where $z_{n, 1} \in P_{T_{1}}\left(u_{n}\right), z_{n, k} \in P_{T_{k}}\left(y_{n, k-1}\right)$ for $k=2, \ldots, m$, and $\left\{a_{n, i}\right\},\left\{b_{n, i}\right\},\left\{c_{n, i}\right\},\left\{\mathcal{\vartheta}_{n}\right\}$ and, $\left\{r_{n}\right\}$ satisfy the following conditions:
(i) $\left\{a_{n, i}\right\},\left\{b_{n, i}\right\},\left\{c_{n, i}\right\} \subset[a, b] \subset(0,1), a_{n, i}+b_{n, i}+c_{n, i}=$ $1,(i=1,2, \ldots, m)$,
(ii) $\left\{\vartheta_{n}\right\} \subset(0,1), \lim _{n \rightarrow \infty} \vartheta_{n}=0, \sum_{n=1}^{\infty} \vartheta_{n}=\infty$,
(iii) $\left\{r_{n}\right\} \subset(0, \infty)$, and $\lim \inf _{n \rightarrow \infty} r_{n}>0$.

Then, the sequences $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ converge strongly to $q \in \mathscr{F}$, where $q=P_{\mathscr{F}} f(q)$.

Proof. Let $p \in \mathscr{F}$; then $P_{T_{i}}(p)=\{p\},(i=1,2, \ldots, m)$. Now by substituting $P_{T_{i}}$ instead of $T_{i}$, and using a similar argument as in the proof of Theorem 13, the desired result follows.

As a corollary for single-valued mappings, we obtain the following result.

Corollary 15. Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ and $\Psi$ a bifunction of $C \times C$ into $\mathbb{R}$ satisfying (A1)-(A4). Let, for each $1 \leq i \leq m, T_{i}: C \rightarrow C$ be a finite family of mappings satisfying condition ( $E$ ). Assume that $\mathscr{F}=\bigcap_{i=1}^{m} F\left(T_{i}\right) \bigcap E P(\Psi) \neq \emptyset$. Let $f$ be a $k$-contraction
of $C$ into itself. Let $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ be sequences generated the following algorithm:

$$
\begin{gather*}
x_{0} \in C, \\
u_{n} \in C \text { such that } \Psi\left(u_{n}, y\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \\
\forall y \in C \\
y_{n, 1}=a_{n, 1} u_{n}+b_{n, 1} x_{n}+c_{n, 1} T_{1} u_{n}, \\
y_{n, 2}=a_{n, 2} u_{n}+b_{n, 2} T_{1} u_{n}+c_{n, 2} T_{2} y_{n, 1} \\
\vdots \\
y_{n, m}=a_{n, m} u_{n}+b_{n, m} T_{m-1} y_{n, m-2}+T_{m} y_{n, m-1},  \tag{53}\\
x_{n+1}=\vartheta_{n} f x_{n}+\left(1-\vartheta_{n}\right) y_{n, m}, \quad \forall n \geq 0,
\end{gather*}
$$

where $\left\{a_{n, i}\right\},\left\{b_{n, i}\right\},\left\{c_{n, i}\right\},\left\{\vartheta_{n}\right\}$, and $\left\{r_{n}\right\}$ satisfy the following conditions:
(i) $\left\{a_{n, i}\right\},\left\{b_{n, i}\right\},\left\{c_{n, i}\right\} \subset[a, b] \subset(0,1), a_{n, i}+b_{n, i}+c_{n, i}=1$, $(i=1,2, \ldots, m)$,
(ii) $\left\{\vartheta_{n}\right\} \subset(0,1), \lim _{n \rightarrow \infty} \vartheta_{n}=0, \sum_{n=1}^{\infty} \vartheta_{n}=\infty$
(iii) $\left\{r_{n}\right\} \subset(0, \infty)$, and $\lim \inf _{n \rightarrow \infty} r_{n}>0$.

Then, the sequences $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ converge strongly to $q \in \mathscr{F}$, where $q=P_{\mathscr{F}} f(q)$.

Remark 16. Our results generalize the corresponding results of S. Takahashi and W. Takahashi [9] from a single valued nonexpansive mapping to a finite family of multivalued mappings satisfying the condition $(E)$. Our results also improve the recent results of Eslamian [16].
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We will apply the fixed point method for proving the generalized Hyers-Ulam stability of the integral equation $(1 / 2 c) \int_{x-c t}^{x+c t} u\left(\tau, t_{0}\right) d \tau=u(x, t)$ which is strongly related to the wave equation.

## 1. Introduction

In 1940, Ulam [1] gave a wide ranging talk before the mathematics club of the University of Wisconsin in which he discussed a number of important unsolved problems. Among those was the question concerning the stability of group homomorphisms:

Let $G_{1}$ be a group and let $G_{2}$ be a metric group with the metric $d(\cdot, \cdot)$. Given $\varepsilon>0$, does there exist a $\delta>$ 0 such that if a function $h: G_{1} \rightarrow G_{2}$ satisfies the inequality $d(h(x y), h(x) h(y))<\delta$ for all $x, y \in G_{1}$, then there exists a homomorphism $H: G_{1} \rightarrow G_{2}$ with $d(h(x), H(x))<\varepsilon$ for all $x \in G_{1}$ ?

The case of approximately additive functions was solved by Hyers [2] under the assumption that $G_{1}$ and $G_{2}$ are the Banach spaces. Indeed, he proved that each solution of the inequality $\|f(x+y)-f(x)-f(y)\| \leq \varepsilon$, for all $x$ and $y$, can be approximated by an exact solution, say an additive function. In this case, the Cauchy additive functional equation, $f(x+$ $y)=f(x)+f(y)$, is said to have the Hyers-Ulam stability.

Rassias [3] attempted to weaken the condition for the bound of the norm of the Cauchy difference as follows:

$$
\begin{equation*}
\|f(x+y)-f(x)-f(y)\| \leq \varepsilon\left(\|x\|^{p}+\|y\|^{p}\right) \tag{1}
\end{equation*}
$$

and proved the Hyers theorem. That is, Rassias proved the generalized Hyers-Ulam stability (or Hyers-Ulam-Rassias stability) of the Cauchy additive functional equation. (Aoki
[4] has provided a proof of a special case of Rassias' theorem just for the stability of the additive function. Aoki did not prove the stability of the linear function, which was implied by Rassias' theorem.) Since then, the stability of several functional equations has been extensively investigated [5-12].

The terminologies generalized Hyers-Ulam stability, Hyers-Ulam-Rassias stability, and Hyers-Ulam stability can also be applied to the case of other functional equations, differential equations, and various integral equations.

Let $c$ and $t_{0}$ be fixed real numbers with $c>0$. For any differentiable function $h: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}$, the function defined as

$$
\begin{equation*}
u(x, t):=\frac{1}{2 c} \int_{x-c t}^{x+c t} h\left(\tau, t_{0}\right) d \tau \tag{2}
\end{equation*}
$$

is a solution of the wave equation

$$
\begin{equation*}
u_{t t}(x, t)=c^{2} u_{x x}(x, t) \tag{3}
\end{equation*}
$$

as we see

$$
\begin{aligned}
u_{t}(x, t) & =\frac{1}{2 c} \frac{\partial}{\partial t} \int_{x-c t}^{x+c t} h\left(\tau, t_{0}\right) d \tau \\
& =\frac{1}{2} h\left(x+c t, t_{0}\right)+\frac{1}{2} h\left(x-c t, t_{0}\right) \\
u_{t t}(x, t) & =\frac{c}{2} h_{x}\left(x+c t, t_{0}\right)-\frac{c}{2} h_{x}\left(x-c t, t_{0}\right),
\end{aligned}
$$

$$
\begin{gather*}
u_{x}(x, t)=\frac{1}{2 c} h\left(x+c t, t_{0}\right)-\frac{1}{2 c} h\left(x-c t, t_{0}\right), \\
u_{x x}(x, t)=\frac{1}{2 c} h_{x}\left(x+c t, t_{0}\right)-\frac{1}{2 c} h_{x}\left(x-c t, t_{0}\right), \tag{4}
\end{gather*}
$$

from which we know that $u(x, t)$ satisfies the wave equation (3).

Conversely, we know that every solution $u: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}$ of the wave equation (3) can be expressed by

$$
\begin{equation*}
u(x, t)=f(x+c t)+g(x-c t) \tag{5}
\end{equation*}
$$

where $f, g: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{C}$ are arbitrary twice differentiable functions. If these $f(x, t)$ and $g(x, t)$ satisfy

$$
\begin{align*}
& \frac{1}{2 c} \int_{x-c t}^{x+c t} f(\tau) d \tau=f(x+c t)  \tag{6}\\
& \frac{1}{2 c} \int_{x-c t}^{x+c t} g(\tau) d \tau=g(x-c t)
\end{align*}
$$

for all $x, t \in \mathbb{R}$, then $u(x, t)$ expressed by (5) satisfies the integral equation (7). These facts imply that the integral equation (7) is strongly connected with the wave equation (3).

Cădariu and Radu [13] applied the fixed point method to the investigation of the Cauchy additive functional equation. Using such a clever idea, they could present another proof for the Hyers-Ulam stability of that equation [14-19].

In this paper, we introduce the integral equation:

$$
\begin{equation*}
\frac{1}{2 c} \int_{x-c t}^{x+c t} u\left(\tau, t_{0}\right) d \tau=u(x, t) \tag{7}
\end{equation*}
$$

which may be considered as a special form of (2), and prove the generalized Hyers-Ulam stability of the integral equation (7) by using ideas from $[13,15,19,20]$. More precisely, assume that $\varphi(x, t)$ is a given function and $u(x, t)$ is an arbitrary and continuous function which satisfies the integral inequality:

$$
\begin{equation*}
\left|\frac{1}{2 c} \int_{x-c t}^{x+c t} u\left(\tau, t_{0}\right) d \tau-u(x, t)\right| \leq \varphi(x, t) . \tag{8}
\end{equation*}
$$

If there exist a function $u_{0}(x, t)$ and a constant $C>0$ such that

$$
\begin{align*}
& \frac{1}{2 c} \int_{x-c t}^{x+c t} u_{0}\left(\tau, t_{0}\right) d \tau=u_{0}(x, t)  \tag{9}\\
& \left|u(x, t)-u_{0}(x, t)\right| \leq C \varphi(x, t)
\end{align*}
$$

then we say that the integral equation (7) has the generalized Hyers-Ulam stability.

## 2. Preliminaries

For a nonempty set $X$, we introduce the definition of the generalized metric on $X$. A function $d: X \times X \rightarrow[0, \infty]$ is called a generalized metric on $X$ if and only if $d$ satisfies

$$
\left(M_{1}\right) d(x, y)=0 \text { if and only if } x=y
$$

$$
\begin{aligned}
& \left(M_{2}\right) d(x, y)=d(y, x) \text { for all } x, y \in X \\
& \left(M_{3}\right) d(x, z) \leq d(x, y)+d(y, z) \text { for all } x, y, z \in X
\end{aligned}
$$

We remark that the only one difference of the generalized metric from the usual metric is that the range of the former is permitted to include the infinity.

We now introduce one of fundamental results of fixed point theory. For the proof, we refer to [21]. This theorem will play an important role in proving our main theorems.

Theorem 1. Let $(X, d)$ be a generalized complete metric space. Assume that $\Lambda: X \rightarrow X$ is a strictly contractive operator with the Lipschitz constant $L<1$. If there exists a nonnegative integer $k$ such that $d\left(\Lambda^{k+1} x, \Lambda^{k} x\right)<\infty$ for some $x \in X$, then the following are true:
(a) the sequence $\left\{\Lambda^{n} x\right\}$ converges to a fixed point $x^{*}$ of $\Lambda$;
(b) $x^{*}$ is the unique fixed point of $\Lambda$ in

$$
\begin{equation*}
X^{*}=\left\{y \in X \mid d\left(\Lambda^{k} x, y\right)<\infty\right\} \tag{10}
\end{equation*}
$$

(c) if $y \in X^{*}$, then

$$
\begin{equation*}
d\left(y, x^{*}\right) \leq \frac{1}{1-L} d(\Lambda y, y) \tag{11}
\end{equation*}
$$

## 3. The Generalized Hyers-Ulam Stability

In the following theorem, for given real numbers $a, b, c$, and $t_{0}$ satisfying $c>0, t_{0}>0$, and $a+c t_{0}<b-c t_{0}$, let $I:=[a, b]$, $T:=\left(0, t_{0}\right]$, and $I_{0}:=\left[a+c t_{0}, b-c t_{0}\right]$ be finite intervals. Assume that $L$ and $M$ are positive constants with $0<L<1$. Moreover, let $\varphi: I \times T \rightarrow(0,1]$ be a continuous function satisfying

$$
\begin{equation*}
\frac{1}{2 c} \int_{x-c t}^{x+c t} \varphi\left(\tau, t_{0}\right) d \tau \leq L \varphi(x, t) \tag{12}
\end{equation*}
$$

for all $x \in I_{0}$ and $t \in T$.
We denote by $X$ the set of all functions $f: I \times T \rightarrow \mathbb{C}$ with the following properties:
(a) $f(x, t)$ is continuous for all $x \in I_{0}$ and $t \in T$;
(b) $f(x, t)=0$ for all $x \in I \backslash I_{0}$ and $t \in T$;
(c) $|f(x, t)| \leq M \varphi(x, t)$ for all $x \in I_{0}$ and $t \in T$.

Moreover, we introduce a generalized metric on $X$ as follows:

$$
\begin{align*}
d(f, g):=\inf \{C & \in[0, \infty]||f(x, t)-g(x, t)| \\
& \left.\leq C \varphi(x, t) \forall x \in I_{0}, t \in T\right\} \tag{13}
\end{align*}
$$

Theorem 2. If a function $u \in X$ satisfies the integral inequality:

$$
\begin{equation*}
\left|\frac{1}{2 c} \int_{x-c t}^{x+c t} u\left(\tau, t_{0}\right) d \tau-u(x, t)\right| \leq \varphi(x, t) \tag{14}
\end{equation*}
$$

for all $x \in I_{0}$ and $t \in T$, then there exists a unique function $u_{0} \in X$ which satisfies

$$
\begin{gather*}
\frac{1}{2 c} \int_{x-c t}^{x+c t} u_{0}\left(\tau, t_{0}\right) d \tau=u_{0}(x, t)  \tag{15}\\
\left|u(x, t)-u_{0}(x, t)\right| \leq \frac{1}{1-L} \varphi(x, t) \tag{16}
\end{gather*}
$$

for all $x \in I_{0}$ and $t \in T$.
Proof. First, we show that $(X, d)$ is complete. Let $\left\{h_{n}\right\}$ be a Cauchy sequence in $(X, d)$. Then, for any $\varepsilon>0$ there exists an integer $N_{\varepsilon}>0$ such that $d\left(h_{m}, h_{n}\right) \leq \varepsilon$ for all $m, n \geq N_{\varepsilon}$. In view of (13), we have

$$
\begin{array}{cl}
\forall \varepsilon>0, & \exists N_{\varepsilon} \in \mathbb{N}, \forall m, n \geq N_{\varepsilon}, \forall x \in I_{0}, \quad \forall t \in T: \\
& \left|h_{m}(x, t)-h_{n}(x, t)\right| \leq \varepsilon \varphi(x, t) . \tag{17}
\end{array}
$$

If $x$ and $t$ are fixed, (17) implies that $\left\{h_{n}(x, t)\right\}$ is a Cauchy sequence in $\mathbb{C}$. Since $\mathbb{C}$ is complete, $\left\{h_{n}(x, t)\right\}$ converges for any $x \in I_{0}$ and $t \in T$. Thus, considering (b), we can define a function $h: I \times T \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
h(x, t):=\lim _{n \rightarrow \infty} h_{n}(x, t), \quad(x \in I, t \in T) . \tag{18}
\end{equation*}
$$

Since $\varphi$ is bounded on $I_{0} \times T$, (17) implies that $\left\{\left.h_{n}\right|_{I_{0} \times T}\right\}$ converges uniformly to $\left.h\right|_{I_{0} \times T}$ in the usual topology of $\mathbb{C}$. Hence, $h$ is continuous and $|h|$ is bounded on $I_{0} \times T$ with an upper bound $M \varphi(x, t)$; that is, $h \in X$. (It has not been proved yet that $\left\{h_{n}\right\}$ converges to $h$ in $(X, d)$.)

If we let $m$ increase to infinity, it follows from (17) that

$$
\begin{gather*}
\forall \varepsilon>0, \exists N_{\varepsilon} \in \mathbb{N}, \forall n \geq N_{\varepsilon}, \forall x \in I_{0}, \forall t \in T: \\
\left|h(x, t)-h_{n}(x, t)\right| \leq \varepsilon \varphi(x, t) \tag{19}
\end{gather*}
$$

By considering (13), we get

$$
\begin{equation*}
\forall \varepsilon>0, \exists N_{\varepsilon} \in \mathbb{N}, \forall n \geq N_{\varepsilon}: d\left(h, h_{n}\right) \leq \varepsilon \tag{20}
\end{equation*}
$$

This implies that the Cauchy sequence $\left\{h_{n}\right\}$ converges to $h$ in $(X, d)$. Hence, $(X, d)$ is complete.

We now define an operator $\Lambda: X \rightarrow X$ by

$$
(\Lambda h)(x, t):= \begin{cases}\frac{1}{2 c} \int_{x-c t}^{x+c t} h\left(\tau, t_{0}\right) d \tau & \left(x \in I_{0}, t \in T\right)  \tag{21}\\ 0 & \text { (otherwise) }\end{cases}
$$

for all $h \in X$. Then, according to the fundamental theorem of calculus, $\Lambda h$ is continuous on $I_{0} \times T$. Furthermore, it follows from (12), (c), and (21) that

$$
\begin{align*}
|(\Lambda h)(x, t)| & \leq \frac{1}{2 c} \int_{x-c t}^{x+c t}\left|h\left(\tau, t_{0}\right)\right| d \tau \\
& \leq \frac{1}{2 c} \int_{x-c t}^{x+c t} M \varphi\left(\tau, t_{0}\right) d \tau  \tag{22}\\
& \leq M L \varphi(x, t)<M \varphi(x, t)
\end{align*}
$$

for any $x \in I_{0}$ and $t \in T$. Hence, we conclude that $\Lambda h \in X$.

We assert that $\Lambda$ is strictly contractive on $X$. Given any $f, g \in X$, let $C_{f g} \in[0, \infty]$ be an arbitrary constant with $d(f, g) \leq C_{f g}$. That is,

$$
\begin{equation*}
|f(x, t)-g(x, t)| \leq C_{f g} \varphi(x, t) \tag{23}
\end{equation*}
$$

for all $x \in I_{0}$ and $t \in T$. Then, it follows from (12), (21), and (23) that

$$
\begin{align*}
\mid(\Lambda f) & (x, t)-(\Lambda g)(x, t) \mid \\
& =\frac{1}{2 c}\left|\int_{x-c t}^{x+c t}\left(f\left(\tau, t_{0}\right)-g\left(\tau, t_{0}\right)\right) d \tau\right| \\
& \leq \frac{1}{2 c} \int_{x-c t}^{x+c t}\left|f\left(\tau, t_{0}\right)-g\left(\tau, t_{0}\right)\right| d \tau  \tag{24}\\
& \leq \frac{C_{f g}}{2 c} \int_{x-c t}^{x+c t} \varphi\left(\tau, t_{0}\right) d \tau \\
& \leq L C_{f g} \varphi(x, t)
\end{align*}
$$

for all $x \in I_{0}$ and $t \in T$. That is, $d(\Lambda f, \Lambda g) \leq L C_{f g}$. Hence, we may conclude that $d(\Lambda f, \Lambda g) \leq L d(f, g)$ for any $f, g \in X$ and we note that $0<L<1$.

We prove that the distance between the first two successive approximations of $\Lambda$ is finite. Let $h_{0} \in X$ be given. By (b), (c), and (13) and from the fact that $\Lambda h_{0} \in X$, we have

$$
\begin{align*}
\left|\left(\Lambda h_{0}\right)(x, t)-h_{0}(x, t)\right| & \leq\left|\left(\Lambda h_{0}\right)(x, t)\right|+\left|h_{0}(x, t)\right| \\
& \leq 2 M \varphi(x, t) \tag{25}
\end{align*}
$$

for any $x \in I_{0}$ and $t \in T$. Thus, (13) implies that

$$
\begin{equation*}
d\left(\Lambda h_{0}, h_{0}\right) \leq 2 M<\infty \tag{26}
\end{equation*}
$$

Therefore, it follows from Theorem 1(a) that there exists a $u_{0} \in X$ such that $\Lambda^{n} h_{0} \rightarrow u_{0}$ in $(X, d)$ and $\Lambda u_{0}=u_{0}$.

In view of (c) and (13), it is obvious that $\{f \in X \mid$ $\left.d\left(h_{0}, f\right)<\infty\right\}=X$, where $h_{0}$ was chosen with the property (26). Now, Theorem $1(\mathrm{~b})$ implies that $u_{0}$ is the unique element of $X$ which satisfies $\left(\Lambda u_{0}\right)(x, t)=u_{0}(x, t)$ for any $x \in I_{0}$ and $t \in T$.

Finally, Theorem 1(c), together with (13) and (14), implies that

$$
\begin{equation*}
d\left(u, u_{0}\right) \leq \frac{1}{1-L} d(\Lambda u, u) \leq \frac{1}{1-L} \tag{27}
\end{equation*}
$$

since (14) means that $d(\Lambda u, u) \leq 1$. In view of (13), we can conclude that (16) holds for all $x \in I_{0}$ and $t \in T$.

Remark 3. Even though condition (12) seems to be strict, the condition can be satisfied provided that $a$ and $b$ are chosen so that $|b-a|$ is small enough and $c$ is a large number.
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#### Abstract

The notion of a modular metric on an arbitrary set and the corresponding modular spaces, generalizing classical modulars over linear spaces like Orlicz spaces, were recently introduced. In this paper we introduced and study the concept of one-local retract in modular metric space. In particular, we investigate the existence of common fixed points of modular nonexpansive mappings defined on nonempty $\omega$-closed $\omega$-bounded subset of modular metric space.


## 1. Introduction

The purpose of this paper is to give an outline of a common fixed-point theory for nonexpansive mappings (i.e., mappings with the modular Lipschitz constant 1) on some subsets of modular metric spaces which are natural generalization of classical modulars over linear spaces like Lebesgue, Orlicz, Musielak-Orlicz, Lorentz, Orlicz-Lorentz, CalderonLozanovskii, and many other spaces. Modular metric spaces were introduced in $[1,2]$. The main idea behind this new concept is the physical interpretation of the modular. Informally speaking, whereas a metric on a set represents nonnegative finite distances between any two points of the set, a modular on a set attributes a nonnegative (possibly, infinite valued) "field of (generalized) velocities" to each "time" $\lambda>0$ (the absolute value of) an average velocity $\omega_{\lambda}(x, y)$ is associated in such a way that in order to cover the "distance" between points $x, y \in X$ it takes time $\lambda$ to move from $x$ to $y$ with velocity $\omega_{\lambda}(x, y)$. But the way we approached the concept of modular metric spaces is different. Indeed we look at these spaces as the nonlinear version of the classical modular spaces introduced by Nakano [3] on vector spaces and MusielakOrlicz spaces introduced by Musielak [4] and Orlicz [5].

In recent years, there was an uptake interest in the study of electrorheological fluids, sometimes referred to as "smart fluids" (for instance, lithium polymethacrylate). For these fluids, modeling with sufficient accuracy using classical

Lebesgue and Sobolev spaces, $L^{p}$ and $W^{1, p}$, where $p$ is a fixed constant is not adequate, but rather the exponent $p$ should be able to vary $[6,7]$. One of the most interesting problems in this setting is the famous Dirichlet energy problem [8, 9]. The classical technique used so far in studying this problem is to convert the energy function, naturally defined by a modular, to a convoluted and complicated problem which involves a norm (the Luxemburg norm). The modular metric approach is more natural and has not been used extensively.

In many cases, particularly in applications to integral operators, approximation, and fixed point results, modular type conditions are much more natural as modular type assumptions can be more easily verified than their metric or norm counterparts. In recent years, there was a strong interest to study the fixed point property in modular function spaces after the first paper [10] was published in 1990. More recently, the authors presented a fixed point result for pointwise nonexpansive and asymptotic pointwise nonexpansive acting in modular functions spaces [11]. The theory of nonexpansive mappings defined on convex subsets of Banach spaces has been well developed since the 1960s (see, e.g., Belluce and Kirk [12], Browder [13], Bruck [14], and Lim [15]), and generalized to other metric spaces (see e.g., [16-18]), and modular function spaces (see e.g., [10]). The corresponding fixed-point results were then extended to larger classes of mappings like pointwise contractions, asymptotic pointwise contractions [18-22], and asymptotic pointwise nonexpansive mappings
[11]. In [23], Penot presented an abstract version of Kirk's fixed point theorem [24] for nonexpansive mappings. Many results of fixed point in metric spaces were developed after Penot's formulation. Using Penot's work, the author in [25] proved some results in metric spaces with uniform normal structure similar to the ones known in Banach spaces. In [26], Khamsi introduced the concept of one-local retract in metric spaces and proved that any commutative family of nonexpansive mappings defined on a metric space with a compact and normal convexity structure has a common fixed point. Recently in [27], the authors introduced the concept of one-local retract in modular function spaces and proved the existence of common fixed points for commutative mappings.

In this paper, we study the concept of one-local retract in more general setting in modular metric space; therefore, we prove the existence of common fixed points for a family of modular nonexpansive mappings defined on nonempty $\omega$ closed $\omega$-bounded subsets in modular metric space.

For more on metric fixed point theory, the reader may consult the book [28] and for modular function spaces the book [29].

## 2. Basic Definitions and Properties

Let $X$ be a nonempty set. Throughout this paper for a function $\omega:(0, \infty) \times X \times X \rightarrow[0, \infty]$, we will write

$$
\begin{equation*}
\omega_{\lambda}(x, y)=\omega(\lambda, x, y) \tag{1}
\end{equation*}
$$

for all $\lambda>0$ and $x, y \in X$.
Definition 1 (see [1, 2]). A function $\omega:(0, \infty) \times X \times X \rightarrow$ $[0, \infty]$ is said to be modular metric on $X$ if it satisfies the following axioms:
(i) $x=y$ if and only if $\omega_{\lambda}(x, y)=0$, for all $\lambda>0$;
(ii) $\omega_{\lambda}(x, y)=\omega_{\lambda}(y, x)$, for all $\lambda>0$, and $x, y \in X$;
(iii) $\omega_{\lambda+\mu}(x, y) \leq \omega_{\lambda}(x, z)+\omega_{\mu}(z, y)$, for all $\lambda, \mu>0$ and $x, y, z \in X$.
If, instead of (i), we have only the condition ( $\mathrm{i}^{\prime}$ )

$$
\begin{equation*}
\omega_{\lambda}(x, x)=0, \quad \forall \lambda>0, \quad x \in X \tag{2}
\end{equation*}
$$

then $\omega$ is said to be a pseudomodular (metric) on $X$. A modular metric $\omega$ on $X$ is said to be regular if the following weaker version of (i) is satisfied:

$$
\begin{align*}
x=y & \text { iff } \omega_{\lambda}(x, y)=0 \\
& \text { for some } \lambda>0 \tag{3}
\end{align*}
$$

Finally, $\omega$ is said to be convex if, for $\lambda, \mu>0$ and $x, y, z \in X$, it satisfies the inequality

$$
\begin{equation*}
\omega_{\lambda+\mu}(x, y) \leq \frac{\lambda}{\lambda+\mu} \omega_{\lambda}(x, z)+\frac{\mu}{\lambda+\mu} \omega_{\mu}(z, y) \tag{4}
\end{equation*}
$$

Note that, for a metric pseudomodular $\omega$ on a set $X$, and any $x, y \in X$, the function $\lambda \rightarrow \omega_{\lambda}(x, y)$ is nonincreasing on $(0, \infty)$. Indeed, if $0<\mu<\lambda$, then

$$
\begin{equation*}
\omega_{\lambda}(x, y) \leq \omega_{\lambda-\mu}(x, x)+\omega_{\mu}(x, y)=\omega_{\mu}(x, y) \tag{5}
\end{equation*}
$$

Definition 2 (see $[1,2]$ ). Let $\omega$ be a pseudomodular on $X$. Fix $x_{0} \in X$. The two sets:

$$
\begin{gather*}
X_{\omega}=X_{\omega}\left(x_{0}\right)=\left\{x \in X: \omega_{\lambda}\left(x, x_{0}\right) \longrightarrow 0 \text { as } \lambda \longrightarrow \infty\right\}, \\
X_{\omega}^{*}=X_{\omega}^{*}\left(x_{0}\right)=\{x \in X: \exists \lambda=\lambda(x)>0 \\
\text { such that } \left.\omega_{\lambda}\left(x, x_{0}\right)<\infty\right\} \tag{6}
\end{gather*}
$$

are said to be modular spaces (around $x_{0}$ ).
It is clear that $X_{\omega} \subset X_{\omega}^{*}$ but this inclusion may be proper in general. It follows from $[1,2]$ that if $\omega$ is a modular on $X$, then the modular space $X_{\omega}$ can be equipped with a (nontrivial) metric, generated by $\omega$ and given by

$$
\begin{equation*}
d_{\omega}(x, y)=\inf \left\{\lambda>0: \omega_{\lambda}(x, y) \leq \lambda\right\} \tag{7}
\end{equation*}
$$

for any $x, y \in X_{\omega}$. If $\omega$ is a convex modular on $X$, according to $[1,2]$ the two modular spaces coincide, that is $X_{\omega}^{*}=X_{\omega}$, and this common set can be endowed with the metric $d_{\omega}^{*}$ given by

$$
\begin{equation*}
d_{\omega}^{*}(x, y)=\inf \left\{\lambda>0: \omega_{\lambda}(x, y) \leq 1\right\} \tag{8}
\end{equation*}
$$

for any $x, y \in X_{\omega}$. These distances will be called Luxemburg distances (see example below for the justification).

Definition 3. Let $X_{\omega}$ be a modular metric space.
(1) The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $X_{\omega}$ is said to be $\omega$-convergent to $x \in X_{\omega}$ if and only if $\omega_{1}\left(x_{n}, x\right) \rightarrow 0$, as $n \rightarrow \infty . x$ will be called the $\omega$-limit of $\left(x_{n}\right)$.
(2) The sequence $\left(x_{n}\right)_{n \in N}$ in $X_{\omega}$ is said to be $\omega$-Cauchy if $\omega_{1}\left(x_{m}, x_{n}\right) \rightarrow 0$, as $m, n \rightarrow \infty$.
(3) A subset $C$ of $X_{\omega}$ is said to be $\omega$-closed if the $\omega$-limit of a $\omega$-convergent sequence of $C$ always belongs to $C$.
(4) A subset $C$ of $X_{\omega}$ is said to be $\omega$-complete if any $\omega$ Cauchy sequence in $C$ is a $\omega$-convergent sequence and its $\omega$-limit is in C.
(5) Let $x \in X_{\omega}$ and $C \subset X_{\omega}$. The $\omega$-distance between $x$ and $C$ is defined as

$$
\begin{equation*}
d_{\omega}(x, C)=\inf \left\{\omega_{1}(x, y) ; y \in C\right\} \tag{9}
\end{equation*}
$$

(6) A subset $C$ of $X_{\omega}$ is said to be $\omega$-bounded if we have

$$
\begin{equation*}
\delta_{\omega}(C)=\sup \left\{\omega_{1}(x, y) ; x, y \in C\right\}<\infty \tag{10}
\end{equation*}
$$

In general if $\lim _{n \rightarrow \infty} \omega_{\lambda}\left(x_{n}, x\right)=0$, for some $\lambda>0$, then we may not have $\lim _{n \rightarrow \infty} \omega_{\lambda}\left(x_{n}, x\right)=0$, for all $\lambda>$ 0 . Therefore, as it is done in modular function spaces, we will say that $\omega$ satisfies $\Delta_{2}$ condition if this is the case; that is $\lim _{n \rightarrow \infty} \omega_{\lambda}\left(x_{n}, x\right)=0$, for some $\lambda>0$ implies $\lim _{n \rightarrow \infty} \omega_{\lambda}\left(x_{n}, x\right)=0$, for all $\lambda>0$. In [1, 2], one will find a discussion about the connection between $\omega$-convergence and metric convergence with respect to the Luxemburg distances. In particular, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{\omega}\left(x_{n}, x\right)=0 \quad \text { iff } \lim _{n \rightarrow \infty} \omega_{\lambda}\left(x_{n}, x\right)=0, \quad \forall \lambda>0, \tag{11}
\end{equation*}
$$

for any $\left\{x_{n}\right\} \in X_{\omega}$ and $x \in X_{\omega}$. And in particular we have that $\omega$-convergence and $d_{\omega}$-convergence are equivalent if and only if the modular $\omega$ satisfies the $\Delta_{2}$-condition. Moreover, if the modular $\omega$ is convex, then we know that $d_{\omega}^{*}$ and $d_{\omega}$ are equivalent which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{\omega}^{*}\left(x_{n}, x\right)=0 \quad \text { iff } \lim _{n \rightarrow \infty} \omega_{\lambda}\left(x_{n}, x\right)=0, \quad \forall \lambda>0 \tag{12}
\end{equation*}
$$

for any $\left\{x_{n}\right\} \in X_{\omega}$ and $x \in X_{\omega}[1,2]$. Another question that arises in this setting is the uniqueness of the $\omega$-limit. Assume $\omega$ is regular, and let $\left\{x_{n}\right\} \in X_{\omega}$ be a sequence such that $\left\{x_{n}\right\} \omega$ converges to $a \in X_{\omega}$ and $b \in X_{\omega}$. Then we have

$$
\begin{equation*}
\omega_{2}(a, b) \leq \omega_{1}\left(a, x_{n}\right)+\omega_{1}\left(x_{n}, b\right) \tag{13}
\end{equation*}
$$

for any $n \geq 1$. Our assumptions will imply $\omega_{2}(a, b)=0$. Since $\omega$ is regular, we get $a=b$; that is, the $\omega$-limit of a sequence is unique.

Let $(X, \omega)$ be a modular metric space. Throughout the rest of this work, we will assume that $\omega$ satisfies the Fatou property; that is, if $\left\{x_{n}\right\} \omega$-converges to $x$ and $\left\{y_{n}\right\} \omega$ converges to $y$, then we must have

$$
\begin{equation*}
\omega_{1}(x, y) \leq \liminf _{n \rightarrow \infty} \omega_{1}\left(x_{n}, y_{n}\right) \tag{14}
\end{equation*}
$$

For any $x \in X_{\omega}$ and $r \geq 0$, we define the modular ball

$$
\begin{equation*}
B_{\omega}(x, r)=\left\{y \in X_{\omega} ; \omega_{1}(x, y) \leq r\right\} . \tag{15}
\end{equation*}
$$

Note that if $\omega$ satisfies the Fatou property, then modular balls ( $\omega$-balls) are $\omega$-closed. An admissible subset of $X_{\omega}$ is defined as an intersection of modular balls. We say $A$ is an admissible subset of $C$ if

$$
\begin{equation*}
A=\bigcap_{i \in I} B_{\omega}\left(b_{i}, r_{i}\right) \cap C \tag{16}
\end{equation*}
$$

where $b_{i} \in C, r_{i} \geq 0$, and $I$ is an arbitrary index set. Denote by $\mathscr{A}_{\omega}\left(X_{\omega}\right)$ the family of admissible subsets of $X_{\omega}$. Note that $\mathscr{A}_{\omega}\left(X_{\omega}\right)$ is stable by intersection. At this point we will need to define the concept of Chebyshev center and radius in modular metric spaces. Let $A \subset X$ be a nonempty $\omega$-bounded subset. For any $x \in A$, define

$$
\begin{equation*}
r_{x}(A)=\sup \left\{\omega_{1}(x, y) ; y \in A\right\} \tag{17}
\end{equation*}
$$

The Chebyshev radius of $A$ is defined by

$$
\begin{equation*}
R_{\omega}(A)=\inf \left\{r_{x}(A) ; x \in A\right\} \tag{18}
\end{equation*}
$$

Obviously we have $R_{\omega}(A) \leq r_{x}(A) \leq \delta_{\omega}(A)$, for any $x \in A$. The Chebyshev center of $A$ is defined as

$$
\begin{equation*}
\mathscr{C}_{\omega}(A)=\left\{x \in A ; r_{x}(A)=R_{\omega}(A)\right\} \tag{19}
\end{equation*}
$$

Definition 4. Let $(X, \omega)$ be a modular metric space. Let $C$ be a nonempty subset of $X_{\omega}$.
(i) We will say that $\mathscr{A}_{\omega}(C)$ is compact if any family $\left(A_{\alpha}\right)_{\alpha \in \Gamma}$ of elements of $\mathscr{A}_{\omega}(C)$ has a nonempty intersection provided $\cap_{\alpha \in F} A_{\alpha} \neq \emptyset$, for any finite subset $F \subset$ $\Gamma$.
(ii) We will say that $\mathscr{A}_{\omega}(C)$ is normal if for any $A \in$ $\mathscr{A}_{\omega}(C)$, not reduced to one point, $\omega$-bounded, we have $R_{\omega}(A)<\delta_{\omega}(A)$.

Remark 5. Note that if $\mathscr{A}_{\omega}\left(X_{\omega}\right)$ is compact, then $X_{\omega}$ is $\omega$ complete.

Definition 6. Let $(X, \omega)$ be a modular metric space. Let $C$ be a nonempty subset of $X_{\omega}$. A mapping $T: C \rightarrow C$ is said to be $\omega$-nonexpansive if

$$
\begin{equation*}
\omega_{1}(T(x), T(y)) \leq \omega_{1}(x, y) \quad \text { for any } x, y \in C \tag{20}
\end{equation*}
$$

For such mapping we will denote by Fix ( $T$ ) the set of its fixed points; that is, Fix $(T)=\{x \in C ; T(x)=x\}$.

In $[1,2]$ the author defined Lipschitzian mappings in modular metric spaces and proved some fixed point theorems. Our definition is more general. Indeed, in the case of modular function spaces, it is proved in [10] that

$$
\begin{equation*}
\omega_{\lambda}(T(x), T(y)) \leq \omega_{\lambda}(x, y), \quad \text { for any } \lambda>0 \tag{21}
\end{equation*}
$$

if and only if $d_{\omega}(T(x), T(y)) \leq d_{\omega}(x, y)$, for any $x, y \in C$. Next we give an example, which first appeared in [10], of a mapping which is $\omega$-nonexpansive in our sense but fails to be nonexpansive with respect to $d_{\omega}$.

Example 7. Let $X=(0, \infty)$. Define the Musielak-Orlicz function modular on the space of all Lebesgue measurable functions by

$$
\begin{equation*}
\rho(f)=\frac{1}{e^{2}} \int_{0}^{\infty}|f(x)|^{x+1} d m(x) \tag{22}
\end{equation*}
$$

Let $B$ be the set of all measurable functions $f:(0, \infty) \rightarrow \mathbb{R}$ such that $0 \leq f(x) \leq 1 / 2$. Consider the map

$$
T(f)(x)= \begin{cases}f(x-1), & \text { for } x \geq 1  \tag{23}\\ 0, & \text { for } x \in[0,1]\end{cases}
$$

Clearly, $T(B) \subset B$. In [10], it was proved that, for every $\lambda \leq 1$ and for all $f, g \in B$, we have

$$
\begin{equation*}
\rho(\lambda(T(f)-T(g))) \leq \lambda \rho(\lambda(f-g)) \tag{24}
\end{equation*}
$$

This inequality clearly implies that $T$ is $\omega$-nonexpansive. On the other hand, if we take $f=1_{[0,1]}$, then

$$
\begin{equation*}
\|T(f)\|_{\rho}>e \geq\|f\|_{\rho} \tag{25}
\end{equation*}
$$

which clearly implies that $T$ is not $d_{\omega}$-nonexpansive.
Next we present the analog of Kirk's fixed point theorem [24] in modular metric spaces.

Theorem 8 (see [30]). Let $(X, \omega)$ be a modular metric space and $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Assume that the family $\mathscr{A}_{\omega}(C)$ is normal and compact. Let $T: C \rightarrow C$ be $\omega$-nonexpansive. Then $T$ has a fixed point.

## 3. One-Local Retract Subsets in Modular Metric Spaces

Let $C$ be a nonempty subset of $X_{\omega}$. A nonempty subset $D$ of $C$ is said to be a one-local retract of $C$ if, for every family $\left\{B_{i} ; i \in I\right\}$ of $\omega$-balls centered in $D$ such that $C \cap\left(\cap_{i \in I} B_{i}\right) \neq \emptyset$, it is the case that $D \cap\left(\cap_{i \in I} B_{i}\right) \neq \emptyset$. It is immediate that each $\omega$-nonexpansive retract of $X_{\omega}$ is a one-local retract (but not conversely). Recall that $D \subset C$ is a $\omega$-nonexpansive retract of $C$ if there exists a $\omega$-nonexpansive map $R: C \rightarrow D$ such that $R(x)=x$, for every $x \in D$.

The result in [26] may be stated in modular metric spaces as follows.

Theorem 9. Let $(X, \omega)$ be a modular metric space and $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Assume that $\mathscr{A}_{\omega}(C)$ is normal and compact. Then, for any $\omega$-nonexpansive mapping $T: C \rightarrow C$, the fixed point set $\mathrm{Fix}(T)$ is nonempty one-local retract of $C$.

Proof. Theorem 8 shows that $\operatorname{Fix}(T)$ is nonempty. Let us complete the proof by showing that it is a one-local retract of $C$. Let $\left\{B_{\omega}\left(x_{i}, r_{i}\right)\right\}_{i \in I}$ be any family of $\omega$-closed balls such that $x_{i} \in \operatorname{Fix}(T)$, for any $i \in I$, and

$$
\begin{equation*}
C_{0}=C \cap\left(\bigcap_{i \in I} B_{\omega}\left(x_{i}, r_{i}\right)\right) \neq \emptyset \tag{26}
\end{equation*}
$$

Let us prove that Fix $(T) \cap\left(\cap_{i \in I} B_{\omega}\left(x_{i}, r_{i}\right)\right) \neq \emptyset$. Since $\left\{x_{i}\right\}_{i \in I} \subset$ Fix ( $T$ ) and $T$ is $\omega$-nonexpansive, then $T\left(C_{0}\right) \subset C_{0}$. Clearly, $C_{0} \in \mathscr{A}_{\omega}(C)$ and is nonempty. Then we have $\mathscr{A}_{\omega}\left(C_{0}\right) \subset \mathscr{A}_{\omega}(C)$. Therefore, $\mathscr{A}_{\omega}\left(C_{0}\right)$ is compact and normal. Theorem 8 will imply that $T$ has a fixed point in $C_{0}$ which will imply

$$
\begin{equation*}
\operatorname{Fix}(T) \cap\left(\bigcap_{i \in I} B_{\omega}\left(x_{i}, r_{i}\right)\right) \neq \emptyset \tag{27}
\end{equation*}
$$

Now, we discuss some properties of one-local retract subsets.

Theorem 10. Let $(X, \omega)$ be a modular metric space. Let $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Let $D$ be a nonempty subset of $C$. The following are equivalent.
(i) $D$ is a one-local retract of $C$.
(ii) $D$ is a $\omega$-nonexpansive retract of $D \cup\{x\} \rightarrow D$, for every $x \in C$.

Proof. Let us prove (i) $\Rightarrow$ (ii). Let $x \in C$. We may assume that $x$ does not belong to $D$. In order to construct a $\omega$ nonexpansive retract $R: D \cup\{x\} \rightarrow D$, we only need to find $R(x) \in D$ such that

$$
\begin{equation*}
\omega_{1}(R(x), y) \leq \omega_{1}(x, y), \quad \text { for every } y \in D \tag{28}
\end{equation*}
$$

Since $x \in \cap_{y \in D} B_{\omega}\left(y, \omega_{1}(x, y)\right)$ and $x \in C$, then

$$
\begin{equation*}
C \cap\left(\bigcap_{y \in D} B_{\omega}\left(y, \omega_{1}(x, y)\right)\right) \neq \emptyset . \tag{29}
\end{equation*}
$$

Since $D$ is one-local retract of $C$, we get

$$
\begin{equation*}
D_{0}=D \cap\left(\bigcap_{y \in D} B_{\omega}\left(y, \omega_{1}(x, y)\right)\right) \neq \emptyset . \tag{30}
\end{equation*}
$$

Any point in $D_{0}$ will work as $R(x)$.
Next, we prove that (ii) $\Rightarrow$ (i). In order to prove that $D$ is a one-local retract of $C$, let $\left\{B_{\omega}\left(x_{i}, r_{i}\right)\right\}_{i \in I}$ be any family of $\omega$-closed balls such that $x_{i} \in D$, for any $i \in I$, and

$$
\begin{equation*}
C_{0}=C \cap\left(\bigcap_{i \in I} B_{\omega}\left(x_{i}, r_{i}\right)\right) \neq \emptyset \tag{31}
\end{equation*}
$$

Let us prove that $D \cap\left(\cap_{i \in I} B_{\omega}\left(x_{i}, r_{i}\right)\right) \neq \emptyset$. Let $x \in C_{0}$. If $x \in$ $D$, we have nothing to prove. Assume otherwise that $x$ does not belong to $D$. Property (ii) implies the existence of a $\omega$ nonexpansive retract $R: D \cup\{x\} \rightarrow C$. It is easy to check that $R(x) \in D \cap\left(\cap_{i \in I} B_{\omega}\left(x_{i}, r_{i}\right)\right)=\emptyset$, which completes the proof of our theorem.

For the rest of this work, we will need the following technical result.

Lemma 11. Let $(X, \omega)$ be a modular metric space and $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Let $D$ be a nonempty one-local retract of $C$. Set $\operatorname{co}_{C}(D)=C \cap(\cap\{A ; A \in$ $\mathscr{A}_{\omega}(C)$ and $\left.\left.D \subset A\right\}\right)$. Then
(i) $r_{x}(D)=r_{x}\left(\operatorname{co}_{C}(D)\right)$, for any $x \in C$;
(ii) $R_{\omega}\left(\operatorname{co}_{C}(D)\right)=R_{\omega}(D)$;
(iii) $\delta_{\omega}\left(\operatorname{co}_{C}(D)\right)=\delta_{\omega}(D)$.

Proof. Let us first prove (i). Fix $x \in C$. Since $D \subset \operatorname{co}_{C}(D)$, we get $r_{x}(D) \leq r_{x}\left(\operatorname{co}_{C}(D)\right)$. On the other hand we have $D \subset B_{\omega}\left(x, r_{x}(D)\right) \in \mathscr{A}_{\omega}(C)$. The definition of $\mathrm{co}_{C}(D)$ implies $\operatorname{co}_{C}(D) \subset B_{\omega}\left(x, r_{x}(D)\right)$. Hence $r_{x}\left(\operatorname{co}_{C}(D)\right) \leq r_{x}(D)$, which implies

$$
\begin{equation*}
r_{x}\left(\operatorname{co}_{C}(D)\right)=r_{x}(D) \tag{32}
\end{equation*}
$$

Next, we prove (ii). Let $x \in D$. We have $x \in \operatorname{co}_{C}(D)$. Using (i), we get

$$
\begin{equation*}
r_{x}\left(\operatorname{co}_{C}(D)\right)=r_{x}(D) \geq R_{\omega}\left(\operatorname{co}_{C}(D)\right) \tag{33}
\end{equation*}
$$

Hence, $R_{\omega}(D) \geq R_{\omega}\left(\operatorname{co}_{C}(D)\right)$. Next, let $x \in \operatorname{co}_{C}(D)$. We have $D \subset \operatorname{co}_{C}(D) \subset B_{\omega}\left(x, r_{x}\left(\cos _{C}(D)\right)\right)$. Hence, $x \in$ $\cap_{y \in D} B_{\omega}\left(y, r_{x}\left(\operatorname{co}_{C}(D)\right)\right)$. Hence

$$
\begin{equation*}
C \cap\left(\bigcap_{y \in D} B_{\omega}\left(y, r_{x}\left(\operatorname{co}_{C}(D)\right)\right)\right)=\emptyset \tag{34}
\end{equation*}
$$

Since $D$ is a one-local retract of $C$, we get

$$
\begin{equation*}
D_{0}=D \cap\left(\bigcap_{y \in D} B_{\omega}\left(y, r_{x}\left(\operatorname{co}_{C}(D)\right)\right)\right)=\emptyset . \tag{35}
\end{equation*}
$$

Let $y \in D_{0}$. Then it is easy to see that $r_{y}(D) \leq r_{x}\left(\operatorname{co}_{C}(D)\right)$. Hence $R_{\omega}(D) \leq r_{x}\left(\operatorname{co}_{C}(D)\right)$. Since $x$ was arbitrary taken in $\mathrm{co}_{C}(D)$, we get

$$
\begin{equation*}
R_{\omega}(D) \leq R_{\omega}\left(\operatorname{co}_{C}(D)\right), \tag{36}
\end{equation*}
$$

which implies

$$
\begin{equation*}
R_{\omega}(D)=R_{\omega}\left(\operatorname{co}_{C}(D)\right) . \tag{37}
\end{equation*}
$$

Finally, let us prove (iii). Since $D \subset \operatorname{co}_{C}(D)$, we get

$$
\begin{equation*}
\delta_{\omega}(D) \leq \delta_{\omega}\left(\operatorname{co}_{C}(D)\right) \tag{38}
\end{equation*}
$$

Now, for any $x \in D$, we have

$$
\begin{equation*}
D \subset B_{\omega}\left(x, \delta_{\omega}(D)\right) \tag{39}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\operatorname{co}_{C}(D) \subset B_{\omega}\left(x, \delta_{\omega}(D)\right) \tag{40}
\end{equation*}
$$

This implies

$$
\begin{equation*}
x \in \bigcap_{y \in \cos _{C}(D)} B_{\omega}\left(y, \delta_{\omega}(D)\right) \tag{41}
\end{equation*}
$$

Since $x$ was taken arbitrary in $D$, we get

$$
\begin{equation*}
D \subset \bigcap_{y \in \operatorname{cog}_{C}(D)} B_{\omega}\left(y, \delta_{\omega}(D)\right) \tag{42}
\end{equation*}
$$

The definition of $\mathrm{co}_{C}(D)$ implies

$$
\begin{equation*}
\operatorname{co}_{C}(D) \in \bigcap_{y \in \operatorname{co}_{C}(D)} B_{\omega}\left(y, \delta_{\omega}(D)\right) \tag{43}
\end{equation*}
$$

So for any $x, y \in \operatorname{co}_{C}(D)$, we have

$$
\begin{equation*}
\omega_{1}(x, y) \leq \delta_{\omega}(D) \tag{44}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\delta_{\omega}\left(\operatorname{co}_{C}(D)\right) \leq \delta_{\omega}(D) \tag{45}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\delta_{\omega}\left(\operatorname{co}_{C}(D)\right)=\delta_{\omega}(D) \tag{46}
\end{equation*}
$$

As an application of this lemma we have the following result.

Theorem 12. Let $(X, \omega)$ be a modular metric space and $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Assume that $\mathscr{A}_{\omega}(C)$ is normal and compact. If $D$ is a nonempty one-local retract of $C$, then $\mathscr{A}_{\omega}(D)$ is compact and normal.

Proof. Using the definition of one-local retract, it is easy to see that $\mathscr{A}_{\omega}(D)$ is compact. Let us show that $\mathscr{A}_{\omega}(D)$ is normal. Let $A_{0} \in \mathscr{A}_{\omega}(D)$ be nonempty and reduced to one point. Set

$$
\begin{equation*}
\operatorname{co}_{C}\left(A_{0}\right)=C \cap\left(\cap\left\{A ; A \in \mathscr{A}_{\omega}(C) \text { and } A_{0} \subset A\right\}\right) \tag{47}
\end{equation*}
$$

Then from Lemma 11, we get

$$
\begin{align*}
& R_{\omega}\left(\operatorname{co}_{C}\left(A_{0}\right)\right)=R_{\omega}\left(A_{0}\right), \\
& \delta_{\omega}\left(\operatorname{co}_{C}\left(A_{0}\right)\right)=\delta_{\omega}\left(A_{0}\right) . \tag{48}
\end{align*}
$$

Since $\operatorname{co}_{C}\left(A_{0}\right) \in \mathscr{A}_{\omega}(C)$, then we must have

$$
\begin{equation*}
R_{\omega}\left(\operatorname{co}_{C}\left(A_{0}\right)\right)<\delta_{\omega}\left(\operatorname{co}_{C}\left(A_{0}\right)\right) \tag{49}
\end{equation*}
$$

because $\mathscr{A}_{\omega}(C)$ is normal. Therefore, we have

$$
\begin{equation*}
R_{\omega}\left(A_{0}\right)<\delta_{\omega}\left(A_{0}\right), \tag{50}
\end{equation*}
$$

which completes the proof of our claim.
The following result has found many application in metric spaces. Most of the ideas in its proof go back to Baillon's work [31].

Theorem 13. Let $(X, \omega)$ be a modular metric space and $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Assume that $\mathscr{A}_{\omega}(C)$ is normal and compact. Let $\left(C_{\beta}\right)_{\beta \in \Gamma}$ be a decreasing family of one-local retracts of $C$, where $(\Gamma, \prec)$ is totally ordered. Then $\cap_{\beta \in \Gamma} C_{\beta}$ is not empty and is one-local retract of $C$.

Proof. Consider the family

$$
\begin{equation*}
\mathscr{F}=\left\{\prod_{\beta \in \Gamma} A_{\beta}: A_{\beta} \in \mathscr{A}_{\omega}\left(C_{\beta}\right),\left(A_{\beta}\right) \text { is decreasing }\right\} . \tag{51}
\end{equation*}
$$

$\mathscr{F}$ is not empty since $\prod_{\beta \in \Gamma} C_{\beta} \in \mathscr{F}$. $\mathscr{F}$ will be ordered by inclusion; that is, $\prod_{\beta \in \Gamma} A_{\beta} \subset \prod_{\beta \in \Gamma} B_{\beta}$ if and only if $A_{\beta} \subset B_{\beta}$ for any $\beta \in \Gamma$. From Theorem 12, we know that $\mathscr{A}_{\omega}\left(C_{\beta}\right)$ is compact, for every $\beta \in \Gamma$. Therefore, $\mathscr{F}$ satisfies the hypothesis of Zorn's Lemma. Hence for every $D \in \mathscr{F}$, there exists a minimal element $A \in \mathscr{F}$ such that $A \subset D$. We claim that if $A=\prod_{\beta \in \Gamma} A_{\beta}$ is minimal, then there exists $\beta_{0} \in \Gamma$ such that $\delta_{\omega}\left(A_{\beta}\right)=0$, for every $\beta>\beta_{0}$. Assume not, that is, $\delta_{\omega}\left(A_{\beta}\right)>0$, for every $\beta \in \Gamma$. Fix $\beta \in \Gamma$. For every $K \subset C$, set

$$
\begin{equation*}
\operatorname{co}_{\beta}(K)=\bigcap_{x \in C_{\beta}} B_{\omega}\left(x, r_{x}(K)\right) \tag{52}
\end{equation*}
$$

Consider, $A^{\prime}=\prod_{\alpha \in \Gamma} A_{\alpha}^{\prime}$ where

$$
\begin{gather*}
A_{\alpha}^{\prime}=\operatorname{coo}_{\beta}\left(A_{\beta}\right) \cap A_{\alpha} \quad \text { if } \alpha \leq \beta  \tag{53}\\
A_{\alpha}^{\prime}=A_{\alpha} \quad \text { if } \alpha \geq \beta
\end{gather*}
$$

The family $\left(A_{\alpha \geq \beta}^{\prime}\right)$ is decreasing since $A \in \mathscr{F}$. Let $\alpha \leq \gamma \leq \beta$. Then $A_{\gamma}^{\prime} \subset A_{\alpha}^{\prime}$, since $A_{\gamma} \subset A_{\alpha}$ and $A_{\beta}=\operatorname{co}_{\beta}\left(A_{\beta}\right) \cap A_{\beta}$. Hence the family $\left(A_{\alpha}^{\prime}\right)$ is decreasing. On the other hand if $\alpha \prec$ $\beta$, then $\operatorname{co}_{\beta}\left(A_{\beta}\right) \cap A_{\alpha} \in \mathscr{A}_{\omega}\left(C_{\alpha}\right)$ since $C_{\beta} \subset C_{\alpha}$. Hence $A_{\alpha}^{\prime} \in$ $\mathscr{A}_{\omega}\left(C_{\alpha}\right)$. Therefore, we have $A^{\prime} \in \mathscr{F}$. Since $A$ is minimal, then $A=A^{\prime}$. Hence

$$
\begin{equation*}
A_{\alpha}=\operatorname{co}_{\beta}\left(A_{\beta}\right) \cap A_{\alpha}, \quad \text { for every } \alpha<\beta \tag{54}
\end{equation*}
$$

Let $x \in C_{\beta}$ and $\alpha<\beta$. Since $A_{\beta} \subset A_{\alpha}$, then

$$
\begin{equation*}
r_{x}\left(A_{\beta}\right) \leq r_{x}\left(A_{\alpha}\right) \tag{55}
\end{equation*}
$$

Because $\operatorname{co}_{\beta}\left(A_{\beta}\right)=\cap_{y \in C_{\beta}} B_{\omega}\left(y, r_{y}\left(A_{\beta}\right)\right)$, then we have

$$
\begin{equation*}
\operatorname{co}_{\beta}\left(A_{\beta}\right) \subset B_{\omega}\left(y, r_{y}\left(A_{\beta}\right)\right), \tag{56}
\end{equation*}
$$

which implies

$$
\begin{equation*}
r_{y}\left(A_{\beta}\right) \leq r_{y}\left(A_{\alpha}\right) \tag{57}
\end{equation*}
$$

Since $A_{\alpha} \subset \operatorname{co}_{\beta}\left(A_{\beta}\right)$, then

$$
\begin{equation*}
r_{y}\left(A_{\beta}\right) \leq r_{y}\left(A_{\alpha}\right) \leq r_{y}\left(\operatorname{co}_{\beta}\left(A_{\beta}\right)\right) \leq r_{y}\left(A_{\beta}\right) \tag{58}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
r_{y}\left(A_{\alpha}\right) \leq r_{y}\left(A_{\beta}\right), \quad \text { for every } y \in C_{\beta} \tag{59}
\end{equation*}
$$

Using the definition of Chebyshev radius $R_{\omega}$, we get

$$
\begin{equation*}
R_{\omega}\left(A_{\alpha}\right) \leq R_{\omega}\left(A_{\beta}\right) \tag{60}
\end{equation*}
$$

Let $x \in A_{\alpha}$ and set $s=r_{x}\left(A_{\alpha}\right)$. Then $x \in \operatorname{co}_{\beta}\left(A_{\beta}\right)$ since $A_{\alpha} \subset \operatorname{co}_{\beta}\left(A_{\beta}\right)$. Hence,

$$
\begin{equation*}
x \in\left(\bigcap_{y \in A_{\beta}} B_{\omega}(y, s)\right) \cap \operatorname{co}_{\beta}\left(A_{\beta}\right) . \tag{61}
\end{equation*}
$$

Since $C_{\beta}$ is one-local retract of $C$, then

$$
\begin{equation*}
S_{\beta}=C_{\beta} \cap\left(\bigcap_{y \in A_{\beta}} B_{\omega}(y, s)\right) \cap \cos _{\beta}\left(A_{\beta}\right) \neq \emptyset . \tag{62}
\end{equation*}
$$

Since $A_{\beta}=C_{\beta} \cap \cos _{\beta}\left(A_{\beta}\right)$, then we have

$$
\begin{equation*}
S_{\beta}=A_{\beta} \cap\left(\bigcap_{y \in A_{\beta}} B_{\omega}(y, s)\right) . \tag{63}
\end{equation*}
$$

Let $h \in S_{\beta}$, then $h \in \cap_{y \in A_{\beta}} B_{\omega}(y, s)$. Hence, $r_{h}\left(A_{\beta}\right) \leq s$, which implies

$$
\begin{equation*}
R_{\omega}\left(A_{\beta}\right) \leq s=r_{x}\left(A_{\alpha}\right), \quad \text { for every } x \in A_{\alpha} \tag{64}
\end{equation*}
$$

Hence, $R_{\omega}\left(A_{\beta}\right) \leq R_{\omega}\left(A_{\alpha}\right)$. Therefore, we have

$$
\begin{equation*}
R_{\omega}\left(A_{\beta}\right)=R_{\omega}\left(A_{\alpha}\right), \quad \text { for every } \alpha, \beta \in \Gamma . \tag{65}
\end{equation*}
$$

Since $\delta_{\omega}\left(A_{\beta}\right)>0$, for every $\beta \in \Gamma$, set $A_{\beta}^{\prime \prime}$ to the Chebyshev center of $A_{\beta}$, that is, $A_{\beta}^{\prime \prime}=C_{\omega}\left(A_{\beta}\right)$, for every $\beta \in \Gamma$. Since $R_{\omega}\left(A_{\beta}\right)=R_{\omega}\left(A_{\alpha}\right)$, for every $\alpha, \beta \in \Gamma$, then the family $\left(A_{\beta}^{\prime \prime}\right)$ is decreasing. Indeed, let $\alpha<\beta$ and $x \in A_{\beta}^{\prime \prime}$. Then we have $r_{x}\left(A_{\beta}\right)=R_{\omega}\left(A_{\beta}\right)$. Since we proved that

$$
\begin{equation*}
r_{y}\left(A_{\beta}\right)=r_{y}\left(A_{\alpha}\right), \quad \text { for every } a \in C_{\beta} \tag{66}
\end{equation*}
$$

then

$$
\begin{equation*}
r_{x}\left(A_{\alpha}\right)=r_{x}\left(A_{\beta}\right)=R_{\omega}\left(A_{\beta}\right)=R_{\omega}\left(A_{\alpha}\right), \tag{67}
\end{equation*}
$$

which implies that $x \in A_{\alpha}^{\prime \prime}$. Therefore, we have $A^{\prime \prime}=$ $\prod_{\beta \in \Gamma} A_{\beta}^{\prime \prime} \in \mathscr{F}$. Since $A^{\prime \prime} \subset A$ and $A$ is minimal, we get $A=A^{\prime \prime}$. Therefore, we have $C_{\omega}\left(A_{\beta}\right)=A_{\beta}$ for every $\beta \in \Gamma$. This contradicts the fact that $\mathscr{A}_{\omega}\left(C_{\beta}\right)$ is normal for every $\beta \in \Gamma$. Hence there exists $\beta_{0} \in \Gamma$ such that

$$
\begin{equation*}
\delta_{\omega}\left(A_{\beta}\right)=0, \quad \text { for every } \beta \succ \beta_{0} \tag{68}
\end{equation*}
$$

The proof of our claim is therefore complete. Then we have $A_{\beta}=\{x\}$, for every $\beta>\beta_{0}$. This clearly implies that $x \in$ $\cap_{\beta \in \Gamma} C_{\beta} \neq \emptyset$. In order to complete the proof, we need to show that $S=\cap_{\beta \in \Gamma} C_{\beta}$ is one-local retract of $C$. Let $\left(B_{i}\right)_{i \in I}$ be a family of $\omega$-balls centered in $S$ such that $\cap_{i \in I}\left(B_{i}\right) \neq \emptyset$. Set

$$
\begin{equation*}
D_{\beta}=\left(\bigcap_{i \in I} B_{i}\right) \cap C_{\beta} \text {, for any } \beta \in \Gamma \tag{69}
\end{equation*}
$$

Since $C_{\beta}$ is a one-local retract of $C$ and the family $\left(B_{i}\right)$ is centered in $C_{\beta}$, then $D_{\beta}$ is not empty and $D_{\beta} \in \mathscr{A}_{\omega}\left(C_{\beta}\right)$. Therefore,

$$
\begin{equation*}
D=\prod_{\beta \in \Gamma} D_{\beta} \in \mathscr{F} . \tag{70}
\end{equation*}
$$

Let $A=\prod_{\beta \in \Gamma} A_{\beta} \subset D$ be a minimal element of $\mathscr{F}$. The above proof shows that

$$
\begin{equation*}
\bigcap_{\beta \in \Gamma} A_{\beta} \subset \bigcap_{\beta \in \Gamma} D_{\beta} \neq \emptyset \tag{71}
\end{equation*}
$$

The proof of our theorem is complete.
The next theorem will be useful to prove the main result of the next section.

Theorem 14. Let $(X, \omega)$ be a modular metric space and $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Assume that $\mathscr{A}_{\omega}(C)$ is normal and compact. Let $\left(C_{\beta}\right)_{\beta \in \Gamma}$ be a family of onelocal retracts of $C$ such that for any finite subset $I$ of $\Gamma$. Then $\cap_{\beta \in \Gamma} C_{\beta}$ is not empty and is one-local retract of $C$.

Proof. Consider the family $\mathscr{F}$ of subsets $I \subset \Gamma$ such that, for any finite subset $J \subset \Gamma$ (empty or not), we have $\cap_{\alpha \in I U J} C_{\alpha}$ that is nonempty one-local retract of $C$. Note that $\mathscr{F}$ is not empty since any finite subset of $\Gamma$ is in $\mathscr{F}$. Using Theorem 13, we can show that $\mathscr{F}$ satisfies the hypothesis of Zorn's lemma. Hence $\mathscr{F}$ has a maximal element $I \subset \Gamma$. Assume $I \neq \Gamma$. Let $\alpha \in \Gamma \backslash I$. Obviously we have $I \cup\{\alpha\} \in \mathscr{F}$. This is a clear contradiction with the maximality of $I$. Therefore we have $I=\Gamma \in \mathscr{F}$; that is, $\cap_{\beta \in \Gamma} C_{\beta}$ is not empty and is a one-local retract of $C$.

## 4. Common Fixed Point Result

In this section we discuss the existence of a common fixed point of a family of commutative $\omega$-nonexpansive mappings
in modular metric space which either generalize or improve the corresponding recent common fixed point results of [26, 27].

First, we will need to discuss the case of finite families.
Theorem 15. Let $(X, \omega)$ be a modular metric space and $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Assume that $\mathscr{A}_{\omega}(C)$ is normal and compact. Let $\mathscr{F}=\left\{T_{1}, T_{2}, \ldots, T_{n}\right\}$ be a family of commutative $\omega$-nonexpansive mappings defined on C. Then the family $\mathscr{F}$ has a common fixed point. Moreover, the common fixed point set Fix $(\mathscr{F})$ is a one-local retract of $C$.

Proof. First, let us prove that Fix $(\mathscr{F})$ is not empty. Using Theorem 9, Fix ( $T_{1}$ ) is nonempty one-local retract of $C$, and then Theorem 12 implies that $\mathscr{A}_{\omega}\left(\right.$ Fix $\left.\left(T_{1}\right)\right)$ is compact and normal. On the other hand since $T_{1}$ and $T_{2}$ are commutative, we have

$$
\begin{equation*}
T_{2}\left(\operatorname{Fix}\left(T_{1}\right)\right) \subset \operatorname{Fix}\left(T_{1}\right) \tag{72}
\end{equation*}
$$

Hence $T_{2}$ has a fixed point in Fix $\left(T_{1}\right)$. If we restrict ourselves to Fix $\left(T_{1}, T_{2}\right)$, the common fixed point set of $T_{1}$ and $T_{2}$, then one can prove in an identical argument that $T_{3}$ has a fixed point in Fix $\left(T_{1}, T_{2}\right)$. Step by step, we can prove that the common fixed point set Fix $(\mathscr{F})$ of $T_{1}, T_{2}, \ldots, T_{n}$ is not empty. The same argument used to prove that the fixed point set of $\omega$-nonexpansive map is a one-local retract can be reduced here to prove that Fix $(\mathscr{F})$ is one-local retract.

The following result extends [26, Theorem 8] to the setting of modular metric space.

Theorem 16. Let $(X, \omega)$ be a modular metric space and let $C$ be a nonempty $\omega$-closed $\omega$-bounded subset of $X_{\omega}$. Assume that $\mathscr{A}_{\omega}(C)$ is normal and compact. Let $\mathscr{F}=\left(T_{i}\right)_{i \in I}$ be a family of commutative $\omega$-nonexpansive mappings defined on $C$. Then the family $\mathscr{F}$ has a common fixed point. Moreover, the common fixed point set Fix $(\mathscr{F})$ is a one-local retract of $C$.

Proof. Let $\Gamma=\{\beta: \beta$ be a nonempty finite subset of $I\}$. Theorem 15 implies that, for every $\beta \in \Gamma$, the set $F_{\beta}=$ $\cap_{i \in \beta}$ Fix $\left(T_{i}\right)$ of common fixed point set of the mappings $T_{i}, i \in \beta$, is nonempty one-local retract of $C$. Clearly the family $\left(F_{\beta}\right)_{\beta \in \Gamma}$ is decreasing and satisfies the assumptions of Theorem 14. Therefore, we deduced that $\cap_{\beta \in \Gamma} F_{\beta}$ is nonempty and is a one-local retract of $C$.
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