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In this paper, trajectory planning and navigation control problems have been addressed for a mobile robot. To achieve the
objective of the research, an adaptive PSO (Particle Swarm Optimization) motion algorithm is developed using a penalty-based
methodology. To deliver the best or collision-free position to the robot, ftness values of the all-random-positioned particles are
compared at the same time during the target search action. By comparing the ftness values, the robot occupies the best position in
the search space till it reaches the target. Te new work integrated with conventional PSO is varying a velocity event that plays a
vital role during the position acquisition (continuous change in position during the obstacle negotiation with the communication
through random-positioned particles). Te obstacle-negotiating angle and positional velocity of the robot are considered as input
parameters of the controller whereas the robot’s best position according to the target position is considered as the output of the
controller. Simulation results are presented through the MATLAB environment. To validate simulation results, real-time ex-
periments have been conducted in a similar workspace. Te results of the adaptive PSO technique are also compared with the
results of the existing navigational techniques. Improvements in results between the proposed navigation technique and existing
navigation techniques are found to be 4.66% and 11.30%, respectively.

1. Introduction

In robotics science, navigation and trajectory planning of
mobile robots (MRs) using artifcial intelligence (AI) ap-
proaches are the most common type of research domain.
During trajectory planning in the search space, the wheeled
mobile robot moves from a source point to the target point
by avoiding obstacles present in an arena. Simultaneously,
the robot creates a collision-free trajectory in a search space
using artifcial intelligence (AI) based robot controller. Te
following control objectives must be followed during the
development of any AI-based navigational controller. For
the model, the controller should provide good stability (the

signal must be bounded). Te controller should have good
tracking ability (good understanding) and the controller
should be robust (take a self-decision during navigational
failures) in nature. In the next section, a detailed review of
the literature has been presented addressing strategy, design,
and implementation of navigation controllers for wheeled
mobile robots in diferent environments.

Yang et al. [1] developed a layered motion planning
scheme for the navigation of a wheeled MR in an un-
structured environment using the Fuzzy technique. To
produce the intermediate way-point towards the target, the
frst layer of the planner uses the information about the
global end position and the high-range sensory data. Here,
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no crucial assumptions have been used regarding the en-
vironment. A path-following approach using rule-based
fuzzy logic that mimics human behaviour has been proposed
by Antonelli et al. [2] for a smart vehicle. Knowledge of the
next bend ahead to the vehicle is taken as the fuzzy input
data and linear velocity by which the robot can safely move
on the path and it is the output of the fuzzy controller. Te
line following behaviour is executed by the vehicle to val-
idate the proposed algorithm. Gueaieb and Miah [3] de-
veloped an intelligent and innovative nonvision-based
navigation approach using Radio Frequency Identifcation
(RFID) technology. In their work, only straight path motion
has been considered. To mimic human behaviour, they have
used single input and single output Mamdani-type fuzzy
architecture. Mastrogiovanni et al. [4] developed a new
mobile robot navigation approach called “μNav.” Tey said,
during path planning in a complicated search space, this
technique requires a minimum sensory data, less compu-
tational power, and memory. Since it gains robustness in-
trinsically from the μNav technique, it does not require any
self-localization potentiality or inboard geometrical repre-
sentation. To explore the basic geometrical features of indoor
search space and to survive there, a miniaturized triangu-
lation laser scanner-based control architecture has been
developed by [5] (using a swarm of the robot).Te objectives
of the research are to explore the environment using simple,
small, low cost, and low power small devices. A fuzzy logic
based [6] control algorithm has been trained using an
evolutionary-group-based PSO for navigation in an un-
known world. Te mutation and crossover operation of the
fuzzy-based PSO has used group-based framework. Te
adaptive velocity altered action is presented to enhance the
search capability. Takagi–Sugeno–Kang (TSK) type FLC has
been used for the navigational analysis. Chou et al. [7] have
explored the indoor navigation problems using the dynamic
window approach (DWA∗) for navigation in an unfamiliar
environment.Te local reactive method is used to categorize
the environment by which the robot achieves smoothness,
speed, and local minima-free navigation. A region study
technique has been applied to eliminate inadequate com-
mands. To determine the optimal command, the A∗ algo-
rithm is applied with look-ahead verifcation. Using the
tethered coverage (TC) analysis, Shnaps and Rimon [8]
emphasized the strategies of MR motion planning in an
unknown scenario. Tey have deployed a mobile robot of
size “D” in the fxed pose “S” connected through the cable of
length “L.” A novel adaptive localization algorithm [9]
performs the estimation of the robot position with great
accuracy in an amorphous environment. To estimate the
position of the robot, they used image fusion of an omni-
directional visualization system, odometry measurements,
and inertial devices (sensors). To decide the robot’s orien-
tation and the robot velocity, odometer and inertial sensors
obtained the feature points using the sequence of an image.
Using an adaptive fusion (AF) based ACO and PSO (AF-
ACPSO) [10], cooperative navigation strategies have been
developed for two robots in an unspecifed environment.
During the navigation, AF-ACPSO-based FLC has been
executed the boundary following behaviour and the robot

learn this behaviour. Te learning behaviours are completed
by a single robot and further applied to the second robot that
works as a follower. Ramaithitima et al. [11] proposed the
work for navigation control of the MR using a swarm of
inexpensive portable sensors. In their work, the robot does
not require explicitly metric information during the gen-
eration of maps. Tey have used the Voronoi graph to create
an approximate map of the covered environment. Te ROS
(Robot Operating System) is used to demonstrate the al-
gorithm. Almasri et al. [12] developed a technique for the
robotic system, by which the mobile robot follows the line
and avoid collision with obstacles. Tey have used low-cost
IR sensors. Tis methodology includes a satisfactory level of
calculation. Hence in real-time applications, it has been
efciently implemented.Tey have used the e-puck robot on
the Webots platform to check the simulation results. Golan
et al. [13] proposed an online robot navigation system using
artifcial temperature gradients techniques. Te environ-
ment with obstacles is taken as a “hot” junction and the
target is taken as a “cold” junction. During the navigation,
the temperature gradient is solved using a heat conduction
partial diferentiation equation. Kanezaki et al. [14] devel-
oped a reactive neural network approach to tackle the
problem of learning. Te author’s key concept is to crop,
resize, and rotate an obstacle map which is based on the
target location, and to represent the map better, the agent’s
current pose is taken rather than the layout of the search
space. Tey have supplied navigation history as input in the
robot brain to reduce the rate of failure. Ataka et al. [15]
developed an RMF (Reactive Magnetic Field) inspired
navigation method in the unspecifed 3D convex environ-
ment. Te robot induced artifcial electric current in the
obstacle exterior and the MF (magnetic feld) guides the
robot along with the obstacles surrounding. Hence, the robot
does not sufer from the local minima problem in convex
obstacles-based 3D environment. Cole and Wickenheiser
[16] proposed a path-planning algorithm for multiple mo-
bile robots using a reactive trajectory scheme. Te authors
stated the route does not disrupt the robot thrust limitation
and sensor limitations for the moving obstacles. Tey used
the Sigmoid function for the transition course. Sensor data
are updated by matching with sigmoid slopes and curves.
Singh et al. [17] developed a vision-based navigational ap-
proach for a nonholonomic MR in an unfamiliar known
environment. Tey used switching-based SMC (sliding
mode control) methodology for the analysis by which the
robot continuously follows the desired route. Te robot uses
red, green, and blue depth (RGB-D) sensor modules to
create angular velocity. In their work, fuzzy logic is used for
guidance and the Krasovski method is used to show the
asymptotically stable curve. To reference MR applications
for the urban search and rescue (USAR), Niroui et al. [18]
proposed a deep reinforcement learning strategy for a
cluttered environment. Te authors combined the Asyn-
chronous Advantage Actor-Critic (A3C) and reinforcement
learning to allow themobile robot to navigate safely. A3C is a
technique that accelerates optimization as well as the
training process parallelly and maintains the navigational
policy.
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Due to incomplete information of a mimic and
unregular environment, the robot confronts complexity and
vagueness during navigation and path planning. It may be
that the robot is trapped in the loop due to mimic sur-
rounding inside the environment. Traditional navigational
and path-planning approaches such as the Visibility graph
[19], Voronoi diagram [20], and Grids [21] are not com-
patible with navigation and path planning in the mimic and
unregular environments. Recently, many researchers have
developed various navigation algorithms [22–26] but these
methods have still some drawbacks or could not fulfll the
desire. Tese navigational problems are taken as objectives
in this analysis. In this research, the mobile robot is using a
novel hybrid optimization technique to perform navigation
and path-planning tasks. As well as the above problem is
expressed as an optimization problem having constraints.
Te results are compared with other navigational techniques
in terms of path length to check the performance of the
technique. Using the proposed technique, the robot smartly
negotiates obstacles and navigates towards the target. Fi-
nally, the mobile robot performs well in the given envi-
ronment (mimic or unregular environment) and the results
are recorded in terms of trajectory length and navigational
time.

2. The Proposed Work: Adaptive PSO Concept

It is a population-based randomly determined optimization
technique and devoted for artifcial life phenomenon. Te
APSO is inspired by the swarm behaviour of insects, birds,
and fshes. It is well suited for continuous variable and global
search problems. It is efectively applied to a varied series of
problems such as network [27], structural optimization [28],
and fuzzy control system [29]. In APSO, the system makes it
ready to change with the population of a random value and
searches for the best by updating the local generation. Te
APSO technique updates the population of agents according
to the values of the ftness function. Te ftness function
depends upon the swarm behaviour of local particles.

In this analysis, the PSO has been modifed using a local
search (LS) ability. Te constraints are accommodated to
obtain better obstacle-negotiation results using the penalty
method. Using local search ability, position as well as control

parameters of agents are tuned perfectly. Consequently, the
navigational angle performance has been increasing in terms
of position accuracy (best ftness).

2.1. Adaptive Particle Swarm Optimization (APSO)
Methodology. Adaptive PSO algorithm always learns from
the situations and utilizes it to optimize the problem state. In
APSO, all the agents have some ftness values (Pbest) but
global best (Gbest) is the solution for all agents, which is
surrounded by a fock of agents. Te solution to the local
search phenomenon is the “footprint between agents
moving towards the global best position” in the search space.
Furthermore, ftness value has been obtained using ftness
calculation criteria. A solution with better ftness value
during the local search event is selected as the fnest result
and appointed as the global best. Te agent holds some
varying properties like velocity, acceleration, and position
when trying to fnding out the global best in the environ-
ment. As a result, the global best of PSO may be changed as
the global best of local search PSO. If agents are moving near
to the global best, they sequentially follow the updated
optimum position of the agent and it may be based on local
search criteria. Figure 1 represents the fowchart of the
APSO technique for trajectory planning and navigation
control.

In Figure 2, the basic operations of APSO have been
presented. Te “x” is an agent positioned randomly in the
search space (“x” personal best is pn

ij(t)) and searching for
global best with time “t” to “t+ 1” and so on. In each se-
quence of iteration, every particle is occupying a new po-
sition by following two ‘best’ solutions. Te initial best value
for all solutions is stored as “Pbest” (personal best position of
an agent). Another value that has been traced by the opti-
mizer is the second-best solution and called a global position
(gbest). It is stored as a global best (gbest) and followed by all
agents. “Pbest” and “gbest” are the agent’s personal and global
positions, respectively. However, agents are following the
global best value and updated their position according to
that with varying velocity. By updating velocity (vn

ij(t)) and
position (xn

ij(t)) using equations (1) and (2), the agents
update their personal best value (Pbest) and global best value
(gbest).

x
n
ij(t + 1) � x

n
ij(t) + v

n
ij(t + 1), (1)

v
n
ij(t + 1) � wv

n
ij(t) + ri1

C1 p
n
ij(t)􏽮 􏽯 − x

n
ij(t)􏽨 􏽩 + ri2

C2 g
n
(t)􏼈 􏼉 − x

n
ij(t)􏽨 􏽩. (2)

In equations (1) and (2), “w” is inertia weight and C1 and
C2 are the positive acceleration coefcients [30]. Te uni-
formly distributed random variables (UDRV) are given as
‘ri1

’ and ‘ri2
.’ Te costs of UDRV are varied between ‘0’ and

‘1.’ Te velocity and position of the “ith” particle are denoted
as xi � (x1

i , x2
i , ..........xn

i ) and vi � (v1i , v2i , ........vn
i ). From

equations (3) and (4), the best earlier location ‘Pij
n(t)’ and

the global best earlier location ‘gn(t)’ of particles in the
swarm are chosen.

P
n
ij(t) � P

1
ij(t), P

2
ij(t), P

3
ij(t)........P

n
ij(t)􏽮 􏽯, (3)

g
n
(t) � g

1
(t), g

2
(t), g

3
(t)........g

n
(t)􏽮 􏽯, (4)
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P
AP � P

n
ij(t) + ρ(f). (5)

Equations (3) and (4) can be construed in the following
way. Let us assume “n” searchers act as “n” elements stirring
in the search environment “X,” the locus of the “nth”
searcher in the “ith” reiteration is signifed as
“xn

ij ∈ Xsearch−space ⊂ R2.” Te cost function “f: R2⟶ R”
sustained by each searcher in the adverse of the signal
strength established at its existing position [31]. Te aim of
the searchers is to connect between “n” numbers of agents
and interchange in a manner to verify and occupy the

universal least of the cost function. Each searcher is expected
to know its individual best earlier location and the global
best earlier location. Also, each seeker communicates with
the agent whose position is overlapped with obstacles but is
near to the goal position. If this condition is rising, then the
penalty function (using equation (5)) added is with the
overlapped agents to separate from the obstacles. Te
penalty function is taken into account to reduce the navi-
gation time as well as to obtain a smooth path. Table 1 shows
the diferent properties, which are used by the adaptive
controller for tuning the navigational path. Furthermore,
particles have been accommodated to create a smooth path
from the start to the goal position. Te adaptive PSO has
been analyzed to create optimal and collision-free navigation
in an environment using local search methodology.

Te negotiation within a threshold range has been
performed between obstacles and the robot to obtain the
collision-free navigational path. In the next section, the
architecture of the controller (APSO) has been demon-
strated to tune the navigation path by adding a penalty with
colliding agents.

2.2. Te Architecture of APSO Controller. In Figure 3, a
fowchart of the APSO algorithm is shown. By adding a
penalty function with the PSO algorithm, the advanced
algorithm has been proposed as APSO for trajectory plan-
ning, robot navigation, and path optimization. Te disorder
environments have been taken for the navigation and path-
planning analysis in which obstacles shapes are diferent in
size as well as positioned with diferent orientations. Using
APSO “Gbest” has been calculated and compared with the
ftness value of local search “Gbest” (penalty-based Gbest).
Ten, the preferred “Gbest” from both events (PSO and
penalty-based PSO) is appointed as the next possible loca-
tion and the best location is updated in the robot brain.
Hence, the best position vector and velocity vector of the
robot have been updated from point to point during the
optimized trajectory formation.

Using the adaptive PSO controller, the mobile robot also
minimizes decision response time on the operational plat-
form. It is due to local search criteria in APSO.Te social and
cognitive behaviour of the PSO method has been embedded
with the concept of adaptive (local) search to optimize the
response time, navigation time, and trajectory length. Te
robot can perform tasks such as avoiding obstacles, learn

No

Calculation of Robot Current Position and
Mapping of Surrounding by Robot  

Random Initialization of Particles for Possible
Position and Velocity of Robot Movement 

Calculate Fitness of Each Particles According
to  Possible Position

Compare Current Fitness with Previous Fitness of
Particles to find out 'Pbest' for Robot Position

Find out Gbest Position for Robot by Comparing
Fitness with Entire Previous Best Values for Robot 

Yes
Stop

Start

Update Particles Position and Velocity Vector of
Robot Position for the Next Move by Robot 

Is Stop  Criteria/Threshold Limit
Met for Robot Movement

Figure 1: Flowchart of the APSO technique.

Obstacles

g (t)

Striking

xn (t)ij pn (t)ij

xn (t+1)ij

Figure 2: Principle diagram of APSO.

Table 1: Parameters used in the APSO algorithm architecture.

Sl. no. Properties Values
1 Population size (i) 100
2 “+” acceleration coefcient (C1) 1.496
3 “+” acceleration coefcient (C2) 1.496
4 Alpha 0.1000
5 Iteration 100
6 Max iteration 100
7 ηpop 100
8 ηvar 3
9 Inertia weight (w) 0.7298
10 Penalty 1000

4 Mathematical Problems in Engineering



trajectory, comparing sensors results, and position opti-
mized (aiming the goal) online. Te results are analyzed in
terms of path cost and path deviation for diferent envi-
ronments. Te robot reaction time, navigation time, and
path length are minimized during the goal search inside the
search space. Finally, the robot reaches the goal point
smoothly. In the upcoming section, results and discussion
using the adaptive PSO algorithm have been presented.

2.3. Stability Analysis in the Mimic and Maze Environment.
In this section, results from simulation and real-time ex-
periment have been discussed for the adaptive PSO ap-
proach. Te results are shown in terms of trajectory length
and navigational time. Te height and width of the simu-
lation and experimental environments are taken as “10×10.”
For that, “100 cm” is equal to “10” for simulation and ex-
perimental analysis. Two types of simulation environments
(Figures 4 and 5) have been created in the MATLAB
platform to check the navigational results using the APSO
technique. For the real-time experiments, a similar type of

environment (Figures 6 and 7) is taken as compared to the
simulation environment. Te Khepera II mobile robot has
been used in the real-time experiment to validate the sim-
ulation results as well as the developed approach. Te
navigational axis of rotation (obstacle-negotiation angle) has
been optimized in a way the robot creates a smooth colli-
sion-free trajectory and minimizes navigational time. Te
robot simultaneously updates its steering angle and posi-
tional map using the APSO technique. As a result, the robot
has performed an efective exploration work in the given
environment.

2.4. Experimental Analysis in a Simulation Platform. In
Figures 4 and 5, trajectory planning and navigational results
are shown using the APSO technique. Te frst simulation
environment (Figure 4) contains only wall-type obstacles
whereas, in the second simulation environment (Figure 5),
wall type and irregular obstacles shape are considered.

Te robot start position is taken as 0.7m in the X-di-
rection and 0.05m in the Y-direction for both of the

Stop

No Yes

Agent Initialization
Position and Velocity Calculation

Calculate Fitness of Agents

Compare Current Fitness Values with Agents
Previous Fitness Values to Calculate Pbest

Obtained Gbest by Checking the
Fitness of Entire Previous Best.

The Current Gbest Value is again compared with footprints
of agents whose fitnesses are near to the global best but

overlapping with obstacles. 

Is the target is reached?

Update agents position and velocity vector for the next move.

Is overlapped agents footprint (near to goal) are near
to the goal position as compare to Gbest position?

Add penalty to separate the agent position from obstacle
aiming the value of Gbest.

After adding the penalty to the agent conform Best fitness
value between Gbest and penalty based Gbest to proceed for

further optimal Gbest toward the Target.

No

Figure 3: Flowchart of the adaptive PSO algorithm.

Mathematical Problems in Engineering 5



environments. Te target position is 0.675m in the X-di-
rection, and 0.8m in the Y-direction has been taken for the
frst simulation experiment. Similarly, the target position is
0.05m in the X-direction, and 0.825m in the Y-direction has
been taken for the second simulation experiment. In these
environments, the robot navigates in the narrow corridor as
well as avoids mimic type wall confgurations smoothly.
Finally, the robot reaches the target efciently in both of the
environments by negotiating the obstacles using APSO. Te
time taken and path length obtained during the navigation
are tabulated in Table 2.

2.5. Experimental Analysis in a Real-Time Platform Using
Khepera-II—A Mobile Robot. Te real-time experiments
(Figures 6 and 7) are conducted using a Khepera II mobile
robot, and the results are presented in terms of trajectory
length (TL) and navigational time (NT) in Table 3. In
Figures 6 and 7, the robot starts to point and obstacles
position, and the target position are plotted similarly to the
simulation environment. Te robot successfully reached the
target by negotiating the obstacles in the real-time
environment.

Te deviation in results has been taken in terms of
trajectory length and navigational time that are represented
in Table 4. Performance and efectiveness of the adaptive
PSO algorithm are confrmed by considering the minimum
deviation in results between both experiments (Simulation
and Real-time). Te percentage of deviation in both cases
(Time and Trajectory length) is recorded as less than 8.5%.

Due to the use of the best ftness value from the APSO
algorithm and the prediction of the next possible position,
the PSO algorithm gets smarter. Hence, a smooth and
collision-free navigational path has been created from the
start to the target position. Te robot detects its possible
position accurately inside the environment due to penalty-
based methodology and local search. Te APSO AI tech-
nique reduced the trajectory map errors as well as position
error (in “X,” “Y,” and “θ” directions) due to local search and
penalty criteria. Te wheel slippage is reduced up to 80% in
the narrow corridor due to varying velocity events during
the obstacle negotiation.

Te proposed controller takes minimum reaction time to
read the next obstacle-negotiation angle subjecting to the
target path. Using the proposed APSO algorithm, the robot
does not trap in the loop, or the robot smartly avoids the
loop of the search space. Finally, the robot achieved the
target without any trouble in an irregular environment. Te
operational performance and efectiveness of the proposed
navigation controller are confrmed by comparing it with
other navigational techniques in the next section.

3. Simulation Analysis in a
Dynamic Environment

3.1. A Comparative Study between Proposed Algorithm and
Existing Algorithm [32] and [33]. APSO navigational results
(Table 5) have been compared with ACO with Fuzzy (Garcia
[32]) and Fuzzy Logic (Yahmedi and Fatmi [33]) which are
already developed. To check the efectiveness of the pro-
posed algorithm, the trajectory length has been considered
and compared with other developed techniques. Te tra-
jectory length using Simple Ant Colony Optimization dis-
tance memory (SACOdm) [32] is compared with the
trajectory length obtained using the APSO algorithm
(Figure 8). It is found that the APSO technique holds good
results as compared to SACOdm in terms of trajectory
length (Table 5). Te improvement in trajectory length using
the current approach is recorded by 5% as compared to the
‘SACOdm’ trajectory length.
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Figure 4: Te mobile robot control analysis in a mimic
environment.
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Similarly, the second comparison has been made be-
tween ‘Fuzzy logic’ (Yahmedi and Fatmi [33]) and the APSO
algorithm in terms of trajectory length (Figure 9). Yahmedi
and Fatmi used individual behaviour and action coordi-
nation technology with two-layered control. As compared to
Yahmedi and Fatmi [33] results in terms of path length, the
proposed technique holds improved results by 11%
(Table 5).

Te simulation and experimental study in various en-
vironments are conducted using the proposed methodology
(APSO) and results are tabulated in Table 6. To confrm the

robustness and efectiveness of the proposed methodology
during the trajectory planning, the average percentage de-
viation study between simulation and experimental results
are depicted in Table 6. Te average deviation in results is
confrmed as 5.53 in terms of navigational time (NT) and
5.28 in terms of trajectory length (TL). In this analysis, the
average deviation is less than 6% (Table 6) in perspective
studies (NT and TL) and improvement in navigational re-
sults are greater than 4.5 percent (Table 5) is found. Hence,
based upon depicted data in this analysis, the proposed
methodology is robust as compared to existing techniques.

Figure 6: Real-time experiment using the APSO algorithm to validate the simulation results (Figure 4).

Figure 7: Real-time experiment using the APSO algorithm to validate the simulation results (Figure 5).

Table 2: Time taken and path length data for the simulation experiment (Figures 4 and 5).

Sl. no. Scenario Time (“s”) Trajectory length (“m”)
1. Figure 4 21.36 1.627
2. Figure 5 27.48 1.763

Table 3: Time taken and trajectory length data for the real-time experiment (Figures 6 and 7).

Sl. no. Scenario NT (“s”) TL (“m”)
1. Figure 6 23 1.76
2. Figure 7 30 1.92

Table 4: Results comparison between simulation and experiment data using APSO (Figures 4–7).

Sl. no. Scenario NT (in second “±0.5”) “%” deviation TL (“m” “±0.02”) “%” deviation

1. Figure 4 21.36 7.13 1.627 7.55Figure 5 23 1.76

2. Figure 6 27.48 8.4 1.763 8.17Figure 7 30 1.92
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Table 5: Trajectory length (TL) comparison between APSO and existing techniques [32, 33].

Sl. no. Tasks TL Improvement (%)

01. Figure 8(a), Garcia, [32] 03.43m 4.66Figure 8(b), proposed technique 03.27m

02. Figure 9(a), Yahmedi and Fatmi, [33] 24.75% 10.30Figure 9(b), proposed technique 22.20%
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Figure 8: Results comparisons. (a) SACOdm [32]. (b) APSO technique (current analysis).
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4. Conclusions

In this paper, a penalty-based adaptive PSO approach has
been developed for the trajectory planning of mobile
robot in the wall-type maze environment. Te agent
overlapped with obstacles is taken under consideration to
tune the trajectory path using local search and penalty-
based method. To improve the robot position, naviga-
tional time, trajectory lengths, and response time penalty-
based APSO analysis has been proposed. Te agents near
to the goal but overlapped with obstacles are added with a
penalty to separate from a position of obstacles. Using
APSO methodology, the advancement in trajectory
planning (10% improvement) has been achieved in this
analysis. Te performance and efectiveness of the algo-
rithm are validated by comparing the simulation and real-
time experimental results. Te deviation in results be-
tween simulation and real-time experiment has been
recorded within 9% in terms of path length and naviga-
tional time. To check the authenticity of the proposed
technique, its results in terms of the trajectory length are
compared with existing techniques. Te improvements in
the results are recorded by 4% and 10.5%, as compared to
existing techniques. Te applications of the proposed
methodology can be used for AI techniques based on
decision-making applications. In future work, we will try
to implement in real-time unstructured dynamics
environment.
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[22] P. Y. Zhang, T. S. Lü, and L. B. Song, “Soccer robot path
planning based on the artifcial potential feld approach with
simulated annealing,” Robotica, vol. 22, no. 5, pp. 563–566,
2004.

[23] Y. C. Chang and Y. Yamamoto, “On-line path planning
strategy integrated with collision and dead-lock avoidance

schemes for wheeled mobile robot in indoor environments,”
Industrial Robot: International Journal, vol. 35, no. 5,
pp. 421–434, 2008.

[24] P. K. Mohanty and D. R. Parhi, “Navigation of autonomous
mobile robot using adaptive network based fuzzy inference
system,” Journal of Mechanical Science and Technology,
vol. 28, no. 7, pp. 2861–2868, 2014.

[25] D. R. Parhi, B. B. V. L. Deepak, J. Mohana, R. Ruppa, and
M. Nayak, “Immunised navigational controller for mobile
robot navigation,” in Soft Computing Techniques in Vision
Science, pp. 171–182, Springer, Heidelberg, Germany, 2012.

[26] A. Pandey, S. Pandey, and D. R. Parhi, “Mobile robot navi-
gation and obstacle avoidance techniques: a review,” Inter-
national Robotics & Automation Journal, vol. 2, no. 3, Article
ID 00022, pp. 1–12, 2017.

[27] S. Goudarzi, W. H. Hassan, M. H. Anisi et al., “ABC-PSO for
vertical handover in heterogeneous wireless networks,”
Neurocomputing, vol. 256, pp. 63–81, 2017.

[28] M. Zawidzki and J. Szklarski, “Transformations of arm-Z
modular manipulator with particle swarm optimization,”
Advances in Engineering Software, vol. 126, pp. 147–160, 2018.

[29] R. Martinez-Soto, O. Castillo, and L. T. Aguilar, “Type-1 and
Type-2 fuzzy logic controller design using a Hybrid PSO–GA
optimization method,” Information Sciences, vol. 285,
pp. 35–49, 2014.

[30] B. Song, Z. Wang, and L. Zou, “On global smooth path
planning for mobile robots using a novel multimodal delayed
PSO algorithm,” Cognitive Computation, vol. 9, no. 1,
pp. 5–17, 2017.

[31] R. Zou, V. Kalivarapu, E. Winer, J. Oliver, and
S. Bhattacharya, “Particle swarm optimization-based source
seeking,” IEEE Transactions on Automation Science and En-
gineering, vol. 12, no. 3, pp. 865–875, 2015.

[32] M. P. Garcia, O. Montiel, O. Castillo, R. Sepulveda, and
P. Melin, “Path planning for autonomous mobile robot
navigation with ant colony optimization and fuzzy cost
function evaluation,” Applied Soft Computing, vol. 9, no. 3,
pp. 1102–1110, 2009.

[33] S. Amur, A. Yahmedi, and M. A. Fatmi, “Fuzzy logic based
navigation of mobile robots,” Recent Advances in Mobile
Robotics, pp. 1–12, Intech Open, London, UK, 2011.

10 Mathematical Problems in Engineering



Research Article
Artificial Intelligence-Based English Self-Learning Effect
Evaluation and Adaptive Influencing Factors Analysis

Xing Shu 1 and Chengjun Xu2

1Foreign Language College, East China Jiaotong University, Nanchang 330013, Jiangxi, China
2Schoool of Software Engineering, Jiangxi Normal University, Nanchang 330022, Jiangxi, China

Correspondence should be addressed to Xing Shu; 2820@ecjtu.edu.cn

Received 20 July 2022; Revised 23 August 2022; Accepted 30 August 2022; Published 6 October 2022

Academic Editor: Man Fai Leung

Copyright © 2022 Xing Shu and Chengjun Xu.�is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Under the background of continuous development in our country, traditional English education can no longer meet the needs of
modern times. �rough the evaluation of English autonomous learning e�ect of arti�cial intelligence and the analysis of the
in�uencing factors of adaptability, the teaching e�ect of English class is improved and the students’ awareness of autonomous
learning is cultivated. In the pilot study, students now have an overall level of adaptation (3<M< 4) supported by English
pro�ciency. �at is, the standard deviation is 1. �e overall level of self-study in English is higher than that of boys (M= 3.40 for
females, M= 3.32 for males, and M= 3.32 for males). Compared with non-English majors, English majors are more suitable for
self-study of arti�cial intelligence in English (M= 3.59 for English majors), (M= 3.36 for non-English majors), and students can
improve their adaptive ability to learn AI by creating models. Transfer learning is the key to improving learners’ English
pro�ciency, and adaptive learning is the key to achieving this goal. Self-adaptive learning ensures the quality of students’ au-
tonomous English homework. Improper English learning not only a�ects students’ learning outcomes but also a�ects their ability
to learn English.

1. Introduction

In English learning mode, teachers and students spend a lot of
time learning English. Due to the lack of an e�ective self-
learning platform, students’ self-learning ability is not strong.
English language teaching is changing with the development of
arti�cial intelligence technology.�ere are some practical steps
to use AI tools in the input and output phases of English [1].
Many English lessons are done independently. �e model of
self-education, however, makes it di�cult to increase the ef-
fectiveness of the quality of learning English. Poverty that arises
at the level of the mind is a self-learning process. In addition,
the article describes practical programs based on the charac-
teristics of English-speaking business students, simpli�es the
maintenance of structured work, and considers the need for
independent study to enable students to complete their as-
signments [2]. Arti�cial intelligence technology acquires
knowledge in lifelong education e-learning through machine

learning to enhance learning e�ect and application. Intro-
ducing arti�cial intelligence into educational learning can ef-
fectively improve learning ability [3]. Learning English requires
the use of practical classroom control skills to increase the
teacher’s level of classroom control as a necessary step in the
development of English language learning. By analyzing smart
data and analyzing student status, a student's learning status
can be understood in a timely and e�ective manner [4]. �e
level of teacher control in English classrooms needs to be
increased, using the skills of teachers in school management.
�e use of intelligent data and analysis of student behavior can
help students understand how to learn timely and e�ectively
[4]. Teaching English in college is a good way to learn English.
However, most of the institute's current English broadcast
programs blindly read students' English textbooks on com-
puters [5]. AI is able to communicate better when guided by
students' communication strategies. In addition, students were
more communicative in the posttest than in the pretest.
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According to interviews with students, smart devices with
artificial intelligence are used to help them practice outside the
classroom [6]. Online teaching methods in English are defined
by the area of study and the complexity of online learning.
Improve the ability of online English models to monitor and
predict student health. (anks to a combination of brilliant
algorithms, a modeling system was developed, and the model
performance was tested. (e impact of students learning ar-
tificial intelligence has been identified in models that accept
online learning [7]. (e goal of artificial intelligence is to make
machines that can understand language, recognize objects in a
scene, act as intelligent robots, solve problems, teach students
different subjects, and more. Knowledge and strategies may be
taught in a content-independent form and then shown how
they apply to different content areas. Either approach will help
students gain an understanding of a particular knowledge area
more easily [8]. Research has seen tremendous growth in AI-
based decision-making, with many studies examining the
impact of human decision-making using insights from the
uncharted field of AI. Human AI decision-making has been
shown to work well with textual information, which again
constructs systems suitable for teaching human decision-
making [9]. AI currently has no significant negative impact on
jobs. However, the relationship between vocational training
skills and specialized knowledge has a very negative impact on
employment inequality [10]. It has become an important task
for English educators to improve the initiative of college
students in English learning. However, the interaction between
vocational learning ability and artificial intelligence has a
significant negative impact on job insecurity, and vocational
learning ability has a significant moderating effect on job in-
security [11]. Learningmotivation is not only a direct reflection
of students' learning and living conditions but also an im-
portant indicator of the quality of skill development in higher
education and teaching. In order to develop effective teaching
and assessment methods, the supporting aspects of teaching
and assessment in university education need to be considered.
Reference [12] explored the application of linear structural
equation modeling in analyzing the influencing factors of
course learning interest. (e main factors affecting students’
interest in learning are students’ professional foundation and
teachers’ teaching strategies. Good teaching effects and
teaching strategies are very important to stimulate students’
interest in learning [13]. (e rapid development of modern
technologies has promoted the development of smart products
based onmodern technology. To determine the acceptability of
these products, different technology acceptance guidelines were
used. (e results show that adoption of minimally sophisti-
cated and useful products, such as smart products based on
technical expertise, is influencedmore by interest in technology
than in performance aspects [14].

2. The Current Situation and Optimization
Strategies of English Autonomous Learning

2.1. %e Status Quo of English Autonomous Learning.
Now, many schools in our country have begun to focus on
cultivating students’ English language ability, but the effect is
not very satisfactory. First, learning activities often do not

have adequate goals and not all learning activities are
managed effectively. Although the students actively spoke in
some self-directed learning tasks, most of the speeches were
not related to the course content, and the students certainly
did not participate in the teaching.

2.2. Problems Existing in the Teaching of English Autonomous
Learning. At present, there are widespread problems in the
process of English self-study. First, English teachers do not
play the role of teachers because they do not have the right
teaching direction. In this traditional teaching method,
students do nothing and are based entirely on the teacher’s
classroom activities. In practical English classes, teachers
often use traditional teaching methods to organize self-study
classes, which will lead to students’ anxiety and boredom in
English classes and affect the effectiveness of English
physical education teaching. Teachers in English classes do
not provide the knowledge they want and neglect to develop
students’ study skills; students rely on teachers to learn and
practice English through research, but they fail to develop
their own study skills, as shown in Figure 1.

2.3. Intervention Strategies in English Autonomous Learning.
All teaching behaviors of teachers should be centered on
students’ English learning experience, completely subverting
the situation that teachers are the main language exporters in
the traditional teachingmodel, and returning the right to speak
to students, so as to achieve the return to the origin of the
classroom. Let students participate in the classroom, stimulate
students’ passion for learning, and promote the formation of
autonomous learning ability. Teachers should not be immersed
in the traditional teaching mode and only study the problem of
how to teach. Strengthen the study of learning theory, con-
stantly update the knowledge system, constantly update the
learning concept, and incorporate the self-study guide for
college students into the learning concept. Teachers should
respect and accept the individual differences of students when
teaching English and should not use a single standard to
evaluate students.(e use of learning platforms brings different
learning challenges and needs to different students. Recog-
nizing the strengths of each student helps develop students’
ability to learn independently, as shown in Figure 2.

(1) Teachers respect the individual differences of stu-
dents and make appropriate plans for different
students

(2) Teachers should not immerse themselves in the
traditional way of teaching but should update the
knowledge system in a timely manner so that the
teaching concept can keep up with the times

(3) Teachers should focus students’ attention on learn-
ing English, allow students to participate in the
classroom, and promote self-reliance in learning
English

2.4. Artificial Intelligence Research on English Autonomous
Learning. In the era of artificial intelligence, English
learners should focus on cultivating cognitive driving
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force, that is, improving their interest and curiosity in
English learning. On this basis, cultivate self-development
awareness, work hard for certain goals, and appropriately
add some benign auxiliary driving forces, such as family
and teacher expectations, to play a supervising role in the
learning process. In the process of English learning, to
understand the characteristics of one’s own English
learning, but also to strengthen the cognition of differ-
ences between individuals, to see the differences between
others and their own English learning, to understand
oneself objectively, and to carry out cognitive monitoring,
promote strengths and avoid weaknesses, and adjust
learning strategies. Online English learning should first
have a good learning motivation, and second, improve
learning cognition, and then adjust learning strategies
according to cognition. (e learning behavior can vary
from person to person and has no significant impact on
the learning effect as shown in Figure 3.

(1) Artificial intelligence improves students’ interest and
curiosity in English learning

(2) Artificial intelligence cultivates continuous and
stable benign learning motivation

(3) You can use artificial intelligence to understand your
own English characteristics and strengthen the
cognition of differences between individuals

3. Research on Artificial
Intelligence Algorithms

3.1. Reactive Power Scheduling Optimization Model. Due to
the ORPD problem, researchers have developed different
optimization techniques to better suit different optimization
objectives. (is article focuses on reducing energy loss. (e
objective (objective function) is to reduce transmission
losses and voltage deviations in the power system to meet
energy demand. (e problem can be described as a function
of f(x, u), i.e.,

min[f(x, u)] � min(g(x, u), h(x, u)),

g(x, u) � 0,

h(x, u)≤ 0,
􏼨

(1)

g(x, u) � 0 is an equal form of control; f(x, u) is a function;
h(x, u)≤ 0 is an unequal form of control.

Uneven control includes generator bus voltage, AC ratio,
and number of static var compensators. For different control
functions, x and u are the work-based and control variables,
respectively.(e purpose of ORPD is tominimize the overall
transmission loss of the F-system, i.e.,

F1 � PLoss(x, u) � 􏽘

NL

k�1
gk V

2
i + v

2
j − 2ViVj cos θi − θj􏼐 􏼑􏼐 􏼑.

(2)

NL is the transport line number; Gk is the k line; Vi and Vji

and j are full voltages. Here, j is the lines i; θ is the lines i; θj

is the j end angle label.
Constrained by the equation is the power balance

equation, which requires that the power of the power flow be
equal; that is, the total energy loss is equal to the total energy
production. (e problems are

PGi − PDi � Vi 􏽘
j∈Ni

V
j Gij cos θij+Bij sin θij( 􏼁

,

QGi − QDi � Vi 􏽘
j∈Ni

V
j Bij cos θij−Gij sin θij( 􏼁

.
(3)
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Vi is the i load; Vj is the j voltage; Gij is the conductance
between i and j; Bij is the susceptance between i and j; PGi is
the QGi active/reactive power; QDi is the actual load demand;
QDi is the reactive load demand.

In ORPD problems, unbalanced basic barriers include
barriers that damage generators, transformers, and equip-
ment. As mentioned above, ORPD is a problem related to
mobility parameters and loneliness. All unbalanced obsta-
cles are determined by their upper and lower bounds, which
leads to a stable solution.(e thresholds are generator active
power, reactance voltage, and bus voltage, and their upper
and lower limits are

P
min
Gi ≤PGi ≤P

max
Gi ,

Q
min
Gi ≤QGi ≤Q

max
Gi ,

V
min
Gi ≤VGi ≤V

max
Gi ,

(4)

i � 1 . . . NG,NG is the quantity.
(e tap distance of the transformer

T
max
i ≤Ti ≤T

max
i , (5)

i � 1 . . . NT, NT is the number of transformers.
(e size of the reactive power compensator is limited to

Q
min
Ci ≤QCi ≤Q

max
Ci , (6)

i � 1, . . . , NC, N is the number of reactive power
compensators.

For obstacle development problems, ORPD handles
various parameters such as generator bus voltages, trans-
former hub connections, and corresponding power com-
pensation pixels, and MATPOWER can handle these
changes automatically. (erefore, the bus voltage and re-
active power can be limited by taking the PQ voltage am-
plitude of the bus and the reactive power entering the PV bus
as the Penalty rules for objective acts.(e above problem can
be stated as follows:

F � FX + 􏽘
i∈NV

limλVi Vi − V
lim
i􏼐 􏼑

2
, (7)

F is a fitness function; FX is the objective function; NlimV is a
set of bus numbers that violate the voltage magnitude limit;
λVi is the penalty function factor.

Vlim
i is calculated according to the following formula:

V
lim
i �

V
max
i Vi >V

max
i ,

V
min
I Vi <V

min
i .

⎧⎨

⎩ (8)

3.2.MOTH-FLAMEModel. By updating the BORN-FLAME
algorithm, a natural AI update algorithm has several ad-
vantages over other incentive algorithms. (e MFO algo-
rithm is based on a special night rhythm mechanism. In the
MFO model, the location of the problem in the river within
the search area is variable. (e MFO algorithm is a swarm
intelligence algorithm, and an important component is a
group of populations displayed in an array. Populations are
shown in the array, i.e.,

M �

m1,1 m1,2 · · · m1,d

⋮ ⋮ · · · ⋮

⋮ ⋮ · · · ⋮

mn,1 mn,2 · · · mn,d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (9)

n is a numerical value; d is change researcher. (e second
most important feature of an MFO is the light matrix.

F �

F1,1 F1,2 · · · F1,d

⋮ ⋮ · · · ⋮

⋮ ⋮ · · · ⋮

Fn,1 Fn,2 · · · Fn,d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10)

During optimization, the taint must update its spatial
position according to this matrix. (erefore, in the nu-
merical scheme, the lower edge of the worm is defined
based on the fire in the matrix F. Since the formulas of (9)
and (10) are the same, we can assume that there exists a
system of conservation of energy values for flight and fire,
i.e.,

OM �

OM1

⋮

⋮

OMn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

OF �

OF1

⋮

⋮

OFn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(11)

OM is the stored value; OM is the fitness of the flame. Fitness
is the value of the target work or output assigned to each
flame.

Moths or flames can be used to solve the problem, but
they work and adapt differently. (e fire coordinator in the
MFO is the ideal site for a kit below the level of current
solutions and is the actual inspector of the required area. So,
during the discovery process, a fire may appear as a signal for
the spider to fall, and each insect turns the flame and adjusts
its position to improve the results. (is process helps
eliminate optimal solutions from the search process. (e
above process can be illustrated by

Mi � S Mi, Fj􏼐 􏼑. (12)

Mi are i moths, Fj are j fires; S is a function. Mi are i moths,
Fj are j fires; S is a function.

S Mi, Fj􏼐 􏼑 � Di · e
bt

· cos(2πt) + Fj, (13)

b is logarithmic spiral shape as always; the interval [−1.1]
contains a random number; i is followed by the distance
between the fly and the flame. Moths can only change
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position using an equalizer flame to keep the solution out of
the atmosphere (13). Di represents the distance between the
j th flame and the i th moth, i.e.,

Di � Fj − Mi

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (14)

Fj is the j th flame; Mi is the i th moth.
Since (13) allows the butterfly to hover around the flame

without actually flying between the butterflies, this equation
provides an automatic solution process. When the next
throttle position is outside the area between the flame and
the throttle, the algorithm automatically searches for the
throttle position within the space between the fire and the
throttle.

After updating the list, the algorithm ranks the rockets
according to their suitability for each iteration. And the
butterfly will update its position according to the corre-
sponding flashlight, assuming that there are n flames in the

Table 1: (e way students use artificial intelligence to learn English.

Educational products Frequency Percentage
Learning to strengthen the country 111 55
Smart work 18 8.9
Homework help 22 10.9
Speak English fluently 31 15.3
Tencent translator 131 64.9
Little ape search questions 55 27.2
Learning pass 10 5
Xueersi online school 5 2.5
Xiaodu AI robot 21 10.4
Schoolbaglang robot 3 1.5
Baidu AI platform 32 30.7
Tencent cloud platform 21 10.4

Table 2: Basic ways of integrating artificial intelligence into education.

Frequency Percentage
Conduct artificial intelligence courses 6 3
Using artificial intelligence to assist classroom learning 63 31.2
Using artificial intelligence to assist extracurricular learning 133 65.8
Total 202 100

0 20 40 60 80 100

Preview before class

Improve classroom learning

Review a�er class

learning effect evaluation

self reflection

mean
median
Mode

standard deviation
minimum
maximum

(%)

Figure 4: (e self-learning effect of students using artificial in-
telligence in English.

52%

33%
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very good
better
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Figure 5: Students’ evaluation of AI learning and education.
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first stage of the iteration, but the number of flames gradually
decreases during the iteration. So, in the last iterative step,
the butterfly only updates its position based on its ability to
find the optimal position solution. Reducing the number of
fires helps to cover the estimated cost of the search area, and
the number of fires describing this process can be summed
up as

Nflame � N − l ×
N − 1

T
, (15)

N is themaximum number of flames. l is the current number
of repetitions. T is the maximum number of repetitions.

4. Artificial Intelligence-Based English Self-
Learning Effect Evaluation and Adaptive
Impact Analysis

4.1. Evaluation of English Self-Learning Effect and Adaptive
Impact Research Supported by Artificial Intelligence. (e
teaching of English has long been flawed, but the method of
teaching English is unique. At present, English learning has a
complete and mature software and hardware equipment,
and human-machine learning is more interactive. (e

artificial intelligence learning model improves learner au-
tonomy and teaching performance in English courses, and
enhances students’ understanding of creativity and inde-
pendent learning as well as lifelong learning.(e ways for AI
to learn English are shown in Table 1.

It can be seen from Table 1 that most people choose
Tencent translator to learn English, of which 131 people use
it, accounting for 64.9%; the use of the schoolbaglang robot
is the lowest, and the number of users is 3, which is 1.5%. It
shows that in the era of artificial intelligence, students are
more inclined to learn independently in learning English,
and the channels of seeking help in the learning process have
increased, which is more convenient for students to manage
time and environment as shown in Table 2.

As shown in Table 2, six students believed their school
offered an AI course. It is 3%. 63 students think schools are
using artificial intelligence to help them learn in the class-
room. Among the 133 students, 31.2% and 65.8%, respec-
tively, think that artificial intelligence has its place for
additional training. Better present and understand the latest
artificial intelligence and its applications to students, in
order to apply them more effectively in the teaching of
English courses as shown in Figure 4.

It can be seen from Figure 5 that the learning of artificial
intelligence is conducive to after-school English review,
preview before English class, improve the effect of English
classroom learning, and impact assessment and self-reflec-
tion, and the mean size is 3.58, 3.41, 3.39, 3.11, and 2.92 as
shown in Figure 5.

52% and 33% of students believe that artificial intelli-
gence has a good effect on self-learning English, 8% believe
that the learning effect is average, and 5% and 2% believe that
the artificial intelligence is not good for self-learning English.

It can be seen in Figure 5 that students have a high
evaluation of teaching AI, which also proves that AI played a
good role in students' self-learning English. In the era of
artificial intelligence, it is very convenient to repeatedly
watch lecture videos or learning materials, and students can
also shorten the distance through videos and other forms
and adopt peer learning strategies and achieve more
communication.

Table 3: Dimensional division of artificial intelligence English learning adaptability.

Object Dimension Dimensional division

Learning adaptability

Learning attitude adaptation

Emotional experience
Cognitive level

Behavioral tendencies
Learning target

Self-learning ability
Study method
Self-assessment

Teacher-student interaction

Learning to interact
Peer interaction

Human-computer interaction
Resource acquisition

Learning environment adaptation
Resource application
Environmental choice

Body function

Physical and mental health adaptation Pressure regulation
Attention

0 1 2 3 4 5 6

learning attitude

self-learning ability

learn to interact

learning environment

physical and mental health

learning adaptability

median
standard deviation
mean M

maximum value
minimum

Figure 6: (e adaptability of college students to English teaching
under artificial intelligence.
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Personalized AI is achieved by creating personalized
learning plans based on educational goals, self-monitoring,
final evaluation of the learning process, and teaching
methods and strategies related to students’ learning prob-
lems, as shown in Table 3.

Learning by artificial intelligence is collaborative learning
between humans and machines, which requires a certain in-
tellectual culture to adapt to student learning and the challenges
of the future intelligent society. (e experiment uses a score of
“5 points.” Based on the scores, we were able to distinguish
between low fitness levels (1≤moderate fitness<2), normal
fitness levels (2≤moderate fitness<3), and moderate levels.
According to the score, we can distinguish four levels: low level
of adaptability (1≤ fitness value<2), normal level of adaptability
(2≤ fitness value<3), medium level of adaptability level

(3≤ fitness value less than 4), and high adaptability level
(4≤ fitness value<5). Students use artificial intelligence to score
the adaptive grade of English autonomous learning.(e general
level of student adaptation to learning English and the various
aspects of adaptation in support of AI are shown in Figure 6.

(e results in Figure 6 show that the standard deviation
is low and the data that can be analyzed are consistent. At
present, the overall learning adaptability level of college
students using AI to learn English is 3 to 4, the standard
deviation is less than 1, and the sample dispersion is rela-
tively low.(e data are relatively small. (is suggests that AI
supports learning English. (e overall level is relatively
stable as shown in Figure 7.

(e experimental results show that the students’ learning
goals have the lowest score, indicating that the English goals of
AI students are not clear enough, and the learning goals let
students know what to do or what to do. If students do not set
learning goals before participating in AI learning, it is easy to
reduce learning efficiency and even generate learning anxiety.

It can be seen in Figure 7 that the “learning goal” score is
the lowest, which indicates that the students' goal of learning
English using artificial intelligence is not enough. Setting
learning goals can help people get a clear idea of what to do
next. Teaching English using artificial intelligence offers
students a wealth of English learning resources. If students
do not set clear learning goals before they start learning
English with AI, they will not have valuable information to
learn, and learning will become easier. It can be distracting,
reduce learning efficiency, and cause anxiety when learning
English as shown in Figure 8.

Figure 8 shows that girls are significantly better at
adapting to AI learning English than boys (M� 3.54 for
women>M� 3.39 for men). However, on the parameter
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Figure 7: (e adaptability of each variable in self-learning of artificial intelligence English for college students.
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“self-learning ability,” men performed better than women as
shown in Figure 9.

Figure 9 shows that when using artificial intelligence for
teaching English, there is no big difference in the adaptability
of learning English in different grades, but there are sig-
nificant differences in “learning interaction” and “learning
environment.” (e fitness value of grade four is 3.44, grade
one is 3.42, grade two is 3.39, and grade three is 3.28, but the
learning adaptability of grade three students is significantly
lower than that of other grades (Figure 10).

According to Figure 10, the English/non-English char-
acteristics vary significantly in the level of adaptability to
learning English self-taught AI, English majors (M� 3.59),
and non-English majors (M� 3, 39). (e adaptability of
Englishmajors in AI English self-study is significantly higher
than that of non-English majors. In order to reflect the
practicability and accuracy of this model, we compare the
MOTH-FLAME model used in this model with the GA and
PSO model, two traditional machine learning algorithms, as
shown in Figure 11.

From the comparison in Figure 11, it can be found that
the average adaptability to self-learning English of the model
established by MOTH-FLAME is 87.83%, while the average
adaptability to self-learning of English of the model estab-
lished by PSO is 84.83%, respectively. (e average fitness
values were 85.66%. Figure 12.

Comparing the experimental results, it can be known
that the accuracy rate of using the MOTH-FLAME model
reached 96.15%, while the recall rate and F1 also reached
96.53 and 96.3, while the accuracy rates of using the GA and
PSO models were 93.41% and 92.60%, respectively. (e
recall rate was 95.12% and 93.415, respectively, and F1 was
93.11% and 92.21%, respectively. (e prediction effect of the
model established using MOTH-FLAME is generally much
better than that of the model established using GA and PSO.
(is evaluation result fully demonstrates the innovation and
practicability of the artificial intelligence optimization al-
gorithm selected in this article.

5. Conclusion

Many schools in our country emphasize the culture of self-
learning English, but this is not enough. I do not think so.
First, there are not enough teachers in the schools, and the
teachers are not responsible enough. (e perfect teaching
method is monotonous and retrograde, and students find
English lessons interesting. Direct instruction gives poor
results; students are too dependent on teachers, which
prevent them from cultivating and developing their capacity
for independent learning. Artificial intelligence can be used
to cultivate students’ stable and good mobility and improve
the purpose and comprehensiveness of cognitive learning.
By integrating AI into English teaching, students can im-
prove and analyze data more effectively to facilitate learning.
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�e process of regional economic growth is a long-term evolutionary law. During this long evolutionary process, some regions
may continue to grow, while others may fall into decline. It takes a long time. For example, from the perspective of our country’s
regional economic growth since the turn of the century, the east coast has been in a relatively developed state, while the economy
of some western regions is relatively backward. �erefore, how to promote the long-term growth of developed regions and
revitalize the troubled regional economy by studying the long-term growth mechanism of the regional economy is an important
topic of regional economic research. In this context, we can draw the following conclusions. (1) �e employment structure of
major industries has been declining year by year since 2000, and this trend is relatively obvious and the decline is relatively large.
Despite some changes in industrial growth, the overall trend is upward. �e employment structure of the service industry has
increased year by year, and its proportion in total employment usually exceeds that of major industries, and it is the industry with
the largest number of employees. (2) �e accuracy under the machine learning model is 79.46%, the reliability is 89.27%, and it is
feasible; the accuracy under the data mining model is 68.45%, the reliability is 75.43%, and the feasibility is 86.18%; the accuracy
rate under the traditional statistical model is 60.14%, the feasibility is 68.24%, and the reliability is 75.12%. GDP not only is the core
indicator of national economic accounting but also can be used to measure the economic status and development level of a
country or region. �e impact of industrial structure on GDP is huge, and a suitable industrial structure can promote a healthier
growth of GDP. In order to analyze the relationship between our country’s GDP and industrial structure, the quantitative analysis
method of grey correlation analysis is used to study it, and then according to the calculation results, suggestions for adjusting and
optimizing the industrial structure will be put forward to the relevant ministries.

1. Introduction

In this survey, we review the work of machine learning on
methods for dealing with datasets that contain large amounts
of irrelevant information. We focus on two key issues: the
problem of selecting relevant features and the problem of
selecting relevant examples. We describe the progress made
on these topics in empirical and theoretical work in machine
learning and propose a general framework for comparing
di�erent approaches. We conclude with some challenges for
future work in this �eld [1]. Interpretation of brain imaging
experiments requires analysis of complex multidimensional
data. In recent years, the use of machine learning algorithms
has become an increasingly popular diagnostic technique for
training classi�ers to extract fMRI data of stimuli, mental

states, behaviors, and other variables of interest and to show
that the data contain information about them. In reviewing
this tutorial, we will understand some of the key options
involved in using this technique and how to obtain statistically
signi�cant results, illustrating each point with a concrete
example [2]. �e repeatability and e¡ciency of the corner
detector determines its likelihood of being useful in practical
applications. Repeatability is important because the same
scene viewed from di�erent locations should yield features
corresponding to the same real-world 3D location. E¡ciency
is important because it determines whether the detector
combined with further processing can run at frame rate. �e
article describes three advances. First, we propose a new
feature detection heuristic, and using machine learning, we
derive a feature detector from it [3]. We review machine
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learning methods using positive definite kernels. *ese
methods formulate learning and estimation problems in
reproducing kernel Hilbert spaces (RKHSs) of functions
defined over the data domain and are extended in terms of
kernels.Working in the linear space of functions facilitates the
construction and analysis of learning algorithms, while
allowing for large classes of functions.*e latter includes non-
linear functions as well as functions defined on non-vector
data. We cover a wide range of methods, from binary clas-
sifiers to complex structured data estimation methods [4].
Feature selection algorithms fall into two broad categories:
wrappers that use self-learning algorithms to rank features by
their usefulness, and filters that rank features based on
heuristics that share features in the data. For applications with
large databases, filters have proven to be more practical than
wrappers because they are much faster. However, most
existing filtering algorithms are only suitable for discrete
classification problems. *e article describes a fast, correla-
tion-based filter algorithm that can be applied to both con-
tinuous and discrete problems [5].*is article discusses factor
models that use multiple real-time monthly and quarterly
time series to forecast GDP growth in the short term. Factors
are estimated using the EM algorithm with basic component
estimators, taking into account the different time periods of
the data and missing observations at the end of the sample.
We discuss some characteristics of real-time estimator
samples and provide an alternative approach to forecasting
quarterly GDP using monthly ratios [6]. *e article compares
the performance of a monthly follower model GDP forecast
based on time series of the French economy.*esemodels are
based on static and dynamic foundations obtained by time
and frequency level methods. We question whether it is more
appropriate to use aggregated or disaggregated data to derive
the factors used in the prediction equations. *e accuracy of
the forecast for different forecast horizons was evaluated
taking into account sliding and recursive patterns [7]. To
forecast several epochs into the future, the modeler is faced
with a choice: iterative one-step ahead forecasting (IMS
technique), or directly model the relationship between ob-
servations separated by a periodic interval and use it for
forecast (DMS forecast). Structural fractures, unit root non-
stationarity, and residual autocorrelation are known to im-
prove DMS accuracy in finite samples, all of which occurred
when modeling South African GDP for the period 1965 to
2000 [8].*e impact ofmonetary policy on the economy has a
long and variable lag, so policymakers need reliable forecasts
of economic activity. As a result, forecasts of real GDP growth
have become increasingly necessary. A newmodified ARIMA
model is proposed and used to predict China’s GDP growth
from 1978 to 2004 [9]. Aiming at the development of GDP in
the process of urbanization in Zhoushan, establish a GDP
measurement model in Zhoushan, open up the measurement
relationship between the development of Zhoushan’s marine
economy and the statistical law of employment growth, and
establish a GDP measurement model in Zhoushan. *e
impact of GDP growth on employment puts forward the
predictable stimulating results of Zhoushan’s marine eco-
nomic development on employment, which provides theo-
retical and practical reference for promoting Zhoushan’s

urbanization [10].*e growth of the total economic volume is
based on the growth of various industrial sectors.*emodern
economic growth mode is essentially structure-oriented
growth, that is, the core of economic growth is the change of
industrial structure. *e effectiveness of these factors directly
affects economic growth. *erefore, it is very important to
examine the impact of industrial scale and efficiency factors
on economic growth from the perspective of industrial
structure. Scholars at home and abroad have done a lot of
research on this topic, using a lot of research methods [11].
Different industries and lifestyles use water in different ways,
and different economic development models dramatically
change water demand. *erefore, simultaneous (dynamic)
analysis of macroeconomic and water resource systems can
reveal their intrinsic links. Taking Beijing as an example, this
paper analyzes the relationship between industrial structure
adjustment and water consumption growth by using relevant
theories and analytical methods. *erefore, it is very im-
portant to develop the integration of the tertiary industry and
the secondary industry to solve the water shortage problem in
Beijing [12]. *e data from 1978 to 2004 are used as a sample
to conduct an empirical analysis on the relationship between
urbanization and industrialization. *e results show that
there is a long-term equilibrium relationship between China’s
urbanization and industrial structure. Different from their
short-term relationship, the one-way Granger causality and
their respective variances have inertia [13]. With the help of
marine statistical data, the article examines the current sit-
uation and development trend of our country’s marine in-
dustry structure. With the help of econometric methods such
as correlation analysis and grey phenomenon theory, the
essential factors affecting the growth of the shipping industry
are clarified. According to the “Outline of National Marine
Economic Development Plan,” analyze industrial economy,
industrial phenomenon theory, regional economy, and in-
tegration of shipping and agriculture, combined with struc-
tural problems and measures of our country’s marine
industry, to provide good technology for the development of
marine industry in China [14]. *e price structure of forest
production in China from 1996 to 2009 was examined using
grey relational analysis. Based on the GM(1.1) model, a data
model for predicting China’s forestry structure in the next 10
years was established. *e results show that the grey corre-
lation coefficients between the three forestry industries and
forestry output value are 0.8491, 0.7311, and 0.8213, re-
spectively, in the order of secondary industry< tertiary
industry< large industry.*e prediction results show that our
country’s forestry is in the middle stage of industrialization,
and the secondary and tertiary industries have developed
rapidly and become the main industries [15].

2. Analysis of Local Economic and Industrial
Structure under Machine Learning

2.1. Problems Existing in the Economic and Industrial
Structure

(1) Convergence of regional industrial structure: that is,
the similarity rate of industrial structure in the
eastern, central, and western regions is relatively
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high. To adjust our country’s current industrial
structure, we should follow the basic principles of
combining market regulation and government
guidance, improving the level of industrial tech-
nology through independent innovation, adhering to
a new path of industrialization, and promoting the
coordinated and healthy development of industries.
Continue to promote the construction of energy,
transportation, and communication infrastructure,
accelerate the adjustment and optimization of in-
dustrial product structure, vigorously expand the
tertiary industry to absorb labor employment as the
main goal, and take practical and feasible adjustment
measures.

(2) According to the actual situation of each region,
actively learn from advanced experience, rely on
high-quality industries, optimize and adjust the in-
dustrial structure, and greatly improve the economic
level of the whole region.

With the continuous growth of the economy, capital and
labor are transferred to the secondary or tertiary industries,
which leads to changes in the industrial structure of the
regional economy. *e three industries are not coordinated.
Development is modernization and industrial transforma-
tion. Years of practical experience in adjusting the regional
economic and business structure have shown that in the face
of these two problems, we must take a holistic approach. For
a long time, the primary and secondary industries have been
the main body of the market. In order to change the
backward situation of our country’s “manufacturing in-
dustry,” actively promote industrial innovation and increase
the market share of the tertiary industry. In the process of
development and reform, we adhere to the principle of “less
but fine” and pay attention to the actual level and standard of
the business as well as the structure of the industry.
According to the actual situation of each region, actively
learn from advanced experience, rely on high-quality in-
dustries, optimize and adjust the industrial structure, and
greatly improve the economic level of the whole region. It is
shown in Figure 1.

2.2. Adjustment Direction of Regional Economic and Indus-
trial Structure. Industry is the most important sector sup-
porting the national economy. As the main body of the
national economy, the county economy should pay more
attention to the development of industrialization. It is also the
main direction of today’s industrial transformation and meets
the needs of our country’s economic development. Due to the
different economic conditions and industrial development
levels in different countries, the actual adaptation process
must be realistic and not be successful too quickly but must be
gradually improved in industrialized industries. Considering
that the current industry is developing in the direction of
adapting to the county economy and business structure, we
think there are mainly the following reasons. (1) *e devel-
opment of the service industry and service industry is in-
separable from industrial support. It is necessary to use the

service industry to drive social concerns and promote eco-
nomic development and structural adjustment. (2) *e de-
mand for service industry in small areas is lower than that in
cities.*e development of service industry needs to effectively
manage the type and scale of service industry in combination
with regional characteristics.*e over-allocation and waste of
resources in the province have created a harsh environment
for market competition. (3) According to relevant data, the
economic benefits of the manufacturing industry are among
the best in many industries, and it has obvious development
advantages in terms of national taxation and employment,
providing a circular economy for the sustainable development
of the industry. Regional industries realize high stability of
circular economy. When the state manages the economic
restructuring of the whole province, industry not only has an
important impact on economic development but also has a
good leading role in other industries. *e development of
high-quality industries can guide many industries, such as the
service industry, and is the primary choice for industrial
restructuring and development.

2.3. Breakthroughs in Industrial Structure Adjustment from
Key Positions. Under the new situation, the phenomenon of
overcapacity is mainly manifested in the process of regional
adaptation of the economic and commercial structure,
which exists objectively and is not a random phenomenon.
Recovery will come at a huge price. In the process of eco-
nomic manufacturing, some regional industries do not do
temporary work well without new production technology
and unique profile products, which brings great challenges
to the industry. *e following points are investigated and
evaluated. (1) From the beginning, comprehensively plan the
existing business in the region and implement the upgrading
and renewal of the industry based on this. Actively respond
to the government’s call and adhere to the development
policy of “focusing on development, common improvement,
and comprehensive coordination.” In the early stage before
the actual operation, it is necessary to make preparations on
the basis of the existing business structure, put forward the
basic development policy, and select industries and enter-
prises for modernization and innovation. Initially, it focused
on technological innovation, equipment upgrades, and
product improvements to simplify the process, improve

Problems in Economic
Industrial Structure

Industrial
coordination is

not unified

The proportion of
industries is not

coordinated

Low proportion of
the tertiary

industry

Figure 1: Problems existing in the economic and industrial
structure.
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economics, and realize it. Find and deliver the most accurate
and personalized guidance to help you succeed. (2) Focus on
promoting and developing the industry. Strengthen the
improvement of basic equipment and core technologies of
relevant enterprises and focus on scientific and technological
research and product innovation research. At present, the
regionalized production of a large number of imported high-
tech equipment and materials in our country not only in-
creases the production cost but also wastes a lot of financial
resources. *erefore, it is necessary to actively support the
development of science and technology, organize high-tech
talents to participate in scientific and technological inno-
vation, participate in major achievements and technologies,
and reduce the impact of monopoly technology on enter-
prise development. Of course, development is inseparable
from cooperation and active technological integration. We
must focus on promoting the transformation of primary and
secondary industries to high-level industries and promote
economic and industrial restructuring.

2.4. Economic and Industrial Forecasting Steps. Economic
forecasts are speculations and estimates of future scenarios
for economic phenomena. According to the history and
status quo of the economic development process, the sci-
entific forecasting method shows the regularity of the de-
velopment of economic phenomena and the connection
between various economic phenomena and predicts the
future development trend and the possible level of the
economic phenomenon.*e content of economic forecast is
very broad: the first is the forecast of domestic economic
situation, such as production development, growth rate,
economic structure, price development, population em-
ployment, tax revenue and expenditure development, sup-
ply, production, and sales. At the same time, the
international economic situation should also be taken into
account, such as the prediction of international economic
fluctuations and changes in the international market in
region B. Your forecast usually consists of four steps: col-
lecting and analyzing the various data required for the
forecast, performing various forecast calculations to outline
the preliminary forecast, completing and revising the
forecast, and preparing a formal forecast report. *e above
process is a recurring prognostic process. *is cycle typically
occurs twice a year, and a forecast report is generated ap-
proximately every six months. It is shown in Figure 2.

2.5. Keep Improving andBecomeBigger and Stronger. As part
of the structural adjustment, special jobs should be reserved
for regional industries. *e Swiss watch industry, for ex-
ample, is small but has unique high-end brands that have
huge growth advantages. We must actively learn from and
learn from, focus on developing high-quality industries,
make them bigger and stronger, promote industrial trans-
formation, and promote the integration of regional economy
and industrial structure. Our country believes that it is very
important to adjust the economic and industrial structure of
the region, overcome technical difficulties, and vigorously
carry out scientific research. At the same time, it is necessary

to fill the gaps in core industries, closely follow the char-
acteristics of industries, make them bigger and stronger, and
actively promote the process of regional economic and trade
structure integration.

3. Machine Learning Algorithms

3.1. ClassicalMachine LearningAlgorithms. KNN algorithm,
random forest algorithm, and SVM algorithm are three
classic machine learning algorithms in supervised learning.
*ey are commonly used in various intrusion detection
scenarios. *is section mainly introduces their respective
classification ideas. If most of K’s nearest neighbors belong
to a particular class, then the sample also belongs to that
class, and that class contains the properties of that sample.
*e distance formula to calculate the distance between two
samples is

Lp xi, xj􏼐 􏼑 � 􏽘
n
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xi − xj
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Figure 2: Economic and industrial forecasting steps.
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In this attack scenario, the attacker aims to collect proxy
records containing malicious samples and normal samples
and find out the feature vector space of the target model and
the corresponding information parameter vector. If most of
K’s nearest neighbors belong to a particular class, then the
sample also belongs to that class, and that class contains the
properties of that sample. After the calculation of the result
formula (2), the accuracy of the classical machine learning
algorithm will be improved even more.

In this case, attackers typically manipulate malicious
samples according to conditional probability distributions
or feature space distances to get as close as possible to the
protected data.

z
∗

� argming(x)

� argminωT
x

j
.

(3)

Accuracy is the percentage of correctly predicted sam-
ples to the total number of samples; response rate is the ratio
of the number of positive samples found to the total number
of positive samples, reflecting insufficient sample coverage;
percentage accuracy means that all predicted positive
samples are true. *e proportion of positive samples may
reflect the problem of false positives. *e F1 score is the
harmonic mean of recall and precision and is the combined
score of recall and precision. *e calculation formulas of the
four indicators of accuracy, accuracy, recall, and F1 score are
as follows:

accuracy �
TP + TN

TP + FN + FP + TN
,

precisiom �
TP

TP + FP
,

recall �
TP

TP + FN
,

F1score � 2∗
precision∗ recall
precision + recall

.

(4)

In order to improve the classification accuracy, the
corresponding loss function is often developed, and the
optimal weight value and paranoia value of the function are
obtained by finding the maximum value of the function:
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2
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(5)

3.2. KNN Algorithm Model. *e KNN algorithm continu-
ously finds the best values of w and b during the analysis
process, so that the loss of the function reaches the lowest

value. *e training process randomly assigns final weights.
*e training process randomly assigns final weights. *is
training method has no problem in the natural environment,
but in a conflict situation, you will be attacked. Attackers can
take advantage of this and create malicious samples ap-
propriately to misclassify them. *e output can be a com-
bination of several binary decisions, such as whether to
evaluate a pixel as the foreground and background of the
image, or a more structured output such as a syntax tree or
containing box. Multiple binary outputs can simply be
represented by multiple independent SVMs.

∇ωL � ω + c􏽘
ies

∇i
lxi,

∇ωL � c􏽘
ies

∇i
l.

(6)

To visualize the security of classification algorithms, a
new concept is introduced here: classifier sensitivity. *e
higher the sensitivity of the classification, the less secure the
algorithm, and vice versa. *e security of this algorithm is
described as follows:
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ti
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(7)

When a user selects a service that is interested in in-
teraction, the relevant information of the service can be
retrieved, and changes in the community to which the
service belongs are highlighted in the adjacent spatiotem-
poral dimensions.

3.3. K-Means Machine Learning Model. *e K-means al-
gorithm is an unsupervised learning algorithm that can be
applied to unlabeled data.*e goal of the algorithm is to find
datasets whose number is determined by K. *e algorithm
iteratively assigns data to one of K groups based on the
provided features. Group data based on data similarity. In
the network model of the query system, the prescribed
fusion rules are used to integrate the interactive big data of
the educational administration system, so as to realize the
interactive query of the big data.

*e convergence control function of the interactive big
data query in the educational administration system is

F(t) � 􏽘
j�1

zjT +(h − f)
2

− sin(2πt), (8)

where h represents the characteristic sampling frequency of
the educational administration system and f is the infor-
mation transmission rate of the educational administration
system data query. *e output can be a combination of
several binary decisions, such as whether to evaluate a pixel
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as the foreground and background of the image, or a more
structured output such as a syntax tree or containing box.
Multiple binary outputs can simply be represented by
multiple independent SVMs.

Based on this, the window width of the interactive big
data transmission of the educational administration system
is calculated. *e calculation formula is

um � 􏽘
j�1

zjT
�����
y + q

√
− F(t), (9)

where y is the time delay of data transmission and q is the
hidden node of data transmission. Using the adaptive deep
learning method, the transmission frequency of interactive
big data query data in the educational administration system
is obtained as follows:

ϕ � −
πF(t)

2

�����
y + q

√ +
log3 η + S

2

c + q
. (10)

In the formula, ϕ is the gradient error of data trans-
mission; r is the iterative step size of deep learning. *rough
the method of reconstructing the similarity feature of the
target sample set, the deep learning of the interactive big data
model of the educational administration system is realized,
and the global optimal control function of the model is
obtained as follows:

Y � 􏽘
n�1,t�1

μnr + o − p(t) +
p(y)

2tπ
􏼢 􏼣

2

, (11)

where o is the step size of adaptive learning. Finally, the
optimal model of interactive big data in the educational
administration system is obtained as follows:

F(k) � F(t) + 􏽘
n�1,t�1

μnr − p(t). (12)

4. Prediction and Industrial Structure
Analysis of Machine Learning in Local
GDP Economy

4.1. Local GDP Economic Forecast under Machine Learning.
*e process of regional economic growth is a long-term
evolutionary law. During this long evolutionary process,
some regions may continue to grow, while others may fall
into decline. It takes a long time. For example, from the
perspective of our country’s regional economic growth since
the turn of the century, the east coast has been in a relatively
developed state, while the economy of some western regions
is relatively backward. *erefore, how to promote the long-
term growth of developed regions and revitalize the troubled
regional economy by studying the long-term growth
mechanism of the regional economy is an important topic of
regional economic research. Only population, wages, prices,
resources, technology, and income distribution affect the
long-term growth of regional economies. *e flow of these
factors, especially the flow of labor and capital, has a greater
impact on regional economic growth. *e determinants of
regional growth can be divided into endogenous and

exogenous factors. *e main endogenous factors are the
distribution and supply of production factors, such as the
distribution and supply of land, labor, and capital. *e main
external factors are related to the evolution of commodity
demand within the region, national investment, and national
economy. According to the endogenous and exogenous
elements of regional growth and their combinations, from
the perspective of integrity and decentralization, distinguish
complex models of regional growth, decentralization sys-
tems, regional convergence or differentiation growth issues,
and social and political factors.

From the data in Figure 3, we can see that from 2017 to
2021, Guangdong Province and Tianjin City have a relatively
large number of marine economic structures, indicating that
their marine economic structures are more diversified, their
marine economic development is relatively stable, and their
economic structure is relatively stable. It has not changed
much. *e marine economy and industrial structure of
Liaoning and Shandong have relatively few direct descen-
dants, indicating that the value of marine industry products
is relatively concentrated in one or more industries. *e
industry and business structure dominated by sea fishing
will be simplified. *e structure is strongly influenced by
changes in several major industries, resulting in large
fluctuations in overall development and relatively unstable
economic development. *e number of direct descendants
of the industrial structure changed greatly. *e impact of
Liaoning and Shandong’s marine economy and industrial
structure is relatively small compared with the previous few
years, indicating that the marine economic structure was
relatively simple at this time. *e industrial structure of
different provinces is quite different, which leads to the great
fluctuation of the entropy of economic structure in different
years. In 2021, the entropy of economic structure in each
province is the highest, which indicates that the industrial
structure is multidimensional. *e large fluctuation in dif-
ferent years indicates that the industrial structure fluctuates
greatly in different years, and the structure develops in
multiple dimensions. When the change of the entropy of
economic structure is small, it shows that the industrial
structure depends on less industries.

From the data in Figure 4, we can see that the accuracy
under the KNN machine learning model is 79.46%, the
feasibility is 89.27%, and the model score is 93.45%; the
accuracy under the K-means machine learning model is
68.45%, the feasibility is 75.43%, and the model score is
86.18%; the accuracy under the FM machine learning model
is 60.14%, the feasibility is 68.24%, and the model score is
75.12%. *e KNN machine learning model has the highest
accuracy and feasibility among the three models and is the
best performing model among the three models.

From the data in Figure 5 and Table 1, we can see that the
actual value of GDP from 2016 to 2021 shows a steady
upward trend, and the predicted values under different
machine learning models are different. *e predicted value
of the s-svm model in 2016 was 48188, the predicted value of
the K-means model was 47523, and the predicted value of
the FM model was 47131; the predicted value of the s-svm
model in 2017 was 51469, and the prediction number of the
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K-means model is 50279, and that of the FMmodel is 49946;
the prediction number of the s-svm model in 2018 is 56751,
that of the K-means model is 55361, and that of the FM
model is 54988. In 2019, the number of predictions of the s-
svm model is 61516, the number of predictions of the K-
means model is 61109, and the number of forecasts of the
FM model is 60723. It can be seen that the s-svm model and
the predicted values are the closest to the actual values, and
the error rate is the smallest *e prediction value of the
s-svm model is the closest to the real value in the prediction
value of GDP by different algorithms. *e prediction ac-
curacy rate can reachmore than 96%, and the highest is 99%,
which has a high prediction effect. *e prediction effect of
FM model is poor, and the average prediction accuracy is
about 95%. Different models have obvious differences and
advantages in predicting GDP growth.*erefore, the S-SVM
model has a good application effect in the prediction of GDP.

From the data in Figure 6, we can see that in 2011, the
GDP of expenditure was 188.61, consumption expenditure
was 136.56, household consumption was 114.13, and

government consumption was 22.43; expenditure GDP was
229.31, consumption expenditure was 164.26, household
consumption was 137.32, and government consumption was
26.94. In 2014, expenditure GDP was 242.32, consumption
expenditure was 185.47, household consumption was
157.70, and government consumption was 27.77.

4.2. Forecast and Industrial Structure Analysis in Local GDP
Economy. According to the input-output theory and related
mathematical models, most countries in the world began to
make input-output tables, and countries began to flexibly
use the output model to analyze many important issues of
national development. Our country is no exception. *e
input-output table is used to analyze the relationship be-
tween different sectors and end-user sectors in our country
to understand the state of economic development.*erefore,
many professors and researchers have devoted their efforts
to describe the application and analysis of the EC+ IOmodel
in our country’s economic development. However, since our
country does not compile the input-output table every year,
we can make statistical improvements to the input-output
table for the years that have not been compiled on the
original basis. *e yearbook data then calculate the overall
performance of each department for each year. Compared
with previous test results, our test will be more compre-
hensive, not bound by personal thoughts, and presented to
the public more objectively and fairly. From the perspective
of the country, it can be viewed more modestly and cau-
tiously, and from the perspective of the troops, it can also be
a more objective and fair analysis, which helps to better
understand the development of our country. *erefore, the
analysis of our country’s input-output table is very im-
portant for the country and the masses.

From the data in Figure 7 and Table 2, we can see that the
employment structure of major industries has been de-
clining year by year since 2000, and this trend is relatively
obvious and the decline is relatively large. Despite some
changes in industrial growth, the overall trend is upward.
*e employment structure of the service industry has in-
creased year by year, and its proportion in total employment
usually exceeds that of major industries, and it is the industry
with the largest number of employees. Judging from the
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Figure 4: Performance tests under different machine learning
models.
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the economic and industrial structure in different regions.
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development situation at home and abroad, the employment
structure of our country’s primary industry is still relatively
high, the level of agricultural mechanization is insufficient,
the employment of the processing industry is obviously
sufficient and relatively insufficient, the industrialization still
needs to be improved, and the service scope bears the heavy
burden of work and needs to be vigorously developed. It
needs to continue to grow, and the entire industry structure

also needs to be optimized and improved. From 2016 to
2021, we can see that the GDP growth rate of the region is
still relatively high, basically higher than the national growth
level. Especially in the past two years, the national growth
rate is relatively low, and the GDP growth rate of the region
maintains a certain advantage. In the three industrial
structures, the proportion of secondary industry is relatively
large, and the contribution of growth rate and GDP growth

Table 1: 2016–2021 GDP forecast and actual GDP under machine learning.

Real GDP s-svm model predicted value K-means model predictions FM model predictions Average error rate (%)
2016 48946 48188 47523 47131 9.56
2017 51751 51469 50279 49946 8.74
2018 56197 56751 55361 54988 8.02
2019 62966 61516 61109 60723 7.37
2020 66309 66082 65912 65196 6.65
2021 73438 73008 72834 71793 5.03
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Figure 6: 2011–2021 GDP of consumer expenditure in different regions.

Table 2: *ree changes in industrial structure.

Primary industry (%) Secondary industry (%) Tertiary industry (%) GDP growth rate (%)
2016 5 8.50 12.50 8.40
2017 7.80 8.20 10.50 9
2018 7.50 8.20 9.50 8.80
2019 6.20 7.60 8.50 7.90
2020 5.10 6.20 7.60 5.60
2021 8.50 9.60 10.20 9.50
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Figure 7: *ree changes in industrial structure.
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rate is relatively large. In the whole economic structure,
different industries have maintained positive growth, so it is
necessary to adjust the industrial development strategy for
the primary industry and then provide intelligent upgrading
services for the primary industry.

From the data in Figure 8, we can see that the actual
proportion of the first industry is 23%, the proportion of the
second industry is 33%, and the proportion of the third
industry is 17%. *e proportion of the primary industry
predicted by the s-svm model is 26.53%, the proportion of
the primary industry predicted by the K-means model is
27.38%, and the proportion of the primary industry pre-
dicted by the FM model is 28.91%. It can be seen that the
prediction value under the s-svm model is the most accurate
among the three models.

5. Conclusion

*e process of regional economic growth is a long-term
evolutionary law. During this long evolutionary process,
some regions may continue to grow, while others may fall
into decline. It takes a long time. For example, from the
perspective of our country’s regional economic growth since
the turn of the century, the east coast has been in a relatively
developed state, while the economy of some western regions
is relatively backward. *erefore, how to promote the long-
term growth of developed regions and revitalize the troubled
regional economy by studying the long-term growth
mechanism of the regional economy is an important topic of
regional economic research.
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In order to address the problem of the absolute nature of the evaluation of superiority and inferiority in the evaluation of physical
education classroom in universities and the problem of inconsistency in the conclusion of multiple evaluations, we develop an
“autonomous advantage evaluation method to highlight one’s own advantages,” which uses a probabilistic stochastic simulation
algorithm to evaluate the advantages of the evaluated objects by calculating the degree of superiority among them. +e method is
based on an innovative “base to top” approach, with a high degree of independence. +e method was validated by means of an
algorithm, and the conclusions were obtained with probabilistic information.

1. Introduction

University students are the future pillars of our country, and
it is only when they have a healthy body that they can be
most creative and create more value. +erefore, it is very
important for universities to provide physical education to
students [1]. +e health of students is reflected in all aspects
of their lives, and physical education is an integral part of it,
as learning more about physical education and acquiring
skills through practical application can enhance students'
physical fitness [2]. +e Ministry of Education is paying
more and more attention to the health of students, requiring
universities to make reasonable physical education programs
to improve the physical fitness of students, and according to
the regulations, each school is constantly correcting and
improving its teaching methods, and gradually tends to
diversify and enrich the teaching content [3–5]. +erefore, it
is important to evaluate the quality of physical education in
order to judge the quality of teaching and learning [6–8].
Data mining is a popular data analysis technology that has
received widespread attention. +is technology can use
known data resources to discover more potential informa-
tion and the connection between things, firmly grasp this
technology and apply it to the evaluation of the quality of
physical education in college students, you can find out the

factors affecting the quality of physical education and ef-
fectively enhance the physical fitness of students [9–12].

In China, physical education classroom teaching has
been developed for many years, and even though the
mechanism of the method varies and the way of solving
the problem is different, the conclusion form is mostly
determined and consistent, which is expressed as “the
absoluteness of superiority and inferiority discrimina-
tion” and “the strictness of difference transmission ”
[13–15]. +e use of different evaluation methods for the
same evaluation problem usually results in different
evaluation conclusions, resulting in the problem of
“nonconsistent multievaluation conclusions” [16]. It is
now generally accepted that ’portfolio evaluation’ is an
effective solution to this problem, but in reality, this is a
compromise approach that does not address the essence of
the problem at its root [17].

In this paper, we develop an “autonomous advantage
evaluation method to highlight one’s own advantages,”
which uses a probabilistic stochastic simulation algorithm to
evaluate the advantages of the evaluated objects by calcu-
lating the degree of superiority among them [18]. +is
method produces probabilistic (reliable) evaluation con-
clusions, which are more interpretable to the actual problem,
and proposes an innovative “base to top” comprehensive
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evaluation method with a high degree of independence,
which is added to the evaluation in the form
of “components.” +e method is based on an innovative
“base to top” approach, with a high degree of indepen-
dence. +e validity of the method is verified by means of
an example [19].

2. Basic Description of Assessment Issues in
Physical Education

+ere is a multi index evaluation system xij � xj(xi), (i �

1, 2, . . . , n; j � 1, 2, . . . , m) composed of u1, u2, . . . , un, m

evaluated objects and x1, x2, . . . , xm indexes, which is
about index xj for the evaluated object ui; observed value
of the evaluation data matrix (decision matrix) can be
expressed as

A � xij􏽨 􏽩
n×m

�

x11 x12 · · · x1m

x21 x22 · · · x2m

. . . · · · · · · · · ·

xn1 xn2 · · · xnm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (1)

wherem, n≥ 3, and the data in A is the normalized data after
preprocessing the physical education evaluation process we
describe as a general transformation:

yi � f xi1, xi2, . . . , xin( 􏼁, i ∈ N, (2)

where f is the positive transformation function; yi is the
comprehensive evaluation value of the object ui being
evaluated, and u1, u2, . . . , un is ranked according to the
u1, u2, . . . , un value from the largest to the smallest, to
complete the u1, u2, . . . , un comparison of the advantages
and disadvantages.

3. Description of the Autonomous
Strengths Assessment

Hypothesis 1. is that each of the evaluated subjects has the
dual objective of “widening the gap between competi-
tors” and “developing their own strengths,” and in doing
so, highlights their own strengths in an integrated
manner.

A quantitative description of the idea of autonomous
strengths evaluation in hypothesis 1:

Definition. αij, βij is the amount of column and row
dominance of the evaluated object ui(i ∈ N) on indicator
xi(i ∈ N), respectively, and satisfies

αij �
1

n − 1
􏽘
k≠i

xij − xkj􏼐 􏼑, i ∈ N, j ∈M, k ∈ N,

βij �
1

m − 1
􏽘
p≠j

xij − xip􏼐 􏼑, i ∈ N, j ∈M, p ∈M.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(3)

If we let λij � μαij + ηβij, i ∈ N, j ∈M, then we say
that λij with is the amount of autonomous advantage
of the evaluated object ui(i ∈ N) with respect to indica-
tor xj(i ∈ N), where μ is the competitive target coeffi-
cient and n is the developmental target coefficient
μ, η ∈ [0, 1], μ + η � 1 .

Column dominance αij(i ∈ N, j ∈M) reflects the dif-
ference in strength between the jth indicator of the evaluated
object μi and the n-1 other evaluated objects as a whole,
while row dominance βij reflects the difference in strength
between the jth indicator of the evaluated object μi and the
m-1 other indicators as a whole.

4. Stochastic Simulation Algorithm

4.1. Nonlinear Programming Problems Where the Objective
Function Is Linear. +is paper gives a simulated annealing
and evolutionary planning algorithm for nonlinear
planning problems with linear objective functions, which
transforms problems with constraints into unconstrained
ones. Numerical results confirm the high computational
accuracy of the method and show good convergence,
considering the following optimization problem (where c
is a vector):

min c
T
x

s. t.
gi(x)≤ 0 i � 1, . . . , r

Ax≥ b

(4)

In order to find a feasible solution that satisfies the
constraint, we first solve the subproblem:

min , f � max 0, gi(x) i � 1, . . . , r􏼈 􏼉,

s.t.
c

T
x≤ c

T
x
∗
k − ε,

Ax≤ b,

(5)

where x∗k is the optimal solution at k steps and ε is a

small positive number. Let B �
C

T

A
􏼠 􏼡, d �

c
T
x
∗
k − ε
b

􏼠 􏼡,

the constraint can be reduced to Bx≤ d.
Bx≤ d can be written as

b11x(1) + b12x(2) + · · · + b1nx(n)≤d1,

b21x(1) + b22x(2) + · · · + b2nx(n)≤d2,

· · ·

bm+1,1x(1) + bm+1,2x(2) + · · · + bm+1,nx(n)≤dm+1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

4.2. Simulated Annealing Algorithms for Nonlinear Pro-
gramming Global Optimization Problems. Based on the
upper and lower bounds of component x(Li), we propose a
class of simulated annealing algorithm for solving sub-
problem (3). +e specific steps of the algorithm are as fol-
lows: Algorithm 1:
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On the basis of algorithm 1, the initial value of random
feasible solution x0 is given so that k� 0. If I� 1, make
x∗k+1 � y∗, Tmax � T, Lmax � Lmax, k � k + 1.

If I� 0, then x∗k is the global optimal solution of problem
(1).

4.3. Evolutionary Planning Algorithms for Nonlinear Pro-
gramming Global Optimization Problems. +is section gives
an improved evolutionary planning algorithm for problem
(2), where the adaptation value is taken as the objective
function value as follows: (Algorithm 2)

+e initial value of η is 1 if ηi < 10− 4, then ηi � 1.

5. Application Examples

+is paper uses data from the evaluation of the teaching
quality of physical education teachers at a university,
with the aim of analysing the factors affecting the
quality of physical education. Table 1 shows that the
indicators of teaching quality evaluation are divided into

five items based on teaching effectiveness, teaching
content, teaching attitudes, and teaching methods
[23–25]. It is assumed here that K1: teaching attitude,
K2: teaching content, K3: teaching programme, K4:
teaching effectiveness, and K5: evaluation result are the
data of five training samples, and the evaluation grades

Step 0: initialization: the maximum and minimum temperatures are Tmax, Tmin, the number of iterations Lmax and the parameters
are given respectively ε ＞ 0.
Step 1: use the random process to obtain the initial value of the feasible solution x0 � (x0(1), . . . , x0(n)), set
T � Tmax, t � 0, I � 0. If f (x0)≤ 0, then I� 1, y∗ � x0. Otherwise, turn to step 2.
Step 2: While (T>Tmin) do
(a) while t≤Lmax do

(1) randomly select lt ∈ {1, 2, ..., n}, and give a uniformly distributed random number λ ∈[−1, 1]. For j� 1,..., n, if λ ＞ 0.

z(j) �

xt(j) + α × (blt
− xt(j)) × λ, if j � lt and blt

≠∞,

xt(j) + α × λ, if j � lt, blt
�∞,

xt(j), if j≠ lt.

⎧⎪⎨

⎪⎩

z(j) �

xt(j) + α × (xt(j) − alt
) × λ, if j � lt and alt

≠∞,

xt(j) + α × λ, if j � lt, alt
�∞,

xt(j), if j≠ lt,

⎧⎪⎨

⎪⎩

where alt
and blt

are lower and upper bounds, xt(lt) comes from Algorithm 1, α +e initial value of is 1, if 444, then α� 1.
(2) let z� (Z (1),..., Z (n)), if f (z)≤ 0, then I� 1, y ∗�Z. Algorithm 1 stops. Otherwise, turn (3).
(3) Take η ∈ [0,1], if η≤min 1, exp[f(xt) − f(z)]/T􏼈 􏼉, set xt+1 � z, otherwise xt+1 � xt, t � t + 1.

(b) Lmax � Lmax + d, t � 0．
(c) by T� δ × T lower the temperature T. Where parameter D, β And δ is a known constant entered in advance.

ALGORITHM 1

Step 1: Given μ initial values, let k� 1 and I� 0. Let the individuals be real-valued vector pairs (xi, ηi), ∀i ∈ 1, . . . , μ􏼈 􏼉 [20–22].
Step 2: Calculate the individual adaptation value. If ∃i ∈ i, . . . , μ􏼈 􏼉, f(xi)≤ 0, then I � 1, y∗ � xi otherwise turn Step 3.
Step 3: For each parent (xi, ηi), ∀i � 1, . . . , μ, generate a child (xi

′, ηi
′) according to the following

steps: Randomly select li from the set { 1, 2, ..., n} to generate a uniformly distributed random
parameter λ in the interval [- 1, 1]. For j� 1, ..., n, if λ> 0

xi
′(j) �

xi(j) + ηi(bj − xi(j))λ, if j � li and bli
≠∞,

xi(j) + ηiλ, if f � li, bli
�∞,

xi(j), if j≠ li.

⎧⎪⎨

⎪⎩

xi
′(j) �

xi(j) + ηi(xi(j) − ali
)λ if j � li and ali

≠∞,

xi(j) + ηiλ if j � li, ali
�∞,

xi(j) if j≠ li,

⎧⎪⎨

⎪⎩

ALGORITHM 2

Table 1: Teaching quality evaluation form.

Teacher number
Evaluating indicator

Evaluation results
K1 K2 K3 K4

1 B A C C Good
2 B B C B Good
3 C C A A Secondary
4 C B B C Secondary
5 A A B B Good
6 B C B C Good
7 C A B C Secondary
8 B B A C Excellent
9 B C C A Secondary
10 A B B C Good

Mathematical Problems in Engineering 3
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are A: excellent (90–100), B: good (80–90), C: moderate
(70–80), D: pass (60–70), and E: fail (<60).

+e information entropy of each attribute is calcu-
lated first. For K1, there are {1, 2, 6, 8, 9} (3 good, 1
moderate and 1 excellent), {3, 4, 7 (3 moderate), and {5,
10} (2 good) for the evaluation of teaching attitude.
+en, the information entropy of K1 is calculated as
follows:

E(K1) �
1
5

×
3. 53 − 33􏼐 􏼑

(5 + 3)
3 +

1. 53 − 13􏼐 􏼑

(5 + 1)
3 +

1. 53 − 13􏼐 􏼑

(5 + 1)
3

⎡⎣ ⎤⎦ � 0.3445,

E(K1) �
1
3

×
3. 33 − 33􏼐 􏼑

(3 + 3)
3

⎡⎣ ⎤⎦ � 0,

E(K1) �
1
2

×
2. 23 − 23􏼐 􏼑

(2 + 2)
3

⎡⎣ ⎤⎦

(7)

+e information entropy of the teaching attitude
K1 is

E(K1) �
5
10

.0.3445 +
3
10

.0 +
2
10

.0 � 0.1772. (8)

Similarly, we obtain the information entropy of other
attributes:

E(K2) � 0.2947, E(K3) � 0.2486, E(K4) � 0.2433. (9)

Comparing the entropy of each attribute, the ranking is
E(K1)<E(K4)<E(K3)<E(K2), so K1 is chosen as the root
node and three branches are created, A, B, and C. According
to the flow of the algorithm, the test attributes are selected in
turn under the branches and nodes are created until the end
of the sample division [26].

Based on the decision tree created in Figure 1, we can see
that each branch represents the combined set of attributes
tested, and the whole decision tree represents the combined
destructions.

It is clear from this analysis that teaching attitude is the
most important aspect of teaching. When the teaching at-
titude is excellent, the result of teaching evaluation is good;
when the teaching attitude is medium, the result of teaching
evaluation is medium; when the teaching attitude is good,
the result of teaching evaluation also depends on the
teaching programme, but the teaching attitude is still the
dominant factor [27, 28].

Evaluation of physical education teaching in uni-
versities is ranked. After the calculation of the auton-
omous evaluation method to obtain the results so
that b � 2, we can get the dominant weight vector ω �

0.4546, 0.2908, 0.1637, 0.0726 to get the ideal order of
ranking as
u1 ≻0.9891

u2 ≻0.8971
u8 ≻0.5283

u4 ≻0.0.7272
u5 ≻0.8306

u3 ≻0.5542
u6 ≻0.6636

u7 ≻0.5464
u9 ≻0.7277

u10.

(10)

+e results, e.g. u8 ≻0.5283
u4, do not mean that u8 is

definitely better than u4, u4 still has a 04717 probability of
being better than u8, and this form of conclusion is not

suitable for making absolute judgements of superiority
between some of the evaluated objects at the intersection of
competencies.+is form of evaluation gives themost reliable
ranking of superiority between objects, but at the same time
accommodates a variety of possible rankings (e.g. u8 ≻0.5283

u4
is equivalent to u4 ≻0.4717

u8).
+is form of evaluation allows multiple absolute eval-

uation findings to be embedded in a single probabilistic
evaluation finding, avoiding the subjective assumptions
caused by the “multiple evaluation findings nonconsistency
phenomenon” [23–25].

Table 2 shows the parameter settings for the numerical
calculations, while Tables 3 and 4 show the results of the
numerical calculations.

K1

K3

K2

C
A

B

C

A B

C
A B

secondary

secondary

good

good good

goodexcellent

Figure 1: Evaluation decision tree.

Table 2: Parameter setting values for the simulated annealing
algorithm.

Tmax Tmin δ Lmax d α β

11 0.001 0.974 3 1 1 1.02

Table 3: Calculation results based on the simulated annealing
algorithm and penalty function method proposed in the paper.

Functions Optimal
solution

Worst
value

Average best
value

Paper method −10.945 −10.874 −10.912
Penalty function
method −10.401 −10.271 −10.397
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D6. Conclusions

In this paper, we address the problem of the absolute nature
of the evaluation of the merits of traditional physical edu-
cation classrooms and the inconsistency of the findings of
multiple evaluations, and construct a method to evaluate the
merits of the evaluated students by highlighting their own
strengths. +e validity of the method is verified by calcu-
lation, and the evaluation conclusion with probability in-
formation is obtained.

Data Availability

+e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Comprehensive performance evaluation is an important basis for improving the training e�ect of enterprise employees and the
e�ective allocation of enterprise resources. Based on AHP and BP neural network theory, this paper constructs a comprehensive
performance evaluation method for enterprises, AHP is used to calculate the weight of the index, and then the importance index is
screened. �e model proposes a conceptual model of comprehensive performance of manufacturing enterprises from the support
layer, core layer, and promotion layer and constructs a manufacturing system from horizontal and vertical.�e in�uencing factors
of comprehensive performance solve the quanti�cation problem of enterprise comprehensive performance evaluation and have
obvious guiding value for the research on the integration mode and path of industrialization and industrialization of regional
manufacturing enterprises. In the simulation process, the weight of each index in the evaluation system is �rst determined by the
analytic hierarchy process; then the evaluation index membership score table is established, and fuzzy mathematics is used to
calculate the expert’s score, so as to solve the problem caused by the intermediate value. �e uncertainty caused by the jump is
�nally established by the analytic hierarchy process, and the neural network is used to simulate the sample. �e experimental
results show that by using AHP to collect training samples for neural network evaluation, the comprehensive performance
evaluation system has good �tness and achieves the best comprehensive consideration of accuracy and training time when there
are 17 hidden layer neurons. �emaximum relative error is 1.64%, which is much lower than the general accuracy requirement of
5%, which e�ectively improves the performance and calculation accuracy of the network.

1. Introduction

�e comprehensive performance evaluation service has
developed rapidly at home and abroad and has received
more and more attention [1]. �e essence of comprehensive
performance evaluation is an innovative product produced
by the combination of services, which is a multisubject and
multiwin service model [2]. �e huge e�ect of this realistic
multiwin model on the participants has made many com-
panies �ock to carry out this business. However, when third-
party logistics companies carry out comprehensive perfor-
mance evaluation business, the weak concept of risk man-
agement and the low level of risk evaluation also restrict
comprehensive performance evaluation [3–5]. R&D’s role in
enterprise activities has become increasingly obvious. At the
same time, R&D activities are also an important part of

scienti�c research activities and are the foundation of in-
novation [6, 7].

�e comprehensive scienti�c and technological perfor-
mance is a special and important resource. Scienti�c eval-
uation of them is the premise of recruitment and selection
[8], the basis for improving the training e�ect and the ef-
fective allocation of comprehensive performance, and an
important factor in formulating employee career planning is
given. From the existing research results, it can be seen that
most high-tech enterprises do not pay enough attention to
the comprehensive performance of science and technology
[9], which leads to unreasonable evaluation indicators, single
evaluation standards, and unscienti�c evaluation methods,
which brings great in�uence to the development and
management of comprehensive performance. �ere are big
problems [10], such as reduced overall performance
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satisfaction, or even resignation. In the long run, the
management of the enterprise will fall into chaos, and the
goals of the enterprise will be difficult to achieve. (erefore,
both internationally and domestically, the quantity and
structure of R&D resources are regarded as the core indi-
cators for measuring the comprehensive national strength
[11]. R&D has the characteristics of exploratory, creative,
uncertain, and risky and is crucial to the productivity that
transforms scientific and technological achievements into
reality [12–14].

(is paper mainly studies the subjective and objective
AHP-BP model in the field of comprehensive performance
evaluation risk assessment. (is paper obtains relevant data
through the investigation and analysis of the comprehensive
performance of science and technology of a high-tech en-
terprise and uses the established model to conduct simu-
lation research based on MATLAB software to verify the
scientificity of the method. In terms of the risk assessment
index system, this paper tries to establish a more compre-
hensive and practical index system: the first part includes the
first three chapters, mainly on the research status, signifi-
cance, index system construction, and the relevant theo-
retical basis of model construction. (e practicability and
accuracy of the paper in the third part is mainly about the
shortcomings of this paper and the prospect of future re-
search. Although 26 indicators are selected in this paper,
they are all traditional financial indicators. (e extent to
which visualization should be optimal in both horizontal
and vertical directions is not reflected in the text. Too high a
degree of visualization will lead to a higher level of com-
plexity in the organization, and too low a degree of visu-
alizationmay affect the organization’s ability to sense. Due to
their own limitations, traditional financial indicators pay
more attention to the historical information of enterprises.
(erefore, it is difficult to fully reveal the potential devel-
opment capabilities of enterprises.

2. Related Work

On the basis of understanding the current research status
at home and abroad, combined with the characteristics of
high-tech enterprises’ comprehensive performance of
science and technology, so as to provide scientific and
technological comprehensive performance evaluation
tools for enterprise managers. To form a more objective
and scientific understanding of the current state of en-
terprise comprehensive performance of science and
technology [15], to provide a basis for the development
planning and strategy formulation of enterprise com-
prehensive performance.

Human capital property rights are the rights of its
owners to dispose of or utilize their own human capital in
order to obtain benefits, including the right to possess, use,
dispose of, and benefit from human capital. Some western
economists put forward the human capital property right
incentive theory from the perspective of human capital
participating in income distribution. Profit sharing is a
typical contractualization of human capital property rights.
Liang and Li [16] believed that compared with the traditional

performance evaluation system, 360-degree evaluation has
its advantages and is more comprehensive and accurate.
Huang et al. [17] research believes that when the main
purpose of the 360-degree evaluation is to serve the de-
velopment of employees and provide help for employees’
careers, the evaluation of evaluators will be more objective
and fair. Zhang et al. [18] believe that 360-degree evaluation
uses multiple perspectives to evaluate employee perfor-
mance, especially in providing feedback and guidance, al-
locating bonuses and opportunities, and avoiding evaluation
errors. Cai et al. [19] believe that, according to the char-
acteristics of R&D employees, a four-layer KPI evaluation
index system for R&D employees is designed, which com-
bines performance result orientation and workload orien-
tation for evaluation, while realizing the evaluation of the
R&D personnel of high-tech enterprises at a single time
point, through the multistage information aggregation
method of dual incentive control lines, the performance of
the R&D personnel of high-tech enterprises can be evaluated
in a complete R&D project cycle.

(e research group led by Qian [20] is mainly based on
the job analysis method of competency characteristics and
uses empirical evaluation to construct the structure of the
competency characteristics of regional enterprise senior
managers, etc. and proposes to first determine a set of
general basic competencies, and then these competencies
are tailored to specific roles, thereby defining performance
levels for each competency. Scholars applied the compe-
tency model to the administrative management profes-
sional personnel training program and put forward several
suggestions for formulating the professional personnel
training program. (is paper believes that competency is
closely related to the job performance of enterprise em-
ployees [21]. (e use of the competency model can predict
the future work performance of enterprise employees
and can distinguish the outstanding performers and the
average ones in the enterprise. It is multilevel, multidi-
mensional, cross-organizational, linked to task scenarios,
and dynamic [22]. (rough the performance-oriented
comprehensive performance management system, the
R&D personnel are implemented performance manage-
ment, and targeted and personalized incentive measures
are taken [23–25].

3. Construction of an Enterprise
Comprehensive Performance Evaluation
Method Based on AHP and BP
Neural Network

3.1. Analytic Hierarchy Architecture. (e factor analysis
hierarchy process can be divided into R-type factor analysis
and Q-type factor analysis according to the different re-
search objects to find several common factors that control all
variables through the study of the correlation matrix or the
internal dependence of the covariancematrix of the variables
through the study of the internal structure of the similar
matrix of the samples, to find out themain analytic hierarchy
process factors that control all the samples.
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X(i, j) �

􏽘
i,j�1

x(i)/x(j), i> j,

miu 􏽘 x(i + j) − 􏽘 x(i − j)􏼐 􏼑, i< j,

⎧⎪⎪⎨

⎪⎪⎩

Gi(i, j) � 􏼪
Fi(x � 1, 2, ..., i) + Fi(y � 1, 2, ..., j)􏼂 􏼃, (i> 0),

Fi(x � 1, 2, ..., i) − Fi(y � 1, 2, ..., j)􏼂 􏼃, (i≤ 0).

(1)

(ere are many calculation methods for calculating the
single-level sorting of each layer to the previous layer, such
as the summethod, root method, characteristic root method,
and least square method. (e existing research and appli-
cation show that the root method is accurate and the
evaluation effect is better. (erefore, this paper intends to
use the root method to calculate the relative weight. It can be
seen that the coefficient of variation of the inventory
comprehensive performance evaluation rate is 1.74, and the
variation coefficient of the business cycle is 1.37, indicating
that the inventory comprehensive performance evaluation
rate has a greater degree of variation and reflects a relatively
large amount of information. (erefore, this paper chooses
the comprehensive performance evaluation rate of inventory
as one of the representative indicators.

f(net, i,j)⟶ net(i, j),

􏽘
i,j�1

net(i) − 1/net(j)⟶
net(i) − 1/net(j)

1 − i
,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

f(omiga, i, j) �

􏽘
i,j�1

omigat− i
(i − x)􏼐 􏼑/(1 − j − alpha),

􏽘
i,j�1

omigat− i
(i)􏼐 􏼑/ft− j

(j − alpha).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

Here, K represents knowledge of comprehensive per-
formance; S represents skills of comprehensive performance;
A represents the ability of comprehensive performance; I
represents the mediating variable, including motivation and
attitude; B represents the behavior of comprehensive per-
formance. (e theory holds that behavioral change is the
result of a series of jobs and is the primary concern of
comprehensive performance development like changes in
knowledge, skills, and abilities enable changes in behavior,
and the translation of this possibility into reality requires the
role of mediating variables such as motivation and attitude.
DEA deals with the same type of DMU and indicators with
the same input and output, so the DEA method can perform
a time series analysis; that is, each time point is a decision-
making unit; it can also perform a cross-sectional analysis;
that is, each individual are decision-making units.

Figure 1 further judges the influence of indicators by
using multiple indicators, if the unit of measurement is the
same as the mean, the standard deviation can be directly
used for comparison. Among the other five indicators of
their own kind, the multiple correlation coefficients of
nonperforming assets ratio, long-term asset suitability ratio,

accounts payable turnover ratio, comprehensive performance
evaluation rate of fixed assets, and comprehensive perfor-
mance evaluation rate of accounts receivable are 0.266, re-
spectively. Sometimes a single neural network works better
than amodular neural network for some data.(e reasons are
analyzed as follows: the insufficient number of samples after
the modules are divided makes the neural network inferior to
a single neural network, so such a problem can only be solved
by ensuring a number of standard samples. (erefore, this
paper selects the comprehensive performance evaluation rate
of fixed assets and the comprehensive performance evaluation
rate of accounts receivable as reflecting the enterprise for the
representative indicator of comprehensive performance
evaluation capabilities.

3.2. BP Neural Network Topology. Before using large size
kernels, GoogLeNet scales the computation by adding a
bottleneck layer with 11 convolution kernels. It uses sparse
connections to overcome the problems of information re-
dundancy and high computational cost by omitting irrele-
vant feature maps. In addition, GoogLeNet innovatively uses
global average pooling in the last layer to reduce the density
of connections. (ese parameters are adjusted which
resulted in a significant reduction in the number of pa-
rameters from 40 million to 5 million. If it is the Inception
module of GoogLeNet without dimension reduction, it is the
Inception module after adding dimension reduction in
Figure 2, subcriteria layers should be further decomposed.

(e judgment matrix and scale meaning are as shown,
where the middle value of the two values indicates the
importance between the two. (e neural network will in-
evitably lose some image feature information due to the
deepening of the number of network layers. At the same
time, the low-level feature information cannot be directly
transmitted to the high-level, and the network cannot learn
more robust features. (e higher the number of network
layers, the better the fitting ability will be, but it may cause
the gradient to disappear or the gradient to explode, and the
network cannot continue to learn effective features and the
network training stops.
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(e six regions are convolved to extract feature infor-
mation and then cascaded to extract higher-level feature
information so that each pixel can jointly represent and
exchange information to ensure richer and more robust
feature information. (e model in this chapter not only has
fewer network layers and fewer parameters but also has a
higher accuracy of image classification.

􏽘
m,n�1

1 −
1 − w(a) − w(b)

w(a) − w(b)
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− 􏽘f(i, j)
1+ lameda(i, j)

1 − lameda(i, j)
􏼠 􏼡 � 0.

(4)

In the task of neural network processing image
classification, the conventional operation is to preprocess
the image first, then input the whole image to the

convolutional neural network model and then output the
classification. However, since the category targets of
different images may have regional differences, different
categories may have highly similar feature information,
so the accuracy of image classification only by global
features is not high.

􏽘
i,j�1
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≤ 􏽘 f(d(i) − d(j)),
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􏼠 􏼡 − 1.
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(5)

(e indicators of each enterprise in the neural network
sample use standardized data, and the target data use the data
evaluated by AHP. (e specific evaluation steps are as follows:
determine the evaluation index set and output set and de-
termine the number of nodes in the input layer, output layer,
and hidden layer. Initialize the weights and thresholds of the
neural network nodes.(e commonly usedmethod is to assign
a random number between 0 and 1. Input neural network
learning step size, error target, momentum coefficient, maxi-
mum number of iterations, etc. Input sample data, the indi-
cators of the data are standardized data, and the target output is
the AHP evaluation value. (e neural network propagates
forward and calculates the node output values of the input
layer, output layer, and hidden layer, respectively.

􏽘
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(6)

(e network often uses sigmoid log or tangent activation
functions and linear functions.When it is desired to limit the
output of the network, such as limiting the output between 0
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and 1, the logarithmic s-type activation function should be
used in the output layer. In general, the s-type activation

function is used in the hidden layer, while the output layer
uses a linear activation function.
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When analyzing the dendrogram in the cluster analysis
results obtained by using the systematic clustering method, a
threshold value needs to be set manually because the cat-
egory number system will not be given. (erefore, the
threshold value can be determined according to the needs of
the research setting, which in turn determines the number of
subcategories. According to the cluster analysis results in the
above figure, the threshold value selected in this paper is
about 22. (is paper divides the above 10 indicators into 6
subcategories. Period, current assets, comprehensive per-
formance evaluation rate of total assets, and cash compre-
hensive performance evaluation period are classified into
one category, and the other five indicators are each classified
into one category.

3.3. Analysis of Performance Evaluation Indicators. For
performance evaluation indicators, quantitative indicator
evaluation does not require the participation of multiple
evaluators but is obtained by a special responsible person
such as an HR assessment specialist based on the real
performance of the R&D personnel and comparing it with
the performance plan. (e performance indicators in this
paper are quantitative indicators of R&D personnel, and
their scores are related to the corporate objectives of the
indicators. (e expected objectives of R&D personnel in-
clude the target threshold value and the target challenge
value. If the target threshold value cannot be reached, the
assessment is 0. (e basic requirements are for employees,
and the target challenge value is the cut-off point of the
performance full score of 1, which requires employees to
make more efforts to achieve. (e samples of 8 belong to
ordinary modules and are divided into STU2, and these data
are put into Matlab and then simulated, and STU1, STU2,
and a single neural network are compared, respectively. In
most scenarios, the larger the coefficient, the faster the
collection, the smaller the risk of bad debts, and the stronger
the ability to repay short-term debts. SSE represents the sum
of squares of errors, SSW refers to the sum of squares of
network weights, ENP represents effective weights and
thresholds, and TPR refers to the number of training steps.

(e application value of research results can be divided
into parts in Figure 3 for statistics: one is the patent score, that

is, regardless of the field and type of the patent, each patent is
awarded 5 points; the second is the achievement score; that is,
the patent application and the economic value generated in
real life is recorded as 1 point for every 20,000 yuan of
benefits. (e calculation method of multi-person cooperation
refers to the calculation of the paper or monograph. (e
evaluation of qualitative indicators is generally completed by
an expert group composed of multiple evaluators. (e
members of the expert group get the corresponding weights
according to their roles with the R&D personnel and calculate
the fuzzy membership degree according to the different
evaluation levels. Firstly, the actual situation of model ini-
tialization is analyzed, then the assessment span is deter-
mined, and the weights of assessment personnel are allocated.
(e members of the assessment team divide the level of the k-
th R&D personnel. For example, the indicators can be divided
into A, B, C, D, and E grades.

It can be seen that the multiple correlation coefficients of
the comprehensive performance evaluation rate of inventory
and the operating cycle in the indicators in Figure 4 are 0.963
and 0.966, respectively. After calculating with AHP, the
adaptive force evaluation of each manufacturing enterprise
can be obtained, which can be expressed as it, the neural
network provides training samples. After data processing
and normalization or fuzzification, the data is input, and
simulation experiments are carried out. After calculation, 8
groups were selected as training data. As long as the index
information of the R&D personnel to be evaluated is input
into the system, accurate evaluation results can be obtained.
We can also multiply the result by 10 or 100 according to the
individual needs of the enterprise and restore it to the
competency evaluation score suitable for the enterprise.
And, with the increase of learning samples, the accuracy of
evaluation can be further improved, so it has wide appli-
cability. (e results of the multi-index comprehensive
evaluation realized by the BP neural network are convincing.
It overcomes the influence of human factors, ambiguity, and
randomness on evaluation and is an intelligent compre-
hensive evaluation method.

3.4. Comparison of Network Data Fitness. After investiga-
tion, we obtained the values of network data fitness among
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12 evaluation indicators. Among them, the economic benefit
index generated by patent and achievement application has
not obtained comprehensive information due to the diffi-
culty of investigation, so this paper will not calculate it for
the time being. See below for the survey data. Since the index
c itself is a value between 0 and 1, no normalization is re-
quired, and the other index values are between 0 and 100, it

is divided by 100 to obtain the normalized data. In this
paper, the first 12 samples of the samples are selected as
training samples to test the BP neural network. After
comparative analysis, it is determined that the number of
nodes in the hidden layer is 8, the convergence speed is fast,
and the error canmeet the requirements.(e output value of
the network after training is: 0.9701, 0.7801, 0.6294, 078012,
0.6084, 0.6620, 0.58971, 0.8380, 0.6193, 0.6281, 0.7185, and
0.58900.

Figure 5 selects 91 indicators that can basically cover all
the information of listed companies. According to the
principle of maximum membership, we can see from the
judgment matrix month that the evaluation of enterprise B’s
manufacturing system self-adaptation is medium. Among its
first-level indicators, flexibility is good, visualization is
medium, and self-knowledge is medium. Among them, in
the evaluation of flexibility, it can be seen from the data that
the evaluation is not consistent in this indicator (between
good and medium, slightly biased and good). Scoring rules:
for quantitative competency indicators, the comprehensive
performance management personnel will compare the
employee’s performance data with the performance target
schedule, analyze, and finally obtain the precise score.
Qualitative competency indicators are divided into 5 grades:
A, B, C, D, and E.(e corresponding grades are evaluated by
a 360-degree assessment of the competency of R&D per-
sonnel, including experts from the company’s R&D per-
sonnel competency evaluation team. For the index rating,
the corresponding scores are 10, 8, 6, 4, and 2, respectively.
After the rating, fuzzy membership processing is performed,
and the scores of the quantitative and qualitative indicators
in Table 1 are standardized to [0, 1].

(is paper analyzes the application data of R&D per-
sonnel in a high-tech enterprise. Quantitative indicators are
mainly derived from statistics on the R&D statistical records
of the high-tech enterprise, and qualitative indicators are
mainly derived from the evaluation records and interviews
of employees of the enterprise. (e original data of the
enterprise are shown in Figure 6. Before training the net-
work, it is necessary to initialize the thresholds and weights
of the network.(e command newff to establish the network
will directly initialize the thresholds and weights of the
network when the network is established. Since the input
data and output data are both between 0 and 1, the Logsig
transformation function is applied to both the hidden layer.

Divide the value data of the 13 groups of R&D personnel
competency indicators in Part 01 into the parts in Figure 6,
select the first 7 groups of data in Part 01 and the 13 groups of
data in Part 02 as learning samples, train neurons to connect
weights and thresholds, select after the 01 part, 6 groups of
data are checked and tested. When the number of training
reaches 1 to 150, the training meets the required accuracy. It
can be seen that the maximum relative error between the
expected output and the training result is 0.15%, which
meets the required accuracy. It can clearly reflect the im-
portance of various indicators, including the application of
information technology, the degree of perfection of infor-
mation communication mechanism, the degree of infor-
mation sharing, the real-time monitoring of WIP, RM, and

Analysis of the weight and share level of performance evaluation
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FM, and the weights of the utilization rate of production
forms and electronic case indicating that the lower-level
indicators in the visualization have an impact on the
adaptive force of the manufacturing system. (is method is
very convenient to apply, and the evaluation result can be
obtained by inputting the information of the object to be
evaluated.

4. Application and Analysis of an Enterprise
Comprehensive Performance Evaluation
Method Based on AHP and BP
Neural Network

4.1. AHP and BP Neural Network Data Pooling. DDU
(Decomposition Decision Unit) is a decision subunit that
decomposes AHP and BP neural network data. AHP is
mainly used to normalize data, make evaluations, generate
training samples and weights of various indicators, and
input them into different data processing in STU. Among
them, STU is a subtask processing unit (Subtask Processing

Unit), and the number of STUs is determined by DDU. (e
selected neural network implements the function of STU,
and the neural network is trained according to the data sent
by DDU. (e data sent in different ranges are trained at the
same time using different neural networks. In this paper,
MATLAB software is used to program, the financial data of
20 three-level indicators of the previous 15 listed companies
are used as the input of the network, the comprehensive
score value is used as the output, and the dimensionless data
is used to calculate themodel.(e comprehensive evaluation
results and network fitting errors are shown in Figure 7.

(e judgment matrix is obtained by sending out ques-
tionnaires to experts to collect the data. In this paper, the
calculation process and numerical model of AHP are in-
troduced. Combined with the obtained judgment matrix, the
relative weights and total weights of each layer of indicators
are calculated, and the RI and CI of the weights are tested to
judge their validity. By distributing the judgment matrix
questionnaire to 8 experts, the judgment matrix is con-
structed, the weight value obtained by each expert’s judg-
ment matrix is calculated, and then the average value of all
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Figure 5: AHP and BP neural network data nodes.

Table 1: Description of network data fitness.

Network Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 Mode 7
Layer 1 0.45 0.76 0.95 0.16 0.49 0.56 0.27
Layer 2 0.87 0.91 0.21 0.45 0.76 0.95 0.59
Layer 3 0.67 0.45 0.33 0.87 0.91 0.21 0.80
Layer 4 0.71 0.73 0.75 0.77 0.79 0.81 0.83
Layer 5 0.18 0.16 0.14 0.12 0.1 0.08 0.06
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weights is calculated by the average method to determine the
indicators at all levels. In production flexibility, the appli-
cation of information technology, the perfection of infor-
mation communication mechanism, and judgment matrix
for the degree of information sharing. From the table, it can
be seen that the application of information technology has
the largest weight, followed by the perfection of the infor-
mation communication mechanism and the degree of

information sharing. Among them, in the evaluation of
comprehensive performance, it can be seen from the data
that the evaluation is not consistent in this indicator (be-
tween good and medium, slightly biased and good).

By analogy, the weights and consistency tests of the
judgment matrices of the remaining experts are calculated.
Figure 8 uses the average algorithm to take into account the
opinions of each expert, weakening the bias caused by
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personal subjectivity, and finally obtains the ranking of the
weights of each single layer. Assuming that external factors
(such as social environment, economic environment, and
market environment) remain unchanged, according to the
principle of index system construction, five categories of
second-level indicators and corresponding 20 third-level
indicators are selected, and AHP is used to construct the
level of financing ability evaluation. structural model. (e
weight of each indicator is calculated based on the expert
scores. (e weights of the usage rate account for 0.1291,
0.0645, 0.0645, 0.0644, and 0.0645, respectively, and these
weights are the largest values in the total ranking of the
hierarchy, indicating that the lower-level indicators in the
visualization have an impact on manufacturing. (e overall
performance of the system has a greater impact.

4.2. Simulation Realization of Enterprise Comprehensive
Performance Evaluation. Based on 20 business sample data
that have occurred in company A as the original data, this
paper evaluates the accuracy and usability of the model
through the evaluation of the AHP-BP model. According
to the risk management rules of company A, the risk level
of loan companies is generally divided into five grades:
excellent, good, medium, poor, and extremely poor. (e
data involved in this paper are both quantitative and
qualitative. Quantitative data can be obtained directly,
while qualitative data are scored by experts to quantify
qualitative data. Experts’ scoring of quantitative data is
based on the actual performance of related companies and
the risk classification standards of company A. (e expert
scores are [0–10], “extremely poor” is [0–2), “poor” is
[2–4), “moderate” is [4–6), and “good” is [6–8), “excel-
lent” is [8–10]. According to the original data of company
A and expert scores, the risk assessment samples are
shown in Table 2.

In the Matlab programming of this article, the error
precision is set to 0.15, the maximum number of iterations is

5000 times, the step size is 0.05, the momentum coefficient is
0.25, and the initial weight and threshold are all assigned
gradients with random numbers between [0, 1], and vali-
dation check are all system defaults. Too few neurons in the
hidden layer will make the trained neural network not
“robust” enough, and at the same time, the fault tolerance is
poor, and there are too many neurons. It will make the
network training time too long, and the error may not be the
best. (e most commonly used membership functions in
current research are trapezoidal distribution, triangular
distribution, rectangular distribution, and normal distri-
bution. In the specific application process, the appropriate
function can be selected as the membership function
according to the actual situation of the research object, and
the undetermined parameters in the membership function
can be determined. After calculation, 8 groups are selected
from Figure 9 as training data.

(e model in this paper has tested the network training
situation from 14 to 20 hidden layer neurons, and the ac-
curacy is all up to the requirements, but although increasing
the number of neurons will improve the accuracy, it will also
change the training time and error. (e best combination of
accuracy and training time is achieved when there are layers
of neurons. (e maximum relative error of the neural
network simulation is 1.64%, which is far below the general
accuracy requirement of 5%, and the neural network eval-
uation performs well. According to the simulation diagram,
the risk level of each assessed enterprise can be clearly
displayed: No. 17 enterprise is “good”, No. 18 and 19 en-
terprises are “medium”, and No. 20 enterprise is “excellent”.
In DDU, the agility value is 0.(e membership value of each
index is calculated by the method of a trigonometric linear
function, and finally, the evaluation result is obtained. (en,
the obtained data is used as a sample for neural network
training to be simulated and tested. From the analyzed data,
the effect of the modular neural network is better.

According to the steps of the analytic hierarchy process,
first determine the index weight and obtain the index weight
from the formula: W� [0.0292, 0.0118, 0.0719, 0.0252,
0.0444]. Experts scored each sample in Figure 10 according
to the original data and enterprise risk assessment standards
and obtained the AHP evaluation score of each sample
according to the above weights. (e scores in the original
table will no longer be included in the evaluation, and only
some raw data will be scored. From the image before im-
provement, we can see that the fitness rises relatively slowly,
and even the maximum fitness is still declining at the be-
ginning, and it falls into a local optimal solution later. (is
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Table 2: Enterprise comprehensive performance evaluation score.

Evaluation set Poor Moderate Good Excellent
Data 1 39.65 71.90 87.17 90.88
Data 2 44.90 43.33 66.71 44.61
Data 3 77.04 76.38 86.77 98.35
Data 4 43.14 42.62 24.80 26.52
Data 5 11.34 88.06 26.74 97.92
Data 6 12.06 99.31 33.62 20.12
Data 7 0.39 55.34 51.31 61.42
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coefficient is the actual embodiment of the main content of
operating profit and is very important to the current assets of
the sample. If it is measured by time, it means the time from
the establishment of the account receivable to the account. It
can be seen from the table that the improved BP algorithm
can obtain a high-quality solution in a short time, greatly
improve the convergence speed of the search, and signifi-
cantly improve the global optimization performance.

5. Conclusion

Based on the research on modern comprehensive perfor-
mance evaluation methods, this paper determines the
evaluation method combining AHP and BP neural network.
Firstly, the AHP and BP neural networks are summarized,
respectively, and their basic principles and application
processes are introduced; secondly, the process of calcu-
lating index weights and screening important indicators is

proposed; finally, based on the screening results, BP neural
network is used to carry out scientific case. In the com-
prehensive performance evaluation, the BP neural network
is trained first with the learning samples, and then the
performance of the network is verified with the test samples;
the simulation research proves that the method is effective.
In the comprehensive performance indicators, the relevant
research on agility indicators is referenced, which shows that
comprehensive performance and agility have something in
common, and the research on comprehensive performance
is the inheritance and development of agility. (e advantage
of the neural network is that according to the operation
performance of the manufacturing system in the actual
process, through self-learning and self-correction, the
evaluation results are more in line with the actual situation.
In future research, attention should be paid to finding more
reasonable and feasible methods to process the data more
reasonably.(e research method in this paper can effectively
absorb the advantages of the two methods, simplify the
difficulty of system decision-making, and improve the ef-
ficiency and accuracy of evaluation.
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�e use of industrial land tends to be standardized and rational, but the total amount of developed industrial land has reached its
limit in many places. Under such circumstances, industrial transformation and upgrading are di�cult, and how to improve the
quality and e�ciency of the stock space must become the key to the problem. �erefore, this paper proposes to take X city
industrial land as the research object, with the help of multidimensional feature analysis of spatial performance evaluation, and
apply the method of Fuzzy analytic hierarchy process to explore the re�ned utilization of industrial land promoted by spatial
calculation. �rough example analysis, the results of site-speci�c spatial performance evaluation are derived by using various
weighted evaluation factors.

1. Introduction

With the acceleration of global industrial reform and ur-
banization, the “bottom-up” process of rural industrializa-
tion has led to a low threshold for industrial land access,
which is re�ected in a high degree of spatial fragmentation
and wasteful allocation of resources. Although the intensive
industrial land development model of “farmers in the city,
industry in the park” has been the mainstream of planning
since the 1990s, the complex entanglement of property rights
and the redistribution of di�erential land rent have made
this model unsustainable. With the advent of the new
economic norm, land is bound to undergo a functional
transformation. How to �nd a balance in the reform and
how to scienti�cally judge the reorganization function of
urban and rural land is an urgent issue for local governments
in the Pearl River Delta. �e spatial performance of land use
is a re�ection of the comprehensive e�ectiveness of urban
land use function. �e systematic study of “urban spatial
performance” according to the law of urban space operation
is conducive to improving the e�ectiveness and relevance of
planning disciplines and planning practices. Only by
meeting the development needs of various urban functions
to the maximum extent and allocating various spatial

resources reasonably can we e�ectively improve the com-
prehensive bene�ts of cities. �erefore, the establishment of
a spatial performance assessment system for industrial land
can help the government scienti�cally formulate public
policy tools, including urban planning, and facilitate the
e�ective operation of the land market. Currently, China’s
industrial economy is moving toward a new normal of slow
speed and good structure, facing problems such as industrial
structure adjustment and stable growth rate, development of
high-tech industries, and the tightening of resource and
environmental constraints [1].

Development zone construction includes regional de-
velopment such as economic and technological development
zones, high-tech development zones, bonded zones, border
economic cooperation zones, tourist resorts, and similar
regional development projects such as industrial parks.With
the rapid development of various development activities, the
demand for land in China is increasing at this stage and land
development has to be expanded to land that was previously
considered unsuitable for development. �e construction of
development zones is bound to occupy a certain amount of
agricultural land, thus making the con�ict between indus-
trial land and agricultural land increasingly acute. According
to statistics, in 2000, China had 128 million hm2 of
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agricultural land with 0.101 hm2 of agricultural land per
capita, less than half of the world’s per capita agricultural
land. In 2000, various kinds of construction occupied
163,000 hm2 of agricultural land, according to which, the
situation of land resources in China is very serious.
Moreover, from the total natural productivity of land in
2000, the annual biological production is about 32×108 tons
of dry matter, and the reasonable carrying capacity of the
population is 950 million. Land resource conservation and
rational development and utilization of land resources are
the urgent problems facing the sustainable use of land in
China.

As an important carrier of industrial undertaking,
China’s industrial land has maintained rapid growth and has
undergone changes from scattered layout to park agglom-
eration. At the same time, due to the dual effects of ur-
banization and post-industrialization, the overlap between
industrial land and urban land, lack of planning, duplication
of structure, and confusion about the layout of industrial
land have become increasingly acute. Ensuring the rational
layout and effective supply of industrial land and promoting
the safe integration of production cities have become bot-
tlenecks in the development of many cities. Space security
for industrial land will be directly related to the socio-
economic and ecological security of the region and the
scientific assessment of the space security of industrial land
will be conducive to optimizing the allocation of land re-
sources. Realizing the “win-win” between industrial devel-
opment and land space security finally realized the
integration development of town, people, and industry in
function and space, that is, the integration of production city
[2].

In regional natural resources, land resources are non-
renewable resources on which the regional economy de-
pends. It has become an important part of urban ecosystems
through various construction activities, such as regional
infrastructure land, corresponding supporting facilities in
parks, etc. However, if the land to be exploited and the whole
natural environment are not clearly understood, the capacity
of natural environment and the appropriateness of land use
are ignored, the overexploitation will lead to the occurrence
of natural disasters, ecosystem damage, and other serious
ecological negative effects.

Economic development will lead to the destruction of the
ecological environment. But as the population grows and the
demand for consumption increases, there is also an urgent
need to develop the economy to improve people’s lives [3].
To coordinate the relationship between the two in the face of
the contradiction between economic development and
ecological protection, a win-win situation is an important
task [4]. History has told us that the path to pollution and
then management is not feasible.)erefore, according to the
principle of ecological priority, the quality of the ecological
environment can be reasonably evaluated to determine
whether it is suitable for industrial development. To put
forward, reasonable environmental protection measures for
existing problems will play a fundamental role in regional
sustainable development and ecological environment
management. )erefore, for urban land resources, cherish

every inch of urban land, we should develop and utilize land
resources scientifically and rationally.

)eoretical studies on the ecological safety of industrial
land have always accompanied the stages of industrial de-
velopment. At the early stage of industrialization, the eco-
logical safety of industrial land mainly focused on suitability
evaluation [5], and the scope of research ranged from in-
dividual industrial parks to cities [6] and larger regions [7].
With the explosive growth of industrial parks, intensive and
economical utilization within the industrial land has grad-
ually become the focus of research [8], and scholars have
combined different scales to propose various evaluation
indexes [9], mainly involving the degree of land develop-
ment, the degree of land input, land use intensity, land use
efficiency, and land structure. With the advent of post-in-
dustrialization and comprehensive urbanization era,
scholars mostly start from the urban construction land as a
whole and conduct research on the evolution of urban
spatial structure [10], urban land scale boundary [11], and
optimization of land use pattern [12] to provide technical
support for the safe and efficient use of urban land [13]. In
contrast, there are few studies on the relationship between
the layout of industrial land and other land and the per-
formance evaluation of industrial land layout.

After reform and opening up, the development of both
local and foreign industries is based on cheap resources,
including land, labor, environmental costs, etc., and with the
process of the localized economy, many small industrialized
towns are formed, becoming the main areas carrying pri-
mary processing industries. However, after the rapid de-
velopment of these small towns in the early stages, the
characteristics of inadequate land use and inefficient land
use gradually emerged. On the one hand, the proportion of
industrial land has long exceeded reasonable limits. For
example, in some small towns in the Yangtze River Delta and
the Pearl River Delta, the built-up area covers not only the
entire town area but also the proportion of industrial land far
exceeds the standard. On the other hand, the industrial
structure is unreasonable, used inefficiently, and occupies a
large amount of land. Related research reveals the frag-
mentation and inefficient utilization of industrial land at
different levels and gives the countermeasures in combi-
nation with the forming reasons, but it is limited to qual-
itative research whether it is an integrated layout or
optimized configuration. )e land use performance evalu-
ation can be traced to the land rent theory of classical po-
litical economy at the earliest. However, in China, due to the
restriction of industrial land data acquisition, the perfor-
mance evaluation can be carried out gradually after 2000.
)e content of the evaluation usually focuses on the intensity
of industrial land development, input and output, and
economic benefits, and different methods are used for in-
dustrial land performance evaluation (1) to strengthen the
intensive use of industrial land by evaluating the intensity of
land use, the degree of input, the efficiency of use, and other
core elements [14], and to propose ways and measures for
intensive use of industrial land; (2) to explore ways and
systems for the supply of industrial land, to study the
performance of industrial land use using an industrial land
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renewal bene�t reduction mechanism or an industrial land
use based on liability positioning method [15]. A quanti-
tative evaluation study on the performance of industrial land
supply, and according to the development process and
characteristics of industrial land in China, explore the path
of innovation evaluation [16]; (3) to update the stock of
industrial land, quantify it with indicators such as location,
plot ratio, production e�ciency, property rights, etc., per-
formance evaluation of ine�cient industrial land through
hierarchical analysis and to explore the application in
planning control [17]. �ese studies are gradually estab-
lishing methods for evaluating the performance of industrial
land in di�erent dimensions. �e evaluation, however, ig-
nores businesses that are land users. �is is the core element
of the current industrial development and transformation
period.

�e regional land ecological environment is a complex
giant system containing many factors. Only by reasonably
selecting the evaluation factors, establishing a hierarchical
index system, and assigning reasonable weight values to
each index can, we ensure the reasonableness of the
evaluation results. Since the evaluation of regional eco-
logical environment quality involves not only a large
number of complex phenomena and the interaction of
many factors, there are a lot of fuzzy phenomena and
fuzzy concepts in the evaluation, which requires a clear
quantitative concept to re�ect the severity of ecological
damage, but also requires that the quantitative index can
appropriately re�ect the inherent criteria of environ-
mental quality classi�cation and the continuity of envi-
ronmental quality changes. �e fuzzy theory is an e�ective
tool to deal with the problem of ambiguity. �erefore, in
this study, the Fuzzy analytic hierarchy process (FAHP)
was considered for the evaluation of industrial land
performance indicators. �e speci�c technical route is
described in Figure 1.

2. Fuzzy Analytic Hierarchy Process

2.1. Fuzzy Set �eory. Fuzzy mathematics is based on the
theory of fuzzy sets.�e concept of fuzzy sets corresponds to
the classical notion of either/or sets, describing sets without
clear and well-de�ned boundaries. It emerged in the 1960s as
a mathematical approach to the study and treatment of
“fuzzy” phenomena. �e so-called fuzziness refers to the
indistinctness and uncertainty of objective things, which is
rooted in the existence of a mid-valve transition between
objective di�erences, such as “good and bad” in the eval-
uation of environmental quality. In daily life “Early and late,”
“more and less,” etc., are di�cult to draw a clear line.
Auxiliary mathematics is based on set theory. According to
the requirements of set theory, an object either belongs to a
set or not. �ere are no ambiguous cases of belonging and
not belonging at the same time. �is precision of set theory
greatly limits its scope of application. It makes it unable to
deal with the ambiguities of everyday life. Faced with this
situation, in 1965, the American cybernetics expert Zadeh
[18] published his famous paper marking the birth of the
new discipline of fuzzy mathematics. Although only 40 years

have passed, the development of fuzzy mathematics has been
exceptionally rapid, and its application has involved almost
all �elds and sectors of the national economy. Fuzzy
mathematics has been widely and successfully used in ag-
riculture, forestry, meteorology, environment, geological
survey, military, and other �elds.

�e theory and method of fuzzy mathematics show its
superiority when the object cannot be accurately described
by classical mathematics. �e appropriateness of industrial
supervisory land is determined by various factors. When
evaluating the suitability of industrial land at the location of
the development zone, it is impossible to get a very precise
result. �e main problems that need to be determined by the
evaluation of fuzzy mathematical theory are the determi-
nation of factor weight, the establishment of a�liation
dispersion, and the selection of the evaluation model.

�e main di�erence between fuzzy sets and ordinary sets
is that there are only two relations between elements in the
domain and ordinary sets. �ere are many relationships
between fuzzy sets and elements, which can be represented
by any value on [0, 1]. Taking “0” means that the element
does not belong to the fuzzy set, taking “1” means that the
element belongs entirely to the fuzzy set, taking “0.3” means
that the element belongs to the fuzzy set to a degree of 0.3,
and so on. �e number taken is called the a�liation of the
element to the fuzzy set. A�liation is an indicator of the
fuzziness of characterization factors. It can be said to be the
cornerstone of fuzzy sets is applied to practical problems. If
this a�liation varies with a variable, the a�liation function
needs to be established. �e membership function is gen-
erally denoted by A(x).

Determining the assessment area

Determining the assessment method

Screening factors, establishing indicators

Determining scale Selection of evaluation
criteria

Determining factor
weights Determining affiliation

Fuzzy integrated evaluation

Results analysis

Propose performance assessment measures for
industrial land

Figure 1: Schematic diagram of the basic research route.
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To solve a practical problem, generally, is to determine
the degree of affiliation function scatter. However, the af-
filiation function is often not declared and given, and its
determination is generally approximated by using the
method of inference. Its determination process is objective
in nature. However, a certain amount of artificial skill is
allowed, and sometimes the artificial skill plays a decisive
role in the solution of the problem. It is worth noting that the
artificial skill should be reasonable and not contrary to the
objective reality. It can be given by fuzzy statistical tests or by
the typical function method summarized by practical
experience.

)e weight coefficient is a quantitative description of the
importance of each factor in the evaluation domain, which
can be regarded as the affiliation of each factor in the
evaluation domain with respect to the “importance.” )e
assigned weights in common evaluation problems are
generally subjective based on experience and are highly
subjective. In some cases, the subjective determination of
weights has an objective aspect and reflects the actual sit-
uation to a certain extent. However, in most cases, the
evaluation results of the subjective determination method
are usually seriously distorted and may lead to misjudgment
of decision makers. As a rule, mathematical methods should
be used more often to determine weights, although they are
also subjective in nature. However, due to the strict logic of
mathematical methods, the determined weights can be
processed, thus eliminating as much subjective components
as possible and conforming to objective facts.

)ere are various methods for determining the weights,
such as expert empirical estimation, survey statistics, hier-
archical analysis, fuzzy inverse equation method, and se-
quential synthesis method. )e literature points out that the
accuracy of the hierarchical analysis method in weight
calculation is relatively better [19]. Moreover, the hierar-
chical analysis method requires less data, takes less time to
score, has less computational effort, and is easy to under-
stand and master. In view of the advantages of the hierar-
chical analysis method, and considering the popularity and
relative objectivity of the expert empirical estimation
method in practice, this study uses the combination of the
hierarchical analysis method and the expert scoring method
to determine the weights of each index affecting the suit-
ability of the industrial land.

)e analytic hierarchy process (AHP) is essentially a way
of thinking about decision-making, that is, decomposing a
complex problem into component factors, grouping these
factors into an orderly hierarchical structure according to the
dominant relationship, determining the relative importance
of each factor in the hierarchy through a two-by-two com-
parison, and then integrating human judgment to determine
the total relative importance of each factor. )is is a rea-
sonable way to solve the process of quantifying qualitative
problems. )e basic steps of using hierarchical analysis to
solve the intrusion problem are as follows: (1) clarify the
problem and establish the hierarchical structure; (2) construct
a two-by-two judgment matrix; (3) calculate the relative
weights of the elements being compared; (4) calculate the
combined weights of the elements in each hierarchy.

Defining the problem and establishing the hierarchy is
the most important step of AHP. First, the complex problem
is decomposed into component elements, and these ele-
ments are divided into groups according to different attri-
butes to form different levels. )e elements of the same level
act as a criterion to dominate some elements of the next
level, and at the same time, it is dominated by the elements of
the previous level. )is top-down dominance relationship
forms a hierarchy. A typical hierarchy can be represented in
Figure 2. In a recursive hierarchy, the number of levels
generally depends on the complexity of the intrusion and the
level of detail required for the analysis. )e number of el-
ements contained in the same hierarchy is usually no more
than 9. )e number of elements included is too large, which
can make it difficult to compare two comparisons.)e index
system established in this study is a recursive hierarchy,
including three levels, target level, criterion level, and sub-
criterion level, in which the regional industrial land suit-
ability level is the target of evaluation.

)e hierarchical analysis method is also based on expert
survey scoring, but the method of comparing grading and
calculating weight coefficient is different. )e experiments
show that when people compare the different important
degrees of multiple factors, they cannot compare and judge
too much. Usually, the number of factors a person can
compare simultaneously cannot exceed 9. However, a
comparison of the degree of importance difference between
the two factors. Man is perfectly competent. )erefore, the
“two-two comparison method” can be used for multi-factor
weight analysis, and only two factors are of relative im-
portance to each other in n factors. A measure of relative
importance between factors is called a judgment scale.

2.2. Fuzzy IntegratedEvaluation. Here, it is assumed that the
upper-level element C is the criterion or sub-criterion, and
the elements governing the next level are u1, u2, . . . , un. )e
judgment matrix is the basic information of the hierarchical
analysis method, and it is also an important basis for the
relative importance calculation of each factor in this study.
)e judgment matrix is a two-by-two comparison of the
elements of this level to determine the elements in thematrix
with the upper-level element C as the evaluation criterion,
and the judgment matrix with n factors with C as the
evaluation criterion is as follows in Table 1.

So the judgment matrixA could be expressed as equation
(1):

A � aij􏽨 􏽩
n×n

. (1)

In the general evaluation problem, the evaluator cannot
judge the value of the weight indicator wi /wj very precisely,
but can only estimate it. If there is an error in the estimation,
it will inevitably lead to deviations in the eigenvalues of the
judgment matrix as well. )is means that the judgment
matrix obtained by the two-by-two comparisonmethodmay
have inconsistent judgments, so a consistency test is re-
quired. By consistency, it means that when X1 is more
important than X2 and X2 is more important than X3, then
X1 must be considered more important than X3. When the
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judgments are in complete agreement, there should be
λmax � n. Consistency indicators, CI, can be written as
equation (2):

CI �
λmax − n
n − 1

. (2)

When consistent, CI� 0, and CI> 0 when non-consis-
tent. Regarding how to measure the acceptability of CI
values, Saaty [20, 21] constructed the most inconsistent case
by taking 1/9, 1/7, 1/5, . . . , 5, 7, 9 randomly taken values of
elements in the judgment matrix for di�erent n, and used
100 to 500 subsamples for di�erent n to calculate their
consistency indexes, and then found the average value, noted
as RI.

Fuzzy synthesis evaluation is a proven decision-making
method to solve multi-factor and multi-indicator synthesis
problems. It applies the characteristics of fuzzy relationship
synthesis and makes a comprehensive evaluation of the
a�liation level of the evaluated thing from multiple indi-
cators according to the given evaluation criteria and the

measured values. It divides the change interval of the
evaluated thing and analyzes the degree of the thing be-
longing to each level, which makes the description of the
thing more in-depth and objective, and the analysis result
more accurate. �e operation process of fuzzy compre-
hensive evaluation is shown in Figure 3.

One-level evaluation is the basis of multi-level evalua-
tion. Generally speaking, the �rst-level fuzzy comprehensive
evaluation is carried out mainly in the following steps.

(1) Determine the set of factors and the set of com-
ments to establish the set of factors and the set of
comments is the �rst step of evaluation. A fuzzy
comprehensive evaluation is a comprehensive
evaluation that considers all factors related to the
evaluated thing, and its focus is on all relevant
factors to be considered. �erefore, a factor set is
created. To clearly describe the evaluation results, it
is necessary to classify the evaluation results into
certain levels, so it is necessary to establish a set of
comments at the same time.

(2) Determining the a�liation function based on the
evaluation criteria. �e a�liation function is based
on the established evaluation criteria, and the pur-
pose is to evaluate the a�liation level by dividing the
evaluation factors through certain function opera-
tions to make the original ambiguous mathematical
concept intuitive. At present, the a�liation function
is widely used in a variety of a�liation functions, and
I used the actual frequency of the current ascending

Decision Objectives

Criteria 1 Criteria 2 Criteria 3

Sub Criteria 1 Sub Criteria 2 Sub Criteria 3

Solution 1 Solution 2 Solution 3

Objective level

Criteria level

Sub Criteria level

Solution level ......

......

......

Figure 2: Schematic diagram of the recursive hierarchy.

Table 1: Form judgment matrix.

C u1 u2 . . . uj . . . un
u1 a11 a12 . . . a1j a1n
u2 a21 a22 . . . a2j a2n
. . . . . . . . . . . . . . . . . . . . .
ui ai1 ai1 . . . aij . . . ain
. . . . . . . . . . . . . . . . . . . . .
un an1 an1 . . . anj . . . ann
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semi-trapezoidal a�liation function and descending
semi-trapezoidal a�liation function. �e ascending
semi-trapezoidal a�liation function is applied to
those negative e�ect indicators that are less appli-
cable to industrial sites with higher values. �e
descending semi-trapezoidal a�liation function is
applied to those positive indicators whose larger
values indicate better suitability of industrial land. In
practical application, the a�liation function should
be selected scienti�cally according to the focus of
evaluation work and the change rule of factors.

(3) Determine the a�liation degree of each indicator.
Based on the a�liation function constructed in step
2, the a�liation degree of ui on the rubric vj level can
be solved - denoted by cij. �e a�liation degree of
each factor for each evaluation level constitutes a
vector Ri � (ci1, ci2, ci3, . . . , cin). It is a fuzzy subset
on the decision rubric V.

(4) Determine the weights of the factors. In the com-
prehensive evaluation, it is necessary to know the
relative importance of each factor with respect to C,
i.e., the weight of each factor. To do this, we can �nd
the eigenvector W of the judgment matrix A and
then normalize it to �nd the relative importance
(weight) of each factor with respect to C.

(5) �e fuzzy matrix composite operation is to syn-
thesize the weight set A and the a�liation set R rows
according to a certain algorithm, such as equation
(3).

B � A · R � b1, b2, . . . , bn( )

� a1, a2, . . . , an( ) ·

c11 c21 . . .

c21 c22 . . .

. . . . . . . . .

cm1 cm2 . . .

c1n

c2n

. . .

cmn




.

(3)

B is the rank fuzzy subset on the set of decision
rubrics V, and bj(j � 1, 2, 3, . . . , n) is the a�liation
of rank Vi to the set of rank fuzzy subsets obtained
from the composite rubric.

(6) Draw the conclusion.

If bj � max(b1, b2, . . . , bn), then make a comment on the
judged object vj.

In the more complex system, when many factors need to
be considered and the evaluation elements have a mutual
in�uence on each other, it is inevitable that each factor is
assigned a small weight, and it is not easy to determine. At
this time, the �rst level of comprehensive evaluation may be
that too small weights do not work and lose a lot of useful

Original data
Evaluation level

Create affiliation functions

Calculate affiliation
functions

Fuzzy matrix

Fuzzy matrix composite
B=A·R

Calculate the degree of affiliation

Find the maximum affiliation

Fuzzy integrated evaluation

Factor weights

Factor normalized weights

Weighting factor matrix A

Figure 3: Fuzzy comprehensive evaluation �ow diagram.
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information, so the results should not be obtained. However,
we can divide all the factors into several categories to de-
termine the relative importance of the factors in a smaller
range more accurately, set the weight vector, and then
preform the comprehensive evaluation.

2.3. One-Level Comprehensive Evaluation for Spatial
Performance. )e purpose of spatial performance evalua-
tion is to grasp the status of industrial land use and provide a
basis for formulating land use and industrial development
strategies. In addition to the selection of indicators for the
industrial land itself, the indicator system also needs to
consider the spatial characteristics of the hosted industrial
enterprises. Moreover, the use of industrial land in small
towns not only affects the development of towns but also
directly affects the interests of grassroots communities in the
case of collective industrial land in villages. )erefore, the
evaluation indicators need to consider the multidimensional
characteristics of spatial attributes in the hierarchical
framework, including four aspects of social benefits, eco-
nomic benefits, environmental benefits, and development
potential, specifically divided into six positive indicators of
average number of employees, average rent, average pro-
duction value, innovation capacity, industrial relevance [22]
and industrial aggregation [23], and two negative indicators
of energy consumption and pollution intensity (see Table 2).

Considering the availability and authenticity of data
and the sustainability of evaluation, the basic data in this
paper are obtained through the mutual support of enter-
prise census data and geographic information data. Among
them, industrial land use status is based on town planning
and is combined with on-site research to obtain relevant
data; industrial enterprises’ spatial distribution, output
value scale, pollution and energy consumption, innovation
input, and industry type data are based on enterprise
surveys [24], including enterprises’ spatial positioning,
statistical yearbooks, and communication interviews [25].
)ese processing methods can clearly and effectively reflect
the use status of industrial land and help to more clearly
understand the characteristics of each index of spatial
performance.

According to the weight of each indicator, the weighted
superposition is carried out to obtain a comprehensive
evaluation score. Comprehensive evaluation score calcula-
tion adopts the weighted summation method of factor
scores, and its calculation formula is shown in equation (4).

S � 􏽘
n

i�1,j�1
viuijwj � S1, S2, S3, S4􏼈 􏼉

� NSPL, LSPL,MSPL,HSPL{ },

(4)

where S is the comprehensive evaluation score; vi is the
weight of the ith evaluation index, which is determined by
the 6th process in the last section; n is the total number of
impact factors. Here, uij is the present value of the char-
acteristic evaluation index, which is the data acquired from
geographic information, andwj is the corresponding weight.
)e NSPL, LSPL,MSPL,HSPL stand for No Space

Performance Land, Low Space Performance Land, Mid
Space Performance Land, and High Space Performance
Land.

3. Case Study Based on X City

)e case chosen for this paper is X city in Guangdong
Province, which, as a national economic powerhouse and a
central town in Guangdong Province, has a tradition of doing
business, and is a typical representative of small-town de-
velopment in the Pearl River Delta region. Since the reform
and opening up, the modern industry in X city developed
rapidly and the industrial output value increased more than
ten times in just a few years in the 1990s, and the corre-
sponding industrial land also expanded rapidly. By 1996, the
industrial land area reached 603.9 hm2, accounting for 18% of
the total urban and rural construction land area, including
244.0 hm2 of rural industrial land. By the beginning of this
century, only the rural industrial land had increased by
446.5 hm2, and the total industrial land reached 1318.9 hm2 in
2002, accounting for 36.5% of the rural construction land.
Although the total industrial output value in the same period
was as high as 14.3 billion yuan, the layout of industrial land
was confusing and the efficiency of the land was not high.

For this reason, X city focused on industrial restruc-
turing and industrial zone construction in the recent plan
(2001–2005). Since then, the total industrial output value is
continuously increasing, but the industrial land develop-
ment is well controlled, and by 2015, the industrial land area
only rose to 1,320 hm2. During this period, due to a series of
regulatory policies, the industrial land layout tends to be
rationalized, and different industrial zones are intentionally
specialized and networked to create industrial clusters.
However, in general, the inefficiency of land use still exists,
and the more problematic issue is that there is no more
incremental industrial land, and these have become obsta-
cles to industrial transformation and upgrading.

Since this study focuses on industrial land and the
bearing industrial enterprises, it is necessary to analyze the
spatial association of the enterprises in a certain range, so the
industrial land is divided into eight zones according to the
existing division of industrial land and its proximity in
space, combined with the administrative boundary of the
town community. For simplicity, they are referred to as 1–8
in this study.

At present, X city has nearly 10,000 industrial enter-
prises, mostly small, medium, and micro enterprises, and
this paper selects 337 of the state-listed enterprises for
statistical analysis [26], shown in Figure 4. In general, X city
has formed an industrial spatial pattern with technology-
intensive industries in the southern industrial zone, tech-
nology- and capital-intensive industries in the east, and
labor- and technology-intensive industries in the rest of the
industrial zone. )e statistical results show that the
manufacturing sector of X city is complete, but the layout of
different manufacturing sectors is more arbitrary. Among
them, the total industrial output value of the southern
district 3 is the largest and the industrial categories are the
most numerous, and the technology-intensive electronic
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equipment manufacturing is the pillar industry of this
district; the eastern district 7 is mainly dominated by cap-
ital-intensive daily chemical and beverage enterprises, while
the labor-intensive plastic products and paper products, in
addition to the technology-intensive electronic equipment
manufacturing, also occupy the majority in district 1, but
lack the core industry; similar to the situation in district 1,
there are also several other districts.�is is di�erent from the
industrial layout plan of X city and may cause internal
competition among industrial zones to attract advantageous
industries to move in.

X city is guiding the construction of “big project - in-
dustrial chain - industrial cluster - industrial base”

development model to strengthen the industrial clustering
e�ect of di�erent industrial zones, but due to di�erences in
economic base, land conditions, and tra�c factors, the
development of each industrial zone is increasingly uneven.
However, due to the di�erences in economic base, land
conditions and transportation factors, the development
imbalance among industrial zones has become increasingly
prominent. To analyze the characteristics of industrial land
use in X city, this study calculates the index values of eight
industrial zones based on the basic data of industrial land,
and by comparing the advantages and disadvantages of the
indexes and combining the essential characteristics of the
clustering economy of the zones, the eight zones are shown
in Figure 5.

Based on the original data, we analyzed the elements of
external scale development, internal scale development, area
homogeneous development, and lagging loose development
of each district from the radar chart. �e above preliminary
analysis shows that District 3 has obvious advantages in terms
of industrial spatial correlation, innovation capacity, and the
number of employees per place; in terms of the output value
per place and industrial aggregation, District 7 has obvious
advantages, but pollution and energy consumption are also
themost prominent.�e rest of the industrial zones have their
own characteristics, except for District 8, which has obvious
disadvantages. It is di�cult to judge their spatial performance
from a single level, and further comprehensive evaluation will
be conducted on this basis.

�e sub-study of comprehensive evaluation indexes of
spatial performance helps to objectively understand the real
characteristics of industrial land use so that e�ective devel-
opment strategies can be formulated. However, if the spatial
performance of industrial zones is evaluated by the virtue of a
single indicator only, it is one-sided to a certain extent.
�erefore, the study further calculates the evaluation indi-
cators and weights of each indicator according to formulae (1)
and (2), and then calculates the indicator values and ranks the
scores of eight industrial zones in X city according to formulae
(3) and (4), and then carries out a comprehensive evaluation.
Details are shown in Tables 3 and 4.

Among the index weights, the industrial agglomeration
(u42) has the largest weight, while the weights of industrial
association (u41), average land value (u22), and innovation
capacity (u43) are at the second level. From the magnitude of

Annual output value
of State-listed
enterprises in 2017
Unit × 10,000 Yuan

0 ~ 14.6
14.6 ~ 45.8
45.8 ~ 96.6
96.6 ~ 217
217 ~ 595
City boundary

Figure 4: X city Industrial land and industrial enterprises spatial
distribution map.

Table 2: Spatial performance evaluation index system for industrial land.

Objective Classi�cation Indicator Relevancy Remark

E�ective use of industrial
land

Social bene�ts U1
Number of employees per land

u11
Positively

Economic bene�ts U2
Average land rent u21 Positively
Average land value u22 Positively

Environmental bene�ts
U3

Energy consumption u31 Negatively Per unit industrial land
Pollution intensity u32 Negatively Per unit industrial land

Potential bene�ts U4

Industrial correlation u41 Positively �e degree of correlation
between industries

Industrial aggregation u42 Positively Location entropy of leading
industries

Innovation capacity u43 Positively R&D (research and
development) investment intensity
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the weights, it can be seen that the spatial aggregation of
industries in the area has the largest weight in spatial per-
formance, followed by spatial correlation and industrial scale,
reflecting that the selection and leading of leading industries is
the basis of spatial performance of industrial land, and in-
dustrial chain, industrial scale, and innovation capacity are
the driving factors and potential factors of industrial land
development. Special attention is paid to the fact that the high
or low innovation capacity is not only a potential factor for the
development of industrial enterprises, but also a side re-
flection of the number of regional investments.

Since the infrastructure of industrial land is relatively
homogeneous and the layout of industrial zones is relatively
close, the weights of the average number of employees (u11)

and the average rent (u21) are smaller. However, for industrial
zones with poor spatial performance, the lack of industrial land
development planning and weak human resources are also
important reasons for their difficulties in further development.

4. Discussion and Conclusion

)is paper adopts a spatial performance evaluation method
to conduct a more comprehensive analysis of the situation of
industrial land in X city.)e selection of spatial performance
indicators in this study is based on the traditional perfor-
mance evaluation index system, with more emphasis on the
extraction of spatial element characteristics. )rough spatial
performance analysis, this study systematically understands
the use status of industrial land in X city and calculates that
the main factors affecting the performance of industrial land
in X city are industrial spatial agglomeration, industrial
spatial correlation, and industrial scale through the Fuzzy
comprehensive evaluation method, which also reflects to a
certain extent the future development direction of industrial
land in X city. )is also reflects to a certain extent the future
development direction of industrial land in X city.

Based on the evaluation results of spatial performance,
we will fully consider the possible potential factors, promote
the intensive development of industrial land in an orderly
manner with enterprises as the core, and establish a long-
term regulation and control mechanism, thus realizing the
optimization and upgrading of industries under the dynamic
adjustment of industrial land spatial structure. Specific
recommendations include.

(1) In the industrial land, which is dominated by internal
economies of scale, we should pay attention to in-
dustrial linkage development, increase industrial
spatial correlation, and mobilize ecological restora-
tion and improvement of the industrial system. We

0

0.2

0.4

0.6

0.8

1

Number of employees per
land, u11

Average land rent, u21

Average land value, u22

Energy consumption, u31

Pollution intensity, u32

Industrial correlation, u41

Idustrial aggregation, u42

Innovation capacity, u43

X city Space Performance Indicators Radar Chart

District 1 District 2 District 3 District 4
District 5 District 6 District 7 District 8

Figure 5: X city space performance indicators radar chart.

Table 3: Weighting of each indicator.

indicator u11 u21 u22 u31 u32 u41 u42 u43

Weight (wj) 0.0978 0.0521 0.1696 0.0416 0.0379 0.1914 0.3526 0.1270

Table 4: Comprehensive evaluation score of industry zoning space
performance.

District Comprehensive evaluation score (S) Ranking
1 44.05 4
2 51.90 2
3 66.01 1
4 39.00 7
5 41.32 5
6 40.51 6
7 49.24 3
8 38.58 8
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should consciously cultivate the leading role of core
industries in surrounding industries, emphasize the
relatively concentrated “clusters” and “nets” indus-
trial spatial models, and then form a good industrial
upgrading environment [27];

(2) Industrial land for the development of industry
homogenization needs to promote the development
of advantageous industries through the centralized
space platform and increase the concentration of the
industrial space and the scale of the industry. )is
requires industrial land to attach importance to the
selection of industrial enterprises in development, to
plan the industrial structure scientifically and ra-
tionally, and increase the scientific and technological
support to the industry in a targeted manner, cul-
tivate its independent innovation ability, and on this
basis, to control the intensity of industrial land use
and avoid uneconomical phenomena that are too
scattered or concentrated.

(3) For the lagging development of industrial land, there
are obvious defects in its industrial dynamics. In its
own development, we should cultivate the “shared
concept” and consolidate resources so as to proceed
step by step. With the help of the transformation and
upgrading of urban industries, full consideration is
given to multifunctional embedding in production,
circulation, and innovation. Promoting the renewal of
industrial land and the improvement of the soft and
hard environment [28]. Promote the full utilization of
stock space and the concentration of higher efficiency.

Urban space performance refers to the combined effect
or effect of urban space. Only to maximize the development
needs of the city’s functions and rationally allocate all kinds
of space resources to promote balanced development of all
elements, “Performance is a multidimensional structure.
Different angles are observed and measured, and the results
are different” [29]. )e performance of urban spatial
structure development refers to the internal effect and ex-
ternal effect of the change of spatial structure in the de-
velopment process, namely, the shaping and tear change of
urban spatial structure to the society of the city ontology and
its radiation, economic, ecological, and other effects . )ese
effects are manifested specifically in urban economic gains,
social differentiation ecological control, urban form, and
transportation network [30]. )e evaluation of the perfor-
mance of urban spatial development is the qualitative and
attributive analysis of these changes.

)e hierarchical analysis–fuzzy evaluation method com-
bines hierarchical analysis and fuzzy comprehensive evaluation
method, which can not only establish a hierarchical index
relationship tree, avoid information overlap and information
loss among the indicators but also use fuzzy set and fuzzy logic
to delineate the affiliation of each indicator to the evaluation
level according to certain rules so that the evaluation result level
value has continuity. In this paper, the factors affecting the
spatial performance of industrial land in development zones
are screened. )e index system of spatial performance analysis
of industrial land in the development zone is established by

using the hierarchical analysis method. By using the combi-
nation of fuzzy evaluation model calculation and hierarchical
analysis method, the spatial performance of industrial land in
the development zone is analyzed.)us, a complete analysis of
whether the development zone is suitable for industrial con-
struction is carried out.)is paper is a new attempt to apply the
hierarchical analysis-fuzzy evaluation method to the practical
work of specific development zones, which makes the method
more complete in practice and develops a practical method for
spatial performance assessment of industrial parks.

In this paper, the spatial performance study of X city is
comprehensively analyzed by FAHP method, which can
evaluate and grade the determination of individual impact
factors as well as realize the overall spatial positioning and
grade classification.)e study shows that the hierarchical fuzzy
object metamodel can also realize a comparative analysis of
multiple evaluation objects, and should continue to innovate in
terms of multi-regional comparison and evaluation index se-
lection and rank classification in subsequent studies to make
the evaluation results more valuable in practice.

Overall, this study tries to explore the evaluation method
of industrial land spatial performance at multiple levels, but
the extension in vertical and horizontal directions is not yet
very deep. )erefore, future research should include a
longitudinal comparison of the time dimension while ap-
propriately adding a horizontal comparative analysis of
relevant indicators of neighboring towns, so as to reflect the
use status of industrial land in more dimensions. )e
evaluation of the spatial performance of industrial land is an
extremely complex task that involves a wide range of
knowledge. )is study has only developed and improved the
evaluation method to a certain extent, but it is far from
perfect. It needs to be further researched and improved
continuously. On the other hand, in future development, we
can try to use the method to conduct evaluation studies on
regions of different sizes and different degrees of economic
development and industrial structure.
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�e evaluation of students’ learning status has a strong guiding role. What is taken as the evaluation standard will determine what
education teaches and what students learn. As a basic subject and a lifelong art, Chinese in senior high school plays an important
role in the college entrance examination; its importance can be imagined; and it has also attracted more and more attention. �e
assessment of students’ learning status can greatly promote students’ learning quality and values. However, the current evaluation
of students’ learning status still has the score-oriented problem, and lacks enough attention to students’ interests, skills, potential,
thinking, values, and other aspects, which is worrying.�e function of Chinese evaluation has been narrowed to evaluate students’
knowledge and skills, and it has been euphemistically called the focus of classroom teaching. In Chinese class, the role of students’
learning status assessment has received a lot of attention, and it should play more roles in promoting students’ deep learning, so as
to improve the thinking quality of learning and �nd appropriate learning methods. Deep learning requires students to have strong
autonomous learning ability and problem-solving ability, etc. Students will bene�t from developing these good habits in their
future work and life.

1. Introduction

Computer vision measures people’s perception of urban
environment and is increasingly used to study the rela-
tionship between urban appearance and residents’ behavior
and health. We train Siamese convolution neural structure,
which learns the loss of common classi�cation and ar-
rangement to predict people’s judgment on pair image
comparison. �e results show that clustering combined with
the neural network can generate global urban observation
data [1]. At present, the popular digital image steganography
communication recognition method mainly includes three
steps: residual calculation, feature extraction, and binary
classi�cation. In this paper, a digital image steganalysis
method based on a convolutional neural network (CNN) is
proposed, which can correctly reproduce and optimize these
key steps in a uni�ed framework, thus learning hierarchical
representation directly from the original image. Compared
with SRM (switched reluctance motor) and its selective
channel-aware variant maxSRMd2, our model surpasses all

test algorithms with di�erent loads [2]. For categorization
tasks, we always want to choose the attributes that keep the
categories separate in the most e�cient way. In this paper, a
new feature separation method is proposed, which uses the
deep neural network to learn the explicit mapping from
sample space to feature space, and improves the feature
separability according to Fisher’s criterion. For highly
�exible models, the optimal Fisher function can �nd a
balance between uniqueness and descriptivity [3]. Because
the reliability of each pixel attribute determines the classi-
�cation accuracy, it is very important to design the feature
extraction algorithm for hyperspectral image classi�cation.
We propose a very e�ective hyperspectral image classi�-
cation learning algorithm-context deep learning. A large
number of experiments show that the context deep learning
algorithm proposed in this paper is an excellent function
learning algorithm, which can achieve good performance
only by simple classi�cation [4]. �e deep neural networks
are usually optimized by the stochastic gradient descent
(SGD) method. In this paper, a new second-order stochastic
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optimization algorithm is proposed. We find this structure
very useful, not only because it speeds up training and
decoding, but also because it is a very effective method
against overfitting. ,e convergence speed of our algorithm
is faster than that of SGD [5]. A new probabilistic model for
the analysis of time-varying patterns in rs-fMRI intrinsic
functional networks, combined with a methodological ar-
chitecture of deep learning and spatial modeling, examines
the functional relationships assessed between mild cognitive
impairment and normal healthy controls [6]. ,e con-
volutional neural network is the core of deep learning ap-
plication.,ey did not consider weight updates and complex
data dependencies during exercise. In the training process,
batch processing limits the number of images that can be
processed continuously, because the next batch of images
must be processed according to the updated weight [7]. ,e
focus of local space design research has gradually changed
from the manual design method to the learning method. In
this paper, a convolutional neural network (CNN) is pro-
posed for learning efficient graphs in Euclidean space. Ex-
perimental results show that L2-Net has good generalization
ability and can directly replace the existing artificial graphs.
,e second language network is trained [8]. More and more
unstructured text data appear on social media among en-
terprises, forming a social environment with many pro-
duction relations, which can be used as decision support
information to match the production capacity needs among
enterprises. ,e ultimate goal of this study is to promote
knowledge transfer and sharing in the context of business
and social interaction, so as to support the integration of
resources and capabilities among different companies. Ex-
perimental results show that this method can achieve the
same performance as the existing learningmodels and is well
suitable for the network-based social production interaction
environment [9]. According to research, the growth of
online education is more driven by economic forces than its
long-term effectiveness [10]. ,is paper discusses the role of
classroom feedback in the assessment of students’ learning
status. Using the proportional sampling method, this paper
studies the influence of teacher-student interaction and
classroom environment on students’ classroom learning
process [11]. ,e assessment of students’ learning status can
improve the quality of education. Learning evaluation pays
more attention to students’ learning process and lets
teachers know how to improve their own development, so it
is a change of classroom evaluation form [12]. In this paper,
teachers and students can establish a more successful re-
lationship. In order to overcome students’ prejudice,
teachers should always be fair and sincere in their affairs and
evaluation process [13]. Research shows that most students
think that classroom evaluation plays an important role in
teaching quality monitoring [14]. Educational evaluation is a
very important part of the education system. ,is paper
analyzes the problems encountered in classroom teaching
evaluation and puts forward various improvement measures
to improve the level of classroom teaching evaluation [15]. In
the abovementioned related literature research, some
technical problems are discussed and applied, but there are
many problems in the classroom teaching process, for

example, the adopted technology does not improve the
corresponding accuracy and it is difficult to identify.
However, using a single technology to solve teaching
problems is not effective in the implementation of teaching
details. ,erefore, using deep learning to solve students’
learning situation and application can improve the auton-
omous learningmode, and effectively improve the classroom
teaching quality and the recognition effect of teaching
behavior.

2. Characteristics of Deep Learning

2.1. In-Depth Study and Participation. First is the deep
emotional input. We encourage students to put in positive
emotions and stimulate students’ correct learning attitude.
At this time, the input is a kind of active learning, and the
students’ emotional state is positive. ,ey pour their emo-
tions into the learning process and pay attention to and focus
on the learning tasks in class for a long time. Second, the
integration of learning methods is deep. Different learning
methods are needed. For example, when previewing before
class, we mainly focus on self-study, and when listening to
teachers in class, we mainly focus on listening with energy.
,ird is high investment in the learning process, positive
emotional state, and deep participation. For different
learning tasks, we use different thinking to solve them. We
can transform knowledge into their own information and
get through the key points; link the learned knowledge with
the old knowledge and connect at multiple points; and use
knowledge structure to solve different types of tasks and
problems. In the whole learning process, students’ thinking
is very active and their operation is relatively fast.

2.2. High Level of *inking Development. Deep learning
requires students to have certain innovative thinking. ,e
thinking structure includes five levels: pre-, single, plural-
istic, related, and abstract expansion. Association structure
can integrate the existing information into a whole con-
nection framework and become a logical and orderly in-
ternal structure. ,e abstract extended structure can not
only use all available data and connect them, but also test the
reasonable abstract structure obtained from data, which can
surpass the given information and infer the structure, and
can carry out logical reasoning from concrete to general; able
to induce and make assumptions; can use many methods to
use reasoning results in conclusions; can use more abstract
functions to expand the knowledge structure; and be able to
understand the role of change in the change method. It can
be noted that some structures come from different ideas and
migrate these ideas to new fields.

2.3. StrongApplicationMigrationAbility. After a deep study,
students can find the key to the problem and then combine
the known knowledge to solve the problem. After firmly
mastering the knowledge in class, even if you encounter new
problems or situations, you can still successfully complete
various learning tasks, identify the core elements in the
situations, relate and utilize them, and even better migrate to
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the actual life. If the learned knowledge and skills cannot be
used to solve problems in various situations, then this simple
copying and mechanical memory are still in the shallow
learning stage. In the process of Chinese learning, learners
must actively learn, creatively use their knowledge and skills
to solve problems when encountering complex situations,
and realize the flexible transfer and application of knowledge
and skills, so as to achieve the effect of “drawing inferences
from others” and “learning by analogy.”

In this paper, the practical application of classroom
teaching has a good application. ,e second part of this
paper explains the relevant theories, especially the charac-
teristics of deep learning in teaching practice. ,e third part
explains the application model of the DDS algorithm and the
data processing flow. In the fourth part, the application of
different algorithms in teaching scenes is compared, and the
effect of the deep learning mode is obvious.

3. Improvement Strategy of SSD Algorithm

3.1. Infrastructure Network Improvement. ,e goal of the
basic grid upgrade is to replace the original backbone
VGG16 with the lightweight grid. By studying the data and
analyzing different models, we know that the MobileNet
network meets the requirements. It replaces standard
convolution with deep separation convolution to reduce the
number of parameters. MobileNet has only 4.2 million
parameters, compared with 133 million in VGG16. ,e test
results of the ImageNet dataset show that MobileNet is
obviously faster, but the accuracy rate is only 0.9 percentage
points lower than VGG16. ,erefore, this paper is based on
the original MobileNet, after some modification, as the core
network of SSD.

3.1.1. Improvement of MobileNet. ,e reason MobileNet is
faster and less computational than VGG16 is because there
are two differences between MobileNets. First, depth anal-
ysis rounds are used in network synthesis, and width co-
efficient and resolution coefficient are also used. Deep
convolution is the main part, and two parts are used to
supplement convolution operation, namely, deep convolu-
tion and point convolution. MobileNet’s network structure
has 28 layers if both are considered two and 14 layers if both
are considered one.

Formula (1) can be used to judge its parameter ratio.

Fk ∗Fk ∗Ff ∗Ff ∗R + 1∗ 1∗Ff ∗Ff ∗R∗P

Fk ∗Fk ∗R∗P∗Ff ∗Ff

�
P + F

2
k

PF
2
k

,

(1)

where P represents the size of the output channel; R rep-
resents the size of the input channel; Fk represents the size of
the output feature map; and Ff represents the size of the
feature map.

In order to reduce network parameters, in addition to
depth separation convolution, width factor α and resolution
factor ρ with values between 0 and 1 are used. ,e impact of
α is declining. For example, for an input channel with a value
of R, it becomes αR, which greatly reduces the computation.

Another factor greater than α2 that affects the amount of
computation is the resolution, so ρ is used to reduce the
resolution of the image. After using this coefficient and
reducing the value of α, the calculation times of the pixel
value of ρ2 are reduced.

On the basis of the above introduction, this paper im-
proves MobileNet in two aspects.

Based on the above analysis, in order to further reduce
the calculation of the BN layer, this paper combines it with
the previous convolution, so that the speed will be improved
on the previous basis.

,e input size of MobileNet is changed from 224× 224 to
300× 300. ,ere are two reasons for this modification: first,
increasing the input size can improve the information capacity
of the feature map and then improve the detection accuracy,
but the input size should not be too large, which greatly in-
creases the network parameters, thus making MobileNet lose
the advantages of the lightweightmodel; on the other hand, the
input size of SSD network structure used in this paper is
300× 300, which makes basic preparation for the combination
of the following two networks after modification.

3.1.2. Replacement of SSD Basic Network. In order to im-
prove the feature extraction ability of the model, this paper
combines eight standard smaller convolutional layers behind
the replaced core network to further obtain the depth in-
formation of the image. At the end of the network, a clas-
sification layer for judging categories and a nonmaximum
suppression layer for screening regression boxes are con-
nected, thus completing the replacement of the basic network.
In this paper, the deep convolution and the subsequent 1× 1
point convolution are regarded as one layer, and there are 14
layers, which are denoted from Conv0 to Conv13, respec-
tively.Where s1 represents a step size of 1, s2 represents a step
size of 2, and Convdw means that deep convolution will be
followed by a 1× 1 point convolution to process the channel.

Finally, like SSD, six feature layers are selected to
complete the following work, and the depth of this layer
should be considered when selecting. If it is too shallow,
enough image information cannot be extracted. ,erefore,
this paper selects six feature layers to reduce the size from
front to back and realize multiscale prediction. ,e SSD
algorithm is an application form of deep learning. SSD
belongs to the one-stage detection method, which mainly
regresses the target category and location directly. In the
process of prediction, it is precisely because of the prediction
on the feature layer of different scales that the target can be
detected well when the image is of low resolution, and its
accuracy can be guaranteed. In the process of training, end-
to-end training is adopted.

In this paper, using the SSD algorithm in the application
class students’ learning picture processing and application
has a good effect, especially some learning behaviors can use
action behavior to identify the corresponding state.

3.2. Feature Fusion of Network Model. In the previous step,
the replacement of the basic network improves the detection
speed but does not improve the accuracy of small target
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detection. It is a common improvement strategy to improve
the model performance by fusing different scale features.
,erefore, this section introduces the method of feature
fusion and, on this basis, puts forward the model fusion
strategy in this paper.

3.2.1. Feature Fusion Method. When an image is put into a
convolution network, different levels of the network get dif-
ferent image information.,e shallow layer, also known as the
low layer, is at the initial stage of convolution, so only limited
information can be obtained. However, due to its good res-
olution, its main function is to obtain some visible features,
such as the position information and edge information of the
target object in the image.,e deep layer is also called the high
layer, that is, when the network depth is very large and con-
volved many times, what we get at this time is some abstract
information invisible to the naked eye, which has strong se-
mantic characteristics. ,rough the above analysis, we can see
that the advantages between shallow layer and deep layer can
complement the shortcomings of both, so there is a method to
merge the two, which is uniformly named as feature fusion.
However, according to the order of feature fusion and target
prediction.

Early fusion refers to feature fusion first; then, predictor
training is carried out on the basis of fused features; and
predictor training will not be carried out before complete
fusion. ,ere are two common fusion methods: concat and
add.

,e concat method directly adds attributes and can
also be understood as a combination of channels, each of
which is associated with a convolution sum. ,is method
adds information to the image itself but does not add
information about the attributes of each layer. ,e add
method is to combine feature vectors into a combined
vector and simply add a value, but the number of channels
remains unchanged, which is a convolution operation
after adding feature graphs. ,is method increases the
amount of information to describe image features, but the
dimension of description graphics remains unchanged.
Usually, the parameter quantity of the add method is less
than concat. Assuming that there are only two channels
and the number of channels is the same, the concat
method and the add method can be expressed by formulas
(2) and (3), respectively, where X and Y represent two
channels to be fused, and the number of channels is N, and
the fusion results of the two methods are Rconcat and Radd,
respectively.

Rconcat � 􏽘
N

i�1
Xi ∗Ki + 􏽘

N

i�1
Yi ∗Ki+N, (2)

where X and Y are the channels to be fused; Ki is the weight
of the i-th channel; Rconca is the fusion results.

Radd � 􏽘
N

i�1
Xi + Yi( 􏼁Ki � 􏽘

N

i�1
Xi ∗Ki + 􏽘

N

i�1
Yi ∗Ki, (3)

where X and Y are the channels to be fused; Ki is the weight
of the i-th channel; Radd is the fusion results.

Late fusion refers to the fusion of the detection results of
each layer, so as to get a better model and meet the re-
quirements, that is, each layer will have detection results
and then fuse them to get the final result. By dividing the
late fusion once again, we can get two late fusion modes in
different directions. ,e first direction is to adopt
multiscale features. Different scales contain different in-
formation, so different results will be obtained. Integrating
these different results into one piece will get the final results
with rich information. In the second direction, a pyramid
feature set will be obtained by arranging different features
from small to large; then, the feature information of each
layer will be fused step by step from shallow to deep; and
each layer will be detected at the same time of fusion,
without getting all the fusion to complete redetection.
Common late fusion methods include SSD, MS-CNN, FPN,
and so on.

3.2.2. Model Fusion Process in *is Paper. Combined with
the nature of the network model structure and the
combination of various functions, this paper chooses to add
a combination of functions to connect the network. It can
be seen from the model structure that the size of the
extracted six feature layers gradually decreases from
shallow to deep, and the more the first one contains, the less
the abstract information, so the purpose of feature fusion is
to transmit abstract information from deep functional floor
to lower floor. Considering that Conv17_2 and Conv16_2
are too small to have much information, only Conv11,
Conv13, Conv14_2, and Conv15_2 are selected for fusion
operation.

3.3. Model Optimization Algorithm. When training the
model, we pay attention to the change of loss function. As
the value of the loss function decreases, it shows that the
result of model training is approaching the actual result, so
the loss function must be pointed downward to find the
minimum value of the loss function. However, in the process
of gradient calculation, the value ferry amplitude may be too
large or unchanged, which leads to slow gradient descent.
,erefore, in order to speed up the descent, we usually need
to use optimization algorithms, such as momentum,
RMSProp, and Adam.

In this paper, the RMSProp algorithm proposed by
Geoffrey E. Hinton is adopted. ,e algorithm calculates the
historical gradient of each dimension, superimposes the sum
of its squares, and obtains the sum of historical gradients by
applying the attenuation rate. When updating parameters,
the learning rate is divided by the above result. After using
the optimization algorithm, the gradient direction still
changes in a small range, which accelerates the convergence
of the network. ,e specific calculation formulas are shown
in formulas (4) and (5).
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SdR � βSdR +(1 − β)(dR)
2
, (4)

R � R − ρ
dR

������
SdR + a

􏽰 , (5)

where R is the parameter.

3.4. Principles of Model Training and Prediction. After
completing the network building, the model needs to be
trained to complete the recognition task. ,e training
process is mainly to find a prior frame matching with the
target frame marked in advance in the picture. Unlike
YOLO, SSD uses multiscale feature layers to detect images,
so the prior frames will be different with the change of
feature layer scale. ,e prior frame includes two aspects,
namely, scale and aspect ratio, in which there is a linear
relationship between scale and featuremap size as in formula
(6).

Xk � Xmin +
Xmax − Xmin

m − 1
(k − 1), k ∈ [1, m], (6)

whereXmin is theminimum value of the ratio of frame size to
feature diagram; Xmax is the maximum ratio of frame size to
feature map; M is the eigenvalue number; K is a certain
feature layer; and Xk is the ratio of a priori frame to the k-th
feature graph.

In this paper, Xmin is 0.2 and Xmax is equal to 0.9. ,e
scales of the smallest and largest prior boxes in the six feature
graphs are {30.0, 60.0, 111.0, 162.0, 213.0, 264.0} and {60.0,
110.0, 162.0, 213.0, 264.0, 315.0}, respectively. At the same
time, in order to predict the targets of different shapes,
different aspect ratios αr are set according to the minimum
size prior frame of each layer, and the values are {2 : 2, 2 :1, 3 :
1, 1 : 2, 1 : 3}, so the calculation method of width and height
is as shown in formula (7).

M
a
k � Xk

��
αr

√
, N

a
k �

Xk
��αr

√ , (7)

where Ma
k is the prior box width value; Na

k is a priori box
height value; and Xk is the ratio of prior frame to the
characteristic graph.

,e matching of prior boxes in this paper follows two
principles.

,e first principle is as follows: we find the prior frame
with the largest IOU (intersection over union) (referring to
the coincidence rate between the two) for each real frame in
the image so that each real frame has a matching prior frame.
Some prior frames may not findmatching target frames, that
is, there are no targets to be identified in their range. ,ese
kinds of prior frames are located as negative samples, and if
there are any, they are positive samples. Negative samples are
classified as background, while positive samples are the
targets to be found.

,e second principle is as follows: after the imple-
mentation of the first principle, a large number of negative
samples will be produced, resulting in extremely unbalanced
positive and negative samples, so the second principle is put

forward. For a matching prior box, if its IOU in a real box is
greater than a certain threshold, it is also considered to be
matched. ,at is to say, a real box has multiple matching
prior boxes, and vice versa. ,e second principle must be
based on the premise of the first principle before it can be
established.

Even if there is the second principle, the gap between the
number of positive and negative samples is very large, and
too large a number difference will cause a very large loss
function value. ,erefore, this paper artificially reduces the
number of negative samples, that is, removes some negative
samples in training, so that the ratio of positive to negative is
about 1 : 3. Every time the training is completed, the pa-
rameters need to be updated until the expected effect is
achieved, so the loss function and nonmaximum suppres-
sion are needed to assist the training process.

3.4.1. Loss Function. In this paper, the loss function consists
of two parts, namely, location loss and confidence loss,
which are obtained by the weighted sum of the two parts.
,e loss function formula is shown in formula (8) as follows:

L(x, c, l, g) �
1
S

Lconf(x, c) + αLloc(x, l, g)( 􏼁, (8)

where c is the confidence value; L represents the prediction
box; g denotes the true box; S is the default number of boxes;
α is the weight value of the two; Lconf is the value of con-
fidence loss; Lloc is the location loss value.

,e formulas of location loss and confidence loss are as
follows, where P represents the category serial number, and
when P is 0, it represents the background; x

p
ij � {0, 1}. When

1 is taken, it means that the predicted box and the real box
match, and the matching category is p.

,e confidence loss function formula is shown in for-
mula (9) as follows:

Lconf(x, c) � 􏽘
s

i ∈ Pos
x

p
ijlog 􏽢c

p
i􏼐 􏼑 − 􏽘

i∈Neg
log 􏽢c

0
i􏼐 􏼑, (9)

where c
p
i is the probability value predicted as category p; P

denotes the category; x
p
ij is whether the discriminant value is

matched.
,e positioning loss function formula is shown in for-

mula (10) as follows:

Lloc(x, l, g) � 􏽘
S

i∈Pos
􏽘

m∈ cx,xy,w,h{ }

x
p
ijsmoothL1 l

m
i − 􏽢g

m
j􏼐 􏼑, (10)

where gm
j is the real box; lmi is the prediction box.

3.4.2. Nonmaximum Suppression. When the image passes
through the prediction network, there will be a large number
of regression boxes to be selected for each category, many of
which are wrong and there are a large number of repetitions.
Selecting an accurate regression box from these results
cannot be accomplished only by IOU, so a nonmaximum
suppression method is proposed to remove useless infor-
mation and keep the waiting box with the most targets.
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3.5. Behavior Database Construction Method. ,e good
classification effect of the deep learning network model
needs to be based on a large amount of data, which con-
stitutes an image database. Different application fields have
their own image databases, such as medical image database
in the medical and health field, fundus disease image da-
tabase, disease pattern image database, etc.; vehicle image
database and road sign image database in the field of
transportation; and MNIST handwritten digital database,
ImageNet database, COCO (collation of cortical) database,
PASCAL VOC database, CIFAR-10 database, etc., which are
commonly used in image recognition theory research. ,e
experiment in this chapter needs a large amount of class-
room behavior image data, but there is no special database
for students’ classroom behavior recognition at present, so it
needs to be built by individuals. ,is section will detail the
process of creating the classroom behavior database.

3.5.1. Dataset Acquisition

(1) Image Acquisition. ,e datasets used in this paper are
source classroom surveillance video and network pictures.
In order to ensure the recognition effect, we try to make the
collected image a background classroom. Video images need
to be processed before they can be used as datasets, which
contain many video segments including raising hands, sit-
ting up, sleeping, and writing appear. ,en, we use OpenCV
to sample the selected video frames and select the pictures
containing the above five actions to save. In order to ensure
the speed of training, we try to ensure that the size of the
picture is 200 k left. If the picture is too large, the training
will be slow.

(2) Data Enhancement. Because there are not much image
data collected in this paper, and the accuracy of model
training needs a large amount of data as support, this paper
uses the method of data enhancement to increase the
amount of data. It mainly includes flipping the image
horizontally, left and right and randomly, translating the
image horizontally and vertically, and randomly changing
the color of the image. After data enhancement, there are
2000 pictures in this dataset.

3.5.2. Dataset Preprocessing

(1) Grayscale Processing. By comparing the mean value
method adopted in this paper, the mean value of each pixel
value point is calculated to realize gray processing, and the
calculation is as shown in formula (11) as follows:

R � G � B �
(R + G + B)

3
, (11)

where R, G, and B are three color channels.

(2) Bilateral Filtering. ,e change of color image into a gray
image only reduces the parameter quantity of color, and
cannot eliminate the noise of the original image, but the data
needed in this paper cannot have too much noise, so the

related methods are explained in the second chapter. Com-
bined with the actual needs and comparing the differences of
various methods, this paper chooses bilateral filtering
denoising technology. When the selected method is used to
filter the noise, it not only reduces the image noise but also
preserves the edge information. In an operation similar to
Gaussian filtering, every pixel of the picture is scanned once,
and then, the weighted sum of pixel value weights is added on
the basis of the operation of finding the weighted sum of each
pixel value and the corresponding position weights in the
field. When calculating, the closer to the center, the greater
the weight, the closer the pixel value, and the greater the
weight, as shown in formulas (12) and (13).

Gs � exp −
‖p − q‖

2

2σ2s
􏼠 􏼡, (12)

Gr � exp −
IP − Iq

�����

�����
2

2σ2s
⎛⎜⎜⎝ ⎞⎟⎟⎠, (13)

where Gs is the weight of spatial distance; Gr is the pixel
value weight;Q is the center point of a window; P is a certain
point; Iq is the input image; and IP is the filtered image.

,e entire filter is represented by BF, as shown in for-
mula (14) as follows:

BF �
1

Wq

􏽘
P∈s

Gs(p)Gr ∗ IP

�
1

Wq

􏽘
P∈s

exp −
‖p − q‖

2

2σ2s
􏼠 􏼡 exp −

IP − Iq

�����

�����
2

2σ2s
⎛⎜⎜⎝ ⎞⎟⎟⎠∗ IP,

(14)

where Wq is shown by formula (15) as follows:

Wq � 􏽘
P∈s

Gs(p)Gr(p) � 􏽘
P∈s

exp −
‖p − q‖

2

2σ2s
􏼠 􏼡 exp −

IP − Iq

�����

�����
2

2σ2s
⎛⎜⎜⎝ ⎞⎟⎟⎠,

(15)

where Gs is the space distance weight; Gr is the pixel value
weight; and Wq is the sum of the weights of each pixel value.

(3) Target Enhancement. ,e working principle of the USM
algorithm is as follows: we use a low-pass filter to process the
input image to get a low-pass component, calculate the
difference between the original image and this component to
get a high-pass component, and superimpose the high-pass
component on the original image to get a sharpened
image. Usually, Gaussian ambiguity is used to obtain low-
pass components. ,e calculation formula is shown in
formula (16), where the value of W is 0.1 to 0.9 and is
usually 0.6.

y �
(x − w∗ z)

(1 − w)
, (16)

where y is the output image; X is the input image; W is the
Gaussian ambiguity; and Z is the weight value.
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3.6. Model Evaluation Criteria. In this paper, the model is
evaluated from the detection time of a single-frame image
and the average accuracy of image detection. ,e MAP
(mean average precision) is the average value of all AP-like
values. AP is the area below the line of the curve of accuracy
and recall.

,e accuracy rate formula is shown in formula (17) as
follows:

Precision �
TP

TP + FP
. (17)

In the formula, TP refers to the number of positive
samples of the classifier; FP refers to the number of negative
samples of the classifier. ,e whole model reflects the ac-
curacy function.

,e recall rate formula is shown in formula (18) as
follows:

Recall �
TP

TP + FN
, (18)

where Tn refers to the number of positive samples of the
classifier.

,e whole formula reflects the checking function of the
whole class of the model.

4. Experimental Analysis

4.1. Performance Comparison. In order to achieve the ex-
pected accuracy of our experiment, we compared the per-
formance ability of fuzzy learning, shallow learning, and
deep learning in complexity, learning ability, and number of
parameters six times. ,e results are shown in Figures 1–3.
,e comparison in Figures 1–3 was performed with six
independent experiments at random, which does not mean
that performance increases as the number of experiments
increases. ,e performance is different in different stages,
and the performance degradation in the following experi-
ments is also random.

By observing Figures 1–3, we can see that deep learning
has the best performance ability in all aspects, so this paper
adopts the deep learning method to carry out the following
experiments. Performance is the coefficient of performance
of different algorithms, with the highest being 10 and the
lowest being 0.

4.2. Present Situation and Problems of Chinese Classroom
Evaluation in Senior High Schools. Questionnaire from the
understanding of classroom evaluation, classroom evalua-
tion participation, classroom evaluation content, and eval-
uation feedback are four aspects to investigate and grasp the
current students in all aspects of the basic situation of
classroom evaluation. It is shown in Figure 4.

4.2.1. Student Questionnaire

(1) Students’ Understanding of Evaluation Function. In Ta-
ble 1, 69.5% of the students think that Chinese classroom
evaluation can help them find the advantages and

disadvantages of learning, 20.9% of the students say “un-
certain,” and 9.6% of the students think they cannot. Most
students can realize the role of classroom evaluation and
hope to get feedback from it, so as to use this feedback to
better understand themselves.

In Table 2, 65.9% of the students think that Chinese
classroom evaluation can make them reflect on their
learning strategies, these students can have a deep under-
standing of their own learning situation, and 26.1% of the
students are not clear whether classroom evaluation is
helpful to their learning strategies. ,ese students lack se-
rious attention to learning strategies, and 8% of the students
think that classroom evaluation will not have any effect on
learning strategies.

In Table 3, it can be seen that 65.9% of the students think
that Chinese classroom evaluation can stimulate their strong
learning motivation, 26.1% of the students say “uncertainty,”
and only 8% of the students think that “Chinese classroom
evaluation can promote learning motivation” does not
conform to their actual situation. Most students are aware of
the stimulating effect of Chinese classroom evaluation on
learning motivation, which is a good phenomenon, which
shows that students have a great demand for classroom
evaluation and have a correct understanding. If teachers can
make more evaluations, it must be in line with students’
inner learning wishes.

(2) Content of Chinese Classroom Evaluation. In Table 4,
71.6% of students think that students who can draw infer-
ences from others are often praised, which shows that
teachers attach great importance to students’ ability to draw
inferences from others and integrate them, which are all
manifestations of deep learning. About 18.0% of the students
chose “uncertainty,” while 10.4% of the students thought
that this situation was not in line with reality. It can be seen
that Chinese teachers in senior high schools pay more at-
tention to the development of students’ transfer ability, but it
may be due to some improper handling in the imple-
mentation of evaluation, which leads some students to fail to
recognize the statement that “students who can draw in-
ferences from others are often praised.”

In Table 5, it can be seen that 20.8% of the students
choose “completely consistent” on the issue of “Chinese
teachers often evaluate students’ learning attitude in class,”
which shows that the situation is not ideal, and teachers may
not pay enough attention to students’ learning attitude in
class. About 50.0% of the students chose “basic compliance,”
accounting for the largest proportion. Students who chose
“uncertain” accounted for 19.6%, students who chose
“somewhat inconsistent” accounted for 6.8%, and students
who chose “completely inconsistent” accounted for 2.8%.

In Table 6, 67.5% of the students think that Chinese
teachers often evaluate students’ learning methods in class,
14.9% of the students say “uncertainty,” and 17.7% of the
students think that teachers do not often pay attention to
students’ learning methods.

In Table 7, on the issue of “Chinese teachers often
evaluate students’ thinking logic ability in class,” 20.5% of
the students chose “complete conformity,” which shows that
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one fifth of the students think that teachers pay attention to
students’ thinking logic, and 39.4% of the students choose
“basic conformity,” which shows that more than one third of
the students think that teachers pay average attention to
students’ thinking logic. About 23.7% of the students chose
“uncertain,” 12.4% chose “somewhat inconsistent” and 4.0%
chose “completely inconsistent.”,ere are still nearly 40% of
students who do not explicitly recognize that Chinese
teachers have evaluated students’ logical thinking ability in
class, which shows that in the process of classroom evalu-
ation, attention to logical thinking ability still needs con-
tinuous investment.

(3) Students’ Participation in Evaluation in Chinese Class.
In Table 8, the average value of this question is 2.89, which
is lower than the median value. It shows that students’
evaluation of others is not ideal. About 36.6% of the
students think that they often have the opportunity to

evaluate others’ learning, 24.8% say “uncertain,” and
38.6% think that “they often have the opportunity to
evaluate others’ learning in Chinese class” is inconsistent
with their actual situation. It can be seen that in the
practice of Chinese classroom evaluation in senior high
schools, students’ participation is insufficient, so teachers
need to find ways to organize students to go to the
classroom and encourage more students to participate in
it to express their ideas.

In Table 9, the average value of this question is lower
than the median value. Among them, 37.9% of the students
expressed their willingness to evaluate other students’
learning in class, 23.4% of the students held an “uncertain”
attitude, and 38.7% of the students were unwilling to
evaluate others in class. It shows that students are unwilling
to participate in the evaluation of Chinese classroom in
senior high schools, andmost people do not want to make an
evaluation.
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In Table 10, the average value of this question is 3.17,
slightly higher than the median value. About 43.4% of the
students will participate in the classroom evaluation of
Chinese class in various ways, 25.7% of the students say they
are “uncertain,” and 30.9% of the students think they cannot
participate in the classroom evaluation in various ways.

In Table 11, the average value of this question is 3.41,
slightly higher than the median value. On the question of
“Chinese teachers often encourage us to evaluate others in
class,” 18.5% of students chose “complete conformity,” 37.1%

chose “basic conformity,” 21.8% expressed “uncertainty,”
12.9% chose “some inconformity,” and 9.7% chose “complete
inconformity.” About 45% of the people did not explicitly
indicate that Chinese teachers encourage students to make
other evaluations. It can be seen that in order to improve
students’ participation in Chinese classroom evaluation in
senior high schools, teachers must first constantly encourage
students to join, create an environment that can attract
students to join, and let students make evaluations in a
comfortable and stable classroom environment.

Table 1: Chinese teacher’s evaluation in class can help me find the advantages and disadvantages of learning.

Title Options Frequency Percentage (%)

,e Chinese teacher’s evaluation in class can help me find the advantages and
disadvantages of learning

(1) Completely
inconsistent 5 2.0

(2) Some do not match 19 7.6
(3) Uncertainty 52 20.9
(4) Basically accord 136 54.6
(5) Completely accord
with 37 14.9

Table 2: Chinese classroom evaluation can make me reflect on learning strategies.

Title Options Frequency Percentage (%)

Chinese classroom evaluation can make me reflect on my learning strategies

(1) Completely inconsistent 5 2.0
(2) Some do not match 15 6.0
(3) Uncertainty 65 26.1
(4) Basically accord 123 49.4
(5) Completely accord with 41 16.5
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Figure 6: Difference analysis of total scores of classroom evaluation of senior high school students in family residence.

Table 3: Chinese evaluation can stimulate my strong learning motivation.

Title Options Frequency Percentage (%)

Chinese class can stimulate my strong learning motivation

(1) Completely inconsistent 5 2.0
(2) Some do not match 15 6.0
(3) Uncertainty 65 26.1
(4) Basically accord 123 49.4
(5) Completely accord with 41 16.5
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(4) Students’ Feedback on Classroom Evaluation. In Table 12,
64.8% of the students think that the Chinese teacher’s
evaluation can truly reflect the students’ learning situation,
23.6% of the students hold an “uncertain” attitude, and
11.6% of the students think that the teacher’s evaluation
cannot truly reflect the students’ situation. It shows that
from the perspective of students, students’ learning situation
is not completely reflected by the evaluation of Chinese
teachers.

In Table 13, 75.2% of the students said that Chinese
teachers often communicate the results of learning evalu-
ation with their classmates, 15.2% said they were

“uncertain,” and only 9.6% thought it was not the case. It
shows that Chinese teachers in senior high schools will
evaluate and communicate with their classmates at present,
but about a quarter of the students still have no clear
supporters of this view.

In Table 14, 76% of the students think that Chinese
teachers can use the evaluation results to guide people to
study deeply, 17.6% think it is “uncertain,” and only 6.4% of
the students hold the opposite view.

In Table 15, on the question of “whether Chinese teachers
will guide students to reflect on learning according to the
evaluation results,” 32.4% of students choose “complete

Table 6: Teachers often evaluate students’ learning methods.

Title Options Frequency Percentage (%)

Chinese teachers often evaluate students’ learning methods in class

(1) Completely inconsistent 10 4.0
(2) Some do not match 34 13.7
(3) Uncertainty 37 14.9
(4) Basically accord 125 50.2
(5) Completely accord with 43 17.3

Table 7: Teachers often evaluate students’ thinking ability in class.

Title Options Frequency Percentage (%)

Chinese teachers often evaluate students’ thinking logic ability in class

(1) Completely inconsistent 10 4.0
(2) Some do not match 31 12.4
(3) Uncertainty 59 23.7
(4) Basically accord 98 39.4
(5) Completely accord with 51 20.5

Table 8: Do students often have the opportunity to evaluate others’ learning in class.

Title Options Frequency Percentage (%)

I often have the opportunity to evaluate other people’s learning in Chinese class

(1) Completely inconsistent 49 19.9
(2) Some do not match 46 18.7
(3) Uncertainty 61 24.8
(4) Basically accord 63 25.6
(5) Completely accord with 27 11.0

Table 4: Students who can draw inferences from others are often praised.

Title Options Frequency Percentage (%)

Students who can draw inferences from others are often praised

(1) Completely inconsistent 4 1.6
(2) Some do not match 22 8.8
(3) Uncertainty 45 18.0
(4) Basically accord 118 47.2
(5) Completely accord with 61 24.4

Table 5: Do teachers often evaluate students’ learning attitude in class.

Title Options Frequency Percentage (%)

Chinese teachers often evaluate students’ learning attitude in class

(1) Completely inconsistent 7 2.8
(2) Some do not match 17 6.8
(3) Uncertainty 49 19.6
(4) Basically accord 125 50.0
(5) Completely accord with 52 20.8
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compliance,” and about one third of students think that
teachers can inspire students to think and examine their
learning behavior and state through the evaluation results.
About 46.8% of the students chose “basic conformity,” which
accounts for nearly half, indicating that teachers’ perfor-
mance in handling the evaluation results is satisfactory.

4.2.2. Difference Analysis of Total Scores of Classroom
Evaluation of Senior High School Students. ,is study will
analyze the differences in the total scores of classroom
evaluation of Chinese teachers in senior high schools in
various demographic variables. ,ese variables involve five

factors, namely, teachers’ gender, grade, family residence,
whether they serve as class managers or not, and Chinese
scores in classes. An independent sample t-test was used to
analyze the variance between gender and class cadre, and
single-factor variance was used to analyze the variance
between class, grade, and family residence. ,e overall
analysis ideas and results are roughly consistent with the
teachers’ questionnaires, so they will not be repeated here.

(1) Grade Difference. From the grade difference of students in
Figure 5, the F value of one-way ANOVA is 7.124, P< 0.05,
which shows that the difference between groups has reached a
very significant level; different grades have different evaluation

Table 9: Students are willing to evaluate other students’ learning in class.

Title Options Frequency Percentage (%)

I am happy to evaluate other students’ learning in Chinese class

(1) Completely inconsistent 43 17.3
(2) Some do not match 53 21.4
(3) Uncertainty 58 23.4
(4) Basically accord 64 25.8
(5) Completely accord with 30 12.1

Table 10: Participate in classroom evaluation of Chinese class in various ways.

Title Options Frequency Percentage (%)

I participate in the classroom evaluation of Chinese class in many ways

(1) Completely inconsistent 22 8.8
(2) Some do not match 55 22.1
(3) Uncertainty 64 25.7
(4) Basically accord 73 29.3
(5) Completely accord with 35 14.1

Table 12: Chinese teachers’ evaluation can truly reflect students’ learning situation.

Title Options Frequency Percentage (%)

,e evaluation of Chinese teachers can truly reflect students’ learning situation

(1) Completely inconsistent 4 1.6
(2) Some do not match 25 10.0
(3) Uncertainty 59 23.6
(4) Basically accord 114 45.6
(5) Completely accord with 48 19.2

Table 11: Encourage students to evaluate each other in class.

Title Options Frequency Percentage (%)

Chinese teachers often encourage us to make comments on others in class

(1) Completely inconsistent 24 9.7
(2) Some do not match 32 12.9
(3) Uncertainty 54 21.8
(4) Basically accord 92 37.1
(5) Completely accord with 46 18.5

Table 13: Results of teacher-student exchange evaluation.

Title Options Frequency Percentage (%)

Chinese teachers often communicate the results of learning evaluation with
students

(1) Completely
inconsistent 9 3.6

(2) Some do not match 15 6.0
(3) Uncertainty 38 15.2
(4) Basically accord 124 49.6
(5) Completely accord
with 64 25.6
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scores; and at least one group has significant differences. After
the multiple comparative tests, we can see that there are sig-
nificant differences between senior three students and senior
one students (P< 0.05) and senior two students (P< 0.05). By
observing the average value, it can see that in the survey of
Chinese classroom evaluation in senior high schools that
promotes deep learning, the scores of students in Grade One
and Grade Two are higher than those in Grade ,ree.

Looking at the above table, we can see that the average
evaluation scores of senior one students are 93.5556, the
average evaluation scores of senior two students are 90.4423,
and the average evaluation scores of senior three students are
only 84.4312, which is obviously different from the other two
groups. Generally speaking, the higher the grade, the lower
the score in the classroom evaluation of promoting deep
learning. In the third year of senior high school, the new
teaching has been greatly reduced, and students have
gradually turned to comprehensive review, paying more
attention to the consolidation of knowledge points.
Teachers’ evaluation focus in class will also turn to the
detection of knowledge points and the investigation of test-
taking skills, thus ignoring the cultivation of deep learning
ability of senior high school students.

(2) Difference in Family Residence. From Figure 6, it can be
seen that the F value of one-way ANOVA is 3.296, and the
P< 0.05, which shows that the difference between groups has
reached a very significant level. Different families live in
different places in terms of evaluation scores, and at least one
group has significant differences, but it is unclear which
group is at present. Further looking at the data, we can see
that there are significant differences between the students
who live in cities and the students who live in county towns
(P< 0.05) and the students who live in rural areas (P< 0.05).
Because of the differences in educational level and other
factors, the average score of students in cities is higher than
that of students in other places.

Teachers’ classroom evaluation is still knowledge ori-
ented. Although they sometimes know how to encourage
students, they still tend to test students’ mastery of knowledge

in the actual classroom, lacking attention to students’ learning
interest, learning methods, and thinking structure. In the
questionnaire survey, teachers generally knowmore about the
evaluation of promoting deep learning. However, when asked
about the relevant contents of deep learning, teachers are
somewhat vague, unable to really understand the meaning
and characteristics of deep learning, and unable to make in-
depth connection between evaluation and deep learning.
During the interview, some teachers asked what deep learning
is like, which can also reflect that some teachers have less
awareness of promoting the evaluation of deep learning,
let alone how to make in-depth management of classroom
evaluation and deep learning. In the Chinese classroom of real
frontline teachers, deep learning-oriented evaluation is still
difficult to implement, due to external evaluation reasons, and
factors such as poor self-grasp, difficult implementation, and
unwillingness to try.

5. Conclusions

Learning to evaluate students’ learning status in different ways
is a necessary process to guide students to study deeply. ,e
original starting point of evaluating students includes thinking
level, knowledge reserve, learning skills, psychological char-
acteristics, interest tendency, self-cognition, learning attitude,
and so on. We can use the question-and-answer style of direct
inquiry in class; we can also use the description of other
teachers to evaluate others; and we can also infer other in-
formation about students’ learning by looking at previous
learning works. Calling student status files is the most con-
venient way to have an overall understanding of students. If
you need to examine students’ knowledge and ability, the best
way is to use a thorough test paper and intuitively understand it
through test scores. However, for the information of interest
and self-cognition, we take the interest scale and self-evaluation
scale to fill in for students, so that they can scientifically predict
their emotional content. After measuring and evaluating in
many aspects, teachers can deeply understand the starting
point of students’ learning and lay a solid data foundation for
the analysis of learning situation.

Table 14: Guiding students to conduct in-depth learning.

Title Options Frequency Percentage (%)

Chinese teachers use evaluation results to guide students to study deeply

(1) Completely inconsistent 4 1.6
(2) Some do not match 12 4.8
(3) Uncertainty 44 17.6
(4) Basically accord 135 54.0
(5) Completely accord with 55 22.0

Table 15: Guide students to reflect on their own learning.

Title Options Frequency Percentage (%)

Chinese teachers will guide students to reflect on their own learning according to
the evaluation results

(1) Completely
inconsistent 6 2.4

(2) Some do not match 10 4.0
(3) Uncertainty 36 14.4
(4) Basically accord 117 46.8
(5) Completely accord
with 81 32.4
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�e purpose is to improve the e�ect of substation inspection and ensure the safety of power consumption in human society. First,
this work discusses the current substation inspection-oriented robot path planning situation. �en, the proportional integration
di�erentiation (PID) control algorithm is introduced and optimized. Ant colony algorithm (ACA) is improved. �e substation
inspection-oriented RPP model is designed based on the PID algorithm and optimized ACA (the proposed model is denoted as
the Ant-PID algorithm). Afterward, the Ant-PID algorithm is compared with the PID control algorithm and ACA. �e results
show that the longest robot path of the proposed Ant-PID algorithm in di�erent data sets is about 28m.�e shortest is about 26m,
and the number of optimal solutions is maintained at about 45–49. By comparison, the average response time of the PID algorithm
is about 25 s to 28 s. �e shortest response time of ACA is about 24 s, the shortest average response time is about 27 s, and the
longest is about 30 s. �e average response time of the proposed ant PID model is about 17 s to 20 s. �erefore, the Ant-PID
algorithm can improve the substation inspection robots’ path planning e�ect. �e research results provide technical support for
improving the e�ect of substation inspection and contribute to social power transmission.

1. Introduction

With science and technological progress, power transmis-
sion engineering is expanding. As the intermediate medium
of power transmission, substation plays an important role.
�e substation has a tricky structure, with heavy mainte-
nance costs and complex detection �ow.�erefore, real-time
substation monitoring in power transmission is critical and
challenging [1]. As a technological product to mimic and
replace human intelligence, robot technologies have found
applications in substation inspection, only far from mature.
In particular, the inspection task-oriented robot path
planning (RPP) is worthy of in-depth exploration, and the
robot response time cannot meet the needs of current
substation inspection to improve the working e�ciency of
the robot in substation inspection [2].

Although the current research on applying robots in
substation inspection is not perfect, many studies have
provided technical support. Tao et al. proposed a based robot
to replace real-time manual inspection of substations. �e

optimal RPP and two-way walking were realized following
the magnetic trajectory to inspect the primary equipment in
the station. �e designed robot could make an autonomous
decision or be remotely controlled to £nd the thermal defects
and equipment abnormalities in time. Image processing and
pattern recognition distinguished the opening and closing
states of switches and knife switches. When under remote
control or sequential control of the intelligent substation, the
robot could replace manual inspection in positioning and
controlling the equipment [3]. Li et al. observed that the
power grid security maintenance was becoming more in-
telligent with the development of information and intelli-
gence. Major power grid companies and enterprises loved
the substation inspection robot, upgrading every day as a key
component in intelligent power grid development. �ere-
fore, the research on substation inspection-oriented RPPwas
a hot research spot. However, the current research was
challenged by real-time RPP [4]. Melo et al. implemented the
substation maintenance-oriented RPP through an ant col-
ony algorithm (ACA) and achieved an e�ective outcome by
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continuously optimizing the robot paths. ACA provided a
more comprehensive and effective RPP reference through
the distributed node calculation. Besides, ACA analyzed the
system error through positive feedback to encourage the
system’s self-optimization through iterative training.
However, ACA was still in its infancy and must be further
explored to provide better technical support for RPP [5].
Ekinci et al. divided the mobile robot’s path tracking,
control, and planning into two modules according to the
kinematic model and using the hierarchical control theory:
trajectory tracking controller and proportion integration
differentiation (PID)-based robot speed controller. Based on
the backstepping time-varying state feedback method and
Lyapunov theory, a mobile robot-oriented global trajectory
tracking algorithm was designed by introducing a virtual
feedback quantity with hyperbolic tangent characteristics.
PID controller was adopted to meet the real-time speed
regulation requirements of the robot drive motor. Regarding
the dynamic constraints of the robot, a strategy was in-
troduced to ensure its smooth motion. *e real-time tra-
jectory tracking experiment of the algorithm was carried out
on a two-wheel drive mobile robot, obtaining satisfactory
results. It was found that the PID algorithm must integrate
other algorithms in RPP, and more research was needed to
support its development [6]. To sum up, the current research
has provided a theoretical reference for applying robot
technologies in substation inspection. Nevertheless, the
current technical means are not perfect. For example, the
system response time is long, and the intelligent RPP is not
reasonable. To this end, more research is needed to support
RPP’s technical improvement.

Based on the above problems of substation inspection
robots and the specific research directions, this work
summarizes the substation inspection-oriented RPP and the
inspection robot’s specific design concept. *en, the PID
algorithm is optimized. Finally, the ACA is improved, and
the substation inspection-oriented RPPmodel is designed by
integrating PID and ACA. *e finding provides an essential
guarantee for the regular operation of the substation and
contributes to the normal power consumption of human
society.

2. Research Theories and Methods

2.1. Comprehensive Design Concept of Substation Inspection
Robot. Artificial intelligence (AI) equipment has become
the first choice to replace humans. For example, intelligent
robots have been widely used in various fields and have
become the main productivity of human society [7]. As the
main supporting point of human use of electricity, sub-
station inspection plays a vital role in ensuring its normal
work and the normal operation of human life. *e sub-
station inspection is a critical but boring task. Traditionally,
the manual inspection often overlooks many faults and
failures because the result is subjective, and individual ex-
perience and human vision are unsuitable for such missions.
*erefore, the AI robot has become an essential technology
for substation inspection [8].*emain task of the substation
inspection robot is to reduce the labor intensity of inspection

workers. During the daily inspection, the inspection robot
mainly obtains the power equipment video through the
camera. It transmits the data to the background for pro-
cessing to repair the power equipment with potential safety
hazards in time [9]. In order to complete the daily inspection
work, the robot needs to integrate vision technology and
path planning technology, additionally, to process the in-
spection results, and to transmit the information obtained by
the robot to the background processing end in real time.*e
inspection robot should also combine multisensor infor-
mation fusion technology, wireless communication, and
wireless transmission technology. Last but not least, the
substation inspection robot has special requirements in the
overall structural design and functional hardware selection
[10].

*e substation has many characteristics as the main
supporting point of electric power transmission (EPT). First,
the overall environment is static. Substation equipment is
divided into outdoor open type and indoor integrated type.
Currently, the conventional outdoor open type is more used
in the substation. Different equipment is assembled
according to the functional objectives of the substation. *e
equipment is arranged in turn according to the functions,
and the wiring between the equipment is safe and beautiful
[11]. *e building structure of the substation is reasonable,
and the appearance is neat. After using robots to replace
manual inspection, few people are active in the substation, so
the overall environment of the substation is an overall static
environment for the substation inspection robot. *us, the
substation topology can be stored in the database for the
convenience of robots [12]. Second, the environment is full
of high electromagnetic interference (EMI). *ere are
transformers, high-voltage, or ultrahigh voltage (UHV)
equipment in the substation, producing all kinds of corona
phenomena. *e high-voltage line of the substation will
produce a strong electromagnetic field. Transient UHV
occurs during operation [13]. *us, complex EMI makes the
electromagnetic environment of substations particularly
complex. *ere is a clear distinction between environ-
mentally feasible areas and obstacle areas. *e overall design
of the substation is relatively clean, with clear obstacle areas
and feasible areas. *e robot must keep a safe distance from
the obstacle areas during the inspection process. Some
feasible areas of the substation are relatively narrow, so the
robot foothold should be minimum [14]. Finally, the feasible
area is generally flat, but some potholes, slopes, and steps will
be. In the substation design, the roads in feasible areas are
mostly flat. However, the substation roads in mountainous
areas might have potholes, and there will be slopes or steps in
places with large drops [15].

*e inspection robot needs to regularly conduct com-
prehensive and detailed inspections on the power equipment
in the substation, greatly improving the efficiency and ac-
curacy of inspection. In order to realize all-weather and no
dead corner inspection, the inspection robot needs to have
some functions [16]. First, the substation inspection robot
can perceive the information of the environment and de-
termine when to stop or bypass [17]. At the same time, the
substation inspection robot must be timely aware of its self-
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position through relevant technologies. Second, the sub-
station inspection robot can carry out path planning. It can
plan a path that traverses all stops and has the shortest
distance suitable for the substation inspection [18].*en, the
substation inspection robot can feedback a clear image of the
detected power equipment in real time through the com-
munication module for expert observation and analysis [19].
Finally, the substation inspection robot can be remotely
controlled. During the inspection process, the robot can
receive the command from the background, change to the
manual remote-control state, and monitor the abnormal
power equipment at a specific position in the substation [20].
Figure 1 shows the substation’s basic characteristics and the
inspection robot’s main working conditions.

As shown in Figure 1, as a substitute for substation patrol
workers, the robot undertakes the main responsibility of
substation inspection. Doing so prevents human injury to
substation equipment and improves inspection efficiency.
However, the robot inspection path needs to be designed to
provide better technical support for improving the efficiency
of substation inspection.

2.2. PID Control Algorithm. PID control algorithm plays a
vital role in the industrial control process. With the support of
the PID control algorithm, various industrial production
processes have been refined. PID algorithm refers to propor-
tional, integral, and differential linear control algorithms [21].
Figure 2 draws the main flow of the PID control algorithm.

As shown in Figure 2, in the PID control algorithm, the
proportional, integral, and differential linear calculations
shall be carried out, respectively. *en, the calculation re-
sults of the three shall be integrated to strengthen the control

effect of the system [22]. *e calculation of differential
equation and transfer function of PID controller read

u(t) � KP e(t) +
1

TI

􏽚
t

0
e(t)dt + TD

de(t)

dt
􏼢 􏼣, (1)

D(S) �
U(S)

E(S)

� KP 1 +
1

TIS
+ TDS􏼢 􏼣,

(2)

e(t) � r(t) − c(t). (3)

In (1)–(3), KP is the scale factor. TI denotes the integral
time constant. TD represents the differential time constant. d
stands for the calculated bias, and t signifies the time [23].
*e functions of the three modes are different. *e pro-
portional function is to map the deviation signal in the
control process through a certain proportion. In other
words, the proportional function will react when the system
has a control deviation to reduce the control deviation of the
system [24]. *e integration function mainly removes the
static error so that the control result of the system is the same
as the final setting result.*e relationship between the action
effect of the integration link and the integration time
constant is inversely proportional. *e integration time
constant is the main factor determining the action of the
integration link [25]. *e function of the differential link is
mainly to map the changing state of the deviation signal of
the slice. Suppose the changing state of the deviation signal is
stronger. In that case, the system will modify the control
quantity faster to effectively reduce the delay of system error

Robot Worker

Transmission pile 2

Transmission pile 1

Substation

Transformer

Wire

Insulator

Transformer

…

Substitute Inspection

Figure 1: Basic characteristics of substation and main working conditions of inspection robot.
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modification [26].*emain control mode of the PID control
algorithm is the digital calculation, so it is necessary to
discretize the PID algorithm. *at is, each element in the
PID algorithm is approximately discretized [27]. *e dis-
cretization reads

t ≈ kT(k � 0, 1, 2, . . .), (4)

e(t) ≈ e(kT), (5)

􏽚 e(t)dt ≈ 􏽘

k

j�0
e(jT)T � T 􏽘

k

j�0
e(jT), (6)

de(t)

dt
≈

e(kT) − e[(k − 1)T]

T
. (7)

In (4)–(7), each element shares the same meaning as the
above equations. If kT is represented by k, the specific cal-
culation reads

KI � KP

T

TI

, KP

TD

T
,

u(k) � KPe(k) + KI∓􏽘
k

j�0
e(j) + KD[e(k) − e(k − 1)].

(8)

*is work optimizes the PID algorithm through position
and increment. *e first is the position PID control algo-
rithm. In this algorithm, the system controls the control unit
through u(k), and the calculated value of u(k) is the position
output of the controlled unit. *e second is the incremental
control algorithm [28]. In this algorithm, u(k) represents the
change in the position of the control unit. *is algorithm is
widely used because it is safer and does not need cumulative
calculation. *ereby, it shortens the system calculation time
and improves work efficiency [29]. Fusing position control
algorithms (8) and (9) can obtain the calculation of the
incremental control algorithm:

u(k − 1) � KPe(k − 1) + KI 􏽘

k−1

j�0
e(j) + KD[e(k − 1) − e(k − 2)], (9)

Δu(k) � KP[e(k) − e(k − 1)] + KIe(k) + KD[e(k)

−2e(k − 1) + e(k − 2)].
(10)

In (10) and (11), the result of Δu(k) represents the
position change of the controlled unit in the control process
of the PID algorithm. Only the recent errors are sampled
[30]. Figure 3 presents the design concept of optimizing the
PID control algorithm through position and incremental
algorithms.

As shown in Figure 3, an incremental algorithm is
extended based on the positional algorithm. In simple
terms, the positional algorithm provides a basic concept
for the incremental algorithm, and the incremental al-
gorithm is the optimization result of the positional al-
gorithm [31]. *erefore, in the PID optimization
algorithm, the control accuracy of the incremental control
algorithm is higher, and the calculation result of the al-
gorithm is more reliable.

2.3. Optimizing ACA. ACA is designed according to the ant
colony foraging process. Its main connotation is to seek
simpler results in the calculation process. *e robot path
control calculation selects a shorter route with a high al-
gorithm accuracy to make a more efficient substation in-
spection. ACA features distributed computing, self-
organization, and positive feedback [32]. Distributed
computing means the ant colony algorithm distributes the
global computing tasks to each node in the computing
process. *at is, the ant individuals in the ant colony cal-
culate independently. When the node-independent computing
task is completed, the system integrates all the calculation
results. *en, it compares and analyzes the integration results

Control 
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P I D

Result 
Integration

Result Output

Controlled Unit 
Executes

Detection 
Effect

Effect 
Feedback

Figure 2: Calculation flow of PID control algorithm.
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and finally outputs the optimal solution of the system calcu-
lation. *erefore, in ACA, the feasibility of the system results
will not be affected by the individual calculation error.*e self-
organization characteristic means that the ant colony is not
affected by external factors in the calculation process. *e ant
colony individuals independently seek the optimal solution in
the calculation process. *e system selects the path with the
most individuals after specific iterations, namely, the result
with the most individual calculation frequency [33]. *e
positive feedback characteristicmeans that when the ant colony
selects a path, the individual ants generate pheromones on the
shortest path. *en, the ant colony will feedback the shortest
path selected most according to the pheromone concentration
(PC). *ereby, it helps the ant colony chooses more shortest
paths [34]. *e calculation of the transition probability of ant
colony selection reads

p
k
ij �

ταij􏼐 􏼑 ηβij􏼐 􏼑

􏽐z∈allowedx ταij􏼐 􏼑 ηβij􏼐 􏼑
. (11)

In (11), i and j are the selected location nodes of the ant
colony. z is the specific location. allowe represents the lo-
cation set, and dx denotes the location deviation. τ refers to
the PC. *e specific calculation reads

τij(t + 1) � ρ∗ τij(t) + Δτ, (12)

Δτij � 􏽘
m

k�1
Δτk

ij. (13)

In (12) and (13), ρ is the volatilization coefficient. k

denotes the calculation position point. *e PC calculation of
the heuristic function reads

ηij �
1

dij

. (14)

In (14), d is the Euclidean distance (ED) between lo-
cation nodes. In this work, the pheromone updating
mechanism is used to improve ACA. *at is, in the
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Figure 3: *e design concept of optimizing PID control algorithm through position algorithm and incremental algorithm ((a) is position
algorithm, and (b) is incremental algorithm).
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calculation process, only individuals who can reach the
target point are selected. In each iteration process, indi-
viduals who can reach the target point and have the shortest
path are selected to improve the calculation results of ACA
[35] gradually. *e pheromone update calculation reads

τij(t + 1)& � (1 − ρ)τij(t) + ρΔτij(t, t + 1), (15)

τij(t + 1)& � (1 − ρ)τij(t) + ηρΔτij(t, t + 1), (16)

τij(t + 1)& � (1 − ρ)τij(t) − ηρΔτij(t, t + 1). (17)

In (16) and (17), η is the increased range coefficient of
pheromone. ρ is of utmost importance. *e volatilization
coefficient can adjust the pheromone distribution to find the
optimal solution. *erefore, the selection of the volatiliza-
tion coefficient is crucial. *e adjustment of the volatiliza-
tion coefficient reads

ρ(t + 1) �
c · ρ(t), c · ρ(t)≥ ρmin,

ρmin, others.
􏼨 (18)

In (18), ρminis the minimum volatilization coefficient. c

represents the attenuation coefficient, which is less than 1.*is
work designs the twice-path planning method to improve the
calculation results of the ACA.*en, Figure 4 demonstrates the
calculation process of the PID control algorithm combined
with the proposed twice-path planning ACA.

As shown in Figure 4, based on the calculation of ACA,
the twice path planning mechanism is added to increase the
calculation frequency of ACA. *is can effectively improve
the accumulation effect of pheromone to help the substation
inspection robot find a better inspection route. Integrating
the PID control algorithm can effectively provide a better
inspection path for the substation inspection robot.
*erefore, the proposed Ant-PID control algorithm fusing
the PID algorithm and ACA can improve the efficiency of
the substation inspection robot.

2.4. Research Data Settings. *e data set is mainly used to
evaluate the comprehensive performance of the model. *e
data sets include (1) supersizing self-supervision (SS)
dataset, containing 50K data points and 700 hours of robot
experiment and error experiment. At the same time, the data
set collects more than 150 objects with different graspability.
(2) Learning hand-eye coordination (LH) dataset describes
two large-scale experiments on two independent robot
platforms. *e first experiment collects about 800,000 grab
attempts over two months. In the second experiment, dif-
ferent robot platforms and eight robots collect data sets
containing more than 900,000 grab attempts. (3) Scene
understanding (SUN) dataset contains 10,335 robot detec-
tion results of different scenes, 146,617 2D polygon anno-
tations (which should refer to 2D segmentation), and 58,657
3D frames. (4) *e RoboTurk Real Robot (RTRR) dataset
contains 2,144 different presentations from 54 users. *is
includes 111 hours of robot operation data for three chal-
lenging operation tasks. *is work comprehensively eval-
uates the performance optimization of substation robots
through robot path selection simulation. *e comparison
algorithms used in the evaluation process include the PID
algorithm and ACA.

3. Performance Optimization Evaluation of
Substation Inspection Robot

3.1. Path Selection Performance Evaluation. *is section uses
the proposed Ant-PID control algorithm to design the
substation inspection-oriented RPPmodel.*en, it evaluates
the displacement of the robot through the PID control algo-
rithm and carries out twice path planning through ACA to

Start

End

Design simulation scenarios, initialize data

Set up different paths and record data

For the first time, the ant colony algorithm is 
used to plan the robot inspection path

Using PID control algorithm to control the 
displacement of the robot

Second use of ant colony algorithm to plan robot 
inspection path

Using PID control algorithm to control the 
displacement of the robot

Is the path appropriate?

Is the path appropriate?

Yes

Yes

Output path result

No

No

Figure 4: Calculation flow of PID control algorithm and twice path
planning ACA.
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strengthen the path planning performance of the model.
Specifically, a simulation scenario with the shortest length of
25m is designed to evaluate the model. Figure 5 demonstrates
robot path selection’s optimization performance evaluation
results under the proposed Ant-PID algorithm.

As shown in Figure 5, the proposed Ant-PID algorithm
integrates the performance of the PID algorithm for robot
displacement optimization control and the comprehensive
optimization performance of ACA for robot path selection.
*erefore, the path selection of the proposed Ant-PID algo-
rithm is optimal. According to Figure 5, the longest robot path
taken by the proposed Ant-PID algorithm in different data sets

is about 28m, and the shortest is about 26m. *e longest path
selection of the PID control algorithm is about 50m, and the
shortest is about 28m. *e longest path selection of ACA is
about 47m, and the shortest is about 27m.*us, the evaluation
curve convergence effect of the proposed Ant-PID algorithm is
better, and the path design result is better.

3.2. Effect Evaluation of RPP. In evaluating the RPP effect of
the proposed Ant-PID algorithm, this work uses the sim-
ulation scene with the shortest length of 25m. It evaluates
the path planning results of the model on different data sets
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Figure 5: Optimization performance evaluation of robot path selection ((a) is SS data set, (b) is LH data set, (c) is SUN data set, and (d) is
RTRR dataset).
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50 times under different iterations. Figure 6 portrays the RPP
evaluation results of the proposed Ant-PID algorithm.

As shown in Figure 6, the proposed Ant-PID algorithm
still performs well in the RPP effect. On various data sets, the
optimal solution times of the proposed Ant-PID algorithm
are maintained at about 45–49 times. By comparison, the
performance of the other two models is poor. For example,
the optimal solution times of the PID algorithm are about
15–48 times. *e minimum number of optimal solutions of
ACA is about 17, and the maximum number is about 49.
*erefore, the proposed Ant-PID algorithm has a good RPP
effect.*e comprehensive RPP effect of the model also needs

to evaluate the path planning efficiency of the model by
factoring in the response time. Figure 7 compares the re-
sponse time of the proposed Ant-PID algorithm and the
other two algorithms.

Obviously, the average response time of the PID algo-
rithm is about 25 s at the shortest and about 28 s at the
longest.*e shortest response time of ACA is about 24 s.*e
shortest average response time of ACA is about 27 s, and the
longest is about 30 s. *e average response time of the
proposed Ant-PID algorithm is about 17 s to 20 s. Hence, the
proposed Ant-PID algorithm has a quicker response in robot
inspection path planning.
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Figure 6: Evaluation results of RPP effect ((a) is SS data set, (b) denotes LH data set, (c) represents SUN data set, and (d) indicates RTRR data
set).
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4. Conclusion

With science and technological development, human be-
ings use electricity more and more. *e substation plays a
vital part in transmitting power and power grids. Based on
this, to improve the comprehensive efficiency of substation
inspection, this work first discusses the status of substation
inspection. *en, the PID control algorithm is introduced
and optimized. Finally, the ACA is comprehensively im-
proved. *e Ant-PID algorithm is designed by fusing the
PID algorithm and ACA, and the effect of the model in the
substation inspection RPP is comprehensively evaluated.
*e results show that the longest robot path taken by the
proposed Ant-PID algorithm in different data sets is about
28m, and the shortest is about 26m. *e longest path
selection of the PID control algorithm is about 50m, and
the shortest is about 28m. *e longest path selection of
ACA is about 47m, and the shortest is about 27m. Second,
the optimal solution times of the proposed Ant-PID al-
gorithm are maintained at about 45–49 times, while the
performance of the other two models is poor. Specifically,
the optimal solution times of the PID algorithm are at least
about 15 times and at most about 48 times. *e minimum
number of optimal solutions of ACA is about 17, and the
maximum number is about 49. Finally, the average re-
sponse time of the PID algorithm is about 25 s and 28 s; the
shortest average response time of ACA is about 27 s, and
the longest is about 30 s. *e average response time of the
proposed Ant-PID algorithm is about 17 s to 20 s. Although
this work optimizes and designs a relatively perfect RPP
model, there is less research on its practical application.
*erefore, the research finding will be strengthened and
generalized in future work.
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With the rise of deep learning technology, due to the superior performance of the deep neural network, its application in the digital
economy has attracted extensive attention of scholars. Since the beginning of the 21st century, my country’s digital economy has
developed rapidly, and its universalization and other characteristics have created favorable conditions for the optimal allocation of
resources in underdeveloped regions and the exertion of comparative advantages. �e digital economy will play a key role in
poverty alleviation, promoting coordinated regional development, narrowing regional gaps, and improving the spatial layout of
my country’s reform and opening up.�is paper studies the factors that the digital economy based on deep neural networks has on
regional economic growth. Simulation experiment conclusions are as follows: (1) the digital economy of Guizhou, Beijing,
Chongqing, Anhui, and Tibet is growing rapidly. �e central and western regions are in a period of rapid growth. For the gap
between major industrial provinces, the coe�cient of variation reached about 1 before 2013, then it declined rapidly, and slowed
down, and steadily declined after 2019, indicating that the gap in the digital economy in various regions is narrowing in general.
(2) From the national level, the digital economy index coe�cient is 1.24, that is, for every 1% increase in digital economy
investment, GDP will increase by about 0.24%. �e labor force increased by 1% and the GDP increased by about 0.22%. �is
promotion e�ect is also very obvious. (3) Judging from the above data, the western region urgently needs to promote the
construction of the digital economy and introduce high-tech digital economy talents. �e talent e�ect in the Midwest has a
signi�cant e�ect on GDP. (4) From the perspective of the whole country and other regions, the parameter coe�cients and signs
have not changed signi�cantly, so the original model is robust, and so the conclusion is desirable.

1. Introduction

At present, there is no clear de�nition of the deep neural
network in the �eld of computer vision. Broadly speaking, it
is considered to include speci�c variants such as convolu-
tional neural networks and recurrent neural networks. In
practical applications, deep neural networks often incor-
porate a variety of known structures [1, 2], for example,
restricted Boltzmann machines and long and short-term
memory units.

�e current level of digital technology development is
changing with each passing day in the context of economic
globalization. Information technology in various countries is

in�ltrating and integrating with all walks of life and is
constantly injecting new vitality into the global economy. It
has become a powerful driving force to promote economic
growth [3, 4]. �e �elds involved are not only in
manufacturing and business management but also in the
�elds of population employment, education, and people’s
livelihood. It is to promote national economic development
and also to promote the smooth advancement of digital
transformation in various regions [5, 6].

On the one hand, it encounters challenges such as
complex international environment, great downward
pressure on the economy, and slow industrial transforma-
tion. On the other hand, the country is also in an
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environment of major opportunities such as the vigorous
rise of new technology revolution and the integration and
interconnection of data resources [7–10]. Since the outbreak
of the new crown pneumonia epidemic, the traditional
manufacturing industry has been greatly impacted, which
has brought great challenges to economic development
around the world, and has also triggered many people’s
thinking about economic growth. -e global economy will
enter a new cycle of economic growth led by innovation
[11, 12].

Economic growth is the basis and premise of regional
economic and social development and progress, but there
are always differences between and within countries or
regions. Developing countries consider how to increase their
economic growth rate to approach developed countries;
within countries or regions, they consider how to adjust the
economic structure, narrow the internal gap, and improve
the overall social welfare level [13].

China has continuously created miracles in the history of
human development, but the gap in economic strength
between regions has always existed. How to gradually reduce
the economic gap between regions while maintaining stable
economic development is a problem that our government
has always attached great importance to. -e digital econ-
omy is an emerging economic form [14–17]. -e digital
economy has penetrated into all fields of society and has
changed the way of social organization to a large extent.
Similarly, the digital economy has also had a certain impact
on economic growth in terms of economic theory and policy
systems.

-e specific aspects are shown in Figure 1.
For the empirical research on the promotion of eco-

nomic growth by the digital economy, many research results
have achieved the world’s advanced level in new develop-
ment fields. -e impact of the digital economy on the
economy is mainly manifested in the following aspects: the
digital economy puts forward new requirements for energy
distribution and environmental protection, the digital
economy also presents new challenges for taxation as it
affects economic growth, and the digital economy changes
business and social behavior. Due to the various charac-
teristics and advantages of deep neural networks, we propose
to study the evaluation and analysis of regional economic
growth factors in the digital economy based on deep neural
networks [18, 19].

2. Basic Theory Related to the Deep Neural
Network and the Digital Economy

2.1.DeepNeuralNetworkModel. A deep neural network and
its idea come from the human brain’s hierarchical pro-
cessing mechanism for visual information. Starting from the
original data, it automatically learns effective feature ex-
pressions through a multilayer structure and realizes clas-
sification and recognition at the output layer. Its advantages
are that it overcomes the time-consuming and laborious
shortcomings of the manual feature design; the primary
features of each layer are obtained through layer-by-layer
data pretraining; distributed data learning is more effective

(exponential); and compared with shallow modeling
methods, deep modeling can be more detailed and efficient
representation of actual complex nonlinear problems. At
present, both the theoretical research on the deep neural
network algorithm and its application research have reached
a peak. As the core model of deep learning, the deep neural
network is often designed for image classification, speech
recognition, and other fields, and has achieved good results.
-e different models differ mainly in their different model
structures and have little to do with other parameters.

If the deep structure is regarded as a neuron network, the
idea of the deep neural network can be described as follows:
the pretraining of each layer of the network adopts unsu-
pervised learning; input to one layer; supervised learning to
fine-tune all layers (plus a classifier for classification). -e
main difference between deep neural networks and tradi-
tional neural networks is the training mechanism. -e deep
neural network adopts the training mechanism of layer-by-
layer pretraining as a whole rather than the back-propa-
gation training mechanism of the traditional neural net-
work. -e related theory is shown in Figure 2.

-e encoder is one of the building blocks of the deep
neural network. It is an unsupervised learning algorithm and
a nonlinear neural network structure that reproduces the
input signal as much as possible.-e training difficulty of the
convolutional neural network is more difficult, and the
design of its network structure is also more complicated.
-erefore, when designing a convolutional neural network,
it is necessary to optimize its structural design.

2.2. +eories Related to Digital Economy. -e digital econ-
omy takes digital knowledge and information as the key
production factors [20], takes digital technology innovation
as the core driving force, takes the modern information
network as an important carrier, and deeply integrates In-
ternet technology with the real economy to enhance in-
dustrial intelligence, digitization, and speed up the new
economic form formed by reconstruction. Among them,
industries such as computer manufacturing, electronic
equipment manufacturing, radio and television and satellite
transmission services, and information technology services
are the basic industries of the digital economy. Internet
retail, e-commerce, financial service platforms, and logistics
services are based on digitalization and can be regarded as
the category of digital economy [21].

-e digital economy can be divided into digital indus-
trialization and industrial digitization. Digital industriali-
zation transforms scientific and technological innovation
achievements into the driving force of economic and social
progress through the market-oriented application of mod-
ern digital technology. Industrial digitalization means that
traditional industries can improve themselves in an all-
round and full-chain manner by introducing digital tech-
nology and in-depth integration, such as industrial Internet,
intelligent manufacturing, and digital agriculture. From the
1990’s to the first decade of the 21st century, the electronic
information manufacturing and software industries were
booming. -e main feature of the digital economy in this
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period was informatization, and information technology
began to be widely embedded in the traditional neural
network. In the industry, new business models have been
conceived, but they are not yet mature. -e accumulation of
sufficient quantitative changes in the application of infor-
mation technology began to produce a qualitative leap. After
2010, the main feature of the digital economy changed to
digitization. In addition, the digital economy has three major
characteristics [22].

First is platformization. -e Internet platform makes
information flow no longer monopolized by giants in the
industry chain, promotes direct communication between
suppliers and consumers, and realizes a large-scale division
of labor and cooperation systems. Second is data. Data has
become a key production factor for the development of the
digital economy. -ird is universalization. Inclusiveness
embodies the concept of “everyone participates and ev-
eryone shares,” and representative fields include inclusive
technology, inclusive finance, and inclusive trade. Figure 3
shows the three laws of the digital economy [23].

2.3. +e Impact of the Digital Economy on Regional Economic
Development. -e digital economy has become a driving
force, one is to promote production innovation. Digital,
networked, and intelligently guided production methods are
in line with the trends of precise resource allocation, au-
tomated production organization, and enterprise inter-
connection. -e second is to promote consumption
upgrading. -e wide application of information products
and information services makes the Internet penetrate into
almost every detail of people’s consumption life. Mobile
payment, with its convenience and efficiency, lowers the
payment threshold and fully releases the consumption po-
tential of urban and rural residents. -e third is to change
the trade pattern, such as books, audio and video, software,
and services, such as R&D, finance, and advertising, can
easily and quickly realize cross-border transactions through
Internet transmission. Such digital trade products are
growing rapidly. Digital trade will lead a world trade into a
new stage and become a new economic growth pole.

Secondly, the digital economy has spillover effects on the
economic development of other regions [24]. -e digital
economy not only empowers the economic development of
the region but also promotes the economic development of
other regions due to the spillover effect of digital technologies
such as the Internet.-e real-time, shared, and open nature of
the Internet, as a core digital technology, connects multiple
regions into a whole, breaks geographic barriers, and provides
great convenience for the development of economic activities.
Zhejiang regards the digital economy as “Project No. 1.” -e
difference in Shandong’s digital economy policy lies in the
inclination towards the primary industry, which proposes to
speed up the development of smart agriculture. Guangxi
proposes to improve the foundation and governance of the
digital economy and create a highland for ASEAN-oriented
digital economic cooperation.-e Yangtze River Delta region
will focus on building key industries and promoting digital
economy industrial clusters [25].
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Figure 2: Common models of deep neural networks.
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Figure 1: -e impact of economic growth.
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-e role of the digital economy on the regional economy
can be represented in Figure 4.

3. Basic Theory Related to the Deep Neural
Network and the Digital Economy

3.1. Multihidden Layer Multilayer Perceptron. Multilayer
perceptron: usually, this model is also called multihidden
layer multilayer perceptron. Figure 5 shows the general
structure of the multilayer perceptron model.

We deduce the learning process of the network through
mathematical formulas. Suppose the input variable is neti,
then we get

neti � 􏽘
M

i�1
xi + θi. (1)

-e corresponding output is

ai � f neti( 􏼁. (2)

Sigmoid function is

f(x) �
1

1 + exp(−x)
. (3)

When the value of the mapping function is in the
positive and negative range, the symmetrical function is used
as the excitation function:

f(x) � than(x) �
1 − exp(−x)

1 + exp(−x)
. (4)

General order is

ai � xi. (5)

-en the input of the jth neuron in the hidden layer netj
is

netj � 􏽘
N

j�1
wijai + θj. (6)

-e corresponding output is aj:

aj � f netj􏼐 􏼑. (7)

-en the input of the kth neuron in the output layer netj
is

netk � 􏽘
L

k�1
wjkaj + θk, (8)

where wjk and θk are the weight and threshold, respectively.
-e corresponding output is yk:

yk � f netk( 􏼁. (9)

3.2. Long Short-Term Memory Network. Long short-term
memory network is a special kind of a neural network. -is
kind of a neural network is different from the general
feedforward neural network, LSTM can use time series to
analyze the input. Recurrent neural networks learn se-
quential information through inner loops. -e slope ob-
tained by the chain rule is propagated to the activation
function, and then the slope becomes very small or very
large, which is the problem of vanishing or exploding
gradients.

-e long-short-term memory network forgetting gate is

Metcalfe’s law

Moore’s Law

Davidow’s Law

�ree Laws of the
Digital Economy 

�e greater the number of
Internet users, the

�e greater the value of the
Internet per computer 

�is law indicates the speed at
which digital technology
develops and progresses 

�e law shows that enterprises need
to continue to rely on the short-term
advantages brought by innovation to

obtain high market profits

Figure 3: -ree laws of the digital economy.
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ft � σ Ugxt + Wght−1 + bf􏼐 􏼑. (10)

-e input gate of the long short-termmemory network is

it � σ Uixt + Wiht−1 + bi( 􏼁,

ct � tanh Ucxt + Wcht−1 + bc( 􏼁.
(11)

-e current memory cell state is

ct � ftct−1 + it · ct. (12)

-en the output gate of the long-short-term memory
network is

ot � σ UOxt + Woht−1 + bo( 􏼁. (13)

-en the state of the current hidden layer is

ht � ot · tanh ct( 􏼁. (14)

3.3. Entropy Method. Indicator selection: if there are m
indicators, n regions, and r years, then xijt is the observed
value of the jth indicator in region i in year t. -en, stan-
dardize the indicators as follows:

Positive indicators are

x
∗
ijt �

xijt − mj􏼐 􏼑

Mj − mj􏼐 􏼑
. (15)

Negative indicators are

x
∗
ijt �

Mj − xijt􏼐 􏼑

Mj − mj􏼐 􏼑
,

Mj � max xijt􏽮 􏽯, mj � min xijt􏽮 􏽯.

(16)

We determine the proportion of observations of the jth
indicator for region i in year t:

pijt �
x
∗
ijt

􏽐 t
􏽘 ix
∗
ijt, pijt ∈ [0, 1]. (17)

We determine the entropy value of the jth index as

ej � −
1

ln(rn)
􏼢 􏼣 × 􏽘 t 􏽘 ipijt ln pijt􏼐 􏼑, ej ∈ [0, 1]. (18)

We determine the information utility value of the jth
indicator as

gj � 1 − ej. (19)

We determine the weight of the jth indicator as

wj �
gj

gj

􏽘 j. (20)

We determine the index for year t of region i as

Hit � 􏽘 jwjx
∗
ijt. (21)

-is defines a set of data information entropy as

Ej � −ln (n)
−1

􏽘

n

i�1
pij ln pij, (22)

where pij is

pij �
Yij

􏽐
n
i�1 Yij

. (23)
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Figure 4: Action diagram.
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Figure 5: Multihidden layer multilayer perceptron network.
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4. Simulation Experiment

4.1. Experimental Data and the Digital Economy Indicator
System. -is article selects the national provincial unit data
from 2011 to 2021. -e constructed digital economy indi-
cator system includes first-level indicators: infrastructure,
digital industry, innovation capability, and digital livelihood,
and second-level indicators, as shown in Table 1.

According to the formula in Figure 6, this paper cal-
culates the digital economy index of each province, mu-
nicipality, and autonomous region. -e highest ranking
province and city in the digital economy index in 2021 is
Beijing, which is 0.49. In Beijing, Tianjin, Hebei, and
Sichuan, the digital economy index is relatively high. -e
digital economy indicator system constructed in this paper is
relatively robust and suitable for empirical research. -e
coefficient of variation reached around 1 before 2013, then
decreased rapidly, and then slowed down, and decreased
steadily after 2019, indicating that the overall digital econ-
omy gap between regions is narrowing, and the gap before
2019 is significantly larger than after 2019. -e Moran index
was stable at 0.2–0.3, and passed the 5% significance test
except in 2016 and 2017, as shown in Figure 7 and Table 2.

4.2. Construction of the Digital Economy and Economic
Growth Model Based on the Deep Neural Network.
Among them, lnY represents the total economic volume, lnL
represents the labor force, lnK represents the capital stock,
and lnT represents the digital economy index. -is paper
uses regional per capita GDP data to measure, labor is one of
the main endogenous variables in the economic growth
model, and the digital economy index uses the above
measurement data results. According to the above-
mentioned selected variables and methods for calculation,
the following data results are obtained. As shown in Table 3
and Figure 8, the following are the statistical description
values of the data.

4.3. An Empirical Analysis of the Impact of the Digital
Economy on Economic Growth. In this paper, the LSTM
regression model is used for regression analysis and oper-
ation.-e analysis will be carried out from four perspectives.

From the results of the regression test values in the above
table, the model fitting effect is good. Previous empirical
studies have consistently shown that the digital economy
index has a positive relationship with GDP, which is con-
firmed in this paper. At the national level, the digital
economy index coefficient is 1.24, which shows that the
digital economy has a good role in promoting economic
growth, that is, for every 1% increase in the digital economy
input, GDP will increase by about 0.24%, the labor force
increased by 1%, and the GDP increased by about 0.22%.
-is promotion effect is also very obvious and are shown in
Table 4 and Figure 9.

In the current digital economy era, innovation is the
main driving force for development, and talents are the main
body of innovation. Among them, including Beijing,
Guangdong, and other regions are regions with relatively
good digital economy development. -e digital economy
foundation, digital economy development resources, and
digital economy innovation in this region are with the best
ability in the country. From the point of view of the digital
economy index coefficient, the digital economy grows by 1%,
the GDP increases by about 0.30%, the labor input increases
by 1%, the regional economy increases by about 0.24%, the
capital investment increases by 1%, and the GDP increases

Table 1: Digital economy indicator system.

First-level indicator Secondary indicators Weights

Infrastructure x1 Mobile telephone exchange capacity per capita 0.0501
x2 Length of long-distance optical cable per square kilometer 0.0507

Digital industry

x3 Telecommunication traffic per capita 0.0701
x4 Computer main business income as a percentage of GDP 0.1735
x5 Software main business income as a percentage of GDP 0.1702
x6 -e proportion of electronic information product exports in total exports 0.1036

Creativity
x7 Number of domestic patent authorizations per 10,000 people 0.1743
x8 Internal expenditure of R&D funds as a percentage of GDP 0.0641
x9 Education spending as a share of GDP 0.0456

Digital livelihood x10 Internet penetration 0.0533
x11 -e household rate of cable broadcasting and TV 0.0336

Weights

x1
x2
x3
x4
x5
x6

x7
x8
x9
x10
x11

Figure 6: Weight of each indicator.
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by about 0.16%. From the perspective of the provinces in the
central region represented by Shanxi and Hunan, the basic
digital economy has developed well, and the fiber optic
laying range basically covers the whole province. -e

electronic information industry and the software service
industry play a significant role in the economic contribution
of this region. -e digital economy index coefficient of the
western region is 1.35, indicating that the digital economy

Table 2: Digital economy index.

Area 2012 2014 2016 2018 2020
B_j 0.49 0.55 0.58 0.69 0.73
T_j 0.34 0.37 0.36 0.48 0.52
H_b 0.12 0.13 0.14 0.18 0.21
S_x 0.16 0.19 0.23 0.26 0.29
I_ M 0.11 0.12 0.13 0.17 0.21
L_n 0.21 0.22 0.21 0.23 0.25
J_l 0.12 0.13 0.14 0.21 0.23
H_g 0.11 0.12 0.14 0.16 0.18
S_h 0.51 0.52 0.52 0.56 0.58
J_g 0.45 0.43 0.44 0.49 0.51
Z_j 0.31 0.34 0.37 0.46 0.49
A_h 0.15 0.19 0.22 0.25 0.28
F_j 0.26 0.27 0.31 0.34 0.36
Ji_g 0.13 0.15 0.18 0.24 0.29
S_d 0.19 0.22 0.23 0.26 0.28
H_a 0.18 0.21 0.24 0.27 0.29
Hu_b 0.16 0.19 0.23 0.25 0.27
Hu_n 0.13 0.15 0.17 0.2 0.22
G_d 0.45 0.48 0.52 0.6 0.68
G_x 0.12 0.14 0.16 0.22 0.28
Hai_n 0.13 0.13 0.15 0.21 0.26
ch_q 0.23 0.29 0.34 0.39 0.44
Si_c 0.25 0.27 0.3 0.34 0.38
Gui_z 0.12 0.13 0.18 0.26 0.34
Yun_n 0.11 0.12 0.13 0.17 0.22
Sh_x 0.19 0.25 0.31 0.36 0.42
G_s 0.09 0.11 0.14 0.21 0.27
Q_h 0.13 0.14 0.15 0.19 0.22
N_x 0.11 0.13 0.15 0.22 0.29
X_j 0.11 0.13 0.15 0.17 0.19
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investment increases by 1%, and the GDP increases by about
0.35%. -e labor coefficient is 1.39, indicating that labor
input increases by 1%, GDP increases by about 0.39%, and
the capital coefficient is 1.14, indicating that capital in-
vestment increases by 1%, GDP increases by about 0.14%.

Judging from the above data, and the construction of digital
talents and the introduction of digital talents are a solid
foundation for further sustainable innovation and devel-
opment in various regions. Table 5 and Figure 10 shows the F
test value and the Hausman test value.
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Figure 9: Analysis from the overall perspective of the country.
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Figure 8: Data statistical descriptive value analysis.

Table 4: National-level panel regression.

National East area Central Western
lnE 1.24 1.19 1.34 1.35
lnk 1.22 1.15 1.22 1.39
lnL 1.26 1.32 1.15 1.14
Cons 1.45 1.68 1.86 1.72
R square 1.95 1.93 1.84 1.92

Table 3: Statistical description of the data.

Variable Mean Standard Minimum Maximum
lnY 9.5 1.1 5.9 11.5
lnL 5.9 0.9 3.1 7.6
lnK 10.5 1.2 6.7 12.6
lnE 8.1 1.1 4.6 10.6
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4.4. Robustness Check. In order to ensure the reliability of
the research conclusions, this paper does a robustness test on
the national, eastern, central, and western data, and removes
the explanatory variables one by one.-e reason is that when
calculating the digital economy index in this paper, these
variables may be superimposed with labor and capital stock
data. Sex test: Judging from the three models of the national,
eastern, central, and western models, the parameter coeffi-
cients and signs have not changed significantly, so the
original model is robust, and so the conclusion is desirable,
as shown in Figure 11.

5. Conclusion

According to the calculation results of the digital economy
index, it is concluded through this topic: (1) the digital
economy of Guizhou, Beijing, Chongqing, Anhui, and Tibet is
growing rapidly, and the central and western regions are in a
period of rapid growth. For the gap between major industrial
provinces, the coefficient of variation reached about 1 before
2013, and then declined rapidly, and slowed down, and steadily
declined after 2019, indicating that the gap in the digital
economy in various regions is narrowing in general. (2) From

0 20 40 60 80 100 120 140

F test value
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F test value and Hausman test value

Western Region
Central Region

East area
National

Figure 10: F test value and Hausman test value of each region.
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Figure 11: Robustness analysis.

Table 5: F test value and Hausman test value.

National East area Central region Western region
F test value 67.6 82.9 36.53 58.96
Hausman test 124.9 43.5 8.96 66.75
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the national level, the digital economy index coefficient is 1.24,
that is, for every 1% increase in digital economy investment,
GDPwill increase by about 0.24%.-e labor force increased by
1% and the GDP increased by about 0.22%. -is promotion
effect is also very obvious. (3) Judging from the above data, the
western region urgently needs to promote the construction of
the digital economy and introduce high-tech digital economy
talents. -e talent effect in the Midwest has a significant effect
on GDP. (4) From the perspective of the whole country and
other regions, the parameter coefficients and signs have not
changed significantly, so the original model is robust, so the
conclusion is desirable.
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Sports tourism is a new form of tourism based on sports resources, which attracts people to participate and feel the interest of
sports activities and nature, and is an important part of sports industry. �rough the �eld survey method and logical analysis
method, we make a comparative analysis of the �ve existing rural sports tourism integration development models in Guangxi,
analyze the problems of the existing rural sports tourism integration development models in Guangxi from macro-, meso-, and
microdimensions, propose corresponding development countermeasures, provide reference for promoting the national strategy
of building important tourism bases in Guangxi and theoretical system construction, use the method of fuzzy mathematics to
construct a fuzzy comprehensive evaluation model, and apply this model to objectively evaluate the sports tourism resources in
Guangxi Province. Finally, in response to the evaluation results, it is proposed to deeply develop characteristic advantageous
sports tourism resources, focus on breakthroughs, develop �tness and leisure participation sports tourism industry, and rea-
sonably lay out and cultivate some attractive sports tourism products.

1. Introduction

�e tourism+ folk sports culture development model is a
special cultural development model based on folk customs,
folk culture, and folk way of life to meet people’s multiple
travel needs [1–3]. �is development model has greatly
increased the popularity of the tourist area, broadened the
market of sports tourism sources, and driven the sustainable
development of the local economy [4].

Tourism+ sports town development model's basic fea-
tures are as follows: the market as the goal to create a set of
traditional culture, ecological tourism, health and leisure
sports, parent-child leisure play, and pension to enjoy the
old in one of the cultural and health tourism areas [5, 6]. At
present, many sports and leisure characteristic towns have
been built in Guangxi (Nanning City Beautiful South Sports
and Leisure Base, Liuzhou City Luzhai County Zhongdu
Shilujiang Sports and Leisure Characteristic Town, Hechi
City Desheng Lalang Ecological Sports and Leisure

Characteristic Town, etc.). �is model takes sports as the
core of development and cross-border integration with
culture, education, health, and other industries, forming an
intelligent and comprehensive public sports service plat-
form, which is essential for enhancing tourists’ experience
and coordinating regional economic development [7, 8]. It
has a nonnegligible role in enhancing tourists’ experience
and coordinating regional economic development [9, 10].
�is development mode can e¤ectively promote the mutual
integration of Guangxi sports industry and red tourism area
on the one hand and drive the good development of old
revolutionary areas and economy and society in Guangxi on
the other hand. In addition, it can e¤ectively strengthen the
education of traditional culture in old revolutionary areas,
enhance the patriotism sentiment, and promote the national
spirit of people all over the country [11, 12].

�e construction of rural sports tourism circle devel-
opment mode refers to the core of sports tourism resources
to form a collaboration area with certain geographical scope

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 5602889, 8 pages
https://doi.org/10.1155/2022/5602889

mailto:zhangdayao2022@gdou.edu.cn
https://orcid.org/0000-0002-8671-0649
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5602889


in order to obtain the best economic, social, and environ-
mental benefits, and its basic features are taking sports
industry as the core, referring to the actual situation of the
development of major domestic sports tourism circles, in-
tegrating various types of tourism resources in Guangxi area,
and creating a new brand about sports tourism products
[13, 14]. *is development mode promotes and strengthens
the tourism economic cooperation between regions to a
certain extent, promotes the construction of cross-regional
tourism bases, improves the development environment of
regional tourism economy, and promotes the overall
characteristic and sustainable development of regional
economy [15].

*e rural sports tourism theme-based integration de-
velopment model is a new model of integrated development
of rural sports tourism [16]. Its main feature is to create
theme lines, theme festivals, theme events, theme parks,
featured villages, featured hotels, featured shopping, and
other sports tourism products with different functions to
meet the tourism needs of tourists, optimize the regional
industrial structure, and promote the sustainable and
healthy development of regional sports tourism and econ-
omy [17, 18]. On the one hand, this model can effectively
avoid or reduce repetitive sports tourism market competi-
tion to guarantee the innovation and diversity of products;
on the other hand, it can effectively allocate the specific
resources of sports tourism so that they can be utilized in
different time periods, geographical spaces, and functional
uses. However, it will encounter obvious limitations in the
implementation process, such as the theme tourism devel-
oped under this model can be easily imitated or copied
[19, 20].

In this paper, we make a comparative analysis of the five
existing rural sports tourism integration development
models in Guangxi, analyze the problems of the existing
rural sports tourism integration development models in
Guangxi from macro-, meso-, and microdimensions, pro-
pose corresponding development countermeasures, provide
reference for promoting the national strategy of building
important tourism bases in Guangxi and theoretical system
construction, use the method of fuzzy mathematics to
construct a fuzzy comprehensive evaluation model, and
apply this model to objectively evaluate the sports tourism
resources in Guangxi Province. Finally, in response to the
evaluation results, it is proposed to deeply develop char-
acteristic advantageous sports tourism resources, focus on
breakthroughs, develop fitness and leisure participation
sports tourism industry, and reasonably lay out and cultivate
some attractive sports tourism products.

2. Integration Path

Industrial integration needs to go through a very compli-
cated process, generally needs to go through the implicit to
explicit process, industry through cross-penetration and
complementarity, as far as possible to reduce costs, in order
to achieve a win-win situation in the competition. Guangxi
sports tourism and rural tourism integration is the result of
multilevel, multipath, and all-round integration of industries

(see Figure 1). *rough the policy support of Guangxi
municipal government, the pull of market demand, the
internal promotion of enterprises, and the drive of scientific
and technological development, the two sides achieve the
integration in resources, market, products, and technology
and form the new business mode of integration, thus pro-
ducing corresponding economic and social benefits. *e
whole process has the characteristics of low consumption
and high enjoyment; it is both the process of tourism and
sports and leisure. Visitors not only directly participate in
various sports but also make full use of various rural re-
sources to carry out sports activities, thus realizing the in-
tegration of sports tourism resources and rural tourism
resources and ultimately achieving the purpose of increasing
income and promoting the construction of beautiful
countryside.

3. Integration Model

*is study adopts the cross-combination method of tourism
activity attributes and resource attributes to determine the
type of fusion formation. According to the activity attributes
of Guangxi sports tourism, it is divided into three main
types: recreation and health type, ornamental experience
type, and competition participation type; according to the
resource attributes of Guangxi tourism, it can be divided into
natural resources type, human resources type, and artificial
resources type. *e 9 theoretical types of composite clas-
sification method are natural recreation and health type
rural tourism, natural ornamental experience type rural
tourism, natural competition participation type rural
tourism, humanistic recreation type rural tourism, hu-
manistic experience type rural tourism, humanistic partic-
ipation type rural tourism, artificial recreation type rural
tourism, artificial ornamental experience type rural tourism,
and artificial participation type rural tourism (see Figure 2).
In the process of promoting school aesthetic education,
some schools have some problems, such as insufficient
construction of campus aesthetic education environment
and lack of aesthetic thinking in various disciplines. In view
of these problems, combined with the concept of flipped
classroom and the characteristics of artificial intelligence
task-driven teaching, taking PHP, HTML+CSS + JS, and
other development technologies as the main development
technologies, and relying on the flipped classroom teaching
mode of network learning space, this paper constructs an
artificial intelligence core course website as a teaching
platform for graduate teaching and undergraduate extended
learning.*e platform seeks the optimal solution of multiple
combination optimization based on genetic algorithm and
effectively improves the teaching quality of artificial intel-
ligence course and students’ learning efficiency.

Comparing and analyzing the 118 rural tourism areas in
Guangxi city with the 9 major types formed by composite, it
is determined that the fusion of sports tourism and rural
tourism in Guangxi can form 4 major types, such as or-
namental and playful rural tourism, recreation and health
rural tourism, sports and leisure rural tourism, and folklore
experience rural tourism. *e characteristic resources of the
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4 fusion tourism types and the main representative tourist
places are shown in Table 1. *rough the multilevel fuzzy
comprehensive evaluation of sports tourism resources, we
can judge the value of sports tourism resources and provide a
scientific basis for the development and protection of sports
tourism resources. *e evaluation model of sports tourism
resources constructed in the evaluation process can adjust
the index system appropriately according to the specific
situation, which is also applicable to the evaluation of sports
tourism resources in other regions. In this study, only
representative sports tourism scenic spots as shown in Ta-
ble 1 are selected for resource evaluation, which does not
involve all scenic spots. In the future, more in-depth sta-
tistical analysis and evaluation of resources can be carried
out from a more comprehensive perspective and the re-
search conclusions will be more practical and targeted.

4. Diversified Demand

It is found that the influencing factor of tourism motivation
of tourists over 56 years old in Guangxi is mainly health
factor, and the selected tourism type is mainly recreation and
health type; the influencing factor of tourism motivation of
tourists between 35 and 56 years old is mainly experience
factor, and the selected tourism type is mainly viewing and
playing type and folklore experience type; the influencing
factor of tourism motivation of tourists under 35 years old is
mainly breakthrough factor, and the selected tourism type is
mainly sports leisure type (see Table 2).

As mentioned in Table 2, the tourism needs and motives
of tourists of different ages are different; middle-aged and
elderly people prefer the types of projects with relatively

small sports intensity and volume, such as hiking, traditional
ethnic sports, fishing, ornamental and amusement, while
young people prefer the types of projects with larger sports
intensity and volume and stronger excitement, such as
rafting, mountaineering, rock climbing, mountain biking,
and orienteering. At present, Guangxi’s sports tourism and
rural tourism resources are not fully utilized and tourism-
related industrial resources such as business, learning, and
leisure are not fully integrated, not to mention the formation
of a complete set of industrial system, which has caused the
contradiction between a single tourism product and di-
versified and diverse tourism needs. For example, in Xitou
Village of Conghua District, although there are a series of
tourism projects under the government planning, such as
riding, camping, and viewing, the business model is rela-
tively single and the consumption characteristics are mainly
“one-day trip,” “overnight mode” has not been formed.
*erefore, we should make use of the radiation advantage of
urban areas in Guangxi city, continuously enrich and de-
velop tourism resources in rural areas, meet the diversified
tourism demand of tourists, create diversified and upgraded
sports and rural tourism products to promote the horizontal
development of rural leisure in Guangxi city, and break the
dual economic structure of urban and rural areas in Guangxi
[21–23].

5. Evaluation of Sports Tourism Resources in
Guangxi Province

5.1. Construction of Sports Tourism Resources Evaluation
System. According to the principles of concise scientificity,
systematic wholeness, operability, and comparability, the
evaluation indexes are selected by the theoretical analysis
method and expert consultation method. *e theoretical
analysis method is to analyze, compare and synthesize the
issues related to sports tourism, and select the important and
targeted indicators; the expert consultation method is to
further consult the relevant experts and adjust the indicators
on the basis of the preliminary proposed evaluation indi-
cators. By combining these two methods, the evaluation
index system will be finally obtained and the indexes will be
divided into target layer A, criterion layer B, and indicator
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layer C according to their attributes and hierarchical rela-
tionships (see Figure 3).

5.2. Determination of Evaluation Index Weights. *e weight
of evaluation indexes is determined by using the hierarchical
analysis method (AHP), and relevant experts are invited to
make a two-by-two comparison of the importance of each
factor in each level of evaluation by issuing questionnaires,
and the results of the comparison are used to establish the
distribution weights of the AHP judgment matrix. Taking
the evaluation of comprehensive level B as an example,
judgment matrix A is constructed.

A �

1
7
5

3

5
7

1
7
4

1
3

4
7

1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (1)

Take the calculation of the weights of layer B relative to
layer A as an example, and use the sum-product method to
solve it as follows:

(1) Normalize each column of the judgment matrix A,
i.e., with a11 � a11/􏽐

3
i�1 ai1 � 1/1 + 5/7 + 1/3 �

0.4883, and calculate the other terms in turn to
obtain the following matrix:

A �

0.4884, 0.4712, 0.5217
0.3848, 0.3365, 0.3043
0.1628, 0.1923, 0.1740

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
.

(2) Adding the elements in A by rows gives the vector w

whose components w � (1.4813 0.9896 0.5291).

(3) Normalize w to obtain the weight w � (0.4938 0.3298
0.1764) of the relevant elements in layer B with
respect to layer A.

(4) Input the judgment matrix A into MATLAB 6.5
software, and calculate the maximum characteristic
root λmax � 3.0046 of the judgment matrix A [12].

CI �
λmax − n

n − 1
�
3.0046 − 3

2
� 0.0023. (2)

Since the number of dimensions is n � 3, checking the
table shows that RI � 0.58; then, we have

CR �
CI

RI
�
0.0023
0.58

� 0.0039< 0.1. (3)

*erefore, the above weights of the relevant elements in
layer B were confirmed relative to layer Aby consistency
tests. Using the same approach, the weights of the indicators
in layer Cwere determined to be equivalent to the weights in
layer B (see Table 3).

6. Evaluation Effects

6.1. Factor Set and Evaluation Set of the Evaluation Object.
Factor set is a general collection of factors affecting the
evaluation object; the first top evaluation set
A � B1, B2, B3􏼈 􏼉 �{resource elements value, scenic envi-
ronment conditions, development conditions}, index eval-
uation set B1 � C11, C12, C13, C14􏼈 􏼉 � {sports culture value,
spectacle value, recreation value, sports education value},
B2 � C21, C22, C23, C24􏼈 􏼉 � {scenic attractions portfolio, en-
vironmental quality and capacity, touring period, safety},
and B3 � C31, C32, C33, C34􏼈 􏼉 � {regional economic condi-
tions, tourism service system, infrastructure conditions,
visitor market conditions}.

*e evaluation factor indexes are quantified in a hier-
archical manner (see Table 4).

Table 2: Analysis of tourism motivation of tourists of each age group in Guangxi city.

Age stage Impact factor Selection type
Over 56 years old Health factor Recreation and health type
35–56 years old Experience factor Entertainment and folklore experience type
Under 35 years old Breakthrough factor Sports and leisure type

Table 1: Characteristic resources and main representative villages (towns) of the integration type.

Type Characteristics Rural (town)

Spectator type Nature, ecological parks, hiking, kite flying, cycling, sports
towns, iconic venues, etc.

Xiaozhou Village (Haizhu district), Wanha Sha Town
(Nansha district), and Xigeng Village (Zengcheng

district)

Recreation and
health type

Resorts, farms, fruit picking, island tours, hiking, hot springs,
etc.

Changzhou Island (Huangpu district), Taitian Town
(Huadu district), and Hot Spring Town (Conghua

district)
Sports and leisure
type

Farming, rafting, climbing, kayaking, marathon orienteering,
rock climbing, etc.

Asian Games Village (Panyu), Xitou Village (Conghua
district), and Paitan Village (Zengwei district)

Folklore
experience type

Cultural sites characteristic villages, educational and cultural
science and technology museums, traditional ethnic sports,

etc.

Shawan Town, Daling Village, Zhong Village (Panyu
district), and Taiping Town (Nansha district)
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Figure 3: *e sports tourism resource evaluation hierarchy diagram of Henan Province.

Table 3: Weights for each evaluation.

Target layer A Criterion layer B
Index
weight Index layer C

Index
weight

Total weight of
indicators

Evaluation of sports tourism
resources in Henan Province A

Resource element value B1
0.485
8

Sports cultural value C11
(0.322 3) 0.317 4 0.157 3

Viewing value C12 (0.202 7) 0.202 8 0.101 7
Recreation value C13 (0.344 2) 0.344 2 0.171 5
Physical education value C14

(0.137 8) 0.141 9 0.069 5

Environmental condition B2
of scenic spot

0.332
8

Scenic spot combination C21
(0.267 7) 0.271 7 0.089 6

Environmental quality and
capacity C22 (0.208 5) 0.207 6 0.068 2

Suitable travel periodC23 (0.303
5) 0.302 5 0.099 5

Safety C24 (0.225 3) 0.232 3 0.074 7

Development condition B3 0.177 4

Regional economic conditions
C31 (0.387 6) 0.387 6 0.069 2

Tourism service system C32
(0.135 7) 0.135 7 0.024 8

Infrastructure conditions C33
(0.236 5) 0.232 6 0.042 5

Source market conditions C34
(0.246 2) 0.255 2 0.044 1
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6.2. Comprehensive Evaluation of Sports TourismResources in
Guangxi Province. According to the evaluation index, de-
sign the relevant questionnaire and finally get the set of
comments of qualitative index. Each member of the rubric
evaluates each evaluation factor of each scenic spot
according to the identified evaluation level criteria, and the
arithmetic mean is used to calculate the affiliation value of
each attraction index. For example, 30% of the people
thought that the sports and cultural value of Songshan
Shaolin Temple was very high, and the affiliation degree of
“very high” was 0.30; 32% thought that the sports and
cultural value of Songshan Shaolin Temple was high, and the
affiliation degree of “high” was 0.32; and 26% thought that
the sports and cultural value of Songshan Shaolin Temple
was high. 26% of people think that the sports and cultural
value of Songshan Shaolin Temple is high, and the affiliation
degree of “high” is 0.26; 10% of people think that the sports
and cultural value of Songshan Shaolin Temple is average,
and the affiliation degree of “average” is 0.10; 2% of people
think that the sports and cultural value of Songshan Shaolin
Temple is high, and the affiliation degree of “average” is 0.10;
and 2% of people think that the sports and cultural value of
Songshan Shaolin Temple is high. *us, the fuzzy evaluation
matrix of C11 is [0.30, 0.32, 0.26, 0.10, 0.02].

For simplicity, in the fuzzy evaluation table, each single-
factor evaluation level is recorded as “very good, good,
better, average, and poor.” *e fuzzy comprehensive eval-
uation of sports tourism resources of Songshan Shaolin
Temple is still taken as an example (see Table 5). After
calculation, the first-level fuzzy comprehensive evaluation
result B1 has 3 single-factor fuzzy comprehensive evaluation:
B11, B12, B13; then, the second-level comprehensive evalua-
tion and the above 3 single-factor first-level comprehensive
evaluation result together form the second-level fuzzy
comprehensive evaluation judgment matrix R2. *en, the
second-level fuzzy comprehensive evaluation result is

A � Aw × Ri � (0.4938, 0.3298, 0.1764)×

0.2427, 0.3804, 0.2472, 0.1159, 0.0138

0.2509, 0.3635, 0.3358, 0.0816, 0.0072

0.2354, 0.4181, 0.2656, 0.0622, 0.0187

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭

� (0.2429, 0.3815, 0.2671, 0.0951, 0.0124),

(4)

where A is the comprehensive evaluation result of the sports
tourism resources of Songshan Shaolin Temple. According
to the principle of maximum affiliation, the sports tourism
resources of Songshan Shaolin Temple are of “good” level.

Table 4: Quantitative evaluation index fuzzy evaluation form of sports tourism resources.

Evaluation factor Weight Evaluation grade
Sports cultural value 0.155 2 Very high Higher High Fair Low
Viewing value 0.089 7 Very high Higher High Fair Low
Recreation value 0.171 6 Very high Higher High Fair Low
Physical education value 0.069 5 Very high Higher High Fair Low
Scenic spot combination 0.089 6 Excellent Good Medium Poor Bad
Environmental quality and capacity 0.069 2 Excellent Good Better Fair Poor
Suitable travel period 0.098 4 Very long Longer Long Normal Short
Safety 0.075 6 Very high Higher High Fair Low
Regional economic conditions 0.069 2 Excellent Good Medium Poor Bad
Tourism service system 0.024 8 Excellent Good Medium Poor Bad
Infrastructure conditions 0.042 4 Excellent Good Medium Poor Bad
Source market conditions 0.043 2 Excellent Good Medium Poor Bad

Table 5: *e fuzzy evaluation form of sports tourism resources in the Songshan Shaolin Temple.

Criterion layer B Index layer C
Average value degree

Very
good Good Better Fair Poor

Resource element value B1 (0.485 8)

Sports cultural value C11 (0.3223) 0.31 0.33 0.27 0.09 0.01
Viewing value C12 (0.2027) 0.22 0.33 0.37 0.10 0.02
Recreation value C13 (0.3442) 0.27 0.43 0.19 0.11 0

Physical education value C14 (0.1378) 0.32 0.30 0.23 0.18 0.01

Environmental condition B2 of scenic spot (0.332
8)

Scenic spot combination C21 (0.2677) 0.19 0.37 0.33 0.12 0.02
Environmental quality and capacity C22

(0.2085) 0.25 0.39 0.36 0.13 0

Suitable travel period C23 (0.303 5) 0.33 0.35 0.29 0.02 0.01
Safety C24 (0.2253) 0.26 0.37 0.40 0.09 0

Development condition B3 (0.177 4)

Regional economic conditions C31 (0.3876) 0.19 0.49 0.28 0.07 0.01
Tourism service system C32 (0.1357) 0.22 0.44 0.33 0.05 0.02
Infrastructure conditions C33 (0.2365) 0.27 0.39 0.27 0.05 0.03
Source market conditions C34 (0.2462) 0.31 0.35 0.26 0.10 0.01

*e data in parentheses are the weight values of each indicator.
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Using the same method, the fuzzy evaluation results of
several other sports tourism scenic spots were obtained (see
Tables 5 and 6).

6.3. Analysis of Evaluation Results and Suggestions for
Countermeasures. Guangxi Province is rich in types of
sports tourism resources, which can well satisfy tourists with
different needs. *ere are both traditional national sports
tourism resources and new sports tourism resources, which
provide a rich resource base for the development of sports
tourism.

Establish the overall development strategy in the prov-
ince, based on the comprehensive evaluation of the quantity,
quality, and scale of sports tourism resources in the prov-
ince, determine the areas more suitable for the development
of sports tourism, form the core area of sports tourism, and
achieve the coordinated development of resources, benefits,
and brands. Taking the “national fitness project” as the
strategy and taking the development mode of domestic
major sports tourism circle as the reference, construct a
sports tourism area in Central Plains, which is highly in-
tegrated with tourism development and scenic spot con-
struction in Guangxi Province, and tourists demand for
sports and leisure vacation, making Guangxi sports tourism
become a unique charming tourist destination in China.

7. Conclusion

*rough multilevel fuzzy comprehensive evaluation of
sports tourism resources, the high and low merits of sports
tourism resources value can be discerned, providing a sci-
entific basis for the development and protection of sports
tourism resources. *e sports tourism resources evaluation
model constructed in the evaluation process can be ap-
propriately adjusted according to the specific situation, and
it is also applicable to the evaluation of sports tourism re-
sources in other regions. In this study, only seven repre-
sentative sports tourism scenic spots in Guangxi Province

were selected for resource evaluation, and not all the spots
were involved. In the future, more in-depth statistical
analysis and evaluation of resources can be carried out from
a more comprehensive perspective and the research con-
clusions will have more practical guidance and relevance.
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As for the machine learning algorithm, one of the main factors restricting its further large-scale application is the value of
hyperparameter. �erefore, researchers have done a lot of original numerical optimization algorithms to ensure the validity of
hyperparameter selection. Based on previous studies, this study innovatively puts forward a model generated using skewed
distribution (gamma distribution) as hyperparameter �tting and combines the Bayesian estimation method and Gauss
hypergeometric function to propose a mathematically optimal solution for discrete hyperparameter selection. �e results show
that under strict mathematical conditions, the value of discrete hyperparameters can be given a reasonable expected value. �is
heuristic parameter adjustment method based on prior conditions can improve the accuracy of some traditional models in
experiments and then improve the application value of models. At the same time, through the empirical study of relevant datasets,
the e�ectiveness of the parameter adjustment strategy proposed in this study is further proved.

1. Introduction

�e whole Pareto/NBD model was created by Abramowitz
and Stegun. �e practical problem corresponding to the
initial modeling is to analyze the behavior of consumers,
especially the repeated purchase of related products, so that
managers can evaluate the purchasing intention of future
consumers and better arrange production and marketing
activities. For the whole model itself, the description of
consumer behavior is re�ected in the following two im-
portant parts [1]. First, it is about the probability distribution
or the probability distribution density of the consumer’s
survival over the entire product purchasing cycle; second, it
is about the description of the mathematical expectation of
consumers’ purchasing behavior randomly selected in a
certain consumption period in the future.

For the construction of the whole Pareto/NBD model,
the most critical part is to get the exact mathematical an-
alytical expression of conditional mathematical expectation
through appropriate mathematical assumptions and strict
mathematical reasoning [2–4]. �is work is very di�cult for
many researchers who are familiar with the SMC model. An

important objective of this study was to prove the accuracy
of some key conclusions about the Pareto/NBD model
through mathematically deriving relevant impor`tant in-
termediate results (especially probability distribution
function and probability distribution density function)
within the framework of Pareto/NBD model. At the same
time, the analytical framework of this model is combined
with the hyperparameter optimization problem of discrete
SMBO type to achieve the accuracy of mathematical de-
scription of the whole model.

First of all, we need to introduce a special function,
Gauss hypergeometric function, and the mathematical ex-
pression of this function in the form of power series [5] is as
follows:

2F1(a, b; c; z) �∑
∞

j�0

(a)j(b)j
(c)j

zj

j!
, (1)

where c≠ 0, − 1, − 2, . . ., (a)j is the factorial power (Poch-
hammer’s symbol) operation, and speci�c mathematical
calculation formula is a(a + 1) · · · (a + j − 1). In contrast to
the forming operation, it is about the parameter a of the
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ascending factorial power operation, and according to the
assessment method of Abel, the convergence of the factorial
power operation depends on the parameter z, in the case of
|z|< 1throughout the series converges to 1, in the case of
|z|> 1 tends to spread the whole series, |z| � 1, the series
converges to the c − a − b> 0.

'e ascending joint operation (a)j can be expressed by
two gamma functions with related parameters, which can be
expressed by mathematical formula as follows:

(a)j �
Γ(a + j)

Γ(a)
. (2)

With the help of this nature, the mathematical expres-
sion of the whole Gauss hyperparametric function can be
further expressed as follows:

2F1(a, b; c; z) �
Γ(c)

Γ(a)Γ(b)
􏽘

∞

j�0

Γ(a + j)Γ(b + j)

Γ(c + j)

z
j

j!
. (3)

According to the above mathematical expression form of
Gauss hypergeometric function, combined with the nature
of gamma function, the whole function is still expressed in
discrete form, and the whole Gauss hypergeometric function
is mutually symmetric for two parameters a and b [6], which
is expressed in mathematical form as follows:

2F1(a, b; c; z) � 2F1(b, a; c; z). (4)

Furthermore, to further deepen the understanding of
Gauss hypergeometric functions and facilitate the next
model derivation, we must introduce the representation of
Gauss hypergeometric functions in the form of Euler
integral:

2F1(a, b; c; z) �
1

B(b, c − b)
􏽚
1

0
t
b− 1

(1 − t)
c− b− 1

(1 − zt)
− adt, c> b.

(5)

'rough the above mathematical expressions, we get the
continuous expression of the Gauss hypergeometric func-
tion, where B(·, ·) is the beta function.

2. Model Assumptions

Many aspects of BG/NBD model are similar to the Pareto/
NBD model, but there are still many differences between
models. 'e most important part is whether the hyper-
parameters change with each experiment/test. In the Pareto
model, the hyperparameters change in any interval of each
experiment/test interval, which is further independent of the
selection and change in datasets. In the BG/NBD model, we
assume that the timing of determining whether the
hyperparameters change is controlled after each new dataset
test; that is, the continuous discrimination interval in Par-
eto/NBD is changed into discrete decision interval, and then,
the beta-geometric (BG) model can be established [7]. On
the whole, the following five basic assumptions are needed
for the new model.

(1) When dataset testing further influences the change in
hyperparameters, the change in hyperparameters is
subject to the Poisson process with parameter λ as a
whole; that is to say,

P Θ dt( 􏼁 � x|λ( 􏼁 �
λdt( 􏼁

x exp − λdt( 􏼁

x!
,

x � 0, 1, 2, . . . ,

(6)

where dt � ‖Dt − ∅‖ represents the difference be-
tween different datasets and empty sets, which can be
the complexity change between datasets or the size
change in datasets. For Poisson process distribution,
the exponential distribution with parameter λ is
followed between every two dataset experiments, and
the mathematical expression is as follows:

g dj − dj− 1|λ􏼐 􏼑 � λexp − λ dj − dj− 1􏼐 􏼑􏽨 􏽩, dj >dj− 1 ≥ 0,

(7)

where g stands for probability density function.
(2) For parameter λ, we assume that it is subject to the

gamma distribution of parameters r and α, and the
mathematical expression is as follows:

g(λ|r, α) �
αrλr− 1exp(− λα)

Γ(r)
, λ> 0, (8)

where r and α are the known and determined con-
stants, which are determined by exogenous factors
and not affected by the model itself.

(3) After each experiment/test, the probability p of the
hyperparameter θ will remain unchanged. In other
words, after any experiment/test, a judgment should
be made on whether the next hyperparameter θ will
change further. 'en, the probability of the hyper-
parameter θ remaining unchanged should follow the
geometric distribution of the parameter p:

P(unchange) � p(1 − p)
j− 1

,

j � 1, 2, 3, . . . ,
(9)

where j is the number of experiments/tests.
(4) To ensure that there is an analytic solution to the

posterior distribution involving hyperparameters
when solving the Bayesian estimation, it is necessary
to assume that the parameter p is also determined by
the exogenously given probability distribution,
namely,

g(p|a, b) �
p

a− 1
(1 − p)

b− 1

B(a, b)
, 0≤p≤ 1, (10)

where a and b are the known and determined con-
stants, which are determined by exogenous factors
and not affected by the model itself.

(5) To eliminate the interaction between parameters and
simplify the complexity of the overall model analysis,
we need to assume the independence of parameters λ
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and p of the two models; that is, with the progress of
the experiment/test, λ and p are independent of each
other and not affected by each other.

3. Model Evolution

3.1.Derivationof LikelihoodFunction. Wemay consider that
for the hyperparameter θ, it has experienced x changes in the
known experimental/test interval (0, dT]. 'ese changes
may occur in x interval d1, d2, . . . , dx in the whole test
interval, which can be represented by the number line graph
as follows.

To ensure that a relatively complete likelihood function
of relevant parameters can be derived [8], we carry out the
following technical operation and further assumption:

(1) 'e probability of hyperparameter θ changing be-
tween d1 in the first experiment/test area is a stan-
dard exponential distribution model, and the
probability of event occurrence should be
λexp(− λd1).

(2) 'e probability that the second change in hyper-
parameter θ happens to be in the second experiment/
test interval d2 is in the first experiment/test interval
d1. 'e probability of hyperparameter θ still con-
tinues to change with the product of the probability
of d1 and d2 changes within the range of test; that is
to say, in the whole experiment/test interval, the
probability of θ hyperparameter change still obeys
the standard of exponential distribution, but needs to
multiply by the probability that the hyperparameter
θ will still change in the first test interval.'e specific
expression is as follows:

(1 − p)λexp − λ d2 − d1( 􏼁􏼂 􏼃. (11)

(3) Further extend to the probability that the hyper-
parameter θ changes at the xth experiment/test in-
terval dx should be equal to the standard exponential
distribution times the probability that the change will
occur after the previous experiment/test interval
dx− 1, and the mathematical expression is as follows:

(1 − p)λexp − λ dx − dx− 1( 􏼁􏼂 􏼃. (12)

(4) Finally, to ensure the likelihood function expression
of completeness, we must make mandatory as-
sumptions about the predicted change probability
after the first experiment/test d1, assuming that the
first test/test must be changed, but the changes can
take 0 concrete or other step length, so overall
hyperparameter θ in (dx, dT] interval constant
probability is composed of two parts. 'e first part is
the first time the experiment/test has changed, both
of which do not change afterwards, and the second
part is just the possibility just there is no change in
(dx, dT] interval, where the specific expression is as
follows:

p +(1 − p)exp − λ dT − dx( 􏼁􏼂 􏼃. (13)

Further, we can obtain the likelihood function of the
parameter d1, d2, . . . , dx, dT when λ andp are known:

L λ, p|d1, d2, . . . , dx, dT( 􏼁 � λexp − λd1( 􏼁(1 − p)

· λexp − λ d2 − d1( 􏼁􏼂 􏼃 . . . (1 − p)

· λexp − λ dx − dx− 1( 􏼁􏼂 􏼃

· p +(1 − p)exp − λ dT − dx( 􏼁􏼂 􏼃􏼉􏼈

� p(1 − p)
x− 1λxexp − λdx( 􏼁

+(1 − p)
xλxexp − λdT( 􏼁.

(14)

Just like our Pareto/NBD model above, the change in
hyperparameter θ is still uncertain and random, and the
prediction of the overall hyperparameter change depends on
the historical information of the whole experiment/test:
(Θ � x, dx, dT).

At the zero point of the initial experiment/test prepa-
ration stage, we must ensure that the hyperparameter θ will
change, but there is a difference in the change step size, and
then, we can get the probability likelihood function of the
hyperparameter θ remaining at 0 in the whole historical
information range of (0, dT], which can be further obtained
using the exponential distribution:

L λ|Θ � 0, dT( 􏼁 � exp − λdT( 􏼁. (15)

Further, for a single hyperparameter θ, we can obtain a
probability likelihood function, and the mathematical ex-
pression is as follows:

L λ, p|Θ � x, dT( 􏼁 � (1 − p)
xλxexp − λdT( 􏼁

+ Ix>0p(1 − p)
x− 1λxexp − λdx( 􏼁,

(16)

where Ix>0 � 1, when x> 0, and x≤ 0 is less than minus, and
the value of the whole is 0.

3.2. Derivation of the Probability Distribution of the Hyper-
parameter θ. For θ hyperparameter probability distribution,
the application of mathematical formula is expressed as
P(Θ(dt) � x), where the Θ(dt) represents the specific value
of hyperparameter θ in the whole experiment/test interval
dt, so Θ(dt) becomes a random variable, so that you can
establish the basic relationships between experiment/test
interval and hyperparameter θ: Θ(dt)≥x⇔Tx ≤dt. Among
them, Tx shows experiment/test range when θ hyper-
parameter is x changed. According to the corresponding
relationship, we can get approximate mathematical ex-
pressions about P(Θ(dt) � x):

P Θ dt( 􏼁 � x( 􏼁 � P(change) · P Tx ≤dt, Tx+1 > dt( 􏼁

+ Ix>0 · P(unchange) · P Tx ≤ dt( 􏼁.
(17)

Considering that the experimental/test interval in which
the hyperparameter θ changes follows an exponential dis-
tribution (for specific content, see model hypothesis part),
according to random variable for the hyperparameter itself,
an important part of the probability distribution function is
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P(Tx ≤ dt, Tx+1 >dt), a Poisson probability problem; among
them, Θ(dt) � x and P(Tx ≤ dt) (Erlang—x) are the arrival
time distribution. Furthermore, we can derive the condi-
tional distribution function of hyperparameter with θ ma-
chine variable under the known condition of RP [9]:

P Θ dt( 􏼁 � x|λ, p( 􏼁 � (1 − p)
x λdt( 􏼁

xexp − λdt( 􏼁

x!

+ Ix>0p(1 − p)
x− 1

· 1 − exp − λdt( 􏼁 􏽘

x− 1

j�0

λdt( 􏼁
j

j!
⎡⎢⎢⎣ ⎤⎥⎥⎦.

(18)

3.3. Derivation of Mathematical Expectations for the Hyper-
parameter θ. Since the change in the hyperparameter θ
follows the Poisson process with the parameter λdt, the
mathematical expectation of the value change in the
hyperparameter θ, i.e., E[Θ(dt)], should be λdt, within the
given experimental/test interval. 'en, for the hyper-
parameter θ, there are no longer changes in the experi-
mental/test interval dτ ≤ dt; then, the mathematical
expectation of E[Θ(dt)] in (0, dτ] with respect to the
hyperparameter θ should be equal to λdτ .

'en, for the change occurring outside the experimental/
test interval dτ , the probability distribution of the change in
the value of the hyperparameter θ should follow the con-
ditional probability model about λ andp, that is,

P dτ >dt( 􏼁 � P(change|λ, p)

� 􏽘
∞

j�0
(1 − p)

j− 1 exp − λdt( 􏼁 λdt( 􏼁
j

j!

� exp − λpdt( 􏼁.

(19)

'is expression further indicates the probability density
function for no-answer experiment/test interval dτ ; that is to
say, g(dτ|λ, p) � λpexp(− λpdτ). It shall be highlighted that
no-answer experiment/test interval dτ is an exponential
form, but the relevant parameter arrangement depends on
the probability for the recognition of each experiment/test p.
However, in a Pareto/NBD model, the overall model as-
sumes that no-answer experiment/test interval dτ is specified
by the probability density function, and there is no relevant
information for the discrimination of probability p. 'en,
we can further work out the conditional expectation ex-
pression about Θ(dt) in the case that λ andp know, and the
specific mathematical expression is as follows:

E Θ dt( 􏼁|λ,p􏼂 􏼃 � λdt · P dτ>dt( 􏼁 + 􏽚
dt

0
λdτg dτ|λ,p( 􏼁d dτ( 􏼁. (20)

By substituting relevant intermediate variables into the
above formula and further simplifying, we can get a very
concise formula:

�
1
p

−
1
p
exp − λpdt( 􏼁. (21)

3.4. Derivation of the Transcendental Posterior Expectation.
By the content of the previous section, we discuss the core of
the problem is to deduce the mathematical expectation of
E[Θ(dt)|λ, p] involving θ hyperparameter under the con-
dition of known parameters λ andp, that is, under the
premise of arrival rate λ of the test data and the know p, the
conditional expectation expression of the hyperparameter θ
is obtained, but in fact, according to the previous hypothesis,
according to λ andp, we set and select the two parameters
that obey the distribution types and determined parameters.
'is part mainly focuses on the content of the derivation in λ
to gamma distribution and p to beta distribution of cases,
that is, to derive the posterior conditional expectation of
Θ(dt) � x involving the parameters r, α, a, b when we as-
sume that the conditions (1) and (2) meet. 'e whole
derivation process is relatively complex, and we will treat the
proof content as an appendix. 'is summary mainly lists the
main results in the derivation process.

(1) According to the content of Section 3.1, we have
derived the probability likelihood function of the
related parameters λ andp when the hyperparameter
and the whole experimental/test interval are known,
in the form of formula (3). Furthermore, we will
make parameters r, α obey the parameters for the
gamma distribution and a, b, respectively, the as-
sumptions for the beta distribution into the middle
of the derived formula; note that we need to em-
phasize that the entire (r, α, a, b) parameter set is
given and then get in the whole experiment/test cycle
(Θ � x, dx, dT) known cases, and related parameter
(Θ � x, dx, dT) probabilistic likelihood function is
expressed as follows:

L r, α, a, b|Θ � x, dx, dT( 􏼁 �
B(a, b + x)

B(a, b)

Γ(r + x)αr

Γ(r) α + dT( 􏼁
r+x

+ Ix>0
B(a + 1, b + x − 1)

B(a, b)

·
Γ(r + x)αr

Γ(r) α + dx( 􏼁
r+x

(22)

All the four variables (r, α, a, b) in the above formula
can be estimated by means of maximum-likelihood
estimation. 'at is to say, in the whole known ex-
periment/test cycle (0, dT], forΘ � x, the probability
likelihood function after the log operation occurred
in the dx experiment/test interval can be expressed as
follows:

LL(r, α, a, b) � ln L r, α, a, b|Θ � x, dx, dT( 􏼁􏼂 􏼃. (23)

'e estimation of this formula can follow the general
numerical optimization method and determine the
optimal solution by finding the stagnation point of
the first derivative and solving the extreme value,
because the nature of the likelihood function must be
convex.
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(2) According to the conditional probability distribution
of hyperparameter θ, the form is shown in formula
(4). Considering that the specific distribution of λ, p

has been given and the parameters have been de-
termined, we can further express formula (4) as the
conditional probability distribution under the con-
dition that parameter set (r, α, a, b) is known:

P Θ dt( 􏼁 � x|r, α, a, b( 􏼁

�
B(a, b + x)

B(a, b)

Γ(r + x)

Γ(r)x!

α
α + dt

􏼠 􏼡

r
dt

α + dt

􏼠 􏼡

x

+ Ix>0
B(a + 1, b + x − 1)

B(a, b)

· 1 −
α

α + dt

􏼠 􏼡

r

􏽘

x− 1

j�0

Γ(r + j)

Γ(r)j!

⎫⎪⎬

⎪⎭

dt

α + dt

􏼠 􏼡

j⎧⎪⎨

⎪⎩
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦.

(24)

(3) Finally, according to the condition of known pa-
rameters of λ, p, the hyperparameter θ conditional
expectation, the concrete mathematical expression
such as formula (5), combined with the λ, p two
parameters, follows gamma distribution and beta
distribution in concrete form, and we can get in any
experiment/test interval length dt, under the con-
dition of the parameters in the parameter set
(r, α, a, b) known, hyperparameter θ conditional
expectation, which can also be called the posterior
conditional expectation; the mathematic expression
of the specific is as follows:

E Θ dt( 􏼁|r, α, a, b􏼂 􏼃 �
a + b − 1

a − 1

· 1 −
α

α + dt

􏼠 􏼡

r

2
F1 r, b; a + b − 1;

dt

α + dt

􏼠 􏼡􏼢 􏼣,

(25)

where F1(·) is Gauss hypergeometric function; refer
to the explanation in the proof for the simple der-
ivation, and refer to the relevant introduction in the
model introduction for the specific content.

It is important to note that the final expression of
posterior conditional expectation about hyperparameter θ
needs a value about Gauss hypergeometric function; of
course, this value has nothing to do with hyperparameter θ.
On the contrary, due to the parameter set (r, α, a, b) can be
obtained by maximum-likelihood estimate of the traditional
method, and the experiment/test interval length is also a
known quantity, so the overall Gauss hypergeometric
function value is also determined. Compared with other
estimated results, using the Gauss hypergeometric function
to express the hyperparameter θ of the posterior conditional
expectation is more direct and simple, and polynomial se-
quence can be used for approximate calculation, so the
convenience for the late of simulation is very good, which
can greatly simplify the computing complexity and try to
solve the corresponding parameter selection in a timely
manner.

Of course, the above content is just based on known
sequence information (Θ � x, dx, dT) cases and makes the
probability model for how hyperparameter θ values. In
addition to accommodating more known conditions and
historical information as much as possible to make accurate
simulation of the structure of past data, the final purpose of
establishing BP/NBD model shall also focus on a given new
experiment/test dataset case and how to utilize the known
datasets and the relationship between the parameter θ, given
the new dataset the parameters of an approximate estimate
[10], and the key of the whole model application on the new
dataset corresponds to the hyperparameter of the prediction
is that we more concern.

(Θ � x, dx, dT) in the history of the experiment/test
information has been confirmed, we can have θ hyper-
parameter values on the new experiment/test interval dt, we
give an approximate posterior conditional expectation, the
specific detailed process can see behind a certificate, and here
we give the concrete mathematical expression of this pos-
terior conditional expectation:

E Υ dt( 􏼁|Θ � x, dx, dT, r, α, a, b􏼂 􏼃

�
a + b + x − 1/a − 1 1 − α + dT/α + dT + dt( 􏼁

r

2F1 r + x, b + x; a + b + x − 1; dt/α + dT + dt( 􏼁􏼂 􏼃

1 + Ix>0a/b + x − 1 α + dT/α + dx( 􏼁
r+x ,

(26)

where Θ � x, dx, dT stands for the known experimental/test
information, (r, α, a, b) stands for the known parameter set
by calculation, and F1(·) stands for the Gauss hyper-
geometric function.

Once again, the whole formula uses the Gauss hyper-
geometric function, and a mathematical expression formula
is the same, of course, where the Gauss hypergeometric
function parameters are known, and the calculation of the
precise value is guaranteed. To reduce the computation

burden on the computer simulation process, the actual
operation often uses polynomial equations to approximate
its numerical calculation and will not cause enormous
computation burden. 'e rest of the whole formulas are
simple numerical calculations and would not form the
computing burden.

'e overall content of the appendix mainly focuses on
the mathematical description of the key process in the model
derivation process. On the one hand, through mathematical

Mathematical Problems in Engineering 5



rigour, it indicates the credibility of model content; on the
other hand, it also provides mathematical support for
transforming the mathematical model into computer model.
'e main purpose is the mathematical expectation for
hyperparameter θ, E[Θ(dt)], and ultimately predictable θ
hyperparameter posterior mathematical expectation of
mathematical deduction, and the derivation process of the
intermediate links is the Euler integral for Gauss hyper-
geometric function:

2F1(a, b; c; z) �
1

B(b, c − b)
􏽚
1

0
t
b− 1

(1 − t)
c− b− 1

(1 − zt)
− adt, c> b.

(27)

3.5. Derivation ofMathematical ExpectationE[Θ(dt)] for the
Hyperparameter θ. To get the mathematical expectation
E[Θ(dt)] about hyperparameter θ, according to the con-
dition of known parameter set λ, p, we must use formula
about the conditional expectation of hyperparameter θ and
assumptions about the distribution of λ and p, λ, parameters
of r, α gamma distribution on p obedience of a, b beta
distribution parameters; first of all, we will bring the
probability distribution density of g(λ|r, α) � (αrλr− 1

exp(− λα)/Γ (r)), λ> 0, related to λ into formula (4) and get
preliminary mathematical expressions:

E Θ dt( 􏼁|r, α, p􏼂 􏼃 �
1
p

−
αr

p α + pdt( 􏼁
r. (28)

Further, we substitute the beta probability distribution
density g(p|a, b) � (pa− 1(1 − p)b− 1/B(a, b)), 0≤p≤ 1, of p

subject to the overall conditional expectation formula of
hyperparameter θ, and we first calculate a definite integral as
follows:

􏽚
1

0

1
p

p
a− 1

(1 − p)
b− 1

B(a, b)
dp �

a + b − 1
a − 1

. (29)

Further, a more complex definite integral needs to be
calculated:

􏽚
1

0

αr

p α + pdt( 􏼁
r

p
a− 1

(1 − p)
b− 1

B(a, b)
dp

� αr 1
B(a, b)

􏽚
1

0
p

a− 2
(1 − p)

b− 1 α + pdt( 􏼁
− r

dp.

(30)

To ensure that the definite integral form at the end is
consistent with the form of Gauss hypergeometric function,
we need to make a variable substitution, so q � 1 − p; of
course, in the process of variable substitution, the form of the
differential will also change dp � − dq. 'e integral form
above further becomes the following:

�
α

α + dt

􏼠 􏼡

r 1
B(a, b)

􏽚
1

0
q

b− 1
(1 − q)

a− 2 1 − q ·
dt

α + dt

􏼠 􏼡

− r

dq. (31)

'e Euler integral form and parameter
r, b; a + b − 1; (dt/α + dt) of the Gauss hypergeometric
function mentioned above are further applied, and the

corresponding parameters in the integral form are
expressed, respectively; then, the definite integral can be
further formalized as follows:

�
α

α + dt

􏼠 􏼡

r
B(a − 1, b)

B(a, b) 2
F1 r, b; a + b − 1;

dt

α + dt

􏼠 􏼡, (32)

where F1(·) is a Gauss hypergeometric function.

Finally, the conditional expectation formula of the
hyperparameter θ can be obtained, and its mathematical
expression is as follows:

E Θ dt( 􏼁|r, α, a, b􏼂 􏼃

�
a + b − 1

a − 1
1 −

α
α + dt

􏼠 􏼡

r

2F1 r, b; a + b − 1;
dt

α + dt

􏼠 􏼡􏼢 􏼣.

(33)

3.6. Derivation of the Conditional Expectation E[Υ(dt)|Θ �

x, dx, dT] for the Hyperparameter θ with Known Historical
Information. We further define the variation of (dT, dT+t]

hyperparameter θ in the new experimental/test interval of
Υ(dt). As a prediction of hyperparameter θ in the new
dataset, we focus on the conditional expectation of the value
of hyperparameter B under the premise that the historical
information is known; i.e., Θ � x, dx, dT is determined,
which is expressed as E[Υ(dt)|Θ � x, dx, dT] by mathe-
matical formula.

If the hyperparameter θ still changes further in dT ex-
periments/tests, then the conditional mathematical expec-
tation of Υ(dt), the corresponding random variable, can be
expressed as follows:

E Υ dt( 􏼁|λ, p􏼂 􏼃 �
1
p

−
1
p
exp − λpdt( 􏼁. (34)

'en, further, we need to make sure that in the new
experiment/test sequence, how much probability that
hyperparameter θ will change. According to our hy-
pothesis in the second section, all the experiment/test
sequence for each group in the initial state can keep a
change state, the purpose of which is to ensure the overall
model can be used to measure is in complete probability
space, that is to say, in dT/tests, hyperparameter θ keeps
changing the state of the conditional probability, which
can be expressed as follows:

P change|Θ � 0, dT, λ, p( 􏼁 � 1. (35)

As for (0, dT] experiment/test interval, the conditional
probability of te hyperparameter θ remaining changing state
can be approximately expressed, in the case that historical
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informationΘ � x, dx, dT and parameters λ and p have been
determined:

P change|Θ�x,dx,dT,λ,p( 􏼁�
(1 − p)exp − λ dT − dx( 􏼁􏼂 􏼃

p+(1 − p)exp − λ dT − dx( 􏼁􏼂 􏼃
.

(36)

Among them, the molecules represented in dx/tests still
keep change state, but that in the experiment/test interval of
(dx, dT] keep zero step change probability, and the de-
nominator is the probability that nothing has changed from
the beginning of the experiment/test to the end of the
historical information, as the case is in assumption (4) in
Section 3.1.

Here, we apply a small trick of conditional probability.
For the clever treatment of “1,” [(1 − p)exp[− λ(dT − dx)]]/

[(1 − p)exp[− λ(dT − dx)]] � 1; multiplied by the above
equation, we can get an important intermediate result:

P change|Θ � x, dx, dT, λ, p( 􏼁 �
(1 − p)

xλxexp − λdT( 􏼁

L λ, p|Θ � x, dx, dT( 􏼁
,

(37)

where L(λ, p|Θ � x, dT) � (1 − p)xλxexp(− λdT) + Ix>0
p(1 − p)x− 1λxexp(− λdx), as previously concluded in for-
mula (3); note that we need to assume that, at x � 0, the
whole A2 formula should be equal to 1.

We multiply the two important intermediate variables
A1 and A2 to obtain the following further results:

E Υ dt( 􏼁|Θ � x, dx, dT, λ, p􏼂 􏼃

�
(1 − p)

xλxexp − λdT( 􏼁 1/p − 1/pexp − λdt( 􏼁/p( 􏼁

L λ, p|Θ � x, dx, dT( 􏼁

�
p

− 1
(1 − p)

xλxexp − λdT( 􏼁 − p
− 1

(1 − p)
xλxexp − λ dT + pdt( 􏼁􏼂 􏼃

L λ, p|Θ � x, dx, dT( 􏼁
.

(38)

It should be noted that the case of A1 when x � 0 is
eliminated, because the premise for the existence of the
entire posterior probability and the posterior mathematical
expectation is that the entire historical information should
remain in the new interval (dT, dT+t] state at dT, and the
hyperparameter θ must be able to connect with each other.

Because the above results are involved parameters λ and
p, they are still incomplete expressions of random variable
Υ(dt) on posterior mathematical expectation. 'erefore,
according to Section 2 of model assumptions,
g(λ|r, α) � (αrλr− 1exp(− λα)/Γ(r)), λ> 0, and g(p|a, b)

� (pa− 1(1 − p)b− 1/B(a, b)), 0≤p≤ 1; further processing,
since the probability distribution density of these two pa-
rameters is continuous, we can adopt the method of integral
and further improve A3 posterior mathematical expectation
and addmore uncertainty information, especially the hidden
information about parameters λ, p that express explicit use
of parameter set (r, α, a, b):

E Υ dt( 􏼁|Θ � x, dx, dT, r, α, a, b􏼂 􏼃 � 􏽚
1

0
􏽚
∞

0
E Υ dt( 􏼁|Θ􏼂

� x, dx, dT, λ, p􏼃 · g λ, p|Θ � x, dx, dT, r, α, a, b( 􏼁dλdp,

(39)

where g(λ, p|Θ � x, dx, dT, r, α, a, b) is the joint posterior
probability distribution density of the parameters λ, p.

According to the basic theory of Bayesian estimation and
Bayesian optimization, under the condition that the pa-
rameters λ, p is independent, their joint posterior probability
distribution density can be expressed in the following
complex form:

g λ, p|Θ � x, dx, dT, r, α, a, b( 􏼁

�
L λ, p|Θ � x, dx, dT( 􏼁g(λ|r, α)g(p|a, b)

L r, α, a, b|Θ � x, dx, dT( 􏼁
.

(40)

By combining the key intermediate variables A5 and
A3 in formula A4, the posterior mathematical expecta-
tion related to the hyperparameter θ can be further
deduced:

E Υ dt( 􏼁|Θ � x, dx, dT, r, α, a, b􏼂 􏼃

�
A − B

L r, α, a, b|Θ � x, dx, dT( 􏼁
,

(41)

where two parameters A and B, respectively, represent the
following two operation results:
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For A,

A�􏽚
1

0
􏽚
∞

0
p

− 1
(1 − p)

xλxexp − λdT( 􏼁g(λ|r,α)g(p|a,b)dλdp

�
B(a − 1,b+x)

B(a,b)

Γ(r+x)αr

Γ(r) α+dT( 􏼁
r+x.

(42)

For B,

B � 􏽚
1

0
􏽚
∞

0
p

− 1
(1 − p)

xλx exp − λ dT + pdt( 􏼁􏼂 􏼃

g(λ|r,α)g(p|a,b)dλ dp

� 􏽚
1

0

P
a− 2

(1 − p)
b+x− 1

B(a,b)

􏽚
∞

0

αrλr+x− 1 exp − λ dT + pdt +α( 􏼁􏼂 􏼃

Γ(r)
dλ􏼩􏼨 dp

�
Γ(r + x)αr

Γ(r)B(a,b)
􏽚

1

0

p
a− 2

(1 − p)
b+x− 1 α+ dT + pdt( 􏼁

− (r+x)
dp .

(43)

To achieve formal matching with the Gauss hyper-
geometric function in the form of Euler integral, we need to
further realize variable substitution, and let q � 1 − p and

also make corresponding change dp � − dq for the differ-
ential variable. Further calculation results are as follows:

�
Γ(r + x)αr

Γ(r)B(a, b) α + dT + dt( 􏼁
r+x

· 􏽚
1

0
(1 − q)

a− 2
(q)

b+x− 1 1 −
dtq

α + dT + dt

􏼠 􏼡

− (r+x)

dq.

(44)

By combining the Gauss hypergeometric function in the
form of Euler integral, we get the parameter
r, b; a + b − 1; (dt/α + dt), which corresponds to the corre-
sponding parameter expression in the form of integral
function respectively, and we get:

�
B(a − 1, b + x)

B(a, b)

Γ(r + x)αr

Γ (r) α + dT + dt( 􏼁
r+x·2

F1 r + x, b + x; a + b + x − 1;
dt

α + dT + dt

􏼠 􏼡.

(45)

Under the condition of formula A6, according to the
mathematical expression formula of L(r, α, a, b|Θ
� x, dx, dT) (6), the middle of the two key variables A7 and
A8, after reduction, we can get the ideal result, under the BP/
NBD model; the mathematical expectation of overall θ
hyperparameters under the posteriori probability has ana-
lytical solution, and the mathematic expression of the
specific is as follows:

E Υ dt( 􏼁|Θ � x, dx, dT, r, α, a, b􏼂 􏼃

�
(a + b + x − 1/a − 1) 1 − α + dT( 􏼁/ α + dT + dt( 􏼁( 􏼁

r
2F1 r + x, b + x; a + b + x − 1; dt/α + dT + dt( 􏼁( 􏼁􏼂 􏼃

1 + Ix>0(a/(b + x − 1)) α + dT/α + dx( 􏼁
r+x .

(46)

4. Experimental Analysis

4.1. Dataset of an Industry Competition. 'e premise of text
mining of the entries requires complete project information:

(1) Most of the projects in the prototype design stage are
in the initial stage, and there are some problems such
as incomplete application materials. In this mining
modeling process, the projects in the prototype
design stage are eliminated.

(2) Projects without declaration materials (project
documents) cannot pass the preliminary examina-
tion. In this mining modeling process, enterprises
without declaration materials will be eliminated.

Finally, 143 project contents are reserved for topic
mining, and the case content and project output value are
mined separately to extract important information and

explore the application field, current situation, and key
points of value promotion of industrial Internet.

'e main purpose of using this dataset is to adjust the
discrete hyperparameters of the relevant prediction or
classification model and compare the differences between
the results before and after the adjustment, to form the
experimental conclusion.

4.2. Participle. Jieba Chinese word segmentation compo-
nent [10–12]is called, industrial Internet-related special
words such as VR, AR, and smart Park are added into Jieba
library, and precise mode is used to segment each document
by default. In the process of word segmentation, function
words and meaningless symbols are removed. To unify the
expression of professional vocabulary, a thesaurus is set to
merge synonyms to improve the effect of later topic ex-
traction. For example, “artificial intelligence” and “Ai” are
synonyms andmerged into “Ai.”'e unimportant words are
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filtered according to the part of speech, and the related words
are finally reserved.

4.3. LDA Topic Extraction. 'e generated dictionary and
corpus are in accordance with the input format of the
model, and the open-source Gensim package [13] is used
to construct the topic model and estimate the parameters.
'e default value of parameter selection is a � 0.37 and
B � 0.02. 'e optimal topic number k is determined
according to the perplexity of the model. In theory, the
k-nearest neighbor with low confusion degree should be
selected, but under the premise of small corpus database
capacity, more topics may lead to overfitting phenome-
non. 'erefore, this time, the number of topics is adjusted
by combining the coincidence degree of the visualization
results. Finally, the optimal number of topics is 4, the
optimal number of output value topics is 2, and there is no
coincidence between topics.

4.4. BasicModel. According to the results of index analysis
and LDA theme mining [14–16], the projects that are in
the prototype design stage and lack of application ma-
terials are selected to be eliminated. Finally, 143 projects
are retained to enter the modeling stage, of which 67.83%
can enter the second round. Considering that there are
many projects in the preliminary evaluation stage, which
are not easily affected by external factors and can better
reflect the development trend of current related indus-
tries, the paper uses XGBoost and multinomial NB to
predict and model the preliminary evaluation results of
2020 related industry competition. 'e discrete hyper-
parameter indexes of the correlation model are the highest
polynomial degree (multinomial NB) and the number of
root nodes (XGBoost).

4.5. Evaluation Index. Because of the classification model
prediction, the confusion matrix is selected as the basic
evaluation index, and the evaluation index is derived from
confusion matrix, as given in Table 1.

4.6. Comparison of Experimental Results. In this modeling
process, the polynomial naive Bayesian model (multinomial
NB) and integrated model (XGBoost) are selected as training
models (lack of specific mathematical description of the two
methods). 70% of the samples are used for model training

and 30% for testing. 'e parameters are adjusted in the
training set dataset combined with threefold cross-valida-
tion, and “AUC” is used for training in the parameter ad-
justment process Figures 1 and 2 show the effect of themodel
after adjusting the parameters, which has a certain reference
value for the actual prediction performance of the model. On
the test set, the effect of the model is as follows.

'rough the comparison of experiments, we can find
that

(1) From the classification prediction results of the
whole model, the final result of XGBoost method is
obviously better than the traditional Bayesian model
in both the original configuration and the adjusted
configuration

(2) 'e method of adjusting discrete hyperparameters
based on skew distribution is effective. 'rough the
empirical results of data experiments, the overall
model, whether XGBoost or Bayesian model, ach-
ieves the improvement of relevant evaluation indi-
cators under the new hyperparameter adjustment
strategy.

Table 1: Confusion matrix.

Classification Forecast positive
class

Forecast negative
class

Actual positive class TP—true positive FN—false negative
Actual negative
class FP—false positive TN—true negative

(1) Accuracy (ACC): accuracy� (TP +TN)/(TP + FN+FP+TN), the per-
centage of the correct results. (2) Precision: precision�TP/(TP+ FP). In the
records with positive prediction, how many are actually positive. (3) Recall
rate (recall): recall�TP/(TP + FN); in the actual positive records, howmany
predictions are positive. (4) F1 score: 2/F1� 1/precision + 1/recall.

Precision Recall Auc
0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

MultinomialNB
XGBoost

Figure 1: Results using original discrete hyperparameters.

Precision Recall F1-score Auc
0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

MultinomialNB
XGBoost

Figure 2: Results after adjusting the discrete hyperparameters
using the expected results of skew distribution.
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5. Conclusion

'rough the combination of mathematical analysis and
empirical research, this study focuses on the optimization
method of the hyperparameters of the relevant machine
learning model under the condition of skew distribution,
especially the discrete hyperparameters. 'rough strict
mathematical assumptions andmathematical derivation, the
expected value of the discrete hyperparameters is obtained,
and then, the actual data test is carried out through the
empirical dataset. 'e experimental results show that this
heuristic parameter adjustment method is feasible and ef-
fective for XGBoost and Bayesian models.
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In order to integrate and utilize alumni resources in a better way, big data is utilized to construct alumni information analysis
model based on improved hierarchical clustering algorithm, so as to realize mining and retrieval of alumni information. First,the
basic principle of hierarchical clustering algorithm is analyzed concretely. Moreover, the improvement is performed on this basis,
and a method of calculating the distance between class clusters based on the ant colony optimization is proposed, which uses the
shortest distance of the ant colony algorithm to optimally solve the distance between hierarchical class clusters, so as to improve
the clustering accuracy. ­en, the alumni information analysis model based on improved hierarchical clustering algorithm is
constructed, and the model is divided into text preprocessing, keyword extraction, text feature vector generation, name dis-
ambiguation, and alumni recognition modules. Finally, the improved hierarchical clustering algorithm and construction of model
are veri�ed by experiments. ­e results show that the accuracy of the improved agglomerative hierarchical clustering algorithm is
as high as 86.4% on average and 3.8% and 4.8% more than the two traditional algorithms. ­us, the clustering e�ect of the
algorithm is better, and the proposed alumni analysis model can e�ectively process text disambiguation of web pages and
identi�cation of alumni information, which has certain e�ectiveness.

1. Related Work

For school, alumni resources are the favorable support and
key to school development and construction. ­e e�ective
integration and tracking of alumni information plays a
crucial role for schools. For example, schools can evaluate
teaching quality according to the alumni information, so as
to continuously improve and perfect their teaching methods
and concepts. Furthermore, the latest trends of alumni may
be able to provide support and help for the development and
construction of school. ­erefore, it is necessary for school
to manage alumni resources and information e�ectively.
However, there are so many graduates, that it seems im-
practical to keep track of every alumni.

In recent years, with the development and application
of big data and Internet, it has become possible to obtain
alumni information and update it in real time. At the same
time, the Internet information is very large, so how to
accurately identify alumni-related information is the

current challenge. In addition, how to quickly and ac-
curately identify alumni information from many pieces of
information and exclude the people with the same name to
obtain the �nal target is the current urgent problem to be
solved. Barnea Avner et al. constructed an emergency
intelligence analysis model based on big data and utilized
big data analysis technology to analyze and predict various
emergencies in advance, which has certain e�ectiveness
[1–3]. Li Hong et al. studied the information analysis
model based on complex network deeply and then used
Internet technology to classify and identify complex in-
formation on the network. ­us, the accuracy of infor-
mation analysis is improved [4–6]. Jiho Lee et al. proposed
a hierarchical clustering analysis algorithm to construct a
learner emotion analysis model for learning experience
text and classi�ed learners through hierarchies. ­us, the
emotion analysis of each learner is realized [7, 8].
Agnivesh et al. applied clustering algorithm to data
classi�cation, which showed good performance and e�ect
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[9]. Ko applied big data to the parallel improvement of
clustering and concluded that clustering can be used in
massive data classification [10]. On this basis, taking the
alumni information in the school campus network as the
basic data, and combined with the above research results,
the current widely used hierarchical clustering method is
improved and applied to analyze the alumni resources
information; thus, the corresponding analysis model is
constructed, which realizes the accurate identification and
classification of alumni resources, so as to provide
technical reference and research direction for the analysis
of alumni information.

2. Basic Methods

2.1. Hierarchical Clustering Algorithm. Hierarchical clus-
tering algorithm is one of the common algorithms in
clustering algorithm, and its basic principle is clustering
through the distance between objects [11]. ,is algorithm
can also be called tree clustering, which is mainly divided
into two forms of agglomeration and split.

Among them, agglomerative clustering means to cal-
culate the distance between class clusters and merge its
various categories. ,e clustering form is bottom-up.
Multiple iterations and merges are carried out on a cluster.
When all the data are concentrated in one cluster and the set
standard is reached, the calculation can be completed [12].
,e basic principle is shown in Figure 1.

,e clustering form of split cluster is opposite to that of
agglomerative clustering, and its split form is top-down.
New clusters are obtained by repeatedly decomposing a data
set.

In hierarchical clustering, each cluster is classified by
evaluation criteria and usually by means of distance between
points and distance between class clusters [13]. ,e calcu-
lation formulas of the two methods are as follows.

2.1.1. Calculation Method of the Distance between Points.
If there are two n-dimensional vector data points A, B, A �

A1, A2, . . . , An􏼈 􏼉 and B � B1, B2, . . . , Bn􏼈 􏼉, then the distance
between the two points can be calculated by cosine simi-
larity, that is, to figure out the cosine value of the included
angle [14]. ,e calculation formula is as follows:

cosθ �
􏽐

n
i�1 Ai · Bi������

􏽐
n
i�1 A

2
i

􏽱 ������

􏽐
n
i�1 B

2
i

􏽱 . (1)

Euclidean distance can measure the absolute distance
between two vectors. ,e solution formula is as follows:

d(A, B) �

�����������

􏽘

n

i�1
Ai − Bi( 􏼁

2
.

􏽶
􏽴

(2)

2.1.2. Measuring the Distance between Class Clusters. At
present, clustering is mainly achieved by calculating the
distance between class clusters. ,e common method for

measuring the distance is to solve the minimum, maximum,
average value, and average distance of class clusters, which
are shown in formulas (3–6):

dmin ci, cj􏼐 􏼑 � min pi − pj

�����

�����, (3)

dmax ci, cj􏼐 􏼑 � max pi − pj

�����

�����. (4)

Here, (pi ∈ ci, pj ∈ cj).

dmean ci, cj􏼐 􏼑 � max mi − nj

�����

�����, (5)

where mi, nj and mi, nj are the centroids of ci, cj and ci, cj,
respectively.

davg ci, cj􏼐 􏼑 �
1

ninj

􏽘 􏽘 pi − pj

�����

�����, (6)

where (pi ∈ ci, pj ∈ cj), ni, nj, and ni, nj are the sample
numbers of class ci, cj and ci, cj, respectively.

2.2. Algorithm Improvement. ,e traditional hierarchical
clustering algorithm is simple, and the accuracy of distance
calculation is not high, which is easy to be interfered by
outliers in the class cluster. ,erefore, to better represent the
distance between clusters, avoid interference, and improve
the clustering effect, the ant colony optimization algorithm is
added to the agglomerative hierarchical algorithm. Based on
the pheromone characteristics of the ant colony optimiza-
tion algorithm, the optimal path is solved, so as to improve
the clustering accuracy and achieve global optimization [15].

2.2.1. Ant Colony Optimization Algorithm. ,e basic prin-
ciple of the ant colony optimization is global search, and it is
an intelligent optimization algorithm. Simulating real ant
behavior, the algorithm is constantly improved and opti-
mized to identify the direction through pheromone con-
centration, so as to find the optimal path and achieve global
optimization [16].

,e ant colony optimization algorithm can also be called
traveling salesman problem (TSP). If there are n cities, TSP
will implement the algorithm.

A

B

C

D

E

AB

CD

ABCD

ABCDE

Figure 1: Clustering principle of agglomerative hierarchical
clustering algorithm.
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(1) When the ant colony reaches n cities, ants will update
pheromones in the path, and the update formulas are
as follows:

τij(t + n) � ρ∗τij(t) + ΔτijΔτij

� 􏽘
m

k�1
Δτk

ij,

Δτk
ij �

Q

L􏽥k

,

(7)

where m represents the total number of ants and Q

represents the constant. ρ< 1, Lk is the distance
between two points; τij(t) represents the pheromone
on edge (i, j) at time t; Δτk

ij is the pheromone
quantity generated by ant k on edge (i, j) between
time t and t + n [17].

(2) ,e ant colony cannot return to the previous city
until it reaches n cities.

(3) ,e ant colony starts from a certain point, and the
probability of selecting the next target is

p
k
ij(t) �

τij(t)􏽨 􏽩
cc

ηij(t)􏽨 􏽩
β

􏽐 τij(t)􏽨 􏽩
cc

ηij(t)􏽨 􏽩
β j ∈ Tk, (8)

where Tk is the city that ants can choose; nij is the
heuristic information; α is the relative importance of
pheromone heuristic factor; and β is the relative
importance of heuristic information.

2.2.2. Agglomerative Hierarchical Clustering Algorithm Based
on the Ant Colony Optimization

(1) Standard Distance. Euclidean distance is used to figure
out the distance between two data points, and the solution
formula is as follows:

dij �

��������������������������

xi1 − xj1􏼐 􏼑
2

+ · · · + xim − xjm􏼐 􏼑
2

􏽲

,

xi � xi1, . . . , xim( 􏼁,

xj � xj1, . . . , xjm􏼐 􏼑,

(9)

where xi and xj represent two m-dimensional data points.
,e similarity can be measured by calculating the dis-

tance between two clusters, and the distance between
clusters can be calculated by the minimum distance formula
(3) in agglomerative hierarchical clustering.

(2) Objective Function. Objective function is set as the
clustering error square sum (suppose there are c clustering
centers after clustering is completed):

E � 􏽘
c

l�1
􏽘

xi∈cj

xi − cl
2
, cj �

1
mj

􏽘

mj

i�1
xi, (10)

where Cj represents the centroid, which is calculated by a
specific cluster j and mj represents the amount of data in the
cluster.

(3) Agglomerative Hierarchical Clustering Based on the Ant
Colony Optimization. ,e objective of this algorithm is to
find a shortest path in all the data to improve the clustering
efficiency and accuracy. Utilizing the ant optimization, ants
are taken as the research object, and food is taken as the
clustering center. ,e probability of ants searching food is
put into the clustering algorithm, and data are classified by
probability [18].

,ere are six steps improving algorithm, and the specific
steps are as follows.

It can be seen from Figure 2 that the process of im-
proving algorithm is mainly divided into six steps, which are
as follows:

(1) Initialize parameters, such as the number of ants m,
weight parameter α, and volatile factor ρ.

(2) Set an ant as m, calculate the distance and phero-
mone between data points, evaluate the transition
probability, and determine the merger probability
between data points and alternative points. ,e
merger probability formula is as follows:

p
m
ij �

τij􏼐 􏼑
a
μij􏼐 􏼑

β

􏽐l•N
m
l τil( 􏼁

a ηil( 􏼁
β J ∈ N

m
j ηij �
±
dil

, (11)

where dij is the distance between two data points; nij

is the distance-based heuristic information; and α
and β are weight parameters, which have a great
influence on pheromones [19].
If pm

ij ≥p0, xj merges with xi; otherwise, there is no
merger.

(3) Judge whether the number of ants k reaches the total
number of ants; if not, set k � k + 1, and go back to
Step (2) for calculation.

(4) After ants complete clustering, the clustering center
and pheromone will be updated, where the expres-
sion of clustering center is

cj �
1

mj

􏽘

mj

i�1
xi, (12)

where mj is the total amount of data points clas-
sified in cj.
In the process of optimization, the pheromone
concentrations in the paths passed by ant are dif-
ferent [20]. After clustering, ants’ pheromones will
constantly evaporate, and the evaporation formula
can be expressed as follows:

τij � (1 − ρ)τij, (13)
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where ρ represents pheromone evaporation rate.
When 0< ρ≤ 1, it can enable the algorithm to delete
long paths and avoid pheromone accumulation.
After completing evaporation, all ants will leave
pheromones again:

τij � τij + 􏽘
m

k�1
Δτk

j , (14)

where Δτk
ij represents the amount of information

from data xi to class cluster cj of the k th ant.

Δτk
ij �

1
d xi, cj􏼐 􏼑

. (15)

(5) Figure out the solution of objective function.
(6) Return to steps (2)–(4) until the minimum target is

calculated, and then the calculation can be
completed.

3. Model Construction

3.1. Design of the Alumni Recognition Model Based on Im-
proved Algorithm. ,ere are too much alumni information
on the Internet. ,e structure of the web page is complex,
and the data format is not standard, which means that it is
difficult to extract features of alumni information and fail to
accurately identify alumni information. ,erefore, an
alumni recognition model based on the improved ag-
glomerative hierarchical clustering algorithm is proposed,
which is shown in Figure 3. Firstly, alumni information is
collected and preprocessed. Secondly, text features are
extracted by embedding technology. Moreover, text repre-
sentation model and feature vector are constructed. Finally,
name disambiguation and alumni identification are carried
out. ,us alumni information analysis is realized.

As can be seen, alumni information identification pro-
cess is mainly divided into six steps, as follows:

(1) Classify the text data and name entity recognition
(2) Filter stop words and delete useless interjections,

modal particle, personal pronouns, and so on [21]
(3) Extract keywords and use TF-IDF algorithm to select

key information
(4) For text representation, use the word embedding tool

to complete the word embedding of keywords and
obtain the vectorization expression of keywords

(5) For text clustering, adopt cosine similarity calcula-
tion method to cluster document vector

(6) Analyze clustering results

3.2. Data Collection and Preprocessing. To perform the data
collection and preprocessing, the first step is to collect the
web page documents, and the original alumni data are
collected by using the Python programming of Baidu’s
search engine API. ,e second step is to specify a person’s
name as a search term for the web page retrieval; thus, the
web document is obtained and it is stored in a local folder.
,en, the web page file is processed by the Python pro-
gramming, and the web page information is extracted.
Furthermore, the text content is extracted by regular ex-
pression. ,e specific work includes tag attribute extraction,
tag filtering, and character filtering [22].

3.3. Text Feature Extraction. ,e python package pynlpir
based on mlpir natural language processing system of
Chinese Academy of Sciences is utilized to annotate text
sequences and complete text classification.

Start 

Initialize parameters, set the number 
of ants and the initial value of 

pheromones

For each ant, calculate the distance and 
pheromone between data points, 

calculate the transition probability, and 
determine which data point is merged 

with the selected point

k≥m

Complete the clustering of all ants, and 
calculate the value of objective function

Update pheromone matrix

Continue to iterate, get the optimal 
scheme, and find the minimum value of 

objective function

End

N

Y

Figure 2: Flow chart of improving algorithm.
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,e TF-IDF algorithm is used to extract keywords, each
information is named, and its entity is taken as the final text
keyword. ,e algorithm flow is in Figure 4.

,e TF-IDF algorithm is used to calculate word fre-
quency of text and inverse document frequency; thus, TF-
IDF value is obtained to measure the importance of words.
,e solution formula is as follows:

tf − idf � tf∗idf , (16)

where tf (text frequency) represents the occurrence fre-
quency of words in the document, and the solution formula
is as follows:

tf i,j �
nij

􏽐knk,j

, (17)

where nij is the number of occurrences of word i in doc-
ument j; 􏽐 k∩ k, j is the sum of occurrences of all words in
document j; and IDF (inverse document frequency) indi-
cates the rarity of the word in the document, namely, the
importance of the word. ,e expression is as follows:

idf i � lg
|D|

1 + j: ci ∈ dj􏽮 􏽯
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
. (18)

Here, |D| is the number of all documents in the corpus and􏼌􏼌􏼌􏼌􏼌􏼌 j: ci ∈ dj􏽮 􏽯

􏼌􏼌􏼌􏼌􏼌􏼌 is the number of documents containing word ci.
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Figure 3: Alumni recognition model based on improved agglomerative hierarchical clustering algorithm.
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3.4. Construction of Text Representation Model and Feature
Vector

3.4.1. Construction of Word2Vec Text Representation Model.
Before classifying text, it is necessary to select an appropriate
model to represent text. ,e quality of text representation
has a great influence on the text clustering result. However,
many text models are deficient in information and in-
complete, which leads to poor clustering effect in the later
stage.,erefore, word embeddingmodel is used to represent
text content, so as to improve the effect of text clustering.

Word embedding model improves text quality by trans-
forming text dimensions and filling inmissing information. On
this basis, Skip-gram, which has a good application effect at
present, is used to train model and generate word vector.

3.4.2. Construction of Text Feature Vector. ,e construction
process of text feature vector is shown in Figure 5. ,e first
step is to use trained Word2Vec model to generate word
vector. ,e second step is to find the average value of
keywords; thus, the text feature vector is obtained.

If there are n keywords in the text, the text representation
model d � c1, c2, . . . , cn􏼈 􏼉, and the word vector v(ci) can be
obtained by training. ,us, the feature vector expression of
document is

v(d) �
1
n

􏽘

n

i�1
v ci( 􏼁, (19)

where v(d) is the feature vector representation of a docu-
ment and v(ci) is the word vector of the i th feature word c,
namely, the average value of sum of the document vector
and all the keyword vectors.

,e personnel text feature vector to be disambiguated
and the text vector of alumni attribute in the knowledge base
can be obtained by the above model.

3.5. Name Disambiguation and Alumni Identification.
Using text feature vector, text is clustered based on the im-
proved agglomerative hierarchical clustering algorithm.
,rough clustering, people with the same name is distin-
guished, and the texts related to the same person are divided
into the same category, which achieves name disambiguation.
,en, the knowledge base information is used to assist iden-
tification to find the class cluster to which a specific person
belongs, so as to realize the information identification of specific
person. ,e disambiguation process is shown in Figure 6.

,e improved condensed hierarchical clustering algo-
rithm proposed in this paper is utilized to cluster text in-
formation, and the central point of each cluster is figured out.
,e calculation formula is shown in formula (22) [23–27]:

v Ci( 􏼁 �
1
m

􏽘

m

j�1
v(d)j, (20)

where v(Ci) represents the feature vector of the center point
of the Ci th class cluster; m represents the number of data
points in class cluster Ci; and v(d)j represents the feature
vector of the j th data point.

Comparing the similarity between the feature vector of
center point of the class cluster and the feature vector of
target personnel information constructed based on the
knowledge base and if the similarity is greater than threshold
value, the target personnel class cluster can be obtained,
namely, relevant web page text information of the target
person.

4. Experimental Results and Analysis

4.1. Experimental Data. To verify the effectiveness of the
improved method, there are 8000 text corpus about sports,
government, commerce, culture and scientific research
obtained from the Python web crawler as experimental data,
and the data set D1 and D2 of alumni with the same name
are divided into 5000 training sets and 3000 testing sets.

4.2. Experimental Environment and Parameter Setting. To
obtain better experimental results, the experimental pro-
cessor is the 9th generation of Intel core i5, and the operating
system is windows 64-bit. In addition, cas NLPIR word
segmentation system and python language are adopted in
the experiment.

,e parameter value setting of the algorithm is shown in
Table 1.

4.3. Evaluation Indicators. To evaluate the experiment more
objectively, accuracy, recall rate, and F1 value are adopted as
evaluation indicators. ,e accuracy is the ratio of correct
number to total number, and the recall rate is the ratio of
correct number to real number of texts. ,e expression of
accuracy and recall rate is as follows:

Text content of 
document

Keywords Name entity

Document keywords

TF - IDF algorithm Name entity 
recognition

Merge

Figure 4: Keyword extraction process.

Keywords 

Trained 
Word2vec 

model Keywords 
vector

Text feature 
vector

Calculate 
average 
vector

Figure 5: Construction process of text feature vector.
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precision �
a

a + b
, (21)

recall �
a

a + c
, (22)

where precision represents accuracy; recall stands for recall
rate; a is the number of text correctly identified by algorithm;
b is the number of text incorrectly identified by algorithm;
and c is the number of text belonging to a certain category
that algorithm does not recognize.

F1 value is the comprehensive analysis standard of the
clustering algorithm. ,e higher the value of F1 is, the better
the clustering effect of algorithm is. Formula of F1 value is as
follows:

F1 � 2 ×
precision × recall

(precision + recall)
. (23)

4.4. Improved Algorithm. To test the effectiveness of the
proposed improved algorithm, the experiment compares the
algorithm before and after improvement with the K-means
algorithm. ,e experimental results are shown in Table 2.

It can be seen from Table 2 that the accuracy of the
improved algorithm is 84.2% and 85.6% in D1 and D2 data
sets, respectively, which is higher compared to the accuracy
of the algorithm before improved and the traditional

clustering algorithm, which indicates that the improved
algorithm proposed in the paper is effective.

To test the performance of the improved algorithm, the
comparison curves of accuracy, recall rate, and F1 value of
the three algorithms are as follows.

As can be seen from Figure 7, the highest accuracy of the
improved algorithm is 89% and the average rate is 86.4%,
which are higher compared to those of the other two al-
gorithms by 3.8% and 4.5% respectively, which means that
adding the ant colony optimization algorithm can improve
the clustering accuracy.

As can be seen from Figures 8 and 9, the highest recall
rate of the improved algorithm is 89% and the average rate is
86.5%, which are 3% and 3.5% higher compared to those of
the other two algorithms. ,e F1 value of the improved
algorithm is as high as 88% and as low as 86%, which is
obviously higher compared to that of the other two algo-
rithms. ,us, the improved algorithm has better effect on
text classification and better algorithm performance.

4.5. Alumni Recognition Model Based on the Improved
Algorithm. To verify the validity of the constructed alumni
information recognition and analysis model, there are 5
alumni information selected from the above data set for
experimental verification. ,e Word2Vec tool is adopted to
train word vector, and the hyperparameter settings of the
model during training are in Table 3.

After name disambiguation and recognition are per-
formed by the alumni information recognition model, the
statistical results obtained are shown in Table 4.

As can be seen from Table 4, using this model to
identify and classify 5 alumni, alumni with the same name
is accurately distinguished, name disambiguation is re-
alized, and the class cluster of 5 alumni is also accurately

Text feature vector

Clustering results

Improved agglomerative 
hierarchical clustering 

algorithm

Calculate all kinds of class 
cluster center point text vectors

Knowledge base text vector

Similarity comparison
There is no specific 
personnel relevant 

class cluster

There is specific personnel 
relevant class cluster

Knowledge base 
text vector

Y

N

Figure 6: Name disambiguation process.

Table 1: Experimental parameter setting.

Parameter Parameter value
Number of ants m� 7
Pheromone volatile factor p� 0.8
Weight parameters ɑ� β� 0.5
Merger probability P0 � 0.6
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Table 2: Comparison results of the accuracy of the three algorithms.

Data set Number of samples Agglomerative hierarchical clustering [28] (%) K-means (%) ,e proposed algorithm (%)
D1 4000 76.3 79.4 84.2
D2 4000 78.7 80.1 85.6
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Figure 7: Algorithm accuracy.
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Figure 8: Recall rate of algorithm.
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located. ,us, alumni information identification is real-
ized, which shows that the constructed recognition model
is feasible.

5. Conclusion

,e proposed ant colony optimization clustering algorithm
can achieve accurate clustering of alumni information, and
the clustering effect is good. Moreover, the constructed
model can disambiguate alumni name information and
improve the accuracy of alumni information identification.
,e results show that the improved agglomerative hierar-
chical clustering algorithm has higher recognition accuracy,
recall rate, and F1 value compared to traditional agglom-
erative hierarchical clustering algorithm and K-means al-
gorithm. ,e corresponding average rates are 86.4%, 86.5%,
and 87%, which shows that adding the ant colony algorithm
into traditional agglomerative hierarchical clustering algo-
rithm can figure out the optimal solution. Applying the
modified algorithm to the alumni analysis model can further
improve the recognition accuracy and clustering effect,
which makes the model be extended and applied in the field
of alumni analysis. ,e contribution of this study is to
improve hierarchical clustering by using the ant colony
algorithm; thus, the accuracy of massive data classification is
improved. ,is method is applied to the analysis of alumni
information, which provides a reference for the extension of
informatization in various fields.

However, due to the lack of experimental conditions and
research experience, there are still certain limitations. ,e
future research is to improve the execution efficiency of the
improved hierarchical clustering algorithm, so as to com-
plete text data clustering and analysis in a shorter time.
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�e design of shed-tunnel structure in the con�ned environment can help to avoid the safety of passing vehicles and pedestrians
from being threatened by the impact of upper rockfall in highway, railway, and other rockfall disaster protection engineering. Due
to the limitation of the space environment, it is necessary to optimize the shed-tunnel structure to provide enough space for
passing vehicles and pedestrians. In this study, a case study was made on the passing shed tunnel of Badong Juebitianhe
Revolutionary Education Base. First, the theoretical calculation of rockfall impact force was compared and optimized. �en, the
optimization scheme of “column+ anchor bolt + bu�er layer” was proposed based on the commonly used shed-tunnel form and
was veri�ed by ABAQUS numerical simulation. �e performance of the optimized shed-tunnel structure is greatly improved in
terms of the space utilization rate of shed tunnel and the impact resistance of rockfall.

1. Introduction

Con�ned environment refers to the environment with
limited space. In the theory system of geological disaster
prevention and control, con�ned environment is mainly
manifested by high and steep slope in the inner side and
gully cli� in the outer side of the mountain road with limited
passage width. Under the impact of natural factors, the inner
slope is prone to collapse and rockfall disaster, especially the
high and steep rock slopes with sparse vegetation and de-
veloped rock �ssures. A�ected by rainfall and dead weight,
such slops tend to form negative terrain such as local
inverted ridge and cause rockfall disaster, which seriously
a�ect road passage and vehicle and pedestrian safety.

Shed-tunnel structure protection is commonly used for
preventing dangerous rock collapse in such geological en-
vironments. New structural forms such as frame shed

tunnel, skew joist shed tunnel, and all-steel shed tunnel are
often adopted at tunnel entrances [1]. To a certain extent, the
shed-tunnel structure solves the di�culties brought by bad
geological problems to railway construction. Yang et al. [2]
proposed a new type of �exible shed tunnel, which achieved
bu�er energy dissipation by �exible using the energy-dis-
sipating structure formed by �exible metal mesh and spring
struts to replace the sand-gravel cushion laid at the top of the
traditional reinforced concrete shed tunnel. Jiang et al. [3]
conducted a related study by establishing two simulation
models of frame portal shed tunnel through the ANSYS/LS-
DYNA �nite element software. �e research results show
that the impact resistance of the shed tunnel can be im-
proved to some extent by changing the structure roof angle.
Based on the numerical simulation on the impact process of
rockfall using a dynamic �nite element, Wu et al. [4] ob-
tained the dynamic and mechanical responses of the
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structure under different impact angles of rockfall and
concluded that the deflection deformation of the roof plate
and the roof beam of the shed tunnel presented a quadratic
parabolic shape. According to the comparative analysis of
experiments of ordinary support shed tunnel and energy
dissipation support shed tunnel, Bertrand et al. [5] con-
cluded that the energy dissipation support made of mild steel
could improve the bearing performance of the shed tunnel.
In addition, Delhomme et al. [6] replaced the sand-gravel
cushion by adding structurally dissipating rock-sheds (SDR)
at the support of concrete shed tunnel to absorb rockfall
impact energy and studied its dynamic behavior by scale test.
In addition, many scholars have conducted a lot of theo-
retical analyses on the numerical simulation of shed tunnel.
For example, Labiouse et al. [7] summarized the empirical
algorithm of rockfall impact force by combining it with the
field rockfall impact test. Yang and Guan [8] studied the
factors affecting the impact force by using a hammer impact
buffer layer through an indoor model test and proposed
relevant formulas for rockfall impact calculation. Pichler
et al. [9] studied the impact characteristics of rockfall by
using a numerical simulation method and combining it with
the pipeline protection structure in sandy cobble stratum.

-e traditional shed tunnel can ensure the safety of
management engineering in a confined environment, but it
can not meet the requirements in terms of economic cost
and impact resistance. -erefore, it is necessary to optimize
the shed-tunnel structure. With the shed tunnel of Badong
Juebitianhe Revolutionary Education Base, as an example,
first of all, the rockfall impact theory calculation methods of
confined environment were compared, and the traditional
methods were optimized. Second, based on the optimal
impact theory, the optimized shed-tunnel structure was put
forward. Next, numerical simulation was conducted on the
stress and displacement in the different parts (beams and
columns) of the optimized shed tunnel through the ABA-
QUS software.

2. Comparison andOptimization of Theoretical
Calculation of Rockfall Impact Force in a
Confined Environment

Few people pass through a confined environment. Besides,
there are mostly steep cliffs in the mountain area, resulting
in a low safety index. -e shed-tunnel structure mainly
needs to bear the external load of the impact load of
rockfall. -us, the calculation of the impact force of
rockfall can provide a basis for the practical engineering
prevention and control.

-e existing impact force algorithms include the sub-
grade code method, tunnel manual method, Yang Qixin
method, Japanese road authority method, Swiss method, Ye
Qiqiao method, and Xiang Xin method. -e following as-
sumptions were made before comparing these methods:

(1) Rockfall was assumed to be a homogeneous sphere.
Besides, both the fragmentation of rockfall and the
splashing of buffer soil were ignored in the impact
process.

(2) -e rockfall height group setting is as follows: 15m,
30m, 45m, 60m, and 75m.

2.1. Introduction to Existing Calculation Methods. -e dif-
ferent calculation methods and formulas are summarized in
Table 1.

-e following results were obtained according to the
comparison of different calculation methods of impact force:
with the increase of rockfall radius, the impact force cal-
culated by all methods kept increasing trend. To be specific,
the impact force calculated by the Xiang Xin method had the
fastest increase and the largest calculated impact force,
followed by the Japanese road authority method and the
Swiss method; the impact force calculated by the tunnel
manual method had the slowest increase and the least
calculated impact force. With the increase of the height of
free fall, however, the difference between the methods be-
came larger and larger.

2.2. Comparison of Each Method with Simulation Results.
According to the comparison and analysis of the impact
force of rockfall with an equivalent radius of 0.2–0.5m
falling from a height of 20–100m, it was concluded that the
simulated values were close to those calculated by the Xiang
Xin method and Japanese road authority method. -e de-
viations between the simulated values and the values cal-
culated by the above two methods were 1.9% and 20.62%,
respectively, when the equivalent radius of rockfall was 0.2m
and the height of rockfall was 100m. With the increase of
rockfall mass and falling height, however, the simulated
values gradually approached the values calculated by the
Xiangxin method. -e deviation between the simulated
values and the values calculated by above two methods was
−1.85% and 40.67%, respectively when the equivalent radius
of rockfall was 0.5m and the falling height was 100m. -e
impact force calculated by the Xiangxin method was the
closest to the simulated value, and the deviations were all
within 10%. However, the amplification coefficient of the
impact force in this method needed to be improved because
of the large mass and height of rockfall in a confined
environment.

2.3. Advantages and Disadvantages of Each Method.
Among the above methods, the value obtained by the tunnel
manual method was the minimum. -e effect of gravity in
the process of rockfall was not considered; the rockfall did
not rebound after the regulated impact; the impact duration
obtained by this method was too long. Hence, the values
obtained were smaller. Some experiments proved that the
impact duration of rockfall generally did not exceed 0.14 s. In
fact, the value obtained by this method was the average value
of the impact process, rather than the maximum impact
force.

Similarly, the value obtained by Yang Qixin was also the
average value in the process of rockfall impact, rather than
the maximum impact force. In addition, the effect of gravity
in the process of rockfall was not considered, so the impact

2 Mathematical Problems in Engineering



force calculated by this method was still smaller, being
similar to the value obtained by the tunnel manual method.

According to the functional principle, the value obtained
by the subgrade code method was actually also the average
impact force and was smaller. Its calculation result was close
to that of Yang Qixin and could not reflect the changing
relationship between rockfall and the thickness of buffer
layer.

As for the Japan Road community method and Swit-
zerlandmethod, the empirical formula was established based
on a field test. -e calculation result was the maximum
impact, and it was more in line with the engineering practice.
-e value obtained by the Japan Road community method
was larger. -e two methods were different in terms of the
selection of lame constant and deformation modulus, but
they did not consider the effect of buffer layer thickness of
rockfall impact.

Based on the theory of energy conservation and foun-
dation bearing capacity, the Xiang Xin method calculated
the reaction force of buffer layer, so the impact force ob-
tained was the maximum, being the calculated maximum
value among the above methods. It was more consistent with
the actual rockfall engineering of free-falling body, but it was
highly sensitive to rockfall.

-erefore, the Xiang Xin method was the most suitable
for the calculation of rockfall impact force in a confined
environment, and it is reasonable and feasible to optimize
the shed-tunnel structure by using the Xiang Xin method as
the calculation method of rockfall impact force in a confined
environment.

3. The Design Optimization of Shed-Tunnel
Structure Based on Optimization Impact
Force Theory

3.1. Shed-Tunnel Structure Type. -e design of shed tunnel
needs to be considered for mountainous areas where most

geological disasters occur, so the classification of shed tunnel
in mountainous areas is of great significance [11]. Shed tunnel
has various structure forms, which is mainly composed of five
parts, namely, outer support structure, inner wall, roof,
transverse connection at the bottom, and the outer founda-
tion [12]. To be specific, the outer supporting structure is in
the form of straight column, inclined column, cantilever, wall
type, and arch beam; the inner wall is in the form of retaining
wall and curved arch; the roof is in the form of flat plate and
curved arch; the outer foundation structure is in the form of
independent foundation, strip foundation, pile foundation,
and underground continuous wall.

3.2. Optimization of Shed-Tunnel Structure. Shed tunnel can
help to avoid endangering the lives of passing vehicles and
pedestrians. Due to the limitation of the space environment,
however, it is necessary to optimize the structure form of the
shed tunnel. In the study, by comparing with the traditional
shed-tunnel structure, the shed tunnel was optimized from
the aspects of structure shape, connection mode of the shed
tunnel and the rock mass, and the buffer layer material of the
roof board to improve the utilization rate of space while
satisfying the structural performance.

-erefore, based on the comparison with the ordinary
shed-tunnel structure described in Section 3.1, the following
optimization measures were proposed for shed-tunnel
structure:

(1) Shed tunnel has more strict requirements for con-
crete material. -us, the rock mass was replaced by
shed-tunnel stress components; the original internal
and external pillars as the main stress components
were replaced by only lateral pillars. Besides, the
inner pillars were removed and replaced by the slope
rock mass and anchor bolt.

(2) According to the study of LuoWenjun and Cao [13],
the vibration isolation effect of the barrier filled with
tire debris was optimal within the frequency band of

Table 1: Different calculation methods and formulas.

Calculation method Calculation formula
Subgrade code
method P � P(Z)F � 2yZ[2 tan4(45° + (ϕ/2)) − 1]F, where Z � VR

���������
(Q/2gcF)

􏽰
×

�����������������������
(1/2 tan4(45° + (ϕ/2)) − 1)

􏽰

Tunnel manual
method

p � (Qv0/gt)

t � (2h/c)

c �
������������������������
1 − μ/(1 + μ)(1 − 2μ) × (E/ρ)

􏽰

⎧⎪⎨

⎪⎩

Yang Qixin method
p � ζmamax
a �

�������
(2gh/t)

􏽰

t � ((1/100)(0.097mg + 2.2h + 0.045/H + 1.2))

⎧⎪⎨

⎪⎩

Xiang Xin method
[10]

F � 3.2377(l × c × Nc)(1/3)(mgH)(2/3), Nc � 1.8(Nq − 1)tanϕ, Nq � tan2(45° + (ϕ/2))extanϕ,
Fmax � 7.412(l × c × Nc)(1/3)(mgH)(2/3)

Note. In the formula of the existing calculation method, P denotes the impact force of falling rock, (kN); P(Z) denotes the unit resistance of rockfall impact on
the buffer layer (kPa); VR denotes the impact velocity (m/s) when rockfall contacts the buffer soil layer;Φ denotes the density of the layer (kN/m3); g denotes
the acceleration of gravity (m/s2); and F denotes the cross-sectional area of the equivalent sphere of rockfall (m2).
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1–10Hz and 15–25Hz. -erefore, abandoned tires
were used to provide the buffer energy dissipation
effect of rockfall for the buffer soil layer of the shed
tunnel.

-e optimized shed-tunnel structure model is shown in
Figure 1.

Figure 1 shows a three-dimensional schematic diagram
of an optimized shed-tunnel structure. In the figure, the
main stressed components of the shed tunnel are the roof
plate and column. -e overall enhancement inside is
achieved by embedding the shed-tunnel with the rock slope
body by anchor rods.

-e section drawings of shed-tunnel structure before and
after optimization are shown in Figures 2 and 3:

-e comparison of shed tunnel before and after opti-
mization is listed in Table 2.

4. Engineering Cases

In this study, the optimization scheme of the traditional
shed tunnel was explained by taking the shed-tunnel
design of the geological disaster spot of Juebitianhe in
Juebitianhe an example. Juebitianhe Revolutionary Edu-
cation Base is located in Qingtaiping Town and Shuibuya
Town, Badong County. -ere are a certain number of
disaster spots along the base. Any instability will affect the
normal operation of irrigation canals, drinking water, and
irrigation for tens of thousands of people in Badong and
Changyang counties. Besides, it will affect the lives and
property safety of more than 200 households below the
canal. In addition, it will pose a serious threat to the life
safety of students, party cadres, and tourists who come
here to carry out party day activities.

-e destroying modes of the dangerous rock mass in the
rocky slope were dominated by falling type and dumping
type. Moreover, lithologic was hard limestone rock mass.

-erefore, the ordinary shed-tunnel structure was optimized
as follows: the inter side and rock mass were built-in into an
organic whole through an anchoring bolt; as the contact of
the shed-tunnel structure, the outer side held the stress
passed to the pillar from the top of the shed tunnel through
the pile foundation. -e engineering geology section is
shown in Figure 4, and the elevation layout of the engi-
neering is shown in Figure 5.
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Figure 2: Section of portal anchoring shed tunnel.
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Figure 3: Section of portal wall shed tunnel.

Figure 1: -ree-dimensional schematic diagram of portal an-
choring shed tunnel.
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Stratigraphic lithology of Badong Juebitianhe Revolu-
tionary Education Base is listed in Table 3.

-e mountain terrain in the Juebitianhe area has a large
slope, generally reaching 60°–80°, and most of them are steep
cliffs, which provide good space conditions for the formation
of dangerous rock masses. -e dangerous rock mass is
composed of thin layer and middle layer of limestone with
hard brittle lithology, which provides a material source for
the formation of dangerous rock mass. -e rock mass

fractures are complexly developed and are dominated by
steeply inclined fractures, and they can deform and expand
under gravity unloading. Besides, the weathering of rock
mass, the infiltration of fissure water, and the wedging of plant
roots can quicken the collapse and deformation of dangerous
rock mass. -e space is limited in the construction process.
-e traditional shed tunnel was optimized by the optimiza-
tion scheme proposed in this study. -e optimized shed
tunnel not only facilitated the construction but also took into
account the requirements of the confined construction site
under the actual environmental conditions.

4.1. Contrastive Analysis of Stress. -e portal wall shed-
tunnel structure was taken as an example before the
optimization. -e optimization model in this study used
ABAQUS as simulation software, and the material con-
stitutive model was mainly based on the actual optimi-
zation model. -e physical parameters of the management
project in Enshi, Hubei province, are calculated and
simulated, as listed in Table 4. -e stress nephogram is
shown in Figure 6.

-e portal anchoring shed-tunnel structure is taken as an
example after the optimization, with the stress nephogram,
as shown in Figure 7.

Based on the comparison and analysis of Figures 6 and 7,
it was found that the external force on the joints between
columns and beams of the portal wall shed tunnel was much
greater than that of the portal anchoring shed tunnel.

According to the equivalent stress nephogram, the unit
stress curves of the key parts of the jack stringer of the shed
tunnels could be obtained, as shown in Figures 8 and 9.

Based on the comparison and analysis of Figures 8 and 9,
it was found that the peak value of unit stress in the key
position of the jack stringer of the anchoring shed tunnel and
the unit stress value after the structure was stabilized were
lower than the corresponding position of the wall shed
tunnel.

According to the equivalent stress nephogram, the
unit stress curves of the key parts of the center pillars of
the shed tunnels could be obtained, as shown in Figures 10
and 11.

As seen from the comparison and analysis of Figures 10
and 11, the peak value of unit stress in the key position of the
center pillars of the anchoring shed-tunnel and the unit
stress value after the structure was stabilized were lower than
those at the corresponding positions of wall shed-tunnel.

In conclusion, the stress values of the key parts of the jack
stringer and center pillars of the anchoring shed tunnel were
smaller than those of the corresponding positions of the wall

Table 2: Comparison of shed tunnel before and after optimization.

Contrast factor Before optimization After optimization Optimization results
Available volume of space 5.05m3 6.313m3 Being improved by 25%
Useable volume of concrete 6.375m3 5.025m3 Economic returns increased significantly
Peak value of impact force on the roof 5.7N/mm2 2.8N/mm2 Being improved by 50%
Note. -e extension length of the shed tunnel is 1m.
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Figure 4: Section of engineering geology.
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Figure 5: Elevation layout of the engineering.

Mathematical Problems in Engineering 5



Table 3: -e stratigraphic lithology of Badong Juebitianhe revolutionary education base.

Formation Distribution location and material composition

Q4

Quaternary colluvial deposits
(Q4

col + dl)

It is distributed below the cliff Tianhe channel of the exploration route of Shuibuya Section of
the exploration line, with an uneven thickness of generally 3–5m. It is mainly composed of

collapsed stones with diameters of generally 0.5–1m and 1.8m at most.

Quaternary artificial accumulation
layer (Q4

ml)

It is distributed below the precipitous Tianhe channel of the exploration route from
Sanlicheng to Baishuoping Section. -e main material composition is gravel soil, with the
soil-rock ratio of 7 : 3, presenting a loose to slightly dense state, with a distribution thickness

of 1–3m.

Quaternary landslide deposits
(Q4

del)

It is distributed in the exploration route from Shuiliuping Section to Baishuoping Section,
that is, the large landslide, which is composed of gravel soil, with the content of about 40%–
50%; gravel components are limestone, with the diameter of generally 5 cm–30 cm and about
1m at most; the soil has a high content of yellowish-brown clay particles. -e accumulation

layer has an average thickness of 4m, and a total volume of about 3.2×104m3.

Bed
rock

Lower triassic daye formation
(T1d)

-e lithology of the stratum is a thin layer and medium-thick layer limestone, with the
stratum occurrence of 135–240°∠4–15°, serious surface weathering, and local small-scale

falling. Rock mass and slope form tangential slope and reverse slope structure.

Table 4: Physical parameter values of materials.

Density ρ (kg/m3) Elasticity modulus E (Mpa) Poisson’s ratio μ Cohesion c (kPa) Friction angle φ (°)
7850 200000 0.3

20 252500 5000 0.24
1850 35 0.35
2500 30000 0.2
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U, Magnitude
(Average: 75%)
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Figure 6: Equivalent stress nephogram of portal wall shed-tunnel structure.
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Figure 7: Equivalent stress nephogram of portal anchoring shed-tunnel structure.
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shed tunnel. -us, the anchoring shed tunnel was more
suitable in confined environment.

4.2. Comparative Analysis of Displacement. -e displace-
ment of portal shed tunnel was analyzed. -e displacement
nephograms of portal wall shed tunnel and portal anchoring
shed tunnel were obtained, as shown in Figures 12 and 13.

-e portal wall shed-tunnel structure was the shed-
tunnel structure before optimization. Based on the analysis
of the displacement variation of the maximum displacement
nephograms of the portal wall shed-tunnel structure, it was
found that the beam-column joints of the portal wall shed
tunnel had obvious displacement variation under the action
of the great external force. Based on the analysis of the

maximum displacement nephograms of the portal an-
choring shed-tunnel structure in Figure 13, it was found that
the beam-column joints of the optimized shed tunnel re-
ceived relatively small external forces under the same
position.

-e structure displacement first occurred at the center of
the roof plate of the shed-tunnel just below the rockfall and
the middle position of the jack stringer when the rockfall
initially contacted with the cushion. With the gradual
contact between rockfall and cushion, the displacement
range gradually expanded to the jack stringer and the center
pillar, and the maximum displacement of the roof extended
to the inside. When the rockfall movement stopped and the
structure tended to be stable, the maximum displacement
occurred in the center pillar and the jack stringer. -e
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Figure 8: -e unit stress curves of the key parts of the jack stringer
of the portal wall shed tunnel.
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Figure 9: -e unit stress curves of the key parts of the jack stringer
of the portal anchoring shed tunnel.
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displacement boundary was relatively clear, and the maxi-
mum displacement also occurred at the structure stress
concentration.

-e diachronic curves of the maximum displacement of
the jack stringer of the portal anchoring shed tunnel and
portal wall shed tunnel are shown in Figure 14.

As shown in Figure 14, the maximum displacement of
the jack stringer of the wall shed tunnel was significantly
greater than that of the anchoring shed tunnel. Based on the
comparison of the maximum displacement values of rep-
resentative units in the key parts of the structure, such as the
jack stringer, roof plate, and interior stringer, it could be
concluded that the anchoring shed tunnel was more suitable
for a confined environment than the wall shed tunnel under
the same conditions.

5. Conclusion

In this study, the optimization of shed-tunnel structure in a
confined environment is studied, and the following con-
clusions are drawn:

(1) -rough comparative analysis of traditional impact
force calculation methods, the Xiang Xin method is
most suitable for the calculation of rockfall impact
force in a confined environment.

(2) -e optimization of the shed tunnel increases the
space utilization rate, reduces the cost, and greatly
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improves the impact resistance of rockfall. -e re-
sults provide a reference for similar shed-tunnel
management.

(3) -e shed-tunnel design still can be further optimized
for Juebitianhe geological disaster site in Enshi. If
there are difficulties in the actual construction
process, then the potential safety threats in the
construction process still exist. Because the main
force falls on the column, high requirements are
proposed for the concrete used by the column. In the
later stage, the model can also optimize the shed-
tunnel structure by changing the bending moment,
shear force, and energy.
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Aerobic exercise is the predecessor of aerobics. Aerobics is a kind of young and energetic sports, although it is only is popular in
recent years, but because of its strong ornamental, very beautiful, so many people like it. Now, the characteristic of sports de-
velopment is to integrate competitive sports into schools, and the establishment of high-level sports teams in Chinese colleges and
universities is the need of the current development trend and adapts to the trend of the times. Many colleges and universities have
invested a lot of time, money, and energy. It is to set up a high-level sports team. It has provided great help to physical education and
athletes. �erefore, it is very bene�cial to the sustainable development of aerobics of high-level sports teams in colleges and
universities to compare, analyze, and study the aerobic training methods of high-level sports teams in colleges and universities, and
�nd out the existing problems in current training, correct them in time, and �nd out more suitable training methods.

1. Introduction

An opponent is established for the deep learning system
applied to image object recognition, and the system pa-
rameters are used to �nd the minimum disturbance of the
input image so that the system can misclassify with high
con�dence. We use this method to construct and deploy an
opponent of a deep learning system applied to music content
analysis. We �nd that the convolution architecture is more
robust than the majority vote system based on a single
classi�ed audio frame [1]. Large-scale gene expression pro-
�les have been widely used to describe the response of cells to
various disease conditions, genetic interference, and so on.
Although the cost of genome-wide expression pro�les has
been steadily decreasing, it is still very expensive to generate a
compilation of expression pro�les on thousands of samples.
Deep learning is still better than linear regression with a
relative improvement of 6.57% and achieves lower error on
81.31% of target genes [2]. �e emergence of electronic
medical records with large electronic image databases and the
progress of deep neural networks with machine learning
provide unique opportunities to achieve milestones in

automated image analysis. As a new image classi�cation
technology, deep learning technology has high classi�cation
accuracy and e�ectiveness [3]. A long-termmemory network
is the most advanced technology for sequence learning. �ey
are not often applied to �nancial time-series forecasting, but
they are essentially suitable for this �eld. We �nd that the
daily return rate of the LSTM network is 0.46%, and the
Sharpe ratio before transaction cost is 5.8, which is superior
to memoryless classi�cation methods, namely, random
forest, deep neural network, and logistic regression classi�er
[4]. We propose a consistency-aware depth learning (CADL)
framework for personnel rerecognition in camera networks.
Under the framework of deep learning, we use this consis-
tency perception information to automatically learn feature
representation and image matching under certain consis-
tency constraints. Experimental results show that the per-
formance of this method is greatly improved, which is much
better than the existing methods [5]. A new scalable training
method for deep learning machines is proposed, which
utilizes data parallelism through incremental block training
and intrablock parallel optimization, and stabilizes the
learning process through block model update �ltering.
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Compared with the traditional random gradient descent
training based on a small batch on a single GPU, we have
achieved linear acceleration of 16 GPUs on the LSTM task
and 64 GPUs on the DNN task, and the recognition accuracy
has not decreased or improved [6]. Defect prediction is a very
interesting topic, especially at the change level. Deep learning
is a research hotspot in the field of machine learning.
Whether deep learning can be used to improve the perfor-
mance of just-in-time defect prediction has not been studied.
*e experimental results show that in 4 of the 6 items, this is
statistically significantly higher than Yang et al.’s method [7].
*e practical success of deep neural networks has not
matched the theoretical progress of satisfactorily explaining
their behavior. In this study, the information bottleneck
theory of deep learning is studied. By combining the analysis
results with the simulation results, we prove that the in-
formation plane trajectory is mainly a function of neural
nonlinearity [8]. Finding the parameters that minimize the
loss function is the core of many machine learning methods.
*e random gradient descent algorithm is widely used and
provides the most advanced results for many problems [8].
Nowadays, many diseases are gradually becoming younger,
and stroke is one of them.*is study found that aerobics can
assist in the treatment of stroke [9]. Aerobics can make
people’s joints and muscles get good exercise, thus reducing
symptoms such as joint sprain and muscle strain. *is study
found that aerobics is a means to improve the important
system of the body and improve the efficiency of the body
system through physical exercise [10]. *is study found that
aerobics can reduce overweight and adipose tissue, coordi-
nate human limbs, and strengthen explosive force and
flexibility [11]. Because aerobics has many benefits to people’s
health, people like this sport more and more. It can cultivate
students’ innovative abilities, so it is necessary to improve
teachers’ professional skills in the teaching process [12]. *is
study uses imagery training to improve the teaching method
of aerobics.*e research shows that this method can improve
our understanding of aerobics and adjust our emotions [13].
In this study, yoga, aerobics, and aerobics combined with
yoga training are divided into groups. *e analysis results
show that the fitness effect of yoga and aerobics on women is
better than that of single training [14].

2. An Analysis of the Problems Existing in the
Traditional Aerobics Teaching Mode

2.1. Action Name Confusion. Under the traditional aerobics
teaching, students learn to cope with examinations, which is
very common. At the end of the assessment, the actions are
forgotten. After the course, 90% of the students cannot
answer the terms, basic action names, and action methods of
aerobics. Even in the process of learning, it will be found that
the focus of contact with this subject is on the imitation
learning and memory of complete sets of movements, ig-
noring the repeated practice and memory of basic move-
ments, resulting in poor standardization of the final
complete sets of movements. For example, kicking and
bouncing are indistinguishable, word step and man step are
indistinguishable, and the transition from low-impact step

to high-impact step-bouncing kick and bouncing kick jump,
leg sucking, and leg sucking jump are indistinguishable,
which are caused by unclear basic action concepts, unclear
action names, or confusion, which will not be conducive to
subsequent learning and memory.

2.2. Poor Standardization of Movements. One of the most
basic elements of aerobics is that the movements should be
elastic, due to lack of practice and poor coordination of limbs.
For example, when sucking legs in the last step, the thighs are
uneven, the toes are hooked, and the crotch is swung forward.
In the “V” step, the center of gravity fluctuates too much,
wraps the legs outward, and swings the hip joints in turn.
*ese are the problems caused by unclear action essentials.
*erefore, the essentials and norms of basic movements
should be the focus of learning at the beginning, instead of
rushing to remember the sequence of complete sets of
movements.

2.3. Insufficient Movement Practice. In the process of stu-
dents’ learning, you will find that some students’ poor
movement quality is due to the lack of exercise, which leads to
poor physical coordination. After a month’s class with the
same teacher and the same basic movement trainingmethods,
it is finally found that the coordination and standardization of
students’ movements improved by the main items are better
than those of students in general classes, no matter which set
of exercises. *erefore, the number of exercises is the decisive
factor to change the coordination of movements, that is, the
so-called quantitative change causes qualitative change. In
addition, the quality of flexibility is congenital, but there is a
lot of room for change the day after tomorrow. In the learning
process of basic movements, continuous and special training
for the completion of movements will greatly improve and
enhance the standardization of movements. For example,
lifting and side lifting are the worst standardized movements
for beginners, and it is difficult to get in place at once.
However, after repeated targeted positioning control exer-
cises, increasing muscle memory, and shoulder joint flexi-
bility exercises, these movements, especially lifting
movements, have been greatly improved.

3. Collaborative Filtering Algorithm

*e collaborative filtering algorithm, as the most practical
and popular recommendation algorithm at present, makes
use of the collaborative wisdom among users to make
recommendation judgments. Generally speaking, collabo-
rative filtering algorithms are divided into two ways: nearest
neighbor-based collaborative filtering and model-based
collaborative filtering.

3.1. Collaborative Filtering Algorithm Based on Nearest
Neighbor. *e basic idea of the nearest neighbor-based
collaborative filtering algorithm is as follows: in order to
recommend the potentially interesting content to a specific
user, first, other users with some similar characteristics are
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found, and based on the content objects that similar users are
interested in, the content objects are pushed to specific users.
*erefore, the nearest neighbor-based collaborative filtering
algorithmmainly includes twomain steps: (1) to find the user
set similar to the target user, and (2) find the objects that
users like in this collection and the target users have not made
a relevant evaluation and recommend them to the target
users. First, the user-object rating matrix is used to represent
the user’s historical behavior. For user I, the vector ruler Ri∗
(representing the matrix R and the i-th row) is used to
represent the user’s historical behavior. Next, we need to find
out the user set similar to user I. In order to find out the
similar users, researchers put forward two commonly used
similarity measurement methods: Jaccard similarity and
cosine similarity.

Jaccard similarity can be expressed as formula (1) as
follows:

JaccardSimilarity �
Wi ∩Wj

Wi ∩Wj

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (1)

Cosine similarity can be expressed as formula (2) as
follows:

CosineSimilarity �
Ri∗ · Rj∗

Ri∗
����

���� × Rj∗

�����

�����
, (2)

where Ri∗ and Rj∗ represent the historical behavior of users I
and J in the user-object scoring matrix, · represents the inner
product of vectors, and ‖ · ‖ represents the modulus of
vectors.

After determining the similarity measurement method,
K users with the highest similarity with the target user I are
formed into a similar user set U(i, k). Finally, formula (3) is
used to calculate the score prediction of the object whose
evaluation is not made by the target user I.

􏽢Ris � 􏽘
j∈U(i,k)∩N(s)

wijRjs, (3)

􏽢Ris represents the evaluation prediction of user I on object S,
wij represents the similarity between user I and user J, Rjs

represents the score of user J on object S, U(i, k) represents
the collection of K users most similar to user I, and N(s)

represents the collection of users who have evaluated article S.
After predicting the ratings of the target user I for all

potential recommendation targets (objects that make eval-
uations), K objects with the highest predicted ratings are
recommended to user I.

*e nearest neighbor-based collaborative filtering al-
gorithm is also called the user-based collaborative filtering
algorithm, because the overall idea of its algorithm is to
calculate the user set most similar to the target user from the
user’s point of view, then calculate the score prediction of the
target user to the potential recommendation target, and
finally recommend it. In addition to the user-based col-
laborative filtering algorithm, there is also an object-based
collaborative filtering algorithm, whose ideas and steps are
almost the same as those of the user-based collaborative
filtering algorithm. *e object-based collaborative filtering

algorithm is to find the object that is most similar to the
target object from the perspective of the object, then predict
the prediction score between the object and the user, and
finally recommend it.

*e user-based collaborative filtering algorithm needs to
maintain a user similarity matrix whose size is m×m, and
the object-based collaborative filtering algorithm needs to
maintain an object similarity matrix whose size is n× n.
From the storage point of view, if the number of users is
huge, it needs a lot of storage space to use user CF. Similarly,
if the number of items is large, using item CF also requires a
large maintenance cost.

3.2. Model-Based Collaborative Filtering Algorithm. In Oc-
tober 2006, Netflix, a DVD retailer, announced a compe-
tition in which anyone who invented a new method 10%
better than its existing movie recommendation algorithm,
CineMatch, won a seven-figure prize. *e algorithm that
shines brilliantly in the competition is the model-based
collaborative filtering algorithm, which is also called the
LFM hidden factor model or probability matrix decompo-
sition model. *e gradual implicit factor model has become
the most common algorithm in recommendation algorithm
and also become the most important model in recom-
mendation algorithm research.

*e PMF model directly models the user-object evalu-
ation matrix R, making R ≈ UTV. *e algorithm uses two
parameter matrices U and V to describe the features of users
and objects, where K is used to describe the dimension of
feature vectors of users and goods. *e parameters in U and
V are trained by using the score data made by users in R,
then, the vacant score in R is predicted by using R ≈ UTV,
and finally, the object with the highest predicted score is
selected as the recommendation object for the target users.
*e whole algorithm can be regarded as a process of matrix
factorization, so the LFM model is often called matrix
factorization model.

*e mathematical expression of score prediction in PMF
is the following formula:

rij � Ui∗ · V∗j, (4)

where rij represents the score of user I on object J, Ui∗
represents the i-th row ofUmatrix, that is, the eigenvector of
user I, and V∗j represents the j-th column of V matrix, that
is, the eigenvector of object J. Formula (4) represents the
construction method of the scoring model in PMF. In order
to solve the parameter matrices U and V, the PMF model
constructs a loss function J(U, V) as follows:

J(U, V) � 􏽘
Rij ∈S

Ui∗ · V∗j − rij􏼐 􏼑
2

+ λ1‖U‖
2
F + λ2‖V‖

2
F. (5)

*e first term in formula (5) is a fidelity term, which
ensures that the parameter matrices U and V are consistent
with the training data, while the last two terms are regular
terms or constraint terms, and the matrix Frobenius norm is
generally used as the regular term, where S represents the set
of non-null scoring items in the user-object scoring matrix,
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indicating that the loss function J(U, V) only fits the non-
null items in the user-object scoring matrix; λ1 and λ2 are
regularity parameters, which are used to adjust the degree of
strong-weak relationship between fidelity term and regularity
term. *e solution problem of LFM is transformed into the
following optimization problem, as shown in formula (6).

U, V � argmin
u,v

J(U, V). (6)

In order to solve formula (6), the most common opti-
mization algorithm, batch gradient descent method, is in-
troduced.*e BGD is an iterative optimization algorithm by
constantly updating each element Uim and Vmj in the U and
V matrices, so that each update can approach the minimum
value of the objective function J(U, V). *e updating rules
are formulas (7) and (8).

U
n+1
im :� U

n
im −

z

zUim

J(U, V)∗ α, (7)

V
n+1
mj � V

n
mj −

z

zVmj

J(U, V)∗ α, (8)

N in the above formulas (7) and (8) denotes the current
number of iterations, and α is the learning rate or iteration
step. *en, the partial derivatives of the objective function
J(U, V) with respect to Uim and Vmj are solved, as shown in
formulas (9) and (10).

z

zUim

J(U, V) � 􏽘
j

2Vmj Ui∗ · V∗j − rij􏼐 􏼑 + 2λ1Uim, (9)

z

zVmj

J(U, V) � 􏽘
j

2Uim Ui∗ · V∗j − rij􏼐 􏼑 + 2λ1Vmj. (10)

*e complete iterative formula of BGD can be obtained
by bringing formulas (9) and (10) into (7) and (8).

*ere are four hyperparameters in the PMF model,
including the number of hidden factors k, regularization
parameters λ1 and λ2, and learning rate α, where k describes
the size of the model, which is generally related to the density
of data, λ1 and λ2 describe the strength of regularization
terms, which are generally used to overcome the overfitting
problem of the model, and α represents the adjustment
degree and convergence rate of each update. Usually, the
selection of super-parameters needs to be decided by ex-
periments, and there are also cross-validations or Bayesian
methods to help select super-parameters.

Subsequently, the probability model of PMF and its
derivation process are explained. Because the essence of the

PMF model is to fit the R of score data, the PMF is a re-
gression model on the whole. Based on the basic modeling
idea of the regression model, it is assumed that the pre-
diction error obeys the normal distribution with an ex-
pectation of 0, as shown in formulas (11) and (12).

ε ∼ N 0, σ2􏼐 􏼑, (11)

ε � rij − Ui∗V∗j. (12)

As shown in formula (12), the error is equal to the
difference between the predicted value and the true value,
from which the probability of the occurrence of the true
value can be deduced as shown in formula (13).

p rij | Ui∗, V∗j, σ􏼐 􏼑 �
1
���
2π

√
δ
exp −

rij − Ui∗ · V∗j􏼐 􏼑
2

2δ2
⎛⎝ ⎞⎠. (13)

Formula (13) is arranged into a matrix expression as
shown in formula (14).

p(R | U, V, σ) � 􏽙
m

i�1
􏽙

m

j�1

1
���
2π

√
δ
exp −

rij − Ui∗ · V∗j􏼐 􏼑
2

2δ2
⎛⎝ ⎞⎠⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

Iij

.

(14)

*e goal of the model is to solveU andV, so the Bayesian
formula is used to find the conditional probability expres-
sion of U and V and R, where Iij is the indicator function,
indicating whether rij is empty, as shown in formula (15).

p(U, V | R) �
p(R | U, V)p(U)p(V)

p(R)
∞p(R | U, V)p(U)p(V).

(15)

*en, it is assumed that the parameters in U and V also
obey a normal distribution with an expectation of 0 as shown
in formula (16).

p U | σ2U􏼐 􏼑 � 􏽙
m

i�1
N Ui | 0, σ2UI􏼐 􏼑, p V | σ2U􏼐 􏼑 � 􏽙

m

i�1
N V | i0, σ2VI􏼐 􏼑.

(16)

According to formulas (14)–(16), conditional probability
expressions for U and V and R can be obtained from the
maximum a posteriori estimation framework. In order to
simplify the calculation, the logarithmic form of the con-
ditional probability will be obtained here, as shown in
formula (17).

Inp U, V | R, σ, σU, σV( 􏼁 � −
1
2σ2

􏽘

m

i�1
􏽘

m

j�1
Iij rij − Ui∗ · V∗j􏼐 􏼑

2
−

1
2σ2U

􏽘

m

i�1
U

T
I∗Ui∗ −

1
2σ2U

􏽘

m

j�1
V

T
I∗Vi∗

−
1
2

􏽘

m

i�1
􏽘

m

j�1
Iij

⎛⎝ ⎞⎠Inσ2 + nkInσ2U + mkInσ2V⎛⎝ ⎞⎠ + C.

(17)
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N denotes the number of users in the system,M denotes the
number of objects in the system, K denotes the number of
implicit factors, and formula (18) can be obtained by sorting
out formula (17).

E �
1
2

􏽘

m

i�1
􏽘

m

j�1
Iij rij − Ui∗ · V∗j􏼐 􏼑

2

+
λU

2
􏽘

m

i�1
Ui∗

����
����
2
F

+
λV

2
􏽘

m

j�1
V∗j

�����

�����
2

F
.

(18)

According to the definition of the MAP framework, the
solution goal is to find the parameters U and V so that the
value in formula (7) is as large as possible, and the value of
E in formula (18) is as small as possible. It can be found
that the objective function and solution objective in
formula (18) are consistent with those in the previous
formula (5).

4. Experimental Analysis

4.1. Performance Comparison. In order to improve the ac-
curacy of our later experiments, we have performed 10 ex-
periments on the number of parameters, learning ability, and
complexity of DL, DBN, CNN, and RNN, and compared the
performance of the four algorithms, as shown in Figures 1–3.

Looking at Figures 1–3, we can clearly see that the DL
algorithm has the strongest performance ability in terms of
parameter number, learning ability, and complexity, so we
choose the DL algorithm for the next experiment.

4.2. Analysis of the Proportion of Completed Points and
Reduced Point Units in the Complete Set of Competitive
Events

4.2.1. Complete the Proportion Analysis of Subunit and
Subunit. In the evaluation part of the completion of the
rules, the units of each action content reduction unit are

different. *e difficulty/skill is to reduce the points once for
each complete action, the operation action is to reduce the
points once for each eight-beat action, and the main content
(transition connection, cooperation, and lifting action) is to
reduce the points once for each action. According to expert
interviews, the principle of completing score reduction is to
take the first grade of score reduction when multiple errors
of the same grade (deviating from the degree of perfect
completion) occur at the same time, and when errors of
different grades occur, the light is avoided and more at-
tention is paid.

Table 1 is obtained by video analysis and writing of the
men’s singles final set of the 15th World Championships. It
can be seen from the following table that the number of
difficulty reduction units in each group of men’s singles is 80,
and the proportion (40.00%) is the highest among all action
contents. Followed by exercises, the total number is 65
(33.50%). Finally, there are transition connections, with a
total number of 53 (26.50%).

Table 2 is obtained by video analysis and writing of the
women’s singles final set in the 15th World Championships.
As can be seen from the following table, the number of
difficulty reduction units in each group of women’s singles is
80, accounting for 39.60%, which is the highest among all
movements, followed by exercises, with a total number of 67
(33.17%).

Table 3 is obtained by video analysis and writing of the
mixed doubles final set of the 15th World Championships.
It can be seen from the following table that the number of
difficulty reduction units in each group of mixed doubles is
72, accounting for 33.80%, which is the highest among all
action contents. *en, there are transition connections,
with a total number of 36 (16.90%) and, finally, coopera-
tion, with a total number of 33 (15.49%). Lifting is the fixed
content of collective projects, so each set has a reduction
unit.

Table 4 is obtained by video analysis and writing of the
15thWorld Championships three-person final set. As can be
seen from the following table, the number of difficulty
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Figure 1: Comparison of the number of parameters.
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reduction units in each group of the three people is 72,
accounting for 33.49%, which is the highest among all action
contents. Followed by exercises, the total number is 66
(30.70%).*en, there are transition connections, with a total

number of 48 (16.90%) and, finally, cooperation, with a total
number of 21 (9.77%).

Table 5 is obtained by video analysis and writing of the five-
person final set of the 15th World Championships. As can be
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Figure 2: Comparison of learning ability.
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Table 1: Statistics on the number of reduced units in men’s singles.

Ranking Difficult
movement

Exercise
action

Transition
connection Total

1 10 8 7 25
2 10 8 5 23
3 10 9 6 25
4 10 9 8 27
5 10 8 7 25
6 10 9 7 26
7 10 8 6 24
8 10 8 7 25
Total 80 65 53 198
Percentage 40.00% 33.50% 26.50%

Table 2: Statistics of the number of women’s singles reduced units.

Ranking Difficult
movement

Exercise
action

Transition
connection Total

1 10 8 6 24
2 10 9 8 27
3 10 8 8 26
4 10 8 6 24
5 10 8 7 25
6 10 9 8 27
7 10 9 7 26
8 10 8 5 23
Total 80 67 55 202
Percentage 39.60% 33.17% 27.23%
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seen from the following table, the number of difficulty reduction
units in each group of five people is 72, accounting for 32.73%,
which is the highest among all action contents, followed by
exercises, with a total number of 69 (31.36%); then, there are
transition connections, with a total number of 42 (19.09%) and,
finally, cooperation, with a total number of 29 (13.18%).

4.2.2. Overall Analysis of Point Reduction Units in Complete
Sets of Competitive Events. By writing 40 sets of videos, the
number of units for completing points and reducing

points of different action contents in each competition
routine is obtained, and Table 5 is calculated according to
the average of the total number of individual items. As
can be seen from Table 6, the average number of difficulty
units in single events is 10 and that in collective events is
9. *ere are more than 8 units in each routine on average;
because, in this cycle rule, it is required that there must be
8 complete operation units in each set, among which the
average value of five people is the highest (8.63) and the
average value of mixed doubles is the lowest (8). In the

Table 3: Statistics on the number of reduced units in mixed doubles in the 15th World Championships.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Total
1 9 8 4 4 1 26
2 9 8 4 4 1 26
3 9 9 5 4 1 28
4 9 8 6 5 1 29
5 9 8 5 3 1 26
6 9 6 5 5 1 26
7 9 8 5 4 1 27
8 9 9 2 4 1 25
Total 72 64 36 33 8 213
Percentage 33.80% 30.05% 27.23% 15.49% 3.76%

Table 4: Statistics on the number of reduction units completed by three people in the 15th World Championships.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Total
1 9 9 8 2 1 29
2 9 8 4 3 1 25
3 9 9 7 2 1 28
4 9 8 8 3 1 29
5 9 8 5 2 1 25
6 9 8 6 2 1 26
7 9 8 5 3 1 26
8 9 8 5 4 1 27
Total 72 66 48 21 8 215
Percentage 33.49% 30.70% 22.33% 9.77% 3.72%

Table 5: Statistics of the number of reduced units completed.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Total
1 8 9 4 5 1 27
2 9 8 5 4 1 27
3 9 8 6 4 1 28
4 9 8 4 4 1 26
5 8 10 5 3 1 27
6 9 9 7 3 1 29
7 8 8 5 4 1 26
8 9 9 6 2 1 27
Total 69 69 42 29 8 217
Percentage 32.73% 31.36% 22.33% 9.77% 3.64%

Table 6: Statistics on the number of reduced point units completed in the finals of the 15th World Championships.

Difficult movement Exercise action Transition connection Collaboration Lifting action
Men’s singles 10 8.38 6.63
Women’s singles 10 8.38 6.88
Mixed doubles 9 8 4.5 4.13 1
*ree persons 9 8.25 6 2.63 1
Five people 9 8.63 5.25 3.63 1
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rules of this cycle, it is required that there must be no less
than 4G+ actions in each set, and only G+ can be
expressed by transitional connections in single events.
*erefore, the average value of transitional connections
in single events is significantly higher than that in col-
lective events. In collective events, the average value of
three-person exercises (6) is the highest and closest to
single events, while mixed doubles events are the lowest
(4.5). In cooperation, the average number of units in
mixed doubles is the highest (4.13), while that in triple
doubles is the lowest (2.63).

Figure 4 is obtained by adding the total data of each item
and calculating the percentage. It can be seen that the
number of units with difficulty to complete the reduction is
the largest, accounting for 35.81%.

4.3. Complete the Statistics and Analysis of Points and
Reductions. *e reduction statistics studied in this section
are based on the rules, and the error between the final re-
duction scores and the actual reduction scores of the
complete set is within the allowable range of the rules.

It can be seen from Table 7 that the action content with
the most point reduction in men’s singles is the difficulty
action, and the total difficulty reduction is 7.2, accounting
for 73.47% and, finally, the transition connection, with a
total reduction of 0.7, accounting for 7.14%.

It can be seen from Table 8 that the action content with
the most point reduction in men’s singles is the difficulty
action, and the total difficulty reduction is 9.0, accounting
for 73.77% and, finally, the transition connection, with a
total reduction of 1.4, accounting for 11.48%.

From Table 9, it can be seen that the highest ranking of
mixed doubles is the difficulty movement, and the lowest
ranking is the transition connection. *e total difficulty
reduction is 6.3, accounting for 57.27%. *e total reduction
score of consistency is 2.1, accounting for 19.09%. *e total
reduction score of maneuvering movements is 1.3, ac-
counting for 11.82%. *e total reduction of cooperation is
0.3, accounting for 2.73%. *e total deduction of overlink is
0.1, accounting for 0.91.

It can be seen from Table 10 that the contents of the
three-person project from high to low are difficulty action,
consistency, operation action, lifting action, cooperation,

Table 7: Statistics on the reduction of points in the contents of
men’s singles in the 15th World Championships.

Ranking Difficult movement Exercise action Transition
connection

1 0.5 0.2 0.1
2 0.9 0.1 0
3 0.9 0.2 0
4 0.5 0.7 0.2
5 1 0.2 0.1
6 0.8 0.2 0.3
7 1.2 0.2 0
8 1.4 0.1 0
Total 7.2 1.9 0.7
Percentage 73.47% 19.39% 7.14%

Table 8: Statistics on the reduction of points in the completion of
each movement content of women’s singles.

Ranking Difficult movement Exercise action Transition
connection

1 1 0 0.2
2 0.9 0.2 0.1
3 0.9 0.4 0.3
4 1.2 0.1 0.1
5 1 0.2 0.1
6 1.1 0.3 0.2
7 1.1 0.3 0.2
8 1.8 0.3 0.2
Total 9 1.8 1.4
Percentage 73.77% 14.75% 11.48%

35.81%

31.71%

32.48%

Difficult movement
Exercise action
Subject content

Figure 4: Percentage statistics of completed point reduction units.
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and transition connection, and the total difficulty reduction
is 6.1, accounting for 51.69%.*e total consistency reduction
is 2.2, accounting for 18.64%. *e total reduction of ma-
neuvering movements is 1.5, accounting for 12.71%. *e
total reduction of cooperation is 0.7, accounting for 5.93%.
*e total reduction of transition connection is 0.5, ac-
counting for 4.24%.

From Table 11, it can be seen that the contents of the five-
person project from high to low are difficulty action, con-
sistency, operation action, cooperation, lifting action, and
transition connection. *e total reduction score of difficulty
action is 6.8, accounting for 56.20%. *e total reduction score
of sex is 2.6, accounting for 21.49%. *e total reduction of
cooperation is 0.7, accounting for 5.79%.*e total reduction of
lifting action is 0.5, accounting for 4.13%. *e total reduction
score of transition connection is 0.3, accounting for 2.48%.

Figure 5 is the statistics of the percentage of points
reduced in the final of a single event. As can be seen from the
following figure, the difficulty is to complete the action

content with the largest proportion of point reduction,
accounting for 74% of the total point reduction, followed by
exercises, accounting for 17% and, finally, transition con-
nection, accounting for 9%.

Figure 6 is the statistics of point reduction in the final
completion of collective events. As can be seen from the
following figure, the highest ranking for reducing points is
the difficult action, and the lowest ranking is the transition
connection. Among them, the proportion of difficult
movements is 55%.

*is study found that in collective events, the proportion
of consistency reduction is second only to the proportion of
difficulty reduction, and collective events should be paid
attention to in training. Exercise movement is a complete set
of movement content second only to difficulty reduction,
and the reduction of exercise movement is mainly posture
reduction. Athletes should also pay attention to the training
of basic skills while improving the complete set of
difficulties.

Table 9: Statistics on the reduction of points for each action content of mixed doubles.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Consistency
1 0.8 0 0 0.1 0.1 0.1
2 0.9 0.1 0 0 0.1 0.3
3 0.5 0.1 0 0.1 0.3 0.3
4 0.8 0.1 0 0.1 0.1 0.3
5 0.9 0.1 0.1 0 0 0.2
6 1 0.3 0 0 0.1 0.1
7 0.4 0.5 0 0 0.1 0.5
8 1 0.1 0 0 0.1 0.3
Total 6.3 1.3 0.1 0.3 0.9 2.1
Percentage 57.27% 11.82% 0.91% 2.73% 8.18% 19.09%

Table 10: Statistics on the reduction of points in each action content of the three people in the 15th World Championships.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Consistency
1 0.6 0.2 0 0 0 0.4
2 0.7 0.2 0.2 0 0.1 0.2
3 0.5 0.3 0.1 0.1 0.1 0.3
4 0.6 0.2 0.2 0.1 0.1 0.2
5 0.9 0.2 0 0.1 0.1 0.2
6 0.7 0.1 0 0.2 0.1 0.4
7 0.6 0.3 0 0.2 0.3 0.2
8 1.5 0 0 0 0 0.3
Total 6.1 1.5 0.5 0.7 0.8 2.2
Percentage 51.69% 12.71% 4.24% 5.93% 6.78% 18.64%

Table 11: Statistics of score reduction of action content completion.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Consistency
1 0.8 0.2 0 0.1 0 0.4
2 0.9 0.2 0 0 0.1 0.2
3 0.7 0.2 0 0.1 0.1 0.3
4 0.7 0.1 0 0.1 0 0.5
5 0.6 0.2 0 0.1 0.1 0.4
6 1 0 0.2 0 0 0.3
7 1.1 0.1 0.1 0.1 0.1 0.2
8 1 0.2 0 0.2 0.1 0.3
Total 6.8 1.2 0.3 0.7 0.5 2.6
Percentage 56.20% 9.92% 2.48% 5.79% 4.13% 21.49%
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5. Conclusions

*e society attaches great importance to physical education
and sports training. *ere are many kinds of modern sports,
and aerobics is one of the sports. It plays an important role in
losing weight, strengthening the body, and exercising car-
diopulmonary function. *erefore, it is necessary to
strengthen aerobics teaching and training, realize the inte-
grated development of theoretical teaching and skill train-
ing, analyze the problems existing in the concrete practice of
aerobics teaching and trainingmode in time, actively explore
and study the constructionmethods of aerobics teaching and
training mode, and continuously improve the overall level
and quality of aerobics teaching and training. In the

dimension of completing point reduction, through the
statistics and analysis of 40 sets of final videos of competitive
events in the 15th World Championships, it is found that
difficult movements account for the largest proportion of the
number of units completing point reduction and completing
point reduction. *e highest score for a single-player project
is the difficulty action, and the lowest is the transition
connection. Difficult movements rank highest in the scores
of collective events.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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For smart city tra�c �ow prediction in the period of big data and industry 4.0, the prediction accuracy is low, the prediction is
di�cult, and the prediction e�ect is di�erent in di�erent geographical locations. �is paper proposes a smart city tra�c
communication forecast based on Industry 4.0 and big data analysis application. Firstly, this paper theoretically explains the
application scenario of urban tra�c fault text big data and analyzes the characteristics of related problems, especially the fault
problems. Secondly, the AC tra�c prediction algorithm is studied, and the application analysis of PVHH, IDT, and For-
d–Fulkerson algorithms is applied, respectively. Finally, the above three algorithms are used to predict and analyze tra�c �ow.

1. Introduction

With the advent of the industry 4.0 era, arti�cial intelligence
and big data analysis play an important role in China’s
information construction. In order to understand the oc-
currence, development, diagnosis, and treatment of diseases
more accurately, it is necessary to analyze the whole mo-
lecular measurement in multiple groups and obtain more
abundant information resources from the analysis, so it is
necessary to evaluate more data. At this time, the above
problems can be e�ectively solved by using arti�cial intel-
ligence [1]. Depression is a common psychological disease in
today’s society. �ere are many people su�ering from this
disease, which seriously a�ects everyone’s health and social
function [2]. Depression alone a�ects 11% of the world’s
population, where mental health has caused great pain and
damage. In order to e�ectively treat this disease, arti�cial
intelligence and big data technology are increasingly used in
depression, providing new methods for clinical diagnosis
and treatment. Of course, there are not many markers to
prove mental health, so that it depends on the questionnaire
data of patients and doctors for explanation [3]. Nowadays,
microbiology is one of the important disciplines in biology,
which includes a wide range of bacteria, viruses, and fungi,
and all belong to microorganisms, and it is closely related to

human beings [4–6]. It has been identi�ed as one of the
causes of many cancers, such as Helicobacter pylori. Man is
its only host, and it is almost impossible to heal after being
infected. Helicobacter pylori plays a very important role in
the treatment of gastric cancer. With the development of
sequencing technology, a large number of complex data has
been generated. However, there are still obstacles in the
analysis of these data, which is not conducive to making
correct decisions. However, the emergence of arti�cial in-
telligence helps and properly solves the doctors’ processing
of these data [7].

�e rapid development of arti�cial intelligence (AI) and
big data has stimulated the tide of various social networks
and produced a lot of social data worth analyzing [8].
Mining the relationship among social organizations, net-
works, and media is a key point of social computing. �e
large increase of these data makes it more di�cult to mine
large-scale social data. Now, the combination of human
intelligence and arti�cial intelligence is applied to social
computing, which provides more methods for the analysis
and detection of social data, and is a new direction of ar-
ti�cial intelligence and big data research [9]. Today’s elec-
tromagnetic environment is still not optimistic, and
spectrum resources are relatively few. In actual division,
there will be uneven distribution, and the existing
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monitoring level is not enough, so there is no way to fully
grasp the frequency usage. In order to solve this problem, an
electromagnetic spectrum monitoring scheme combining
big data and artificial intelligence is proposed, which mainly
aims at various applications and related businesses and
strengthens the construction of handheld monitoring sys-
tems, big data analysis systems, and electromagnetic spec-
trum monitoring system [10].

In teaching, the effect of online education is far less than
that of actual classroom teaching. In order to improve the
learning effect of online teaching combined with the actual
needs of online education, the evaluation technology based
on artificial intelligence big data technology is established
with evaluation as the center of teaching, Model analysis is
carried out through actual teaching, and various functional
modules are established based on learning objectives, all of
which are aimed at developmental evaluation. +e results
show that some models have good performance [11].

+e safety of urban traffic is a permanent theme. Bus, as
an important national facility and a means of transportation
with high frequency, has a great responsibility for ensuring
the safety of people’s lives and property. In recent years, with
the rapid development of expressways in China, expressway
undertakes more important transportation tasks. However,
the occurrence of various disasters and other unexpected
events also bring great hidden dangers to highway trans-
portation safety. +is paper focuses on the research and
application of big data analysis technology for urban traffic
accidents, as well as the establishment of cloud service
network for urban traffic emergency management and the
proposal of highway cloud resource scheduling based on
cloud computer and double-layer particle swarm optimi-
zation. +e integrated management of high-speed emer-
gency big data and the optimization of the emergency
scheme were studied, and good results were achieved
[12–15].

2. Theoretical Basis

2.1. Analysis and Application of Urban Traffic Fault Text Big
Data. Urban transportation has entered the era of big data.
+e analysis of urban traffic faults should be composed of
safety supervision report, accident database, and other parts.
Big data analysis is used to realize the functions of retrieval,
extraction, intelligent classification, and related analysis of
urban traffic faults [16, 17].

China’s urban traffic safety monitoring system is com-
posed of monitoring object layer, monitoring layer, and
management layer. Because of the different monitoring
objects, it can be divided into three types: people, equipment,
and environment. Its dataset has four characteristics,
namely, scale, diversity, rapidity, and value.

(1) Scale generally refers to the amount of data.
(2) Diversity: It means that its data comes from many

kinds of sources, which is beyond the data range
previously included, including semistructured data
and unstructured data. In addition, it also analyzes
various data such as weather, earthquake, and

ministry of public security, shown as follows: Fig-
ure 1 describes the classification of traffic big data
and whether the internal data and external data
mainly come from the transportation department are
being judged. In internal data, structured data can be
stored directly while Figure 1unstructured data
cannot be stored directly, so it needs to be converted
into structured data for storage by technical means.

(3) Fast speed: big data mining lies in the fast processing
speed, that is to say, data streams are mostly high-
speed and need fast and continuous real-time pro-
cessing by processing all kinds of data in time to
ensure the safety of urban road driving.

(4) Value: the value of road safety lies in the use of data,
statistical analysis, and classification algorithm to
analyze big data, so as to find correlation and
knowledge, predict accident failure safety problems,
and provide basis for ensuring driving safety.

Urban traffic is a complex transportation system. Many
experts analyze accidents and faults around safety evalua-
tion, which provides favorable decisions for the prevention
of safety accidents and faults. Experts use the accident fault
data accumulated over the years to analyze the development
rules of accident fault from the perspective of data analysis.
+is paper uses text big data analysis technology for sta-
tistical analysis to promote the application of urban traffic
safety big data.

+e application of fault analysis to accidents includes the
following functions: feature extraction, accident-prone
areas, fault analysis, full-text search, association analysis, and
system management (Figure 2).

2.2. Full-Text Retrieval of Urban Traffic Faults. In the era of
big data, it is of great significance to realize full-text retrieval
through urban traffic big data technology. In this paper,
through the establishment of full-text retrieval, combined
with the actual traffic situation, the storage of traffic un-
structured accident fault text, index building, Chinese word
segmentation, and full-text retrieval is realized to find im-
portant messages in accident fault text.

Failure text retrieval is about indexing documents,
queries, and the relationship between the users by using TF-
ID to retrieve and text analysis.

TF denotes word frequency, and the formula is as
follows:

TFi,j �
ni,j

􏽐
k

nk,j + 1. (1)

In the above formula, ni,j represents the number of
occurrences, 􏽐

k

nk,j represents the second sum of occur-
rences, and the denominator is added with 1 to prevent the
denominator from being 0.

IDF denotes the reverse document frequency as follows:

IDFi � log
N

ki + 1
, (2)
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where ki represents the number of documents and N rep-
resents the size of D. +e denominator is added by 1 to
prevent the denominator from being 0.

Combine TF with IDF to get the weight:

Wi,j � TFi × IDFi. (3)

Document Dj is reorganized into vectors with word
weights:

Sources of road safety monitoring data

Internal data

External data

Structured data

Unstructured data

Speed

Distance

Acceleration

Equipment status

Driving state

Line status, etc

Video, image

Sound

Maintenance record

System log, etc

Meteorological Bureau
data

Ministry of Public Security
data

Seismological Bureau 
data, etc.

Figure 1: Sources of road safety data.

Urban traffic failure
text Full-text retrieval

Recommended causes of urban
traffic failures

Correlation analysis of urban traffic faults

Unbalanced urban traffic
Intelligent classification of barriers

Fault analysis
of key 

accidents

Multiple
accidents
Fault area

Statistical
analysis of

accidents and
faults, etc.

Feature Extraction of Urban Traffic Fault

Big Data Distributed Storage of Urban Traffic Fault Text

System managementPredict the time and place of fault
occurrence

Forecasting Traffic Flow by Fault FeaturesPredict the time to troubleshoot the fault

Figure 2: Functional architecture.
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dj � W1,j, W2,j, W3,j, · · · , Wn,j􏽄 􏽅. (4)

+e cosine distance is calculated as follows:

sim (q, d) �
􏽐 Wq

i,j × Wi,j

qj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 × dj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
. (5)

Finally, according to the results, the documents can be
arranged to select the most suitable document for the user.

2.3. Technical Research and Analysis of Urban Traffic Emer-
gency Management. +e achievements of China’s urban
transportation can be said to attract worldwide attention,
and it has won worldwide recognition for its characteristics
of “high efficiency, high safety, and high quality service.” It is
very important to establish a perfect safety early warning and
emergency management model. Because emergencies are
unpredictable, an emergency management mode derived
from cloud computing can be formed, a cloud service
network can be established, and technologies such as In-
ternet of +ings and big data can be used to improve the
efficiency of dealing with emergencies.

2.3.1. 0e Main Functions of the Urban Traffic Emergency
Platform (CEP). Figure 3 illustrates the main functions of
the urban traffic emergency platform (CEP), which is mainly
divided into 9 functions, each of which can achieve different
target requirements. It has certain intelligent control value
for traffic control and realizes the goal of intelligent
transportation in Industry 4.0 (Figure 3).

By establishing an “emergency cloud” to realize the
application and deployment of network resources, the uti-
lization rate of resources is greatly improved.

2.3.2. Emergency Cloud Service Virtualization Modeling.
In the field of cloud computing, virtualization technology is
a very important key technology.

For virtualized storage resources, the formula is as
follows:

Di � Di1, Di2, Di3, · · · , Dij, · · · , Dis1
􏽮 􏽯, (6)

where Dij is the Jth virtual machine virtualized from the I-th
storage server and si is the number of virtual machines in the
storage.

For computational virtualization, the formula is as
follows:

Ci � Ci1, Ci2, Ci3, · · · , Cij, · · · , Cis2
􏽮 􏽯, (7)

where Cij has similar functionality to Dij.
For virtualized rescue services, the formula is as follows:

Ti � Ti1, Ti2, Ti3, · · · , Tij, · · · , Tis4
􏽮 􏽯, (8)

where Tij is the virtual rescue vehicle service from the i-th
rescue vehicle server and 4S is the virtual service number in
the rescue vehicle service.

2.3.3. Cloud Service. +e virtualized storage resources of the
emergency cloud are gathered together to form a storage
pool, and the formula is as follows:

DP � D1 ∪D2 ∪D3 ∪ ...∪Dn1−1∪Dn1
􏽮 􏽯

� D1,1, D1,2, D1,3, ..., D1,S1
􏽮 􏽯∪ D2,1, D2,2, D2,3, ..., D2,S1

􏽮 􏽯∪

D3,1, D3,2, D3,3, ..., D3,S1
􏽮 􏽯∪ ...∪ Dn1 ,1, Dn1 ,2, Dn1 ,3, ..., Dn1,s1

􏽮 􏽯,

(9)

where n1 refers to the number of storage servers.
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Figure 3: Functional diagram of urban traffic emergency platform.
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+e virtual network energy gathered together is the
network pool, and the formula is

NP � N1 ∪N2 ∪N3 ∪ ...Nn3−1∪Nn3􏽮 􏽯

� N1,1, N1,2, N1,3, ..., N1,S3
􏽮 􏽯

∪ N2,1, N2,2, N2,3, ..., N2,S3
􏽮 􏽯

N3,1, N3,2, N3,3, ..., N3,S3
􏽮 􏽯

∪ ...∪ Nn3 ,1, Nn3 ,2, Nn3 ,3, ...Nn3 ,s3
􏽮 􏽯,

(10)

where n3 is the number of network servers.

2.3.4. Cloud Computing Model. +e resources used by the
emergency platform are virtual cloud services and they are
shared, but there are also constraints as follows.

All rescue system resources should be less than the total
storage pool resources, and the formula is

􏽘

yn

i�1
k1′(i)〈DGmax. (11)

In the above formula, yn is the number of emergency
rescue systems and DGmax is the total number of virtual
resources in the storage pool.

􏽘

yn

i�1
k2′(i)〈CGmax. (12)

In the above formula, CGmax is the total number of
virtual resources in the calculation pool.

􏽘

yn

i�1
k3′(i)〈NGmax. (13)

In the above formula, NGmax is the total number of
virtual resources in the network pool.

􏽘

yn

i�1
k4′(i)〈TGmax. (14)

In the above formula, TGmax is the total number of
virtual resources in the rescue vehicle service pool.

􏽘

yn

i�1
k5′(i)〈PGmax. (15)

In the above formula, PGmax is the total number of
virtual resources in the rescue team service pool.

􏽘

yn

i�1
k7′(i)〈RGmax. (16)

In the above formula, RGmax is the total number of
virtual resources in the emergency materials service pool.

+rough the above establishment and application re-
search of emergency cloud, cloud computing, and big data
technologies, the application and deployment of emergency
platform network resources are completed, and a double-
layer particle swarm optimization algorithm is proposed to
establish constraints and effectively determine the number
of emergency cloud resource scheduling.

2.3.5. Urban Traffic Operation Model. With the rapid de-
velopment of urban transportation in China, the demand for
passenger transport is also growing day by day, and various
capacity scheduling problems in passenger transport are
obvious. In order to solve the capacity problems, the ad-
justment of operation scheme and operation diagram has
become very frequent. Passenger flow is the basic basis for
determining the operation plan. Short-term passenger flow
forecasting method and gradient lifting decision tree method
are used for comparative analysis.

(1) +e classification of short-term passenger flow
forecasting methods is as follows (Figure 4):
Passenger flow forecasting is based on the time
characteristics of historical passenger flow and
predicts the total amount and distribution of future
passenger flow. Measurement, such as the prediction
of future lines and related traffic at each station.

(2) CART decision tree and gradient lifting algorithm.

Decision tree model is a nonparametric classifier, which
is composed of regression tree and classification tree, and the
two tree types are different in essence.

+e CART decision tree formula is as follows:

F(j, s) � argmin min 􏽘
xi∈R1(j,s)

yi − C1( 􏼁
2

+ min 􏽘
xi∈R2(j,s)

yi − C2( 􏼁
2⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦.

(17)

In the above formula, Cm is the mean value generated
after division.

J.H. Friedman, a professor at Stanford, invented gradient
lifting method, which is one of the ensemble algorithms. As
an iterative decision tree algorithm, it has fast training speed
and can reduce prediction deviation, so it is one of the most
effective methods in machine learning algorithms. Its basic
origin is as follows:

F(x) � 􏽘
M

m�0
βmh x; am( 􏼁. (18)

In the above formula, h(x; am) is the subtree, am is the
parameter, and βm is the weight in the prediction function.

+e first regression tree:

F0 � argmin􏽘

N

i�1
L yi, h0 xi, a( 􏼁( 􏼁. (19)

Negative gradient of loss function:

􏽥ymi � −
zL yi, F Xi( 􏼁( 􏼁

zF Xi( 􏼁
􏼢 􏼣

F(x)�Fm−1(X)

,

am � argmin􏽘
N

i�1
􏽥ymi − h Xi; a( 􏼁􏼂 􏼃

2
,

βm � argmin􏽘
N

i�1
L yi, Fm−1 Xi( 􏼁 + βh Xi; am( 􏼁( 􏼁.

(20)

Update prediction function:
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Fm(X) � Fm−1(X) + vβmh X; am( 􏼁. (21)

3. Model Application

3.1. PVHH Prediction Model and IDT Prediction Algorithm.
Combining the model analysis of urban traffic in the pre-
vious chapter with the passenger data of Tianjin network car
and taxi, this paper puts forward the PVHH prediction
model and IDT prediction algorithm of passenger capacity.
+e general framework of its passenger hotspots is shown in
Figure 5.

+e PVHH prediction model is based on the collected
data of taxis and network cars and then analyzes the popular
passenger points in the past, extracts the flow and distri-
bution of passengers, and understands the trend of mobile
personnel in the whole city.

+e IDT algorithm mainly uses the information gain
theory in decision tree to analyze the influence of different
data at each moment on the predicted value. +e labels of
prediction models are original features (hotspotsi, m) and
original labels (hotspotsi, m), respectively. In order to be
suitable for machine learning classification algorithms, it is
especially necessary to quantify data and weigh them. +e
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Figure 4: Short-term passenger flow forecasting method.
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specific characteristics of prediction model labels are as
follows:

featcures(hotspotsi, m, w) �

p
m−k
i1 ∗wm−k, p

m−k+1
i1 ∗wm−k+1, . . . , p

m−1
i1 ∗wm−1

p
m−k
i2 ∗wm−k, p

m−k+1
i2 ∗wm−k+1, . . . , p

m−1
i2 ∗wm−1

. . .

p
m−k
in ∗wm−k, p

m−k+1
in ∗wm−k+1, . . . , p

m−1
in ∗wm−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

labels(hotspotsi, m) � qi1, qi2, . . . qin􏼂 􏼃 .

(22)

Adaboost algorithm constantly updates the sample
weight value to achieve the correct sample weight value
reduction. +e wrong sample weight value increases this
classification purpose. Because taxis and network cars need
to update the data of popular passenger points in real time,
the Adaboost algorithm can update the prediction model.
+e IDT algorithm is shown in Algorithm 1.

3.2. Ford–Fulkerson Algorithm. Nowadays, urban traffic
congestion is becoming more and more serious, so it is very
important to analyze and evaluate traffic bottlenecks.
Aiming at the three problems of node bottleneck, road
bottleneck, and regional bottleneck, taking Chaoyang road
for 4 days as an example, the congestion situation of this
road section is studied, as shown in Figure 6.

It is of new reference significance to analyze traffic flow
through data statistics in different time periods, and the
traffic state in different time periods is different.+erefore, it
is necessary to adopt the most reasonable and scientific
forecasting methods for traffic conditions in different time
periods. Generally, the traffic pressure is large in the
morning and evening, and there are many geographical
locations for analysis, so the global analysis scope is large. It
can effectively reflect the advantages of the algorithm, can be
analyzed for different time periods, and has the advantage of
fast convergence speed.

Algorithm is the core model to solve the bottleneck of
traffic flow. It uses labeling method to search the augmented
path continuously until there is no path to search, and then
get the maximum feasible flow. In order to identify the
bottlenecks that lead to traffic obstruction and minimize the
traffic flow, a bottleneck identification model of urban traffic
network can be established by combining the road network
framework, as shown in Figure 7.

+e bottleneck identification model of urban traffic
network is shown as follows:

Cp(i, j)∨P ∈ PDk
,

P ∈ POk
,

∨i,j ∈Mp,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(23)

4. Experimental Simulation Comparison

To establish the Ford–Fulkerson traffic flow prediction and
analysis model, it is necessary to analyze and apply the whole
traffic flow effectively. +is paper analyzes the traffic flow
data of taxis to analyze the prediction effect and application
of traffic flow in different places and different time periods.
+e four intelligent algorithms used in this paper have the
effect of traffic prediction. +ey have a good application
prospect in the field of transportation, especially when there
is an optimal problem between global and local. +erefore,

Input: import trainset (hotspotsi, m, w)--dataset R;
Number of times——K;
Scheme-single-level decision tree;
Output: composite model.
(1) Start:
(2) weight setting——1/[R];
(3) for(i� 1; i<K; i++);
(4) Sampling put back—— Ri and forecasting model——Mi;
(5) Error rate 4 of model Mi;
(6) if 4> 0.5 return to step 6;
(7) for (all data Rij in Ri);
(8) Update the weight of data Rij;
(9) end for;
(10) return to K group training model;
(11) End.

ALGORITHM 1: IDT algorithm code.
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traffic flow forecasting is a global optimal problem, and
intelligent algorithms can quickly realize the global mini-
mum cost to achieve traffic forecasting and guide traffic
planning.

Among the traffic flow forecasting methods under dif-
ferent algorithms in Figure 8, Ford–Fulkerson has certain
advantages, with an average error of 0.31. Other algorithms
have large errors and are unstable in prediction accuracy.

In order to forecast the traffic flow at different locations,
the paper selects 10 traffic centers to forecast the traffic flow.
+e prediction effect is shown in Figure 9.

+en, analyze the error comparison of experiments
under different algorithms, as shown in Figure 10.

In Figure 10, the prediction error comparison of dif-
ferent algorithms in different time periods every day is based
on the deviation of relevant positions after 10 positions are
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Figure 6: Traffic congestion on Chaoyang road in different time periods Ford–Fulkerson: (a) traffic congestion on 5 May; (b) traffic
congestion on 12 May; (c) traffic congestion on 24 May; (d) traffic congestion on 28 May.
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predicted as the position error comparison. Ford–Fulkerson
has lower error and better stability (Figure 10).

Next, t he prediction effect is analyzed from the pre-
diction accuracy, as shown in Figure 11.

In Figure 11, the prediction accuracy of the above four
algorithms is compared for different days in one month. +e
prediction results of the four algorithms are not ideal in the
early stage, and the highest prediction results of For-
d–Fulkerson are 0.62.With the increase of days, the accuracy
of the four algorithms is also improving. Because there are
many early learning data, it can provide some reference for
later prediction, and the accuracy is constantly improving.
Finally, the Ford–Fulkerson accuracy rate is above 0.96, and
the prediction effect is good.

5. Conclusion

With the in-depth development and technology application
of smart cities, intelligent transportation technology has
become a new technical means of urban development. +is
paper puts forward the prediction and analysis of traffic flow
supported by Industry 4.0 and big data technology, which
can play a key role in traffic development in smart cities.
+ere are still some problems in the proposed algorithms,
such as prediction accuracy, time, and other factors. Future
work focuses on time delay and unpredictable factors in
traffic forecasting and then puts forward corresponding
models and solutions.
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Due to the long design cycle of watercolor cultural and creative products, a design method based on style transfer algorithm is
proposed. Here, the design of Shanghai style watercolor painting cultural and creative products is taken as the research object,
VGG-19 network is used as the style transfer model, and the loss function of style transfer algorithm is designed. �e simulation
results show that the proposed method can e�ectively extract and reconstruct the color, texture, brushstroke, and other styles of
Shanghai style watercolor painting.�e generated new images are added as design elements, whichmakes the cultural and creative
products have both appearance and personalization. In addition, the newly generated cultural and creative products have also
obtained high satisfaction from experts and users, which meet the aesthetic changes. It can be seen that proposedmethod provides
a new idea for the design of watercolor cultural and creative products, which shortens the product design cycle, reduces the design
cost, and has a certain practicality.

1. Related Work

Cultural and creative product design integrates cultural
elements and creative thinking into products in a modern
way. In recent years, the rich and colorful forms are more
and more in line with modern people’s aesthetics and are
gradually accepted, sought after and loved by the public.
However, the design is a creative work, with the charac-
teristics of a long design cycle, and the time cost is high for
designers and users.�us, relevant practitioners have carried
out in-depth research. Liu Yuan proposed an improved
generative adversarial network based on gradient penalty.
�e migration and reconstruction of image oil painting style
are studied by constructing a total variance loss function,
which could provide good edge and texture details for the
migration process of image oil painting style. In addition, the
generation rate and image quality of oil painting style images
are improved [1]. Cai et al. proposed a method of image
color style transfer. Dichotomy is utilized to extract color
features of template images. �e color style of the source
image can be transferred to a new image, which can be used

as a design element in product design to improve the speed
of product design [2]. Bai et al. proposed a multiscale and
multilayer feature fusion network, which uses a local binary
pattern to generate three LBP-RGB feature maps. Further-
more, a neural network model is constructed to better ex-
press the rotation features of images, which can realize
automatic directional detection and feature extraction of
abstract paintings. By applying the extracted features to
product design, the design speed is improved to a certain
extent [3]. Wei proposed a painting image style feature
extraction algorithm based on intelligent vision [4]. Here,
similarity analysis, pixel smooth transfer, and semi-
supervised learning methods are adopted. On this basis, the
similarity rule of painting image style is established, and all
style features are quanti�ed. Using intelligent vision tech-
nology to extract the style features of painting images can
e�ectively reduce the average running time and improve the
success rate of feature extraction. �us, the design speed is
improved. de Manincor et al. proposed to use the principal
component analysis method to analyze the image sample
data, and the data to be analyzed are made as a separate
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contribution, and thus, the analysis of carpaccio large-scale
canvas paintings is realized, which lays a theoretical foun-
dation for the product’s design [5]. Based on the style
transfer algorithm, Guo et al. determined three main factors
affecting human visual complexity perception, by collecting
subjective complexity labels of painting images [6]. On the
basis of psychology and art theory, there are 29 regional
feature painting images representing the above three factors
designed. )e experimental results show that the proposed
method can predict the visual complexity perception of
paintings, and the prediction accuracy is 86.78%. It has a
high correlation coefficient between subjective complexity
and objective complexity, which is superior to other image
complexity measurement methods. Wang et al. used the
style transfer algorithm to propose a subgraph exchange
method [7, 8]. )e wall painting works selected by users are
fused with the simulated environment image, and thus, the
wall painting simulation renderings are generated. As can be
seen, the design is highly innovative. Jeremiah and others
put forward the use of the neural network to detect artistic
style, which provides a reference for the neural network in
the extraction of artistic style [9]. Kang and others proposed
to improve the quality of artistic style pictures through
texture transmission, which provides a set of image pro-
cessing technology for the improvement of artistic style [10].
Gardini et al. applied a convolutional neural network to
high-dimensional art image processing, thus realizing the
transformation of music and visual art [11]. Yang and others
applied deep learning to the classification of art images [12].

Based on the above research results, the style transfer
algorithm has certain advantages in product design.
)erefore, based on the style transfer algorithm and taking
the Shanghai-style watercolor paintings transfer as the re-
search object, a new design method is proposed.

2. Introduction to Style Transfer Algorithm

Style transfer algorithmmeans that the computer will specify
content samples and style samples through operation to
generate new samples with both content characteristics and
artistic style characteristics [13]. )e new sample has both
the shape and outline of the content sample and the texture
and color of the style sample. Gatys’ transfer algorithm is the
most widely used style transfer algorithm at present.
Moreover, it is divided into three parts: content recon-
struction, style reconstruction, and style transfer.

2.1. Content Reconstruction. Assuming that there are content
image p

→ and a trained convolutional neural network, the
number of filters at each layer is Nl, and thus, multiple feature
maps can be obtained at each layer. Vectorizing feature map
can obtainMl. SaveNl to Fl ∈ RNl×Ml , specify a layer of feature
representation, and generate a new image x

→ such that the
layer of feature representation Pl is equal to the original feature
representation Fl. )e loss function is defined as [14] follows:

Lcontent( p
→

, x
→

, l) �
1
2

􏽘
i,j

F
l
ij − P

l
ij􏼐 􏼑

2
. (1)

Element Fl
ij is the corresponding activation of ith filter at

position j at layer l.

2.2. StyleReconstruction. Grammatrix is adopted as the style
image style, which is defined as follows [15]:

G
l
ij �

1
2

􏽘
k

FikFjk, (2)

Gl ∈ RNl×Ml is the style representation. In order to make
the style feature consistent with the original style feature,
back propagation algorithm is used to optimize the white
noise image. Assuming that the style image is a

→, the image
expected to be generated is x

→, and the corresponding g ram
matrices of l layer areAl andGl, and then, the loss function of
this layer is [16]

El �
1

4N
2
l M

2
l

􏽘
i,j

G
l
ij − A

l
ij􏼐 􏼑

2
. (3)

)e total loss function is

Lstyle � 􏽘
L

l�0
ωlEl, (4)

where ωl is the weight of each layer.

2.3. StyleTransfer. To generate a new image x
→ integrating the

style of image a
→ and the content of image p

→, the gap between
a layer content representation of x

→ and p
→ and the gap

between the multiple layers style representation of x
→ and a

→

are minimized at the same time. )e loss function is [17]

Ltotal( p
→

, a
→

, x
→

) � αLcontent( p
→

, a
→

) + βLstyle( a
→

, x
→

). (5)

3. Design of Watercolor Cultural and Creative
Products Based on Style Transfer Algorithm

3.1. Selection of Style TransferModel. VGG network is a deep
convolutional neural network with convolution operation,
which is composed of a convolutional layer, pooling layer,
full connection layer, and Softmax layer. It has various
variations and is often used in object classification and other
fields [18]. At present, the commonly used VGG model is
VGG-19 (VGG-E) model. )e structure of this model is
shown in Figure 1.)ere is a 3∗3 convolution kernel used for
convolution operation to extract more significant features of
input images, and classification is achieved through acti-
vation function and Softmax layer [19].

)e convolution operation formula of the VGG-19
model is as follows [20]:

yconv � δ(Mat•W + b), (6)

where yconv is output result; δ is activation function; Mat is
grayscale matrix; W is convolution kernel; • is convolution
operation; and b is bias value.
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)e convolution operation is included in the activation
function, as shown in formula (7) [21], to reduce the amount
of computation of the network and avoid the over-fitting
phenomenon.

fretu(x) �
x, x≥ 0,

0, x< 0,
􏼨 (7)

where x is output value of the convolution operation.
After entering the pooling layer, in order to reduce

parameters, the maximum pooling with step size of 2 and
box size of 2∗2 is adopted for pooling operation.

fpool � Max xm,n, xm+1,n, xm,n+1, xm+1,n+1􏼐 􏼑,

0≤m≤M,

0≤ n≤N,

(8)

whereM andN are the length and width of two-dimensional
vector of image, respectively.

)e regression multiclassification data label of Softmax
layer y≥ 2, and the training set is k-labeled samples.

T � x(1), y(1)􏼐 􏼑, x(2), y(2)􏼐 􏼑, · · · , x(k), y(k)􏼐 􏼑􏽨 􏽩,

y(i) ∈ 1, 2, · · · , k{ },
(9)

where y(i) is classification label, and x(i) is sample set.
Assume that j is a different category and the probability value
of j is estimated. For each sample, the probability of the kth
label is [22]

P(y � j|x)j � 1, 2, · · · , k. (10)

Transform the regression sample into a k-dimensional
probability vector, and then, there is

h x(i)|θ􏼐 􏼑 �

p y(i)􏼐 � 1|x(i), θ

p y(i􏼐 􏼑 � 2|x(i), θ

· · ·

p y(i)􏼐 � k|x(i), θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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. (11)

)e learning parameters of model are

θ � θT
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k􏽨 􏽩,

θT
1 , θT

2 , · · · , θT
k ∈ R

n+1
,

y �
1

􏽐
k
j�1 e

x(i)θT
j

�
1

􏽐
k
j�1 e

x(i)θT
j

e
θT
1 x(i)

e
θT
2 x(i)

· · ·

e
θT

k x(i)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.
(12)

)e sum of all probabilities in formula (11) is 1. For
sample training, the loss function can be expressed in the
following formula [23]:

J(θ) � −
1
m

􏽘

m

i�1
􏽘

k

j�1
1 y(i) � j􏼈 􏼉log

e
x(i)θ

T
j

􏽐
k
j�1 e

x(i)θT
j

⎡⎢⎢⎣ ⎤⎥⎥⎦. (13)

In the back propagation of the VGG-19 network, the
error function cannot be used in the hidden layer of the
network, so the residual is adopted for propagation. )e
back propagation expressions are

zJ W, b; x(i), y(i)􏼐 􏼑

zw
(l)
ij

� a
(l)
j δ(l+1)

i , (14)

zJ W, b; x(i), y(i)􏼐 􏼑

zw
(l)
ij

� δ(l+1)
i , (15)

where a
(l)
j is the output value of the node j at the output layer

l, and δ(l+1)
i is the residual of the node i whose output is l + 1.

According to formulas (13)∼(15), the updated amount of
weight wl

ij and bias zb
(l)
i can be obtained as follows:

zJ(W, b)

zw
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ij
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m

􏽘

m

i�1
a

(l)
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i
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ij, (16)
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1
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􏽘
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δ(l+1)

i , (17)

Convolution+Relu

Max Pooling

Fully Connected+Relu

So�max

224×224×3 56×56×256 28×28×512 14×14×512
7×7×512

1×1×4096 1×1×1000

Figure 1: VGG-19 network structure.
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where 1 y(i) � j􏼈 􏼉 indicates that when y(i) � j, its value is 1.
When y(i)≠ j, its value is 0. As can be seen from the
formula, adjusting parameters can be realized by adjusting
parameter θ.

VGG-19 network has a strong ability for feature pre-
sentation and detail description and can extract more fea-
tures and details [24, 25]. )erefore, based on the VGG-19
network model, the Shanghai-style watercolor painting style
is transferred.

3.2. Design of Style Transfer Loss Function. Gatys’ migration
algorithm is adopted to minimize the objective function
through iteration and transfer the style of content image S to
style image I [26].

Losstotal � 􏽘
L

l�1
αlLoss

l
c + Γ􏽘

L

l�1
βlLoss

l
s,

Lossl
c �

1
2NlDl

􏽘
ij

Fl[O] − Fl[I]( 􏼁
2
ij,

Lossl
s �

1
2N

2
l

􏽘
ij

( Gl[O] − Gl[S]( 􏼁,

(18)

where Losstotal is the total loss function, Lossl
c is the content

image loss function, and Lossl
s is the style image loss

function. I is the i-layer model of depth model, and Γ is the
weight distinguishing influence of formulas (15) and (16) on
the total loss function. F is the feature matrix, and G is the
Gram matrix.

3.3. Scheme Design of Style Transfer. Based on the above
analysis, the Shanghai-style watercolor painting style is
adopted as a transfer style to design cultural and creative
products. )e specific scheme is as follows.

Firstly, the style transfer algorithm is used to extract and
reconstruct style characteristics of Shanghai-style watercolor
paintings, including brushstroke, color, and texture, to
generate a new image example. In the design process, besides
the decoration of the product, the practicality of products
should meet the needs of users. Furthermore, the design
should not be limited to a two-dimensional plane, so as to
enrich the product style. )e color collocation can choose
the color close to the original Shanghai-style watercolor style
or boldly choose a contrasting color. )e materials can
choose high-quality and inexpensive acrylic, paper, and
other materials to reduce the selling price of products and
improve the cost performance of products.

According to the above design scheme, the watercolor
cultural and creative products are designed, and Figures 2
and 3 are the sketches of the product design.

4. Simulation Experiment

4.1. Construction of Experimental Environment. )is ex-
periment is conducted on tensorflow-gpu1.9.0, deep
learning framework, and torch7 environment. It is run in
Linux operating system.)eGPU is GTX P102-100, which is

a 4-core 24G E5-2660 V2, and the hard disk is 500GB SSD.
And Python, OpenCV, and other support libraries are
installed.

4.2. Data Sources and Processing. )e sample data of this
experiment include style sample data and content sample
data. Among them, style sample data are divided into re-
alistic style data, freehand style data, and abstract style data,
and the three kinds of data are, respectively, selected from
the works of Shanghai-style cultural watercolor painters Pan
Sitong, Ran Xi, and Ping Long [27]. )e content samples are
selected from Shanghai landmark Hudecs buildings, in-
cluding Wu Tongwen Residence, Hudecs Private Residence,
Joint Saving Society Bank, Park Hotel, and Wukang
Building.

)ere are certain errors in the iterative process of the
model resulting in problems such as noise or blurry images
in the final style transfer image [28]. To solve this problem,
Gaussian filtering, median filtering, and other methods are
adopted for processing, and it finds that the image processed
by Gaussian filtering is closer to the reality, and the details
are richer. )erefore, Gauss filtering is used to process style
transfer watercolor paintings. Figure 3 shows the calculation
process of style migration.

Considering that the model has some errors during it-
eration, and the images obtained through style transfer
contain noise or blurred image [24], this paper tries to
optimize the number of iterations, content weight, and style
weight, and filtering smoothing to solve these problems. )e
specific operations are as follows.

4.2.1. Number of Iterations. Due to the different difficulties
of learning different styles of watercolor painting, adjusting
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Figure 2: Design sketch of postcard.
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the number of iterations properly to learn different levels of
watercolor paintings to a varying degree, which is conducive
to improving the transfer effect of watercolor painting styles.
Table 1 shows the change process of the watercolor style
transfer effect under different iterations. According to the
figure, when the number of iterations is 1000, the watercolor
style transfer effect is the best.

4.2.2. Content Weight and Style Weight. )e content weight
and style weight of watercolor have a great influence on the
transfer effect, too high content weight will lead to full style
transfer, and too high style weight will lead to the loss of
details.)erefore, in order to achieve the ideal transfer effect,
different content weights and style weights are tested, and
the results are shown in Table 2. According to the figure,
when the content weight is 5 and the style weight is 200, the
migration effect is the best.

4.2.3. Filtering Smoothing. Filtering smoothing usually in-
cludes Gaussian filtering, median filtering, and other pro-
cessing methods. In order to select the best filtering
smoothing method, different filtering smoothing methods
are used in this paper to process watercolor paintings, and
the results are shown in Table 3. As can be seen from the
figure, compared with mean filtering, median filtering, and
bilateral filtering, the image processed by Gaussian filtering
is closer to reality and has richer details. )erefore, a
Gaussian filter is used to process the style transfer of wa-
tercolor paintings.

Figure 4 shows the comparison of results of the Wukang
Building before and after Gaussian filtering after style transfer.
In the picture, the style pictures from top to bottom are Pan
Sitong style, Ran Xi style, and Ping Long style. As can be seen,
compared with the image before processing, the image
processed by Gaussian filtering has more clear stylized fea-
tures, stronger color features, more natural brushstroke edges,
and more realistic light and shade of the overall composition,
which indicates that Gaussian filtering has obvious treatment
effect and certain effectiveness. In addition, by comparing the

transferred images of Pan Sitong, Ran Xi, and Ping Long, it
can be seen that Pan Sitong’s works are more realistic in color
and composition, and the overall treatment of light and shade
and details of virtual and real are more balanced and unified
than those of Ran Xi and Ping Long.)erefore, the Pan Sitong
style is finally transferred to the cultural and creative products.

4.3. Parameter Settings. Initial model training parameters
are set as follows: epoch� 500, batch_size� 1, learning rate
η� 1e0, style image weight ɑ� 1e5, and content loss weight
β� 1e2. )rough repeated experiments, the optimal training
parameters of the model are determined as epoch� 1000,
batch_size� 1, η� 1e0, ɑ� 1e200, and β� 1e5.

4.4. Experimental Results

4.4.1. Experimental Results of Style Transfer

(1) Style Transfer Results. To verify the transfer effect of the
proposed method, Pan Sitong style transfer is applied to
Residence, Building successively. )e results are shown in
Figure 5. As can be seen, the proposed method realizes the
transfer and lays a foundation for the secondary creation of
Shanghai-style watercolor paintings.

(2) Evaluation of Style Transfer Effect. In this experiment,
user satisfaction is selected to evaluate the effect of the
proposed style transfer method. )ree art-related practi-
tioners, three design professionals, and four ordinary people
are selected to score the generated style transfer effect images
on an integer scale of 1∼5 and calculate the average of final
evaluation scores. )e evaluation results are shown in Ta-
ble 4. )e proposed style migration algorithm based on
VGG-19 can generate relatively satisfactory transfer images
for users, and there are 4 samples with satisfaction scores
higher than 3, accounting for 80%. )is shows that the
proposed style transfer algorithm can extract and recon-
struct the color, texture, brushstroke, and other styles of
Shanghai-style watercolor paintings and generate new im-
ages with high user satisfaction.

Ca
lc

ul
at

e t
he

 p
ar

tia
l d

er
iv

at
iv

e
of

 lo
ss

 fu
nc

tio
n

Sy
nt

he
siz

e g
ra

m
 m

at
rix

Iterative
calculation

Filtering

Output images

Calculate
Style loss

Calculate
content loss

Calculate
total lossStyle picture

Figure 3: Calculation process of style transfer.
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Table 3: Processing results of different filtering smoothing methods.

Original image Mean filtering Median filtering Bilateral filtering Gaussian filtering

Before Gaussian
filtering

A�er Gaussian
filteringContent images Style images

Figure 4: Comparison of results before and after Gaussian filtering after image style transfer.

Table 1: Changes of style transfer effect with the number of iterations.

Content image Style image Iterations 100 Iterations 800 Iterations 1500

Table 2: Changes of style transfer effect with content weight and style weight.

Content image Style image Style weight 100 Style weight 500 Style weight1000

Content sample Style sample Generated results sample

Figure 5: Style transfer results.
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4.4.2. Design Results of Cultural and Creative Products

(1) Design Effect Display. Figure 6 shows the design effect
diagram of products. )e style transfer algorithm can
quickly generate design materials, reduce design time, im-
prove design efficiency, and reduce the design cost. At the
same time, cultural and creative products can be customized
for different users, which meets the aesthetic trend of the era.

(2) Design Evaluation. )ere are 10 professionals, including
art museum experts, students majoring in design, and
painters, invited to use a scale of 1 to 5 to score the products

from appearance [29], cultural connotation, practicality, and
personalization, so as to realize the evaluation of designed
watercolor cultural and creative products. )e results are as
shown in Table 5. Here, content images can reflect the
characteristics of Shanghai. Moreover, the newly generated
images are added to cultural and creative products as design
elements, which can make products have both cultural
connotation and personalization. )erefore, the products
have obtained a high expert satisfaction score, and the
overall satisfaction is more than 3.4 points.

To evaluate the market demand for designed watercolor
cultural and creative products, a questionnaire survey is
conducted on random passers-by, and 100 questionnaires are
sent and collected, among which 61 questionnaires are valid.
In the valid questionnaire, there are 31 male and 30 female
users. Among them, 37 users are aged between 18 and 25, and
24 users are aged between 26 and 55.)e scores of users on the
designed cultural and creative products are counted, and the
average scores are calculated, which are shown in Figure 7.
Here, users have high overall satisfaction with the designed
postcards, with an average score close to 4, indicating that the
designed watercolor cultural products are popular with the
public and can simultaneously meet users’ needs for cultural
connotation, appearance, personalization, and practicality.

5. Conclusion

To sum up, the proposed watercolor product design method
based on the style transfer algorithm adopts the VGG-19
network as the basic model to migrate the Shanghai-style

Table 4: Evaluation results.

User satisfaction evaluation table of Shanghai-style watercolor painting style transfer generated effect (a scale of 1 to 5, 1 point means that
very dissatisfied. Note: the score can be comprehensively considered from the dimensions of color, brushstroke, and composition)

Content samples Style samples Results of experiment 2 Satisfaction scoring
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Figure 7: User satisfaction with postcards.

Table 5: Expert satisfaction score.

Evaluation dimensions/cultural and
creative products

Cultural connotation 4.2
Appearance 3.8
Personalization 4.4
Practicality 4

Figure 6: Effect diagram of postcard.
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watercolor painting style. In addition, the loss function of
the style transfer algorithm is designed. )us, the rapid
extraction and reconstruction of the color, texture, brush-
stroke, and other styles are achieved. Moreover, the design
cost is reduced, and the design process is shortened. Adding
newly generated images as design elements to cultural and
creative products can make products meet the needs of
appearance, personalization, cultural connotation, and
practicality.)ere is no doubt that these products can obtain
high expert and user satisfaction and meet the aesthetic
changes in the market, which is conducive to the spread of
watercolor painting. )e innovation of this study is to apply
the deep learning algorithm to the specific artistic style
extraction and apply the extracted style to the actual design,
so as to provide a more practical case for the information
design of artistic style.

Although certain results have been achieved, due to the
limitations of conditions, there are still some deficiencies to
be improved and perfected. On the one hand, the proposed
style transfer algorithm has a good style transfer effect on
Pan Sitong’s realistic style watercolor paintings, but the
transfer effect of freehand style and abstract style still needs
to be improved. On the other hand, the proposed method
has been verified using Hudec architecture as an example,
but the themes such as landscapes and people have not been
selected in the content sample. )erefore, in future research,
improvements should be considered from the above defi-
ciencies to optimize the algorithm and improve the gen-
eralization of the algorithm.
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With China’s economy and the accelerated pace of globalization, the accounting environment is constantly changing, some
accounting laws and regulations are constantly being revised or promulgated, and the accounting system and system are gradually
being improved. At the same time, breach of trust in economic activities and violation of financial laws and regulations are
common, making the accounting environment more complex. All these have put forward higher requirements for accounting
practitioners, which require accounting personnel to receive systematic and professional accounting professional training.
'erefore, it is very important for the construction of the assessment and evaluation system for accounting internship. Based on
this paper, we study the construction of the computer-aided implementation of the assessment and evaluation system of ac-
counting internship for modern apprenticeship in order to improve the practical and effective help for the employment of
accounting students.

1. Introduction

College accounting majors will teach students the theo-
retical knowledge of accounting, but with the practical
accounting operation, there is still a big gap with the
actual operation in enterprises. 'erefore, the expectation
of college accounting graduates is that accounting stu-
dents can enter the accounting position as soon as possible
to do accounting work [1–3]. Especially in small and
medium-sized enterprises, the recruited accounting per-
sonnel need to be able to immediately adapt and be
competent in their accounting work, so the accounting
students to carry out on-the-job internship so that the
accounting theory learned in school and practical oper-
ation combined to enhance their professional accounting
skills have become a realistic demand and urgent task [4].
'is requires institutions to make efforts to train pro-
fessional financial personnel who can quickly adapt to and
be competent for their jobs according to the needs of
society and enterprises. In order to let their students have
zero contact with the job as much as possible, the insti-
tutions have reformed the teaching system of accounting

profession one after another, combining theoretical
teaching with practice and requiring students to have at
least half a year of on-the-job internship [5]. Although it is
said that the internship is very important in the teaching
system, the accounting talents who can really adapt to the
development needs of society and enterprises are not
produced in large quantities [6]. All these problems exist
which affect the effect and quality of on-the-job internship
of accounting students in colleges and universities and
many students of accounting majors. It is difficult for
many accounting students to enter into the role of ac-
counting work as soon as possible after they leave school,
and it is urgent to conduct systematic research on the top-
up internship for accounting students from the aspects of
theory and practice.

Accounting professional internship generally adopts
“2.5 + 0.5” model or “2 + 1” model, that is, out of 3 years of
study, 2 or 2.5 years are for professional study and 0.5 or
1 year is for internship [7].'ese two models have problems;
on the one hand, students do not have contact with the real
business of enterprises during their school years, and on the
other hand, in the final 0.5 or 1 year of internship, almost all
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students find enterprises and positions on their own so that
the professional match is difficult to ensure resulting in
accounting students going to work in sales, clerical work,
e-commerce work so that the professional internship has lost
its meaning [8, 9].

Schools that offer accounting majors generally have
higher enrollment scores and more students, but with the
national policy of “decentralization,” industrial transfor-
mation and upgrading, and the continuous updating of
information technology, the current accounting industry has
undergone tremendous changes, and with the rapid devel-
opment trend of management accounting, large enterprises
tend to financial sharing and small enterprises choose to
bookkeeping [10]. 'is has led to a gradual decrease in the
demand for accounting personnel in the accounting industry
while most of the accounting graduates can only go to small
enterprises for internship and while the market has seen a
relatively small increase in the income of accounting per-
sonnel in the past decade, and some students cannot get
basic pay during their internship, resulting in some students
not wanting to engage in accounting work [11]. 'erefore, if
students look for their own units for the internship, it is
inevitable that some students cannot work in accounting-
related positions. In addition, some students are unable to
find internship units within the time limit set by the school,
some students choose to prepare for the college entrance
examination, and some choose to start their own business. A
variety of situations have led to the emergence of multiple
forms of top-up internship for accounting students.

Due to the large number of accounting students, there
are many schools with hundreds or even thousands of
accounting students while the number of teachers is
relatively small; according to the regulations of the
Ministry of Education, the student-teacher ratio should
reach 20 : 1; however, the reality is that many schools have
30 : 1, and private schools even reach 40 : 1, which is far
from being able to meet the various needs of students,
resulting in teachers basically working beyond their
workload [12]. In addition to the teaching workload, they
also need to undertake scientific research and social
service work, which inevitably leads to the lack of energy
and cannot guarantee the quality of teaching, and the
assessment of students’ on-the-job practice cannot be
refined.

Whether it is the diversification of the types of student
internships or the overload of teachers, the assessment and
evaluation of liberal arts majors in most schools is basically
standardized, mainly including process assessment and re-
sult assessment. However, due to the small number of
teachers and large number of students, each instructor in-
structs more students, less than a dozen, andmore than a few
dozen, which makes teachers unable to grasp the internship
status of each student, unable to follow the guidance, and
unable to do a good process. In addition, the school also
incorporates the evaluation of students by enterprise in-
structors into the assessment and evaluation content, but
many of the enterprise evaluations are also formal.'e result
evaluation is based on the students’ weekly diary and in-
ternship summary, thesis or graduation survey report, and

other written materials, and the evaluation results may not
be very accurate.'erefore, the standardized assessment and
evaluation do not match the diversity of students’ internship
and the overload of teachers’ workload.

2. Related Work

'e apprenticeship system has a long history in factories, i.e.,
the master leads the apprentice to carry out practical op-
erations in a one-to-one manner so that he or she has the
ability to operate the equipment independently on the basis
of comprehending and learning the master’s professional
skills; therefore, the traditional apprenticeship system is less
efficient. Students have double mentors, with enterprises
(industry) as the main body, colleges and universities as the
basis, school-enterprise division of labor, “school classroom
education + job teacher-apprentice skills training” as the
main way, combining theory and practice and realizing the
complete docking and integration of occupation and pro-
fession, job and curriculum, and the professional skills and
professional spirit throughout the education process [13].

At present, many teachers in institutions lack practical
experience in the industry, not to mention being successful
in the industry. To become a true “master,” teachers need to
combine professional skills with industry practice and have a
high level of practical experience to be able to train qualified
students. Modern apprenticeship is a combination of pro-
duction and teaching, the core of which lies in the pro-
duction activities of students rather than the teaching
activities of teachers. 'e teaching method is theory-prac-
tice, and practical activities are carried out on the basis of
theoretical learning; therefore, students will have a sense of
achievement in the practical activities. At the same time, in
response to the lack of teachers for professional skills,
schools can recruit some part-time educators in the society.
Among them, the school is only responsible for providing
the venue and related teaching equipment, the part-time
staff is responsible for teaching professional skills, and the
teachers are responsible for teaching professional theoretical
knowledge, thus maximizing the use of existing teaching
resources and also focusing on training the backbone
teachers of the school so that they can become strategic
reserve talents of the school after the completion of their
studies [14].

'e purpose of vocational education is to cultivate
students with strong professional skills, requiring them to
have strong practical skills, but everyone’s learning and
understanding abilities are different. 'erefore, students in
large classes cannot fully understand what the teacher is
teaching, let alone thoroughly master the operational skills.
However, teaching in the modern apprenticeship system
allows a master to provide skills instruction, which greatly
improves their hands-on skills. For example, when con-
ducting an internship in an electronics factory, students
need to know enough about soldering and electronic
equipment that the author cannot instruct the students one
by one. 'e factory is equipped with a corresponding master
for each student to lead them in production practice, and the
author will also give them corrective advice for some
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common problems that arise among students, which is also
more conducive to their smooth growth.

Since the proportion of institutions in the whole edu-
cation system in China is not high, there are few articles
about research institutions accounting students on top of the
internship, usually with higher vocational institutions as the
research object, while foreign countries focus on the com-
bination of teaching and practical operation in the educa-
tional approach, in terms of professional career development
and close cooperation with enterprises, so the research starts
earlier than domestic and the number of research literature
is more than domestic. Foreign research focuses on voca-
tional education with the guidance of government depart-
ments, which has a strong theoretical guidance and grasps
the talent training mode of combining theory and practice
from the macro level, while domestic research mainly fo-
cuses on the current situation of students’ on-the-job in-
ternship from the microlevel and makes corresponding
research on the specific problems and improvement
methods of on-the-job internship.

In recent years, with the development of China’s
economy, enterprises pay more attention to financial
management and also to the comprehensive quality and
ability of accounting talents in all aspects, and the role of
internship in improving the ability of accounting students
has received the attention and recognition of education and
accounting experts and scholars, and many research results
with certain theoretical depth have emerged. 'e Dictionary
of Education, edited by the famous scholar Gu Mingyuan,
has a clear definition of “internship.” 'e so-called in-
ternship is generally a kind of internship in which students
complete their work tasks alone in production, manage-
ment, service, and other production positions. For example,
in vocational schools, before graduation, students usually
have a half-year internship, which is arranged in factories or
other departments to perform their duties and complete
production tasks independently according to the job spec-
ifications of production workers with the aim of making
them proficient in operating procedures and being able to
adapt to their work needs quickly, both psychologically and
physically, after joining the workforce.

In our country, the education of university-industry
cooperation has experienced five periods of development
and changes. In the first stage, under the guidance of the
party’s education policy and science and technology policy,
in the 1950s and 1960s, the scientific and educational
personnel of colleges and universities actively participated
in production practice and began to take steps to cooperate
with enterprises, and the cooperation at this stage was
mainly government-driven [15]. In the second stage, the
reform and opening up started in the late 1970s injected
new connotation to the cooperation between industry,
university, and research, and the resource allocation system
was reformed to increase the vitality of enterprises, and the
government-driven cooperation between industry, uni-
versity, and research gradually changed to the interest-
driven type of both parties [16]. 'e third stage, in 1985,
began to cooperate with foreign countries and established
its own joint development institutions of industry-

university research. In 1991, Shanghai took the first step to
establish the National Association of Research, Education,
and Research [17]. In the fourth stage, in 1997, our uni-
versities responded positively to the relevant circulars and
regulations of the Ministry of Education to vigorously
promote the development and in-depth promotion of
university-industry research [18]. In the fifth stage, in 2008,
the Ministry of Education once again emphasized the
importance of university-industry research, which further
pointed out the direction for the philosophy of running
universities [19, 20]. At present, there is no unified standard
in terms of awareness and execution when institutions
carry out accounting capstone internship. 'is thesis takes
the research object from three aspects: enterprises,
teachers, and students, and based on the research of
combining theory and practice in talent training mode,
through some discussions on the significance of top-up
internship for accounting students in institutions, possible
problems, as well as difficulties encountered in the process
of internship and policy measures, it is believed that car-
rying out top-up internship for students requires close
cooperation among enterprises, schools, and students; the
theory of top-up internship in institutions is improved and
supplemented; and the theoretical research in this field is
enriched and developed.

3. Methods

'is paper explores the design of a computer-assisted ac-
counting internship evaluation from the perspective of
modern apprenticeship system, aiming to realize the mutual
integration and penetration of teachers and apprentices and
the effective use of internship resources. 'e purpose of this
paper is to develop a computer-assisted accounting in-
ternship evaluation in the perspective of modern appren-
ticeship system, which is divided into a mobile client and a
web server. 'e mobile client is mainly for course infor-
mation browsing and online communication. 'e web
server side mainly manages and maintains various modules
in the background, such as internship data management and
statistical analysis of results.

'e main users of the system are students and teachers.
'e student use cases include login and registration, viewing
internship resources, teacher-apprentice communication,
and other options; the teacher use cases include publishing
microvideo content and assignment management. 'e
system administrator maintains the users and the system,
etc. 'e use case diagrams of students and teachers are
shown in Figures 1 and 2.

'e system is divided into an Android client and a web
server. Students learn through the Android client. 'e ad-
ministrator manages users and internship materials through
the server side. 'e system is divided into functional
modules as shown in Figure 3.

'e Android client mainly contains the following
functional modules: internship materials, microlesson
videos, teacher-apprentice exchange, knowledge vault,
bulletin board, query, etc. 'e web server completes all the
information and data related to the system, such as adding,
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deleting, modifying, importing data, and other information
maintenance functions; listens to the database server; and
pushes the newly added information to the server in real
time.

'e system contains information such as user, student,
and teacher entities; course and courseware entities; ques-
tion and answer entities; assignment and learning resource
table entities; and test question entities. 'e teacher and

student entities are designed as shown in Figure 4. 'e
administrator and course information entity diagram is
shown in Figure 5.

'e server side interacts with the Android side through
the Web Service interface, and the Android side interacts
with the server side through two interfaces. 'e server side
and the client side interact with each other through the JSON
data format, where the data obtained from the database is
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Figure 2: Teacher use case.
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Figure 1: Student use case.
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converted into JSON data format and the generic type is
converted into JSON.

'e module implementation takes the microvideo list
implementation as an example. When the user clicks on the
microvideo courseware in the Android client, the corre-
sponding function of Web Service reads out the content and
passes it to the Android client for playback.

'e server-side function modulesof the mobile inter-
nshipsystem are as follows: teachermodule, studentmodule,
and administrator module. 'roughthe server side, teachers
and students can carry out classroom learning, testing, and
review and realize the sharing of teachers and students to
build a vault of resources. In addition, teachers can assign
homework and tasks for students in the online classroom,
and students can conduct independent learning and realize
online discussion and research, constituting an online and
offline interaction mechanism, thus stimulating students’
learning enthusiasm. 'e specific grading index system of
the top-up internship is shown in Figure 6.

In view of the characteristics of the accounting profes-
sional on-the-job internship, an assessment and evaluation
system combining the school-enterprise double main body,
process assessment, and result assessment is established.'e
appraisal and evaluation system should consider five aspects
such as school instructor evaluation, enterprise instructor
evaluation, student self-evaluation, enterprise evaluation,
and parent evaluation. 'e proportion of the five aspects is
positioned 30%, 40%, 10%, 10%, and 10%, respectively. 'e
specific contents are as follows:

(1) On-campus instructor evaluation should be assessed
and evaluated in terms of learning ability, vocational
job adaptation ability, teamwork ability, social
practice ability, internship reality performance, and
internship effect as shown in Table 1.

(2) 'e evaluation of external instructors should be
assessed and evaluated in terms of students’ pro-
fessionalism, ability to apply professional skills and

public knowledge, ability to solve practical problems
at work, work efficiency, and teamwork ability as
shown in Table 2.

(3) Students’ self-assessment should be assessed and
evaluated in terms of the realistic performance of the
on-the-job internship, teamwork ability, work
practice ability, and the effectiveness of the intern-
ship as shown in Table 3.

(4) Enterprise assessment and evaluation should be
conducted in terms of job adaptability, work attitude,
teamwork spirit, and internship performance as
shown in Table 4.

(5) Parental assessment and evaluation should be con-
ducted in terms of job matching, employability,
social practice ability, and internship effectiveness as
shown in Table 5.

4. Case Study

Taking a higher vocational institution as an example, we
analyze the overall situation of students’ top job placement,
specifically.

On-job internship means that students have to leave
school and step into society to participate in work, during
which many students avoid and are unwilling to par-
ticipate in the on-the-job internship due to various
reasons such as poor adaptability and inability to bear
hardship, and even have a negative psychology. As shown
in Figure 7, more than half of the students only passively
insist on their internship as a task, only about 37% of the
students actively participate in the internship, nearly 7%
of the students leave the internship midway and do not
want to continue to participate in the internship, and
even a small number of students avoid the internship for
various reasons at the beginning and do not participate in
the internship. 'ere are even a few students who avoid
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Table 1: Assessment and evaluation of in-school instructors of accounting students’ on-the-job internship.

Student name :Major: Class: School instructor:
Serial
number Evaluation items Evaluation content Score Score

1 Self-learning ability
'e ability of self-learning and transferring new things and knowledge in the
context of transformation and upgrading of accounting industry and the ability
to collect and organize information by using the internet and other media

20

2 Ability to adapt to
professional positions

'e degree of understanding and acceptance of the professional competence of
the internship and the degree of adaptation to changes in the accounting

profession in the new situation
20

3 Teamwork ability 'e ability to communicate and coordinate with colleagues, school instructors,
and classmates in the workplace and to deal with problems 20

4 Social practice ability To be able to collect information about job recruitment and find suitable jobs on
their own 20

5 Realistic performance of
internship

Correct understanding of the relationship between the internship and the job, the
actual work attitude, the writing of the internship data, and the timeliness and

comprehensiveness of the data submitted
10

6 Effect of internship 'e results obtained in the internship and the help to the graduation design 10
Total 100

Table 2: Assessment and evaluation table of instructors of accounting students’ on-the-job internship enterprises.

Student name :Major: Class: School instructor:
Serial
number Evaluation items Evaluation content Score Score

1 Professionalism
'e degree of identification with the internship company, love of work
and dedication to observe labor discipline, and work carefully and

meticulously
30

2 Professional skills and ability to apply
comprehensive knowledge

'e ability to read and write documents such as financial analysis
reports and the ability to apply financial professional skills and

comprehensive knowledge in the internship position
20

3 Practical problem-solving ability Attitude and ability to deal with the actual production and operation
process events 30

4 Work efficiency Ability to complete the required work tasks on time and with quality 10

5 Collaboration ability
Able to pay attention to teamwork, work with colleagues to complete
work tasks, timely communicate to the leadership of the instructor, and

communication
10

Total 100
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Figure 6: Top-up internship rating index system.
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participating in the internship for various reasons at the
beginning and have aversion to the internship.

Whether or not to get a job position corresponding to their
majors determines the improvement of students’ practical
ability and lays the foundation for their future employment,
which is an important index to determine the effect of top-up
internship. In the survey, it is found that the rate of students’
jobmatching with their majors is low, andmost of the students
are engaged in basic text entry and checking work or jobs not

related to their majors after arriving at the enterprises, and they
can rarely come into contact with the core work content of
accounting majors, such as bookkeeping, accounting, and
reporting. As can be seen from Figure 8, the proportion of
professional mismatch is 46.8%, in which the proportion of
complete mismatch is only 22.5% and the proportion of in-
complete mismatch is 24.3%; the proportion of mismatch
between professional and internship positions is more than
50%, in which the proportion of complete mismatch is 39.5%.

Table 4: Accounting students’ on-the-job internship enterprise assessment and evaluation table.

Student name :Major: Class: School instructor:
Serial
number

Evaluation
items Evaluation content Score Score

1 Job adaptability 'e understanding and acceptance of the internship job vocational subcapacity of the job
slot frequency 20

2 Work attitude 'e degree of recognition of the internship enterprise, love and dedication to the job, abide
by labor discipline, and work carefully and meticulously 30

3 Teamwork
ability

'e work can pay attention to the group knowledge and can use the existing department to
solve problems 20

4 Effect of
internship

'e ability to apply professional financial skills and comprehensive knowledge in the
internship, as well as the ability to read and write documents such as financial analysis
reports, and the ability to complete the work of professional positions independently or

collaboratively

30

Total 100

Table 5: Parents’ assessment and evaluation of accounting students’ on-the-job internship.

Student name :Major: Class: School instructor:
Serial
number Evaluation items Evaluation content Score Score

1 Job matching 'e internship position and the professional counterpart count as full points, not the
counterpart count as 0 points 20

2 Employability Able to work independently or collaboratively to complete practical tasks, collect relevant
information, and independently find a suitable job position 30

3 Social practice
ability Able to deal with various unexpected problems in daily life and work 20

4 Effect of
internship

'e ability to apply professional financial skills and knowledge in the internship ability to
read and write documents such as financial analysis reports and to complete the work tasks

of professional positions independently or collaboratively
30

Total 100

Table 3: Self-evaluation table of accounting students’ on-the-job internship.

Student name :Major: Class: School instructor:
Serial
number Evaluation items Evaluation content Score Score

1 Realistic
performance 0.5 points for each day of diligence and 1 point for violation of discipline 30

2 Teamwork ability
Work can pay attention to the sense of teamwork, can use existing relationships to solve

problems, work with colleagues to complete the task, timely communicate to the
leadership instructor, and communication

20

3 Work practice
ability Skilled in Min bit technology and can complete independently or collaboratively 20

4 Effect of
internship

'e work tasks of the vocational position of the vocational subministry counterpart and
the internship process have been praised by the unit and colleagues 30

Total 100
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'rough interviews, it is found that state-owned en-
terprises generally attach more importance to the aca-
demic qualifications of interns and have a higher
threshold, while private enterprises accept students’ in-
ternships with a stronger acceptance. From the data of this
survey (see Figure 9), the nature of the internship unit is
state-owned or collective enterprises accounted for only
3.1% and private enterprises up to 93.4%, and a few
students’ internship unit is the family business founded by
their own families, which makes the internship as
“formal.”

What kind of mentality students put into the internship
has a decisive influence on the purpose of the internship.'e
differences in learning ability and family background make
students’ understanding of the purpose of the internship
vary greatly. It can be roughly divided into four aspects:
equivalence to employment, skill enhancement, completion
of studies, and preparation for employment. In Figure 10,
more than 40% of students think that the main purpose of
participating in the internship is to graduate while more
than 10% think that the internship is to join the workforce.
'e proportion of those who think the main purpose of the
internship is to learn skills and prepare for future em-
ployment also exceeds 40%. It can be seen that students do
not have a strong purpose to improve their skills through the
internship.

Prejob mobilization education is the preparation link to
help students get familiar with the enterprise where they are
doing their own internship, and it has an important basic
role in the smooth development of future internship
management. 'e survey found that, as shown in Figure 11,
more than 60% of the students said it was necessary to
receive pre-post training, and 30% of the students thought
the pre-post training received was only a simple introduc-
tion by the class teacher, and the pre-post training was
generally accepted. Another 7.92% of students said they were
not willing to receive any kind of preservice training.

Since the students’ internship is off-campus, the man-
agement of the school in the internship is an important
support to ensure the effective functioning of this form of
practical teaching, so the management form may also be
different from that of school teaching. As shown in Fig-
ure 12, 68.5% of the students are managed by teachers
through the Internet and telephone, 5.4% are managed by
teachers on-site, 11.6% are managed by teachers on rounds,
7.1% are managed by teachers returning to school regularly,
and 7.4% are not managed at all.

As can be seen from Figure 12, the current management
mode of students’ on-the-job internship is basically based on
information technology communication such as network
and telephone, and some schools even stay in the guidance
and management mode of having the former class teacher as
the internship instructor, which is relatively insufficient for
technical guidance and education work with practical effect
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Figure 9: Investigation of the nature of top position internships.
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and is only responsible for conveying some routine school
notices to students.

'e implementation of the management of the students
by the internship unit directly restricts the achievement of
the purpose of the internship. As shown in Figure 13, almost
all students said that they had a special master to guide them
in the internship process, and 35.8% felt that the effect was
good, 42.7% had an average effect, 21.1% had a poor effect,
and only 0.4% of students said that they did not have a
special master to guide them, which shows that as finance
workers, master guidance is essential. However, as far as the
effect of guidance is concerned, the reasons are many.
Meanwhile, during the survey, it was found that only 16% of
the enterprises receiving students for top-up internship
really have a system charter specifically for internship
management.

Although many colleges and universities ask internship
companies to provide rotation opportunities for students
participating in internships, which can expose students to
more positions and effectively solve students’ boredom
with internships, master more skills, and create strong
conditions for future career selection and employment. In
the accounting profession, the proportion of enterprises
that really provide students with job rotation during the
survey is only 23%, and the majority of internship enter-
prises arrange students in the finance and taxation de-
partments to carry out daily information reconciliation,
sorting and binding of accounting vouchers, reconciliation
with bank current account information, simple informa-
tion aggregation, report production, etc. 'e one-year

internship period rarely carries out job rotation, which is
also due to the small scale of the enterprise itself and the
small number of positions in the finance department. 'e
one-year internship period is rarely rotated, which is also
due to the small size of the company itself and the few
positions in the finance department.

'e essence of the internship is the relearning process in
the social context. During this period, the guidance contents
of enterprises and schools mainly include vocational skills,
career planning, professional ethics, and interpersonal re-
lationship. 'e detailed data of the necessity of the above
guidance contents for the students participating in the in-
ternship can be seen in Table 6.

From the table below, it can be seen that students
participating in the internship have more balanced re-
quirements for each guidance content, and they can realize
that comprehensive practice will largely affect their future
career choice, so they are more eager to receive career
guidance from all aspects. In the actual survey, it is found
that the internship students are eager to receive timely and
effective guidance when they encounter problems in the
practice process, such as the problems they should pay at-
tention to in the actual operation of accounting comput-
erization and red-letter flushing when filling out vouchers
and bills with errors.

In the survey, it is found that the assessment of school’s
top-up internship mainly focuses on students’ internship
handbook, internship log, and summary report, and the
internship grades are given through the scoring by in-
ternship instructors and scoring by enterprise masters. In
terms of the assessment process, only 17.3% of the students
said that the school’s assessment ran through the whole
process of the top-up internship, and 82.7% of the students
said that they only did the two mid-term summary and final
assessment. 'e school still adopts the traditional evalu-
ation by paper summary, internship report, and internship
appraisal signed and stamped by the enterprise, which is
neither comprehensive nor objective. In the main body of
the evaluation, the teachers of the school are still mainly
involved, the supervisors of the enterprises are less in-
volved, and the content of the evaluation only lies in
whether they have complied with the rules and regulations
of the enterprises and made a simple assessment of the
attendance. In the final survey, only 40% of the students
think that the way of internship assessment is reasonable,
and more than half of them think that the way of internship
assessment is unreasonable. 'is shows that there is not yet

Good guidance
effect

No guidance

Poor guidance
effect

Average guidance
effect

Figure 13: 'e effect of teachers’ guidance.
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systematically at the end of the top-up internship.
Students’ own feelings are one of the criteria to measure

the effectiveness of guidance and management. Satisfaction
analysis is carried out through five aspects: salary and re-
muneration, interpersonal communication, skill enhance-
ment, job matching, and guidance effect. 'e results show
that students are more satisfied with the place focused on
career skill enhancement, which shows that students attach
more importance to the improvement of self-worth and
hope to learn real knowledge through their own efforts and
also reflects the importance of top-up internship for ac-
counting students. Dissatisfaction is concentrated mainly in
the aspect of salary and wages. Internship students generally
think that their efforts are not proportional to their rewards.
'ose with general attitudes are mainly in interpersonal
interaction, job matching, and guidance effect as shown in
Figure 14. In addition, schools and enterprises do not pay
enough attention to students’ psychological counseling,
which causes students’ self-identity and poor stress resis-
tance, and is also one of the reasons for students’
dissatisfaction.

In the conversation with class teachers, internship
teachers, and school officials, we learned that the school is
generally satisfied with the students’ internship, mainly
because the school believes that the students’ skills have
been improved and their interpersonal skills have been
strengthened during the internship, and some students
have signed labor contracts with the enterprises directly
during the internship and participated in the work di-
rectly after graduation. 'e employment rate of the school
is improved, and the task of the internship can be com-
pleted well. 'e dissatisfaction is concentrated in the fact
that the employer pays too much attention to the eco-
nomic interests and only asks the students to work se-
riously without paying attention to the process
management of the students, and the students do not
communicate well with the school when there are prob-
lems in the enterprise, and the school often knows about it
only afterwards.

In a survey of 14 people, including finance team leaders,
cashiers, and department heads of enterprises, it was found
that the satisfaction of enterprises with the top job placement
is still relatively low. In the interview, a finance section chief
said: “'e basic ability of the interns sent here is so poor that
they are completely unable to complete the registration of
bills independently, and even the simplest journal entries are
often wrong.”'e reason for this is that the intern’s own lack
of ability greatly affects the effectiveness of the internship.

'is is one of the reasons why enterprises are not satisfied
with the internship [21, 22].

5. Conclusion

'rough the multifaceted survey visits to the students in-
volved in the top-up internship in the institution, the school,
and the enterprises receiving the top-up students, we have
gained an in-depth understanding of the current situation of
the top-up internship of students in a school. From the
results of the survey, most of the institutions have formu-
lated relevant management systems, prepared the teaching
syllabus of the top-up internship, and appointed special
internship instructors. In general, the internship in China is
at the exploration stage, and many processes and links are
still in the early stage of encountering problems and then
trying to solve them, and there are still many places that can
be further improved.

Data Availability

'e data set used in this paper is available from the cor-
responding author upon request.
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'e authors declare that they have no conflicts of interest
regarding this work.

Table 6: Comparison table of hoped and actually obtained guidance contents in internship practice.

Serial number Option content
Demand proportion (%)

Actual percentage of receiving guidance
Very Necessary Necessary General

1 Career skills 44.55 61.64 23.85 52.38
2 Career planning 23.97 35.63 40.3 5.99
3 Interpersonal relationship 13.70 5.26 31.03 8.65
4 Professional ethics 35.70 55.62 6.67 29.69
5 Psychological counseling 19.87 35.20 44.92 3.32
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Figure 14: 'e satisfaction of secondary vocational students in the
internship.
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Based on vehicle positioning and remote data transmission technology, a quantitative analysis method for the impact of intelligent
tour bus loops on the choice of transportation means between tourist attractions is developed. Aiming at the problem of
undirected graph path planning where the in�uence of time series is known and the edge weights are known, Markov chains are
introduced on the basis of the “0-1-like planning under time series” model, and a Markov chain-based algorithm is established. In
this article, we proposed a model for route planning of a tourist bus. When solving, it is assumed that the weight of the edge
changes with time, and random variables are introduced, but the past state will not a�ect the current state, and other conditions
remain unchanged. After the constraint model is established, it is simulated by computer and solved using the stochastic gradient
descent algorithm. �e model makes the tour bus loop intelligent and has good interpretability and robustness.

1. Introduction

With the development of economy, holiday tourism is more
and more popular among people. Every city regards tourism
as an emerging industry and increases e�orts to build and
improve tourist attractions [1–3]. However, holiday tourism
also greatly increases tra�c. Especially during the long
holiday, the tra�c demand of various tourist cities has
caused great pressure on the city’s transportation network.
Drawing on the advanced experience of developed countries,
it is necessary to improve the supply of tourism trans-
portation in tourist cities, especially the accessibility of
scattered tourist attractions. �is paper proposes a scheme
and method for building an intelligent tourism bus loop
based on Markov chain decoupling and develops a quan-
titative analysis model to evaluate the system’s choice of
transportation means between scenic spots.

�e main purpose of the tourist bus loop is to provide
services for tourists who move between scenic spots. It
should connect the main scenic spots in the city, and at the

same time, it can enable tourists to reach any major scenic
spot by one bus. At present, China’s urban tourist attractions
are relatively scattered, especially a considerable number of
tourist attractions are located on the edge of relatively re-
mote cities, so the accessibility of urban attractions on the
bus network is very poor [4–7]. In order to improve urban
tourism tra�c conditions and provide tourists with com-
prehensive bus services, it is necessary to set up circular bus
routes so that tourists can enjoy one-stop bus services when
moving between scenic spots. �e intelligent public trans-
portation system refers to the real-time information ex-
change between the vehicle station, the scenic spot, and the
control center, so as to realize the �exible operation and
management of the vehicle, the adjustment of the number of
people in the park, and the reasonable arrangement of
tourism for tourists. �e construction of an intelligent
tourist bus system in a developed tourist city can provide
experience and methods for the construction of the whole
city’s intelligent transportation system IST [8–10]. In order
to reasonably grasp the tourists’ understanding and needs of
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the intelligent tourism bus loop, a questionnaire survey was
conducted among tourists in Dalian, and a total of 104 valid
answers were obtained, which were composed of 7% by car,
12% by taxi, 70% by bus; tourists’ satisfaction with public
transportation between scenic spots is 20%, very satisfied or
%, dissatisfied or %, slightly Satisfied 60%.

After clarifying the necessity of building an intelligent
tourism bus line, its spatial orientation has become a pre-
requisite for meeting the requirements of tourists. )e
spatial layout must first be able to connect with the main
scenic spots in the city; it should try not to overlap with
conventional buses; the scenery on both sides of the line
should be beautiful. )e purpose of introducing an intelli-
gent system is to achieve interaction between traffic sup-
pliers, traffic demanders, and scenic spot operators. )e core
technology of intelligent tourism loops is automatic vehicle
positioning system (AVL) [11, 12]. Many cities are equipped
with bus vehicles. With AVL equipment, the system has the
following functions: (l) real-time monitoring of the dy-
namics of running vehicles in order to improve fleet
management and improve running schedules; (2) providing
passengers with real-time vehicle arrival forecast informa-
tion at stations; and (3) implementing the bus signal priority
to locate each vehicle. )is paper designs a travel bus loop
intelligence based on Markov chain decoupling. Aiming at
the problem of undirected graph path planning where the
influence of time series is known and the edge weights are
known, in order to simulate the situation that the degree of
traffic congestion changes with weather changes in reality,
based on the model of “class 0-1 planning under time series,”
the Markov chain is introduced, and a multi-objective path
planning model based on the Markov chain is established.

2. Theoretical Background

2.1. Intelligent Tourism Bus Routes. To determine which
improvements would increase the attractiveness of public
transport, we designed a questionnaire. )ree questions are
designed. Is it necessary to display the running status of
vehicles on the route on the bus stop sign? Is it necessary to
display the admission status of each main scenic spot in the
bus? Is it necessary to open the intelligent communication
between the main tourist attractions? In terms of the ne-
cessity of displaying vehicle operation information at bus
stops, 8% think it is not necessary, 2% think it is unnecessary,
24% think it is basically necessary, and 6% think it is nec-
essary. In terms of the necessity of garden information, 14%
thought it was not very necessary, 2% thought it was un-
necessary, 16% thought it was basically necessary, and 68%
thought it was necessary.

Using differential global positioning system (DGSP) and
wireless communication technology to realize intelligent
tour bus loop, information exchange between vehicles and
control center and information release between stations and
vehicles are realized. )e vehicle equipped with the GSP
receiver transmits its coordinates to the control center
through wireless transmission, and the control center
processes these coordinates to obtain the arrival time of the
next vehicle at each station and then displays the time on the

display screen of the station through data transmission. At
the same time, each scenic spot transmits its congestion level
to the control center by playing at a certain time interval, and
the center then publishes the information on the station and
vehicles in a zero-delay manner.)e technology required for
the entire system is formed. )e technology and the price of
its products are not high, which is suitable for tourist cities
with certain financial resources.

2.2. Markov Chain. A Markov chain is a stochastic process
with Markov properties in probability theory and mathe-
matical statistics that exists in discrete exponential sets and
state spaces [13]. Markov chains that apply to sets of con-
tinuous exponentials are called Markov processes but are
also sometimes regarded as a subset of Markov chains, i.e.,
continuous-time Markov chains, which correspond to dis-
crete-time Markov chains. )erefore, Markov chain is a
relatively broad concept.

Markov chains can be defined by transition matrices and
transition graphs. In addition to Markov properties, Markov
chains may be irreducible, recursive, periodic, and ergodic.
An irreducible and normally recursive Markov chain is a
strictly stationary Markov chain with a unique stationary
distribution. A limiting distribution that traverses a Markov
chain converges to its stationary distribution.

AMarkov chain is a set of discrete random variables with
Markov properties. Specifically, for the set of random var-
iables in the probability space with a one-dimensional
countable set as the exponential set, if the values X � si, si ∈ S
of the random variables are all in the countable set and the
conditional probability of the random variable satisfies the
following relationship [14]:

P Xt+1|Xt, . . . ,X1( 􏼁 � P Xt+1|Xt( 􏼁, (1)

then X is called the Markov chain, the countable set S is
called the state space, and the value of the Markov chain in
the state space is called the state. )e Markov chain defined
here is a discrete-time Markov chain, and although it has a
continuous exponential set, it is called a continuous-time
Markov chain, but it is essentially a Markov process.
Commonly, exponential sets of Markov chains are called
“steps” or “time steps.”

)e above formula defines the Markov property while
defining the Markov chain, which is also called “memory-
less,” that is, the random variable at step t+ 1 is given the
random variable at step t and the rest of the random var-
iables. )e variables are conditionally independent. On this
basis, Markov chains have strongMarkov properties.)at is,
for any stopping time, the states of the Markov chain before
and after the stopping time are independent of each other.

3. Intelligent Model of Tourist Bus Loop
Based on Markov Chain Decoupling

)e path planning problem is to plan an optimal path after a
given goal and cost. Different combinations of conditions
and goals will produce different planning problems. For
example, the planning of multiple goals is multi-objective
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planning [15], and the loss can be abstracted into yes or no,
which is a 0-1 plan. According to the basic Markov chain
model in Section 2.2 and the conversion rules between
random Petri nets and Markov chains [16], an intelligent
model of tourist bus loops based on Markov chain decou-
pling can be constructed. )e algorithm flowchart is shown
in Figure 1. After the Markov chain is constructed, the time
factor needs to be introduced.

Markov chain is widely used in the analysis and mod-
eling of systems with random processes. It regards time
series as a random process and then determines the changing
trend of things by calculating the initial probability and state
transition probability of the same state. )e bus departure
and arrival time series is regarded as a random process, and
the Markov chain is used to predict the state change of
single-line intelligent bus and estimate the delay propagation
probability. )e evolution process of delays with time and
space is regarded as a non-stationary Markov chain, and the
arrival/departure delays of smart buses in consecutive sta-
tions are defined as random variables and classified into
early, small, and large states, and the probability distribution
of delays is predicted, and the prediction accuracy is 71%
increase. All the above studies have achieved good results,
but the influence of joint delay on the transmission process
cannot be considered alone. In this paper, the Markov chain
is used to intelligentize the tourist bus loop. )e research
assumptions in this paper are as follows. (1) )e bus op-
eration is based on the map. If the delay propagation process
between trains is determined, then the train’s on-time delay
status remains unchanged, and the propagation probability
remains 1. However, there are still random disturbances in
the actual operation process, such as the influence of bad and
abnormal weather, equipment failures and human operation
errors, and so on, and there are differences in the driver’s
operation. )e influence of the difference of traction and
braking performance of EMU, as well as the situaton that the
passenger car uses the redundant time to rush to the point,
are random events based on the graph driving. So, these
events can be described by probability model. (2) Redun-
dancy time, including station interval operation, tracking
operation, redundant time, and so on, is mainly used to
control the delay propagation intensity and improve the
delay recovery ability. )is paper studies the intelligenti-
zation of tourist bus routes because the speed scale of tourist
buses in the interval is basically the same, that is, the front
and rear buses can be used.

When the initial state vector of the train is T� {1, 0, 0},
with the increase of the interval between arrivals, the
probability of joint delay gradually increases, but the
probability of joint delay is always smaller than the other two
delay probabilities. When T� {0, 1, 0}, with the increase of
arrival interval, the probability of non-delay and joint delay
state gradually decreases, and the probability of initial delay
gradually increases. In addition, the first train following the
initial delayed train is most likely to have joint delays. When
T� {0, 0, 1}, with the increase of arrival interval, the
probability of non-delay and joint delay state gradually
increases, and the probability of initial delay gradually in-
creases. In addition, the probability of joint delay of the first

train after the joint delayed train is also high. If the ho-
mogeneous Markov chain starts from three different initial
states, after 6 arrival intervals, the probability of each train
arrival state is basically stable. It can be shown that regardless
of the distribution of the initial arrival state, after 6 prob-
ability transitions, a stable state will always be reached. It can
also be shown that when the joint delay propagation range of
the intelligent bus is 6 buses, the following bus is no longer
affected by the current delay state. Combined with the above
analysis, since the state transition probability of each station
is different, in the scheduling adjustment, it is necessary to
pay more attention to the high probability of delay prop-
agation, especially the stations that are likely to cause long
delays, and organize trains to catch up in the forward
interval.

4. The Impact of Intelligent Tourism Loop on
Traffic between Scenic Spots

Since the annual total number of tourists in a city and the
traffic demand between scenic spots can be regressed
through statistical data, the key to quantitative analysis is to
accurately predict the impact of the system on the choice of
transportation means between scenic spots after the system
guides people. )e maximum likelihood utility theory is
considered to be the most effective and conventional method
when selecting means, and the analysis method is structured
as follows:

Pi �
U

a
i

􏽐jU
a
j

, (2)

where U is the utilization utility of transportation means i. It
varies according to personal preferences, and the reason for
this contingent variable is that some passengers do not al-
ways use the most efficient means of transportation. Pi

represents the probability that the passenger chooses the
means of transportation i.

Equation (2) is a very typical mode of transportation
means selection. )e form of the function f(x) is usually
linear, exponential, or logarithmic, and the unknown co-
efficients need to be calibrated by regression using the
existing data. )e advantage of this method is that it has
sufficient theoretical basis and is easy to understand. )e
disadvantage is that it requires a large amount of existing
data to calibrate the unknown coefficients, and the calibrated
coefficients reflect the behavioral awareness of people in the
past, and there may be large errors in the prediction of the
future. )e intelligent tourism bus loop is a brand-new
means of transportation, there is no existing data to use, and
there are some unquantifiable elements in the subjective
evaluation of the means of transportation between scenic
spots by tourists, so it is difficult to obtain the open intel-
ligent transportation by using the conventional utility
function. )is paper proposes to use the analytic hierarchy
process to calculate the utility of various means of trans-
portation between scenic spots. )e analytic hierarchy
process (AHP) was proposed by an American operations
researcher. )e advantage of AHP is to determine the
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importance of various factors in people’s subjective con-
sciousness when making decisions through questionnaires,
so as to quantify people’s subjective consciousness I’ in the
decision-making process. )e choice of transportation
means for tourists to move between scenic spots is also a
decision-making process. According to a large number of
previous studies, it is reasonable to believe that the factors
(Xi) that affect tourists’ decision making include cost (x1),
time (x2), comfort level (x3), and information provision
(x4).

In order to use AHP to calculate the utility of various
means of transportation, a hierarchical structure is designed.
Generally speaking, the top layer obtains the priority of
tourists’ subjective awareness of each means of trans-
portation. Since tourists do not always choose the most
transportation, some contingent factors can also influence
their final choice. So, the chance factor is entered into the
equation (1) as the utility of the various vehicles. So, the
probability of each vehicle being selected is calculated. )e
second layer refers to the factors that affect the choice of
transportation means for tourists, in which cost and time are
continuous numerical indicators, while comfort and in-
formation provision are qualitative indicators, which are
quantified here using discrete indicators.

When using AHP to make decision-making judgments,
weight data must be obtained through surveys. )e weight is
determined by integrating the subjective consciousness of
experts in the corresponding field, but most studies calculate
the weight by conducting a sample survey of all relevant
personnel. Here, the weight of each factor is determined by
conducting a questionnaire survey of tourists at the scenic
spot. In order to determine the effect of tourists on the four

elements of the second layer in the means of transportation
and to avoid contradictions in the pairwise comparisons,
here, according to the order of the elements arranged by the
experts, the respondents are asked to make a stepwise
comparison. According to the traditional practice of the
AHP method, the importance is assigned to the corre-
sponding value, where very important� 5, important� 3,
not very important� 1, not important� 0, and then 104
answers are counted.

In order to determine tourists’ awareness of the four
aspects of various means of transportation in the second
layer, the purpose is to find the critical value that tourists
care about each element. )rough statistical analysis of the
survey results, the proportion of tourists who care about
each element and various states is obtained. )e marginal
value of cost difference that tourists care about: 2-6 yuan
accounts for 29%, 6-10 yuan accounts for 43%, 10-12 yuan
accounts for 20%, and 12 yuan accounts for 8%. )e time
boundary value that tourists care about: 31% below 10min,
33% 10-20min, 20% 20-30min, 2% 30-40min, and 14%
above 40 yuan. Boundary values for comfort differences: 14%
accept no-seat crowding, 18% may have a seat, 24% are
seated but not crowded, and 4% have a seat. Smart supply
boundary value difference: 8% is slightly needed, 2% is not
needed, 24% is needed very much, and 66% is needed%.
Combining the above survey results, we can get the priority
matrix of various means of transportation relative to each
element.

According to the above route layout and survey results,
AHP can be used to quantitatively analyze the effectiveness
of various means of transportation between tourist attrac-
tions. However, due to the large OD matrix of tourist
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Figure 1: )e algorithm flowchart.
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attractions, it is impossible to calculate the utility of various
means of transportation for each OD. In this paper, the
average value of OD is used to quantitatively analyze the
utility of various means of transportation between scenic
spots. According to the model results, we give the priority
matrix of tourism bus intelligence in 4 aspects (Table 1). It
can be seen that information provision is themost important
demand in the loop line performance bus. )en, there is
comfort, time, and expense. )is is because the price of bus
loop travel is relatively low and does not fluctuate much.

5. Improvement of the Tourist Loop

Since the 21st century, country’s social economy has con-
tinued to develop and various systems have been continu-
ously improved and perfected. )e improvement of people’s
living standards has led to the vigorous development of
leisure tourism. Faced with the current development
background and strong development impetus, the state has
formally incorporated leisure tourism into the major stra-
tegic plan of national development, and tourism develop-
ment is regarded as an important strategic plan for
implementation and national layout.)e new pillar industry
of our country’s national economy promotes the develop-
ment of our country’s economy.)e scenic tourist road itself
is also a part of the scenery. It is different from ordinary
highways in that it has few freight services and has higher
requirements for aesthetics. )e characteristics of tourist
highways around scenic spots are studied and analyzed, and
targeted landscape construction can realize highways. )e
organic unity with tourism provides a pleasant driving
environment for tourists.

In the long-term development process of highway
construction and governance, the state usually only focuses
on the corresponding construction and maintenance of the
use function of the highway but does not pay much attention
to the landscape and characteristics of the highway itself,
including the surrounding environment, even if there are
some highways. In the process of construction or gover-
nance, the factors of the environment or landscape are
considered, and it is also a relatively superficial governance,
or it just stays on the repetition of some simple content, or
the decoration and creation of the surface of the road, which
leads to the development of the road. )e disharmony be-
tween the overall structure and the landscape environment
will even cause damage to many natural landscapes around
the highway and along the route, resulting in environmental
deterioration. At the same time, many highways in our
country are beautifying the landscape along the route or the
surrounding environment. In the process of construction, it
only stays on the general greening tree design, and the
patterns and methods used are relatively simple, resulting in
too monotonous road landscape. No systematic design re-
search has been carried out, so the corresponding road
landscape is very scattered, which not only affects the road
landscape but also affects the use of highways as a trans-
portation channel to a certain extent. For tourist highways,
in addition to satisfying the most basic driving and use
functions, the landscape organization along the tourist

highways should also be given full attention. Whether the
tourism highway landscape organization is reasonable or not
plays a pivotal role in the overall planning of the highway
landscape.

Tourism highway landscape is a complex landscape,
including the landscape formed by the highway itself, as well
as the natural landscape and human landscape along its
route. )e interpretation of tourist highway landscape
should pay attention to the following. (1) From the per-
spective of internal and external scope, the tourist highway
landscape not only includes the landscape within the scope
of the highway but also includes the sight-seeing landscape
outside the scope of the highway. Tourism highway land-
scape is a combination of various natural and cultural
landscapes and highway traffic elements visually seen by
highway users. As a highway construction mode integrating
tourism traffic and economic development, the landscape
construction of tourist highway goes beyond the content and
scope of the usual highway landscape. (2) From the per-
spective of landscape components, the tourist road land-
scape covers natural landscapes and human landscapes.
Natural landscapes include topography and landforms in the
natural environment (such as plains and hills, snow-capped
mountains, forests, seas, wetlands, deserts, and gobi), ani-
mals, plants, celestial phenomena, and so on. Human
landscape refers to various artificial structures or settlement
landscapes created by human beings in the long social
production activities, including various types of towns,
suburbs, rural landscapes, and social and cultural landscapes
such as transportation facilities, historical sites, and religious
buildings. (3) According to the different viewing methods of
the tourist road landscape, the tourist road landscape in-
cludes dynamic and static landscapes. )e dynamic land-
scape and the static landscape correspond to the dynamic
viewing mode and the static viewing mode, respectively, and
are suitable for studying the physiological and psychological
feelings of the dynamic landscape and the static landscape
due to the high-speed driving, slow driving, or stillness of the
landscape subjects. Visual view, corresponding space design,
and dynamic landscape sequence space design are important
techniques and means of landscape composition.

6. Conclusion

)e establishment of tourist loops in large cities with in-
sufficient urban rail networks will play a significant role in
improving the supply level of tourist traffic, improving

Table 1: Relative importance of four factors in traffic mode choice.

Cost Time Comfort Information
provided

Cost 1 2.05 4.63 11.58
Time 0.49 1 2.26 5.65
Comfort 0.21 0.44 1 2.50
Information
provided 0.09 0.18 0.4 1

)e eigenvalue 0.64 0.25 0.08 0.03
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tourist traffic services, and improving the soft and hard
environment of tourism.)e intelligent system of tourist bus
loops is based on Markov chain decoupling. )e intro-
duction will not only improve the efficiency of a single
tourist bus route but also provide experience and methods
for the construction of the city’s overall intelligent trans-
portation system. It is entirely possible for the construction
of intelligent tourism bus lines to take the line to the surface
to accelerate the intelligent process of the urban trans-
portation system.
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As training deep neural networks enough requires a large amount of data, there have been a lot of studies to deal with this problem.
Data augmentation techniques are basic solutions to increase training data using existing data. Geometric transformations and
color space augmentations are well-known augmentation techniques, but they still require some manual work and can generate
limited types of data only.(erefore, there are many interests in generative-model-based augmentation lately, which can learn the
distribution of data. (is study proposes a set of GAN-based data augmentation methods that can generate good quality training
data. (e proposed networks, f-DAGAN (data augmentation generative adversarial networks), have been motivated by the
DAGAN that learns data distribution from two real data. (e basic f-DAGAN uses dual discriminators handling both generated
data and generated feature spaces for better learning the given data. (e other versions of f-DAGANs have been proposed for
generating hard or easy data that have additional dual classifiers for both generated data and feature spaces to control the
generator. Hard data is useful for optimized training to increase the target performance such as classification accuracy. Easy data
generation can be used especially in few-shot learning. (e quality of generated data has been validated in two ways: using t-SNE
visualization of generated data and classification accuracy by training with generated data using the MNIST data set. (e t-SNE
representations show that data generated by f-DAGAN are evenly distributed for every class better than the exiting generative
model-based augmentation methods. (e f-DAGAN also shows the best classification accuracy by training with generated data.
(e f-DAGAN version for easy and hard data generation generates data well from five-shot learning and performs well in sample
data generation experiments.

1. Introduction

Machine learning (ML) is a subset of artificial intelligence (AI),
which imparts the framework and the advantages to naturally
gain from the ideas and information without being unequiv-
ocally customized.Deep learningdependson the assortmentof
ML techniques thatmodels significant level deliberations in the
data with numerous nonlinear changes. Deep learning is
otherwise called deep structure learning and various leveled
discoveries that comprise different layers that incorporate
nonlinear preparing units with the end goal of change and

highlight extraction. A deep learning innovation takes a shot at
the artificial neural system (ANNs). (ese ANNs continually
take learning techniques, and by constantly expanding the
measureofdata, theproficiency inpreparingprocedures canbe
improved. (e learning procedure can be the supervised or
semisupervised path by utilizing unmistakable phases of re-
flection and complex degrees of portrayals [1].

(e general focal point of deep learning is the portrayal of
the independent data and speculation of the educated ex-
amples for use on data unseen. (e decency of the data
portrayal largely affects the presentation of data by machine
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learners; an unfortunate data portrayal is probably going to
decrease the exhibition of even a propelled machine learner,
while a decent data portrayal can prompt superior for a
moderately easier machine learner. (ese features include
designing, which centers on building highlights and data
portrayals from actual data [2], which is a significant com-
ponent of deep learning. Key idea basic deep learning (DL)
strategies are dispersed portrayals of the data, in which
countless potential arrangements of the theoretical highlights
of the information are achievable, taking into consideration a
conservative portrayal for each example and prompting a
more extravagant generalization. (e quantity of potential
designs is exponentially identified with the quantity of re-
moved conceptual highlights. Taking note of that they
watched information was created through connections of a
few known/obscure variables, and along these lines, when an
information design is gotten through certain setups of ed-
ucated components, inconspicuous information examples
can probably be depicted through new arrangements of the
scholarly factors and examples [3, 4]. Compared to learning
dependent on nearby generalizations, the number of ex-
amples that can be obtained utilizing an appropriated por-
trayal scales rapidly with the number of learned elements.

In the following sections, a brief introduction of the few-
shot learning approach, data augmentation approach, and
the importance of the data augmentation approach will be
presented.

Current DL methods cannot quickly sum up from a
couple of models. (e previously mentioned effective DL
applications depend on gaining from huge scope of infor-
mation. Conversely, people are fit for learning new assign-
ments quickly by using what they realized previously.
Overcoming this issue among DL and people is a significant
heading. It very well may be handled by DL, which is worried
about the subject of how to build PC programs that naturally
improve with experience [5, 6]. To gain from a pre-
determined number of models with directed data, another AI
worldview called few-shot learning (FSL) [7, 8] is proposed.
FSL can help calm the weight of gathering huge scope-di-
rected information. Driven by the scholastic objective for DL
to move toward people and the modern interest for inex-
pensive learning, FSL has drawn a lot of ongoing consid-
eration and is currently a hot research territory.

Existing information growth strategies can be separated
into two general classes: conventional, white box strategy, or
discovery techniques dependent on deep neural networks.
(e most well-known customary methodology is to perform
a mix of relative picture transformation and shading al-
teration. Geometric mutilations are generally used to expand
the number of tests for preparing the deep neural networks,
to adjust the size of data sets also for their productivity
improvement. (e most mainstream strategies are histo-
gram evening out, upgrading complexity or splendor, white-
adjust, sharpen, and blur.

Generative adversarial network (GAN) is a generally
amazing asset to perform unsupervised actual data utilizing
the min-max technique [9]. GANs are seen as very helpful in
a wide range of information age and control issues such as
text-to-image translation, the image in a painting, and so on.

One of the significant tests to utilize DL models is any
way to accumulate and clarify enough data training. Fluc-
tuates heuristics are normally used to prevent overfitting, for
example, dropout, penalizing the standard of the system
parameters, or early halting of the improvement technique.
Aside from the regularization strategies identified with the
optimized strategy, diminishing overfitting can be accom-
plished with data argumentation. Another significant pur-
pose of data argumentation is to build the size of data and
sum up amodel for better forecast outcomes for unseen data.

(e main contributions of this work include

(1) We examine and compare several data augmentation
techniques for a few-shot image classifications using
metric learning, in order to compare with different
generative-based data augmentation techniques.

(2) We designed two different types of feature learning
generative models for data augmentation.

(3) We successfully build a model that can generate
realistic images even a few samples available in the
training set.

(4) (is work shows the feasibility of generating syn-
thesized training data generation using adversarial
training with few training data required to achieve
the performance of the analysis.

(e remainder of the paper is organized as follows.
Section 2 describes the related works published in the field of
data augmentation and few-shot learning. Section 3 gives an
overview of data augmentation. Hallucination-based few-
shot learning is explained in Section 4. Proposed work is
elaborated in Section 5, and augmentation considering a
class is described in Section 6. (e evaluation process design
and the result of the one-class-based augmentation are
described in Sections 7 and 8, respectively. Section 9 con-
cludes the paper.

2. Related Works

Few-shot learning (FSL) is the method of taking care of a
learning model with a limited quantity of preparing infor-
mation, rather than utilizing an enormous measure of
preparing information to the generalized model for in-
conspicuous information. (is strategy is for the most part
used in the field of computer vision, where utilizing an item
arrangement model despite everything gives proper out-
comes even without having a few preparing tests. (e basic
FSL situation is the place models with supervised data are
hard or difficult to obtain because of security, well-being, or
ethical issue. A run of the model is drug revelation, which
attempts to find properties of new atoms to distinguish
valuable ones as new medications [10]. FSL can lessen the
information gathering exertion for information serious
applications, for example, picture arrangement, picture re-
covery, object following, video occasion discovery, language
demonstrating, and neural engineering search.

FSL is called one-shot learning. One set of one-shot
learning algorithms achieves an information transfer fo-
cused on the similarities between previous and recent classes
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by reuse model parameters. Classes of objects are learned
first by numerous training examples, and then new classes of
objects were also learned by transforming model parameters
from previously learned classes or selecting appropriate
classifier parameters. A further class of algorithms ensures
the transfer of knowledge through the sharing of object
categories or functions. In patches of already-learned classes,
the machine-learning algorithm extracts “diagnostic
knowledge” from shared information patches and then
applies it to new class learning. One shot of prior experience
in horse and cow classes, for example, may be acquired in a
dog class, as dog items can have identical distinctive patches.
(e one-shot research focused on the similarities of new
classes of objects and their previously studied ones passes
qualitative awareness to a worldwide experience of the
object’s environment.

Zero-shot learning expects to perceive objects whose
occasions might not have been seen during preparation
[11, 12]. It involves the grouping of pictures where there is
no named preparing information, and a few methodologies
have been proposed; each year has been expanding quickly
with no specific benchmark. For a solid model, envision
recognizing a class of items in photographs without ever
having seen a photograph of that sort of article previously.
Most zero-shot learning techniques utilize some association
between accessible data and inconspicuous classes. Early
works of zero-shot learning [13, 14] utilize the traits inside a
two-phase way to deal with construing the name of a picture
that has a place with one of the concealed classes. In the
broadest sense, the features of an information picture are
anticipated in the principal stage; at that point, its class mark
is surmised via looking through the class that accomplishes
the most comparative arrangement of features.

While a large portion of zero-shot learning strategies gets
familiar with the cross-model mapping between the picture
and class installing space with discriminative misfortunes,
there are a couple of generative models [15, 16], which
address each class as a likelihood appropriation [17].

Few-shot learning (FSL) techniques can be generally
sorted into three classes: hallucination-based data argu-
mentation, meta-learning, and metric-learning. Data aug-
mentation is a great method to expand the measure of
accessible information and accordingly valuable for few-shot
learning [18–20]. A few strategies propose to gain profi-
ciency with an information generator for example adopted
on Gaussian noisy [21, 22]. Be that as it may, the age models
regularly fail to meet expectations when trained on not many
shot information. An option is to combine information from
numerous tasks that, be that as it may, is not successful
because of fluctuations of the information across under-
takings [23].

Meta-Learning few-shot is based on aggregate under-
standing from learning numerous assignments [24, 25],
while base-learning centers display the information ap-
propriation of a solitary understanding. A best-in-class il-
lustrative of this, in particular model-agnostic meta-learning
(MAML), figures out how to scan for the ideal introduction
state to quick-adjust a base-student to another assignment.
Its task-agnostic property makes it conceivable to sum up the

few-shot supervised learning just as unsupervised rein-
forcement learning [26, 27]. In any case, in our view, there
are two primary constraints of this sort of approach
restricting their adequacy: (i) these techniques, as a rule,
require countless comparable errands for meta-training,
which is costly, and (ii) each assignment is commonly
displayed by a low-complexity base learner (for example, a
shallow neural system) to keep away frommodel overfitting,
hence being not able to utilize further and all the more
impressive structures [28].

(e objective of metric learning is to limit intra-class
varieties and maximize between-class varieties. Early works
utilized Siamese engineering [29, 30] to catch the likeness
between pictures. (e ongoing works [31] received the deep
systems as feature embedded method and utilized triplet
misfortunes rather than pairwise limitations to get familiar
with the measurement. (ese measurement-learning tech-
niques have been generally utilized in picture recovery [32],
face acknowledgment, and individual redistinguishing proof
[33]. Duan et al. [34] introduced a deep adversarial metric
learning (DAML) to create manufactured hard negatives
from the watched negative examples, where the potential
hard negatives are produced for scholarly measurement as
supplements. All the more as of late, Wu et al. [35] intro-
duced a feature embedding method dependent on the
neighborhood part examination. (ese works show that
joining a deep model with appropriate targets is successful in
learning the likenesses. In contrast to these techniques, we
consider utilizing triplet-like systems to improve the com-
ponent separation on the concealed class pictures for few-
shot learning issues [36].

Metric learning-based strategies gain proficiency with a
lot of project functions (embedding functions) and mea-
surements to quantify the similitude between the question
and test pictures and group them in a feed-forward way.
Snell et al. [36] broadened the coordinating system by
utilizing the Euclidean separation rather than the cosine
separation and building a model portrayal of each class for a
couple of shot learning situations, to be a specific proto-
typical system. Sung et al. [37] contended that the inserting
space ought to be characterized by a nonlinear classifier and
planned the connection module to get familiar with the
separation between the feature embedding of support images
and query images shown in Figure 1. (e key distinction
amongmetric-learning-based techniques lies in the way they
get familiar with the measurement. Vinyals et al. [19]
planned to start to finish trainable k-nearest neighbors
utilizing the cosine separation on the picked-up inserting
highlight, to be a specific coordinating system. Of late,
Mehrotra and Dukkipati [21] prepared a deep leftover
system along with a generative model to rough the ex-
pressive pairwise closeness between tests. (is network is
trained to learn relations between features of support and
query images. (e connection categories broadens the co-
ordinating system and prototypical system by including a
learnable nonlinear comparator. Jin et al. utilized several
deep learning models for predicting the crack width of
Longyangxia Dam, and the importance of influencing fac-
tors in cracks is analyzed [38]. Cen et al. [39] utilized recent
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graph neural networks for few-shot learning to represent
fully connected graph samples of interest. Cao et al. pro-
posed a BERT-based deep spatial-temporal network for taxi
demand prediction by modeling complex spatial-temporal
relations using global and local features that are heteroge-
neous [40]. Pu et al. used a convolutional neural network
and recurrent neural network to fit the motion represen-
tation and spatial sequence in a video stream to improve the
accuracy of fetal ultrasound standard plane recognition [41].
Several big data service architectures were discussed by
Wang et al. [42]. Li et al. proposed a data-driven adversarial
capsule network for regional traffic flow prediction with
highly challenging data sets [43]. Blockchain-based tech-
nologies also play a vital role in several applications [44].

3. Data Augmentation

Argumentation of data involves a number of techniques that
increase the size and consistency of training data sets in
order to create stronger deep learning models. (e aug-
mentation algorithms addressed in this research includes
mathematical augmentation technique and generative
adversarial networks (GAN) based technique.

3.1. Mathematical Augmentation. An exceptionally con-
ventional and acknowledged current practice for aug-
menting picture data is to perform geometric and color
augmentations, for example, mirroring the picture, flipping,
revolution, translation, noise injection, cropping, translating
the picture, and changing the color palette of the picture
[45]. (e entirety of the transformation is the relative
transformation of the first picture that takes the structure as
follows:

y � wx + b. (1)

(e well-being of rotate argumentation is vigorously
dictated by the rotate degree parameter. Moving pictures
left, right, up, or down can be an extremely valuable chance
to keep away from positional predisposition in the data.
Another significant numerical argumentation technique is a
noisy infusion, which comprises infusing a network of ir-
regular qualities normally drawn from Gaussian dissemi-
nation. A noisy infusion of pictures can help CNNs learn
progressively strong highlights. Picture data is encoded into
pixel esteems for individual RGB color esteem. Lighting bias
is among most of the time happening difficulties to picture
recognition issues. A handy solution to excessively splendid
or dim pictures is to circle through the pictures and decrease
or increment the pixel esteems by a constant value can assist
with learning the high dimensional feature of pictures. (e
mathematical augmentation technique is not suitable for all
types of data set illustrated in Figure 2 in numeric data if
rotation degree increases the label of data that is no longer
preserved.

3.2. Generative Model-Based Augmentation. Later and ad-
ditionally, an exciting technique for data augmentation is
generative demonstrating. In Figure 3, two neural networks
are trained opposite one another in a generative adversarial
network (GAN). (e generator G takes as input a noise
vector z and outputs an image Xfake � G(z). (e dis-
criminator D receives a training image or synthesized image
as an input from the generator and outputs a distribution of
probabilities R(S|X) � D(X) over potential sources of im-
age data. (e discriminator is trained to optimize the log-
likelihood of the source as follows:

L � E logP S � real|Xreal( 􏼁􏼂 􏼃 + E logP S � fake|Xfake􏼐 􏼑􏽨 􏽩.

(2)

embedding module relation module

Feature maps concatenation

Relation
score

One-hot
vector

fφ gϕ

Figure 1: Learn to compare relation networks for few-shot learning.
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data from random noise. (e discriminator gets as input
either fake or real data and has to determine whether its
input is real or fake.

Generative displaying refers to the act of making artificial
cases from a data set with the end goal that they hold
comparative qualities to the first set. (e standards of
adversarial training prompted an extremely intriguing and
hugely famous generative demonstrating system known as
GANs. GAN is an approach to open extra data from a data set.
GANs are by all accounts not the only generative displaying
procedure that exists; anyway, they are drastically driving the
path in calculation speed and nature of results.(e impressive
presentation of GANs has brought about expanded consid-
eration on how they can be applied to the undertaking of data
argumentation. (ese systems can create new training data
for those outcomes in better performing order models.

Another valuable system for generative displaying worth
referencing is variational autoencoder (VAE), which is
described in Figure 4. (e GAN system can be stretched out
to improve the nature of tests delivered with variational
autoencoders. Variational autoencoder gains proficiency
with a low-dimensional portrayal of data focuses. An auto
encoder organized is a couple of two associated systems, an
encoder and a decoder. An encoder arranged takes in an
independent variable and changes over it into a littler, thick
portrayal, which the decoder system can use to change over
it back to the actual independent variable. Variational
autoencoders (VAEs) have a very simple property that
isolates them from vanilla autoencoders, and that property
makes them so useful for generative demos.

(e model contains an encoder function g(.) parame-
terized by V and a decoder function f(.) parameterized by
θ. (e encoding for input x on the bottleneck layer is z, and
the data restored is given in

x′ � fθ gV(x)( 􏼁. (3)

4. Hallucination-Based Few-Shot Learning

Hallucination-based learning is to straightforwardly manage
data inadequacy by figuring out how to enlarge like humans
imagination illustrated in Figure 5. (is class of technique
takes in a generator from data in the base classes and utilizes
the educated generator to hallucinate new novel class data for
data argumentation. (ese generators either move fluctua-
tion in base class data to novel classes since hallucination-
based techniques frequently work with other few-shot
strategies together (e.g., use hallucination-based and metric
learning-based techniques together) and lead to entangled

correlation. Numerous conventional meta-learning strate-
gies treat pictures as black boxes, disregarding the structure of
the visual world. As humans, our insight into the class’s
diverse variety of articles may permit us to imagine what a
novel item may resemble in other posture or environmental
factors. On the off chance that machine vision could do such
hallucinated samples, at that point, the fantasized models
could be utilized as extra training data to manufacture better
classifiers. Building models that can perform hallucination is
hard. For general pictures, while extensive advancement has
been made as of late in creating sensible examples, most
current generative demonstrating approaches experience the
ill effects of the issue of mode breakdown; they are just ready
to catch a few methods of the data.

(ekey insighthallucination technique is thehallucination
model that is valuable for learning classifiers. For expanding
the classification, the accuracy utilizing daydream models a
model that needs to map genuine guides to hallucination
models. In the hallucination approach, training is first taken
care of by the hallucinator; it delivers an extended preparation
set, which is then utilized by the student. Utilizing meta-
learning out how to train the hallucinator and the classification
has two advantages. To start with, the hallucinator is legiti-
mately prepared to deliver the sorts of fantasies that are
valuable for class differentiation, evacuating the need to ac-
curately tune authenticity or assorted variety or the correct
methods of variety to hallucinate. Second, the classification
technique is trained mutually with the hallucinator, which
empowers it to consider anymistakes in the hallucination. On
theotherhand, thehallucinator can spend its ability to smother
the blunders, which perplex the classification technique.

(econtingent generativemodel incorporateshighlightsof
unseen classes F-CLSWGAN by optimizing the Wasserstein
separation regularized by a classification misfortune demon-
stration in Figures 6 and 7. F-CLSWGAN that produces fea-
tures includes rather than pictures and is trained with a novel
misfortune improvingoveroptionGAN-models.(eprinciple
key of feature-based classification is the capacity to create se-
mantically rich CNN feature disseminations molded on class
explicit semanticvector, forexample,properties,withoutaccess
to anypictures of that class.(is reduces the irregularity among
seenandunseenclasses, as there isnorestrictiononthequantity
of engineered CNN features that the model can produce.

5. Proposed Method

We proposed a new generative adversarial network for
image data augmentation by conducting various feature
vectors-based approaches. Furthermore, we interpreted data
augmentation for class-based few-shot learning. Finally, we
inform the application areas of the data augmentation.

Figure 2: Rotation and flipping.

G

D real/fake

dataset

noise

Figure 3: A simple graphical representation of the GAN setting.
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5.1. 1e Proposed Approach. (e proposed feature learning-
based data augmentation generative adversarial network is
given in Figures 8 and 9. In two different ways, we tried to
designnetworks andpresent theoutput result of networks [1].
(eoverall flowof the proposed system is shown in Figure 10.

6. Data Augmentation for Class-Based Few-
Shot Learning

(e general idea of class-based data augmentation is to
increase the number of data by changing data slightly to be
different from the original data in a few-shot approach, but
the data still can be recognized by humans. (e generated

data involved the same training classes are identical to the
original class. Class-based data augmentation randomly
interchanged regions between various images of the same
class for improving the generalization of feature distribution.
To use GAN for class-based data augmentation, we design
our generative network that can extract features from
random Gaussian noise, which is an input of the generator
network and concatenation of those features with real image
features generated by CNN, which is the input for the
discriminator.

6.1. Augmentation considering a Class. To achieve our goal,
we purposed the f-DAGAN network for a single class

Input Ideally they are identical.
X ≈ X´ 

X X´

Botteleneck!

Z
Encoder

gϕ
Decoder

fθ

An compressed low dimensional
representation of the input.

Reconstructed
input

Figure 4: Illustration of autoencoder model architecture.

Figure 5: Humans are good at imagination.
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augmentation and the h-DAGAN network for hard example
generation.(e data augmentation for both networks can be
learned using an adversarial approach. Consider a source
image class consisting of data D � x1, x2, . . . . . . xn􏼈 􏼉. Our
networks take some input data point xi and a second data
point from the same class xj.

(e main idea of our first purposed architecture
f-DAGAN for a single class is that we combined the gen-
erator feature and CNN feature of a real image to create
realistic images. (is can be done by concatenating both
image features and random noise features along the channel
axis. For example, a given image of dimensions [W × H ×

C] with its corresponding generator feature of dimensions
[W × H × C] results in a feature with dimensions of
[W × H × 2C]. When training the GAN, the generator is
now modified to generate a feature vector, instead of just an
image. (is change, in its most trivial form, can be achieved
by simply modifying the convolutional layer in the gener-
ator, such that the number of channel outputs is equal to the
number of channels of the required CNN feature of an input
image.

For the discriminator network, we used two discrimi-
nators. One discriminator is used to discriminate between
real and fake features and another discriminator to

Head color: brown
Belly color: yellow
Bill shape: pointy

Head color: brown
Belly color: yellow
Bill shape: pointy

CNN
D (x, c (y)) LWGAN

LCLS

discriminator
c(y)

z~N (0,1)

f-CLSWAN

G (z, c (y))

generator

x̃

P (y|x ; θ)˜

x

c (y)

c (y)

Figure 6: F-CLSWGAN.
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Figure 7: AGAN architecture [46].
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Figure 8: f-DAGAN structure.
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Figure 9: DAGAN few samples training.
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discriminate between real and generator images. At first, the
feature discriminator network now takes a concatenated
feature of the generator network and real image xi feature as
input, and its goal is to correctly decide if any given feature is
real or synthetic. Second, the input of the feature discrim-
inator network is the concatenated feature of pairs of real
images xi and xj. At first, the image discriminator takes
concatenated fake image generated by the generator and real
image xi as input, and its main goal is to correctly decide if
any given image is real or synthetic. Second, the input of the
discriminator network is the concatenation of pairs of real
images xi and xj. To calculate the final loss of the dis-
criminator, we used the sum of feature discriminator net-
work loss and image discriminator loss.

Our second purposed architecture h-DAGAN is an
example for augmentation. Classifiers are used for calcu-
lating feature and image-based easiness (hardness) of
generating samples. (is can be done by implementing
classifiers for both fake image xg generated by the generator
and latent vector features generated by the generator
network. We calculate classification loss in two ways, one
for feature classification and another for fake image clas-
sification using binary cross-entropy loss. (e final clas-
sification loss is the combination of feature and fake image
loss. In the second step, we concatenate the concatenated
feature from the generator network with a real image xi

feature from CNN, which is one of the inputs of the feature
discriminator network. Another input of the feature

discriminator network is the concatenated pairs of real
images xi and xj features from CNN. To calculate feature
discriminator network loss, we utilized fake feature logits
and real feature logits.

For image discriminator networks, we utilized pairs of
real images xi and xj and images generated by the generator
network. (e first input of the image discriminator network
is the concatenation of randomly selected one real image xi

and a fake image from the generator network. (e second
input of the image discriminator network is the concate-
nation of randomly selected real image pairs xi and xj. We
calculate image discriminator loss by using combined fake
and real image logits. (e total discriminator loss is the
addition of feature discriminator loss and image discrimi-
nator loss with the subtraction of total classification loss.
Classifier C1 is used for classifying fake image feature vec-
tors, and classifier C2 is used for classifying fake images.
Probabilities of the target class in C1 andC2 are used for class
loss CL1 and CL2 using binary cross-entropy loss. Total
classifier loss Cl is calculated as follows:

CL � ∝CL1 + βCL1. (4)

(e final generator loss is the sum of fake feature logits
loss and fake image logits loss. Our second GAN architecture
that we use to generate the image is illustrated in Figure 10.
In both networks, every generated sample has a corre-
sponding class pair of two images, xi ∼ pxj

in addition to
the noise z. G uses both to generate images Xfake �

Gaussian Noise (Z)

Generator

Random Image 1 Random image 2

Feature Extraction
(CNN)

Image Feature 2Image Feature 1

Concat (Middle
feature and
feature 1

Concat (feature
1 and feature 2

Concat (generator
output and image 1

Discriminator 1

Discriminator 2

Fake/real?

Fake/real?

Concat (image 1
and image 2)

Generator
Output

Middle feature

Figure 10: System workflow.
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G((xi, xj), z). (e discriminator gives both a probability
distribution over sources xi and xj as follows:

P xi|X( 􏼁, P xj|X􏼐 􏼑 � D(X). (5)

GAN is studied as a minimax game and uses the al-
ternating gradient descent on the cost function J to optimize
the discriminator D and generator G. (e objective function
is defined as follows:

J
(D)

(V,θ) � −Ex∼preal
log Dθ(x) − Ezlog 1− Dθ GV(z)( 􏼁( 􏼁,

(6)

J
(G)

(V,θ)≔ � −J
(D)

(V,θ). (7)

(e complete game can be specified as follows:

minVmaxθ J(V,θ) � Ex∼preal
log Dθ(x) + Ezlog 1− Dθ GV(z( 􏼁( 􏼁􏼑􏽮 􏽯.

(8)

In f-DAGAN, we want to find the equilibrium where the
discriminator θmaximizes J and the generator V minimizes
it. f-DAGAN learns a representation for z that is inde-
pendent of different source images. Structurally, this model
is not tremendously different from many existing few-shot
models. (e final discriminator loss of h-DAGAN is the
difference between total discriminator loss and classifier loss.

6.2. Network Structure. During this research work, we
designed and implemented feature generative networks. Our
feature vector-based data augmentation generative adver-
sarial network (f-DAGAN) as shown in Figure 11 and
feature vector-based hard data augmentation generative
adversarial network (h-DAGAN) are implemented based on
feature space learning. We designed f-DAGAN for feature
vector-based data augmentation and h-DAGAN for hard
example generation. We already discussed our f-DAGAN
network.(e main objective of our h-DAGAN network is to
create hard sample data that can help generalize the classifier
and increase the accuracy of the network. Furthermore, the
classifier becomes more robust when we trained on hard
example data. For a training network with a few examples,
we design another network. (e main objective to add a
classifier is to control the generator during the training
network with a few examples.

6.3. Training Process and Implementation Details. Our sin-
gle-class GAN was trained on the MNIST data set using
ResNet50 architecture. During the training phase, there are
three parts to the network. (e CNN network takes in two
images from the same class as the input image and returns a
feature of input images. (e concatenate CNN features of
two images are then passed into the feature discriminator
network.(e generator network takes a random noise vector
and generates a feature of a random vector and a fake image.

z (Gaussian)

Generator
G

vz

Classifier
C1

Classifier
C2

Discriminator
D2

Discriminator
D1

Real Image
xi

Real Image
xj

Same Class
C

ClassLoss1

ClassLoss2

xg xg xi xi xj

vz vi

vi

vi vj

vj

Fake/Real?

Fake/Real?

CNN

Figure 11: h-DAGAN hard example generation network.
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(e xi image feature concatenates with the generator gen-
erate feature also passed into the feature discriminator
network. On the other side, the concatenated image of the
generator image and real image xi is passed into the image
discriminator network, and concatenated image of real xi

and xj images is passed into the image discriminator net-
work. In each training cycle, a randomly selected sample
from the source was provided for each real example.

For few-shot training, we divided the MNIST data set
into small sets of data. To create 5 images sample set of the
data set, we randomly selected 50 images from each class; for
10 images sample set of the data set, we randomly selected
100 images from each class, and similarly for 100 and 1,000
images sample set. We trained our f-DAGAN and
h-DAGAN networks using a generator learning rate of
0.0005, and the discriminator learning rate is 0.002 with
Adam optimizer parameters of β1 � 0.2 and β2 � 0.9. (e
generator has a total of 3 ResNet blocks, each block having 4
convolutional layers (ReLU activations and batch normal-
ization) followed by one downscaling or upscaling layer.
Downscaling layers were convolutions with stride 2, fol-
lowed by ReLU and batch normalization. Upscaling layers
were stride 1/2 replicators, followed by a convolution, ReLU,
and batch normalization. Feature generated by the first
ResNet block is followed by the attention block. During
h-DAGAN, we used ∝ � 0.1 β� 0.5 for controlling loss of
classifiers.

(e feature generative network has a total of 2 ResNet
blocks; each block consists of 4 convolutional layers with the
ReLU activation and batch normalization that is followed by
one downscaling layer. Feature discriminator network has a
total of 3 ResNet blocks, having 4 convolution layers with
ReLU activation function and batch normalization layers
followed by 1 downscaling layer and dense layer. Down-
scaling layers were convolutions with stride 2. (e image
discriminator network consists of 4 ResNet blocks followed
by a downscaling layer. Also, each block of ResNet had skip
connections. For training and validation, we used an AMD
server with 1920X CPU and NVIDIA RTX 1080ti GPU. As
the deep learning framework, Python 3.7 and the GPU
version of TensorFlow 2.3 were used. (e configuration of
the h-DAGAN network is the same as f-DAGAN; only the
difference is the addition of feature and fake image classifier
shown in Figure 10. Feature and image classifier network
consist of two convolution blocks; each convolution block
contains a 64-filter 3× 3 convolution, a batch normalization,
2× 2 max polling, ReLU nonlinearity layer, and fully con-
nected layer with Sigmoid layer.

7. Evaluation

In this section, we report a series of experiments conducted
on a different set of MNISTdata sets, and the results of these
experiments are followed by a discussion of the findings in
this research work. A performance comparison of the dif-
ferent network architectures introduced in the previous
sections (DAGAN, VAE, f-DAGAN, and C-GAN) is also
presented. As a performance evaluation metric, classification
accuracy is primarily used. For a detailed investigation of the

classification accuracy of different network-generated data
sets, we used the ResNet50 network.

7.1. Evaluation Process Design. It is difficult to assess the
quality of data generated by GANs. (is also causes it to be
challenging to accurately compare the quality of data pro-
duced by different GAN architectures, algorithms, and
hyperparameter settings. One way to measure the perfor-
mance of generative models is an evaluation by humans.
However, next to being time-consuming and expensive, this
method also varies under evaluation conditions. Specifically,
the evaluation setup and motivation of the annotators affect
the scoring. Furthermore, when annotators are given
feedback, they learn from their mistakes and make fewer
errors. (e (part of the) output of the discriminator that
indicates whether the generated data is regarded as real
could be used to monitor the convergence of GANs.
However, for any specific discriminator, this output heavily
depends on the generator that it is trained with. (erefore,
the discriminator output cannot be used trivially to quan-
titatively evaluate the quality of the generated data. To
overcome the problem of generated data evaluation, we used
two ways that were employed to measure visual quality and
data generation diversity. (e classification accuracy mea-
sured how generated data performed classification on the
original MNIST data set. (e t-SNE visualization creates a
probability distribution using the Gaussian distribution that
defines the relationships between the data points in high-
dimensional space [47].

7.1.1. Purposes and Performance Metrics. (e use of these as
feature extractors on labeled data sets is one common learning
technique for evaluating the quality of unsupervised repre-
sentative learning algorithms and for assessing the perfor-
mance of linear model models on generated images. To
evaluate for instance the consistency of the GAN model
representations trained theGANmodelon theMNISTdata set
and generate synthesized images, then CNN is used to classify
them. If the CNN classifier performs well on the original data
set, this indicates that the GAN synthesized images are ac-
curate and sufficient to be informative about object class.

In order to test GANs, Ye et al. [48] suggested an an-
alytical metric known as the GAN Consistency Index.
Firstly, a generatorG is trained on a labeled real data set with
N classes. Secondly, a classifier Creal is trained on the real
data set. A second classifier, called the GAN-induced

Figure 12: MNIST data set samples visualization.
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classifier CGAN, is trained on the generated data [49]. Finally,
the GQI is defined as the ratio of the accuracies of the two
classifiers. (e formula for calculating GQI is as follows:

GQI �
ACC CGAN( 􏼁

ACC Creal( 􏼁
× 100. (9)

GQI is an integer between 0 and 100. In higher GQI, the
GAN distribution correlates best with the actual data
distribution.

7.1.2. Data Sets. (eMNISTdata set is the application used
for the analysis studies. A sample of the MNIST data set is
shown in Figure 12. (is data set consists of black and white
images of handwritten instances of the digits 0–9 having
class labels of the corresponding integers. (e data set
comprises a training set of 60,000 images and a test set of
10,000 images. (e digits in the training and test sets were
written by disjoint sets of writers. (e size of the MNIST
images is 28× 28 pixels. Figure 11 shows a sample of the

f-DAGAN training samples f-DAGAN data t-SNE f-DAGAN feature t-SNE

C-GAN generated samples C-GAN data t-SNE G-GAN feature t-SNE

DAGAN generated samples DAGAN data t-SNE DAGAN feature t-SNE

VAE generated samples VAE data t-SNE VAE feature t-SNE

Figure 13: t-SNE for 5 samples data and feature spaces distribution.
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MNIST data set. For the few-shot approach of training and
generating synthesized images, we used a different version of
theMNISTdata set by splitting the training set of theMNIST
data set. We split the MNIST data set into two categories:

(a) Randomly selected 5 images from each class
(b) Randomly selected 10 images from each class
(c) Randomly selected 100 images from each class
(d) Randomly selected 1,000 images from each class

(e main purpose of splitting the original data set into a
subset of a data set is to identify how our GAN can generalize
data consisting of unseen classes.

7.1.3. References Network for Comparisons. We wanted to
demonstrate that f-DAGAN could be used for data aug-
mentation for few-shot learning, and hard example can help
increase the performance of the network, as comparison of
our network with other popular data augmentation archi-
tectures like DAGAN,C-CAN, and VAE. We trained each
architecture until convergence as deemed their respective
implementation on the MNIST data set. (en we sample
6,000 images each class uniformly at random from each
generator to use as our generated set.

Here, we demonstrate that our GAN best approximates
the true distribution, while DAGANperforms slightly worse.
(e worst performing model is the VAE, as expected.

f-DAGAN generated samples f-DAGAN data t-SNE f-DAGAN feature t-SNE

C-GAN generated samples C-GAN data t-SNE G-GAN feature t-SNE

DAGAN generated samples DAGAN data t-SNE DAGAN feature t-SNE

VAE generated samples VAE data t-SNE VAE feature t-SNE

Figure 14: t-SNE for 10 samples data and feature spaces distribution.

Mathematical Problems in Engineering 13



RE
TR
AC
TE
D

8. Result of the One-Class-Based Augmentation

In this section, we compute the classification accuracy, our
GAN, on different subsets of MNIST data sets and compare

the results of the architectures described. We demonstrate
that our GAN achieves the correct ordinal rankings for each
subset of the data set. Due to the architectures having a great
dissimilarity in their outputs, we want to start with a baseline

f-DAGAN generated samples f-DAGAN data t-SNE f-DAGAN feature t-SNE

C-GAN generated samples C-GAN data t-SNE G-GAN feature t-SNE

DAGAN generated samples DAGAN data t-SNE DAGAN feature t-SNE

VAE generated samples VAE data t-SNE VAE feature t-SNE

Figure 15: t-SNE for 100 samples data and feature space distribution.
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task to ensure the model works under supervision before
proceeding to more complicated comparisons that may look
equivalent to human observers and vary subtlety. For our
MNIST experiment, we tested DAGAN, VAE, C-GAN, and
f-DAGAN. We can observe that the correct ordinal ranking
is achieved by the measure, highlighting that the measure
detects the missing modes of the distribution. By ranking the
small DCGAN better than weakened GAN, it highlights that
it is not fooled by noise and by ranking C-GAN better than
small GAN; it further highlights the importance of the full
distribution for a better score.

8.1. Quality of Augmented Data. We demonstrate visuali-
zation maps of the generated feature and data from different
models (Figures 13–17). Figure 12 shows the MNISTdata set
and their corresponding data and feature visualization, and
Figure 18 shows the hard example generated (Figure 19) from
h-DAGAN and their respective data and feature distribution.

9. Classification Performance

We evaluated the classification accuracy of the output ob-
tained by different network ResNet50 classifiers. (e

f-DAGAN generated samples f-DAGAN data t-SNE f-DAGAN feature t-SNE

C-GAN generated samples C-GAN data t-SNE G-GAN feature t-SNE

DAGAN generated samples DAGAN data t-SNE DAGAN feature t-SNE

VAE generated samples VAE data t-SNE VAE feature t-SNE

Figure 16: t-SNE for 1,000 samples data and feature spaces distribution.
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C-GAN generated samples C-GAN data t-SNE C-GAN feature t-SNE

DAGAN generated samples DAGAN data t-SNE DAGAN feature t-SNE

VAE generated samples VAE data t-SNE VAE feature t-SNE

Figure 17: t-SNE for all MNIST data and feature spaces distribution.

Hard samples Hard data t-SNE Hard feature t-SNE

Figure 18: t-SNE for h-DAGAN data and feature distribution.
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evaluation metric we employ to measure the accuracy of the
ResNet50 classifier is defined as the total number of correctly
classified samples divided by the total number of test
samples. To compute various networks, we train an image
classification network created by different networks and
then evaluate its output in a real-world image test set. To
evaluate the creation of synthetic data the experiments were
done using the following steps:

(1) Trained the different networks using the randomly
selected 50 samples (each class 5 samples), 100
samples (each class 10 samples), 1,000 (each class 100
samples), 10,000 (each class 1,000 samples), and a
full training set of original data sets.

(2) Used the trained different networks to generate a
new synthetic data set with the exact size of the
original.

(3) (e new data set is used to train classification ac-
curacy using ResNet50. For training ResNet50, we
used a total of 60,000 data sets with different com-
binations such as:

(a) 50 selected samples (5 from each class) and
generated samples of 59,050

(b) 100 selected samples (10 from each class) and
generated samples of 59,900

(c) 1,000 selected samples (100 from each class) and
generated samples of 59,000

(d) 10,000 selected samples (1,000 from each class)
and generated samples of 50,000

(4) (e ResNet50 network is tested using the test set of
the original data set.

Intuitively, this measures the difference between the
learned (i.e., generated image) and the target (i.e., real
image) distributions. We can conclude that the image
generated is similar to real images if the classification net-
work can correctly classify real images, which learns features
for discriminatory images generated for different classes. In
other words, network training is akin to a recall measure, as a
good network training performance shows that the gener-
ated samples are diverse enough. Network testing often
needs adequate precision because the consistency of the
sample may influence the classifier.

We reported the quantitative results of classification
accuracy and GQI in Tables 1 and 2. Tables 3 and 4 is for
experiments using the ResNet50 classifier. ResNet50 clas-
sifier provides the lower result in less number of training
images. Because the ResNet50 network structure requires a
large amount of data to train.We can test sample images that
are collected from the MNIST test set. MNIST 50 consists of
5 samples from each class; MNIST100 consists of 10 samples
from each class; MNIST 1,000 consists of 100 samples from
each class; MNIST 10,000 consists of 1,000 samples from
each class; and MNIST 60,000 unlabeled data are used for
adversarial training. In Table 1, our f-DAGAN performs
better results than other networks. However, C-GAN clas-
sification accuracy is quite similar to DAGAN and higher
than VAE. (en, for each trained GAN generated, we make
random synthetic images samples, and we applied the LS and
other GQI measures to the generated image sets and the
original image subset. Results are shown in Tables 1–4. LS
agrees with FID; F-DAGAN is the best; GAN is the worst
model.

We choose different samples from a single class for a
few-shot purpose to visualize in supporting and classify the
pattern of data generate with various scenerios such as
number of training samples is selected.Further ,distribution
of generated data with different class. It shows that our

MNIST training samples MNIST data t-SNE MNIST feature t-SNE

Figure 19: t-SNE for MNIST data and feature distribution.

Table 1: Random five samples classification accuracy and GQI.

Data sets Accuracy (%) GQI LS
MNIST (full) 99.13 1 0.873
VAE 91.18 0.9199 0,471
CGAN 92.43 0.9325 0.637
DAGAN 92.57 0.9339 0.732
f-DAGAN 93.14 0.9396 0.739

Table 2: Random 10 samples classification accuracy and GQI.

Data sets Accuracy (%) GQI LS
MNIST (full) 99.13 1 0.861
VAE 92.07 0.9287 0,433
CGAN 92.93 0.9375 0.615
DAGAN 92.97 0.9379 0.717
f-DAGAN 94.42 0.9526 0.702
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approach have capable to distribute with other methods. We
used other GAN measures also for comparison with dif-
ferent methods even in every method our approach per-
formed well.

10. Conclusion and Future Work

In the few shot context, lack of training data, classifying
images, and labeling training data remain still a challenging
problem. In this project, we concentrate on f-DAGAN
design architecture by combining different feature vectors;
we successfully build a model that can generate realistic
images even a few samples available in the training set. In
conclusion, this work shows the feasibility of generating
synthesized training data generation using adversarial
training with few training data required to achieve the
performance of the analysis. We trust that our method
provides valuable insights into the fine-grained data aug-
mentation problem and opens a new horizon for deep
learning with fewer amounts of data.

In the future, our f-DAGAN framework can be extended
in various directions. For example, it is possible to utilize
other different layers features or more proper architectures
or training schemes that could further improve f-DAGAN
performance. Specifically, the concatenation of the generator
feature and image feature improves the visual quality and
image diversity. (e current study provides a basis for work
employing various features or prior information to better
design GAN generators and discriminators. In addition, we
have planned to implement a hard example generation
network to improve classification accuracy.

Abbreviations

D: Discriminator
G: Generator
Xfake: Outputs on image
L: Log-likelihood of source
Xreal: Original image
g(.): Encoder function
f((.): Decoder function

z: Bottleneck layer
D: Dimensions
[W × H × C]: Feature dimensions
CL: Classifier loss
xi and xj: Sources
xi andpxj

: Images.
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Higher education is the cornerstone of national development. With the rapid development of higher education, it puts forward
requirements for the management and allocation of �nancial resources in colleges and universities. In order for sustainable
development of colleges and universities, how to optimize the management and allocation of �nancial resources has become an
important condition. To ensure the smooth implementation and development of various works in colleges and universities and to
improve the scienti�c rationality of college �nancial budgets, this paper starts with the challenges faced by the college �nancial
work in the new era, analyzes the problems of the college �nancial resource management, and proposes relevant solutions.
Method: combined with the intelligent optimization algorithm, the method used in di�erent situations of �nancial con�guration
is introduced, and compared with di�erent algorithms, according to the comparison results, we can get the better intelligent
optimization algorithm we want and �nd the optimal solution among global instances.

1. Introduction

�e�nancial resource allocation system of some colleges and
universities is gradually reformed, but there are problems
and di�culties in its operation e�ciency and work quality.
�ese problems indicate that we need to further optimize the
management system and allocation methods [1]. In some
universities, seeking to maximize the quality of the educa-
tional experience provided to students, there is a hierarchical
structure in the quality of schools between di�erent schools,
with signi�cant strati�cation of income and ability, and the
pricing policies adopted by schools also vary [2] and adopt
corresponding management of school �nancial resources. In
the early days, UMMS responded to the changing trend of
traditional funding and changed the �nancial structure and
�nancial culture of the school. �e school began to o�er a
course to change the traditional budget thinking and develop
related indicators to show how resources are a�ected by
related activities [3]. From today’s point of view, the school’s
budget declaration concept should establish authority and

expenditure responsibility, form authority departments,
disclose budget declaration information, and participate in
the declaration and supervision of all sta� [4]. Under the
current background, colleges and universities should es-
tablish a comprehensive budget system, guide scienti�c
budget preparation activities, improve relevant systems and
organizational structures, and reconstruct the imple-
mentation process [5]. In the background of the domestic
college education system, �nancial management is an im-
portant part of college management. Colleges and univer-
sities should improve �nancial management and other
related management to promote school development [6].
Similarly, literature [7] analyzed that with the increase of
national �nancial and social capital investment in higher
education, colleges and universities should optimize the
allocation of resources, improve the �nancial management
work and level of colleges and universities, and promote the
high-quality development of schools. Under multi-objective
conditions, choosing intelligent optimization is required for
our �nancial management and allocation methods, so we
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need optimized algorithms. Reference [8] describes the
related algorithms and their practical application cases.
Swarm intelligence optimization algorithms use the ad-
vantages of groups to find solutions to difficult problems [9].
For example, the optimization algorithm case [10] uses this
algorithm to solve the relevant algorithm requirements,
which shows that it is promising to find the optimal solution
and proves that the algorithm in the literature has the
property of value convergence. Today, there are many in-
telligent optimization algorithms for our reference. In the
above literature, more or less the improvement methods of
financial management in colleges and universities are given,
but they are only limited to a part of financial management
and configuration in colleges and universities and have not
been fully implemented. (ey run through the entire or-
ganizational framework and only improve within the
framework. (e given intelligent optimization algorithm is
listed at one time but not expressed by situation, or the
algorithm itself is no longer suitable for the requirements of
current university financial resource management and al-
location. (is paper will restructure the university financial
resource management system from the perspective of in-
telligence, based on the fact that this provides intelligent
optimization algorithms that seek optimal solutions for fi-
nancial allocation.

2. University Financial Organization System
and Intelligent Optimization Algorithm

2.1. University Financial Organization System. Pyramid or-
ganizational structure causes items to be approved layer by
layer [11], lack of horizontal communication, which is not
conducive to financial management activities, and the effi-
ciency of layer approval is low. It is easy to cause lag in
information transmission and information asymmetry. In
the actual functional division of labor, some functional
personnel do not understand the relevant project budget,
which is prone to misunderstanding and affects execution.
Let us take Sunshine University as an example as shown in
Figure 1.

2.1.1. Optimization of University Financial Organization
System. (e school’s business volume and financial income
have increased year by year. In the existing organizational
structure, the finance department needs to invest a con-
siderable amount of personnel to maintain a normal op-
eration. Too many departments and levels have resulted in
overlapping functions and redundant personnel resulting in
wasted manpower and low efficiency. Here, we can take
advantage of the decentralized features of the blockchain to
promote the flattening of the organizational structure [12],
streamlining departments, and compressing management.
(erefore, we can set three levels: financial management
level, financial service level, and financial business level, to
optimize the organizational structure as shown in Figure 2.

In order to better highlight the flattening, the three major
levels should be under the same framework and restrict each
other.

After the departmental organization is optimized, it is
the sorting and adjustment of the relevant financial per-
sonnel levels. (e relationship between the superiors and
employees of the college is not the relationship between the
leader and the led.(e superiors and employees receive tasks
according to relevant task instructions and individual talents
and arrange personnel at other levels. Complete tasks to-
gether, strengthen horizontal communication, and promote
the enthusiasm of employees in the department. (e su-
perior is responsible for answering, guiding, and
supervising.

2.2. Multiple Objective Intelligent Optimization Algorithm.
After the above effective optimization of the financial or-
ganizational structure of colleges and universities, the effi-
ciency of the financial department in managing financial-
related resources has increased, the speed of multi-direc-
tional information transmission has been accelerated, the
transparency of data has increased, and the problems that
various functional departments have discovered and need to
deal with have increased. We need to introduce multi-ob-
jective intelligent optimization algorithms to help us find the
optimal solution to financial-related problems.

2.2.1. Quantum Algorithms. Different from simulated
annealing, quantum annealing [13] can jump out of the local
optimum by virtue of its quantum-specific effects.

Many optimization problems require a mapping before
they can be solved by quantum algorithms:

Hp � 􏽘
n

i�1
hiσ

2
i + 􏽘

n

i,j�1
Jijσ

z
i σ

z
i . (1)

Among them, hi is the degree of offset and Jij represents
the degree of fit between i and j.

(en, the function of quantum annealing is

H(t) � Hp + Γ(t) 􏽘
n

i�1
Δσx

i . (2)

Γ is the field strength, similar to the temperature T in the
simulated annealing function.

It can be seen that the quantum algorithm converges
faster, can obtain the desired data more accurately, and is
expected to reach the global optimal solution in the search
target.

2.2.2. Firefly Algorithm. (e above quantum algorithm is
suitable for finding the solution of the problem when the
problem is relatively clear, but usually in our actual financial
resource management and allocation, the multi-objective
problem algorithm encountered is large in scale and when
the complexity is more complex it needs a group. Action to
find the global ideal solution. Here, we need the firefly al-
gorithm [14].

We assume that there are N fireflies and the search space
is H dimension, then the initial space of fireflies in H space
can be expressed as Xi � [xi, 1xi, 2, . . . , xi, n]
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Brightness of the 1-th firefly

Ioi � f xi( 􏼁. (3)

Relative brightness of the 1-th firefly:

Ii � Ioi · e
− λ·rij . (4)

(e parameter is related to the area, and represents the
distance between the target and another target firefly.

Attractiveness:

β � βo · e
− λ·r2

ij . (5)

βo represents the maximum attraction between fireflies.
We need to increase the range of search objects to

prevent the algorithm from converging prematurely. So join
α(rand − 1/2):

X
t+1
i � X

t
i + β · X

t
j + X

t
i􏼐 􏼑 + α rand −

1
2

􏼒 􏼓. (6)

Here, we get the firefly algorithm, which converges to
obtain the best quality by moving the firefly to the brighter

part. When dealing with how to optimize the management
and allocation of financial resources, you can select the
relevant financial resources to be processed according to
different situations and conditions, substitute the algorithm,
and conduct simulations to find the ideal solution for re-
source allocation.

3. Multiple Objective Intelligent Optimization
Algorithm Improvement

3.1. Quantum Model of Intelligent Optimization Algorithm.
On the basis of the above, we can establish the intelligent
optimization algorithm equation:

iℏ
zψ(x, t)

zt
� −
ℏ2

2m

z
2

zx
2 + f(x)􏼢 􏼣ψ(x, t). (7)

(is idea has also been adopted in other algorithms
of the same type [15]. But it does not realize the rela-
tionship between target and potential energy. τ � it/ℏ,
D � ℏ/2m:
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Figure 2: Optimization of the organizational structure of the financial department of C major.
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Figure 1: Organizational structure of the finance department of Sunshine University.
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zψ(x, τ)

zτ
� D

z
2

zx
2 − f(x)􏼢 􏼣ψ(x, τ). (8)

But because the introduction of the constraints of our
optimization problem destroys the unity of Green’s con-
ditions, we introduce a convergence factor, and after ad-
justment we finally get

zψ(x, τ)

zτ
� D

z
2

zx
2 − f(x) − Er􏼂 􏼃􏼨 􏼩ψ(x, τ). (9)

For the application of financial resource management
and configuration in colleges and universities, iterative
operations can be designed according to the reference data
to be obtained, and the specific data to be obtained in the
application scenario can be calculated through the iterative
function.

We want to describe the path of the target resource from
m to n, which is obtained by deforming the optimization
algorithm equation：

ψ(x, τ) � lim
n⟶∞

􏽚
∞

−∞
􏽙

n−1

j�0
dxj

⎞⎠ 􏽙

n

n�1
W xn( 􏼁P xn, xn−1( 􏼁.⎛⎝

(10)

In the above formula, we have to find out the motion
behavior of the target resource, and the formula related to its
location and size is

P xn, xn−1( 􏼁 �
m

2πℏΔτ
􏼒 􏼓

1/2
exp

m xn − xn− 1( 􏼁
2

2ℏΔτ
􏼢 􏼣. (11)

To get the probability that the target resource appears in
the position of the specified scheme, we need

W xn( 􏼁 � exp −
f xn( 􏼁 − er􏼂 􏼃Δτ

n
􏼨 􏼩. (12)

Similarly, we can use a Monte Carlo method to find the
expectation under

􏽚
b

a
h(x)dx � 􏽚

b

a
f(x)p(x)dx � Ep(x)[f(x)]. (13)

(en, the density function of the target is

p x1 . . . xn( 􏼁 � 􏽙
n

n�1
P xn, xn−1( 􏼁. (14)

(e function is

f x1 . . . xn( 􏼁 � 􏽙
n

n�1
W xn( 􏼁,

ψ(x, τ) � Ep(x)[f(x)] �
1
n

􏽘

n

i�1
ψ x0, 0( 􏼁 􏽙

n

n�1
W xn( 􏼁.

(15)

(e process of changing the target can be obtained
intuitively.

3.2. Improved Firefly Algorithm. (e traditional firefly al-
gorithm may have problems such as weak local discovery
ability. We improved the individual and the direction of its
distribution:

X
t+1
i �

X
t
i ; if f X

t+1
i􏼐 􏼑>f X

t
i􏼐 􏼑,

X
t
i + β · X

t
j − X

t
i􏼐 􏼑 + α rand −

1
2

􏼒 􏼓; else.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (16)

In order to optimize the firefly algorithm, we introduce a
random flight distribution:

si �
μ

|v|
1/β. (17)

Among them,

μ ∼ n 0, σ2μ􏼐 􏼑

μ ∼ n 0, σ2v􏼐 􏼑

⎛⎝ ⎞⎠. (18)

Also,

σμ �
Γ(1 + β)sin(πβ/2)

Γ[(1 + |β/2)]2(β−1)/2􏼨 􏼩

1/β

,

σv � 1.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (19)

(en, the optimized firefly algorithm gets

X
t+1
i � X

t
i + β · X

t
j − X

t
i􏼐 􏼑

+ α · sign rand −
1
2

􏼒 􏼓⊕Levy ∼
μ

|v|
1/β.

(20)

After we introduce the random flight distribution, the
ability of the firefly algorithm to search for an ideal solution
globally is improved, but the accuracy may be reduced when
the target acquisition solution is carried out in a specific
range. To solve this problem, we obtain a good resource
factor which is

X
t
best � X

t
j, if f X

t
j􏼐 􏼑≤f X

t
i􏼐 􏼑,∀i ∈ 1, 2, . . . , n{ }. (21)

(en, we overlap the positions of good individuals
and nongood individuals and then compare the
values before and after the overlap to select better
individuals:
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X
t
n

c1; if f c1( 􏼁≤min f c2( 􏼁, f X
t
n􏼐 􏼑􏼐 􏼑,

c2; if f c2( 􏼁≤min f c1( 􏼁, f X
t
n􏼐 􏼑􏼐 􏼑,

X
t
n.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (22)

Finally, combined with the above formula, we consider
the time situation x (1) in the best case of the time situation
considered by financial resources:

Titeration × o (D + f(D) + 1)n + x1( 􏼁 + o n
2

􏼐 􏼑􏼐

+ o(I(D) × n) + o(1) + o(1)).
(23)

(e worst situation:

Titeration × o (D + f(D) + 1)n + x1( 􏼁 + o n
2

􏼐 􏼑􏼐

+ o I D + x2( 􏼁 × n( 􏼁 + o(1 + g(n)) + o(1)􏼁.
(24)

Although we optimize the firefly algorithm to the end,
the complexity of its equations increases, but it can quickly
and effectively find the optimal configuration scheme we
want in dealing with the complex and huge financial
management configuration applications in colleges and
universities.

4. Experiment

4.1. Comparison of the Actual Ability of Various Algorithms to
Seek the Optimal Financial Solution. Considering that most
of the algorithms we face in the processing of financial
resources are relatively large and difficult, we set up 20
schemes related to the management and allocation of fi-
nancial resources in colleges and universities, give the target
financial resources, and then set the resource parameters
into the improved firefly algorithm and other swarm in-
telligence optimization algorithms, and then compare the
optimal choices of the six algorithms in the experiment for
these 20 schemes.

We canmake initial settings for a variety of algorithms as
shown in Table 1.

4.2. Optimal Solutions of Different Algorithms to the Scheme.
(e choices of algorithms are as shown in Figures 3–8.

Figure 9 shows a bar graph that can more intuitively
show the superiority of the optimized firefly algorithm.

It can be seen that after incorporating the random flight
mechanism and good individuals, the optimized algorithm
(LEEFA) converges significantly faster than other algorithms
in more than 2,000 uninterrupted iterations and can avoid
falling into the local solution like other algorithms. Youz-
hong found the global best financial solution. (erefore, in
the face of complex and huge plan decisions in the future,
choosing the optimized firefly algorithm is more conducive
to us than choosing the optimal one among many financial
resource decision-making plans in the future.

Comparison of different search targets, convergence
accuracy under different parameters, etc. However, it is
sufficient to select a suitable intelligent algorithm under this
experiment.

4.3. Performance Comparison after Optimization of Resource
Allocation in Colleges and Universities

4.3.1. Optimization Scheme. We apply the selected firefly
intelligent optimization algorithm. Taking Sunshine Uni-
versity as an example, on the basis of the optimization of the
financial organization structure of Sunshine University, we
use the algorithm to select an optimal financial reim-
bursement method to prove that the optimization algorithm
is effective for multi-objective financial management, and

Table 1: Algorithm parameters.

Model Parameter setting
LEEFA α � 0.1, β0 � 1, c � 0.002, lthreshold � 0.1
PSO C 1 � 1.8, C2 �1.8, w � 0.8, vmax � 1, vmin � −1
GA pm � 0.01, pc � 0.8
ABC llimit � N · D

FA α � 0.1, β0 � 1, c � 1
LFFA α � 0.1, β0 � 1, c � 1

LEEFA

0
5

10
15
20
25

ad
ap

ta
tio

n 
pl

an
 

40
0

20
0

60
0

80
0

16
00

14
00

18
00

20
00

10
00

12
000

Number of realizations 

Figure 3: (e choice of LEEFA algorithm.
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Figure 4: (e choice of PSO algorithm.
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Figure 5: (e choice of GA algorithm.
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the solution of the ideal scheme of the configuration method
is shown in Figures 10 and 11.

(e “Network Image Comparison” logo from the
“Generate Order Number” link to the “Project Leader’s
Online Approval” link, and add the “Enter Online Banking
Payment” logo from the “Review” link to the “Settlement
and Payment” link.

Simplify the application process. (e applicant only
needs to upload the bill through the network, and then
automatically generate the order number. (e approval and
accounting are integrated, and the automatic review is
carried out through the comparison of network electronic
images, which reduces the possibility of forgery and alter-
ation of bills and reduces the malicious use of financial
resources. Probability upon entering the payment state, each
payment of funds will be recorded in the entire link chain. If
relevant departments want to obtain payment vouchers, they
can also download relevant voucher records from the in-
ternet and print them. Prevent the movement of non-
compliant funds. In the final filing process, the relevant
vouchers will be stored in the school’s intranet, and relevant
personnel can refer to them at any time when necessary, but
the access records will be recorded.

4.3.2. Performance Comparison. We compare the processing
performance of the two schemes with 50 people partici-
pating in financial reimbursement as a reference as shown in
Figure 12.

It can be clearly seen from the picture that the number of
participants in the process is also increasing rapidly in the
traditional financial reimbursement process as the number
of reimbursements increases. Because in the traditional
reimbursement process, reimbursement personnel need to
deliver the sorted bills to the reimbursement center.(e staff
of the reimbursement center will effectively distribute the
documents due to the increase of reimbursement docu-
ments. Each type of bills and documents needs to be sorted
by corresponding staff, thereby increasing the number of
personnel involved in the process. (e same is true for the
increase in the number of trial and induction personnel in
the process. In the algorithm-optimized process, the cor-
responding trial sections have been electronically integrated,
and the progressive reimbursement process structure has
been compressed to increase efficiency and reduce the
number of personnel required.

(e above histogram can clearly reflect the change in
response time between the traditional reimbursement
process and the optimized reimbursement process. (e
traditional reimbursement process adopts the classic layer by
layer transmission of information. After the reimbursement
personnel hand in the corresponding bills, the reviewer
manually scans and uploads them with an electronic scanner
and then confirms them layer by layer. (e existence of
information difference between them leads to the need to
look for integration and confirm with the information in the
process of information transmission in the network.
(erefore, in the traditional reimbursement process, the
network response time is longer and the number of
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Figure 6: (e choice of ABC algorithm.
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Figure 7: (e choice of FA algorithm.
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Figure 10: Sunshine University reimbursement financial process.
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Figure 12: Participant comparison chart.
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responses is higher. After the optimization of the intelligent
algorithm, our process has been simplified a lot, and the
electronic integrated scanning and auditing is adopted as
shown in Figure 13.

In the traditional financial reimbursement process, the
time required at the end of the reimbursement process, that
is, the final filing increases as the number of reimbursed
persons increases. (e reimbursement process without
optimization adopts the form of data submission layer by
layer. (e core element is the time arrangement of the
management personnel, which has too many subjective
elements. (erefore, the actual time to finally obtain the bill
voucher file will increase due to the increase of reim-
bursement materials.(emost likely consequence is to delay
the timeliness of financial data analysis. In the optimized
process plan, most of the processes adopt flat integrated
design and network intelligent processing. (erefore, it only
takes a short time from the submission of data by reim-
bursement personnel to the final data entry into the file,

which ensures the timeliness of financial analysis to the
greatest extent as shown in Figure 14.

(ere is a lack of combining actual cases, and you can
also increase your own practice after selecting a plan to
reflect whether the plan is optimal.

When the above is a single reimbursement process, it can
be clearly seen that the financial reimbursement process
method selected by our intelligent algorithm has obvious
optimization in terms of time, number of participants, and
process steps compared with the previous process. From the
above process, the overall network response processing time
has changed from 120 seconds to 10 seconds after opti-
mization, not only because of the advantages brought by
blockchain but also because of the simplified process and
optimized overall network response time. (e overall pro-
cess days have also changed from the original three days to
only one day. (e optimized process integrates the docu-
ment approval, review, and other processes, and the entire
process of electronic inspection and verification in addition
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to approval greatly reduces the number of process days and
the overall process. (e number of people needed is the
number of responses for the network to process the agent,
and the reduction of the number of responses is beneficial to
the processing of other situations and reduces the waste of
financial resources as shown in Figure 15.

It should also be compared with the optimization pro-
cess selected by other algorithms, such as the particle swarm
algorithm and the financial reimbursement process plan
selected by the gray wolf algorithm.

5. Conclusion

In order to explore the method of optimizing the man-
agement and allocation of financial resources in colleges and
universities oriented to multi-objective intelligence, this
paper analyzes that the current financial organization system
of Sunshine University is a classic pyramid model, which is
not conducive to the exchange of information within the
financial organization and the motivation of employees.
(erefore, an improvement plan is proposed, using the
blockchain technology as the prototype, using its core idea of
decentralization, the design flattens the financial organiza-
tion, changes the original hierarchical relationship,
strengthens horizontal communication, and increases em-
ployee satisfaction. On this basis, we have the conditions to
efficiently select a good optimization algorithm for scheme
selection. When choosing an intelligent optimization al-
gorithm, we consider the number of algorithms faced by
multi-objective method selection and the complexity of the
problem. In general, we choose an intelligently optimized
quantum algorithm to help us choose the optimal solution.
When the algorithm is complex and the algorithm is huge,
we choose the optimized firefly algorithm. In the experi-
ment, after comparing with other algorithms, the perfor-
mance of this algorithm is significantly better than other
algorithms, which is the ideal algorithm we want. (en we
use this algorithm to optimize the financial resource man-
agement and allocation methods. For example, in the ex-
perimental example, we intelligently optimize the
reimbursement financial process, and the optimized process
method has made great progress compared with the pre-
vious one.

Data Availability

(e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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With the existing power SDN network architecture, the improved switches migration algorithm is put forward. �rough the
advantages of the ant colony algorithm and genetic algorithm fusion, the migration process is optimized, and the fusion algorithm
in switches uses the operation, such as restrictions in advance and pruning algorithm e�ciency to eventually apply migration
under multiple controllers to the switch. �e e�ciency and stability of switch migration under multicontroller are improved, and
the performance of the RYU controller is compared with other algorithms. �e results of the algorithm and performance
comparison test show that the improved ant colony algorithm is reduced by 12.5% and 1.5%, which is a comparison of response
delay; the accuracy of the migration operation of the algorithm can make full use of the resources of the controller and achieve the
purpose of improving the migration e�ciency and load balancing among multiple controllers.

1. Related Work

In the new network architecture of SDN, load balancing
between multiple controllers is realized by switch migration.
During switch migration, the �rst problem to be solved is
how to migrate the switch the fastest without losing data. To
solve this problem, Haller et al. mentioned the seamless
migration mode, that is, the switch is connected to two
controllers at the same time, and the roles of the two
controllers are changed at the same time, so as to achieve
rapid data migration. However, for the existing SDN net-
work, and due to the instantaneous network tra�c, con-
trollers in the same cluster may not only be overloaded with
one controller but may be overloaded with two or more
controllers at the same time [1, 2]. In this case, no matter
how e�ciently the switch migration is performed, the sta-
bility of the network cannot be restored quickly.�erefore, a
switch migration optimization algorithm is proposed.
Classical optimization algorithms include nearby selection
algorithms [3], genetic algorithms [4–6], immune particle
swarm optimization algorithms, and so on [5–8].

Among them, the nearby migration algorithm is to select
the controller with the lowest migration cost as the target

controller for migration by calculating the path between the
global controller and the overload controller when the
controller overload is detected.�is method is fast, but when
multiple controllers are overloaded at the same time, two or
more controllers may migrate to one controller, resulting in
a secondary overload of the target controller. In this case,
one switch migration cannot complete load balancing, and
multiple switches are required to achieve load balancing. To
solve this problem, both genetic algorithm and improved
particle swarm optimization (PSO) have been improved
[9–11]. However, due to the complexity of particle swarm
optimization and genetic algorithm and the problem of long
calculation time under single controller overload, there is
still a lot of research direction in the optimization of switch
migration algorithm. �e classical optimization algorithm
tries to solve the load balancing of multicontrol architecture
by uni�ed scheduling in the control plane, which has
achieved good results. In view of the actual situation of
existing algorithms and switch migration process, heuristic
algorithms, such as ant colony algorithm and genetic al-
gorithm, have very good advantages in computing speed and
resource consumption [12, 13]. However, both ant colony
algorithm and genetic algorithm have exposed many
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shortcomings in the course of many years of practice. Ant
colony algorithm has fast global search ability, but poor local
search ability, while genetic algorithm has good local search
ability but poor global search ability. In this regard, the
research focus of this paper is to integrate the ant colony
algorithm and genetic algorithm and improve the actual
application scenarios under the SDN architecture, so as to
improve the performance of SDN and maintain the load
balancing of SDN.

2. Traditional Ant Colony Algorithm

At present, the ant colony algorithm has been used in the
path planning of AGV vehicles. In application, it can be
divided into three parts: foraging, movement, and phero-
mone rules. Foraging rules are used to determine the im-
passable locations, which depends on the set tabu list, and
then the ant’s current location is added to it [14–16].

Movement rules are used to determine the ant’s tran-
sition probability in different nodes, which needs to use
heuristic functions and pheromone concentrations. If there
are no movable nodes obtained, the current search process
ends. In addition, in order to improve the search ability of
the algorithm, the roulette method is introduced to ensure
that all nodes can be selected. %e formulas of transition
probability are as follows [17]:

p
k
ij(t) �

τij(t)􏽨 􏽩
α

× ηj(t)􏽨 􏽩
β

􏽐
s⊂ allowedk

τis(t)􏼂 􏼃
α
× ηj(t)􏽨 􏽩

β

, j ∈ allowedk,0, j ∉ allowedk,
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1
dj

,
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������������������

Jx − Ex( 􏼁
2

+ Jy − Ey􏼐 􏼑
2

􏽲

,
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(1)

where a and β are the important factors of pheromone
and heuristic function, respectively. k represents an ant.
Moreover, pk

ij(t) and allowedk represent the transition
probability and corresponding set of k at the lower node
respectively. ηj(t) represents the heuristic function, which is
related to the distance dj between endpoint E and node j,
and τij(t) represents the pheromone concentration trans-
ferred at nodes i and j.

For the pheromone rule, pheromones in the path do not
increase with the ant’s release, but some of them volatilize.
After multiple loops, the updated formula of pheromone in
the path is as follows [18]:

τij(t + 1) � (1 − ρ)τij + 􏽘
m

k�1
Δτk

ij, (2)

where m represents the number of ants and ρ represents the
volatilization factor of pheromone, which takes values be-
tween 0 and 1. Furthermore, Δτk

ij represents the pheromone
left by ant k in the iteration, whose form is as follows [19]:

Δτk
ij �

Q

Lk

, kth ant goes fromnode i to node j,

Q, Others,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

where Lk represents the total length of the ant’s path and Q
means a constant.

3. Switch Migration Algorithm Based on
Improved Ant Colony

Combined with the previous analysis, the basic principle of
the ant colony algorithm has been defined. %is algorithm
has some advantages in convergence and local search, but
there are also some obvious shortages, which embodies that
the global search ability is poor. And, for large network
architecture, the generation of initial pheromone takes a
long time occupying the algorithm more than 60% of the
total execution time, which reduces the efficiency signifi-
cantly. On the other hand, genetic algorithm is also widely
used to solve optimization problems. %e algorithm has
good global search ability, but it is difficult to maintain high
convergence when the network scale is large. Considering
the above problems comprehensively, the two algorithms
mentioned above can be combined in the new SDN network
architecture, which makes up for the shortcomings of the
single algorithm. %e advantages of the two algorithms can
be given full play; thus, the effect of load balancing is im-
proved. In addition, SDN is a cloud computing method that
can realize network configuration by programming con-
troller, so as to fundamentally solve the problem of
decentralized and complex static architecture in traditional
networks, which improves the performance and processing
efficiency of the network. However, the current network
requires greater flexibility and simple troubleshooting. SDN
realizes centralized and unified control of the network
through the control plane, thus greatly improving the
performance of the network. %erefore, this study attempts
to optimize the load balancing problem of SDN under the
control plane through the ant colony algorithm.

As can be seen, the ant colony algorithm and genetic
algorithm are integrated to design an improved ant colony
switchmigration algorithm.%e parameters of the algorithm
are optimized to improve the effect of load balancing.

3.1. Load Balancing Strategy of Migration Algorithm.
Analyzing the problems in the fusion algorithm, the opti-
mization strategy is proposed, which is embodied in the
selection of switch and target controller. Given that C �

c1, c2, . . . , cM􏼈 􏼉 represents all controller nodes in G of the
SDN area and S � s1, s2, . . . , sN􏼈 􏼉 represents the set of
switches. %e control relation between the two is expressed
as F � (fij)M×N, where when ci controls sj, there is fij � 1,
and when other cases occur, there is fij � 0. ci can be used as
the source node or the target node. If ∀ci ∈ c and it is
overloaded, ci needs to be migrated, and the controller is the
source node. When ci receives the migrated computer, the
corresponding controller is the target node. If the number of
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migration switches and overloaded controllers is N and M,
respectively, ci can obtain the number of current requests rij

of switch sj. Meanwhile, the controller is used to load, and
the load comes from multiple sources, including memory,
CPU utilization Umem, Ucpu, and number of switches N. %e
specific formula is shown as follows.

3.1.1. Migration Time. %e controller’s resource utilization
Uc, the current CPU utilization Ucpu, the current memory
utilizationUmem, and the network bandwidth utilization Unet
are taken as main performance parameters, wherein the
controller’s resource utilization is expressed by the per-
centage of all switch requests under the current controller
and the maximum request volume accepted by the
controller.

Set Threshold (Uc, Ucpu, Umem, and Unet) as the trig-
gering policy. Within a period T, ci collects parameters once
and compares them with matched load characteristic
thresholds (ucth, ucpth, umth, and unth). If a parameter is
greater than the maximum threshold for several consecutive
times, the controller ci is considered to be overloaded, and
the switch must be migrated. If none of the parameters is
higher than the threshold, the controller is considered to be
idle, and the switch can be migrated in.

3.1.2. Switch Selection. In this paper, the probability formula
is used to select switches, and the switch selection probability
pij is shown in the following formula:

pij �
exp −rij/μij􏼐 􏼑

􏽐j∈si
exp −rij/μij􏼐 􏼑

, (4)

where rij is the number of flow requests from sj to ci, μij is
the hop number between sj and ci, and Si is the set of sj

controlled by ci.
Assume that X is the load volume that exceeds the

overload controller ci and a is the load of the switch in set S.
Only when n, the number of switches migrated by the
overload controller, meets the condition 􏽐

n
i�1 aj >X can flow

requests be processed in time in this area.

3.1.3. Selection of Target Controller. After the migration
controller and migration switch are determined, this paper
mainly uses the improved ant colony algorithm to select the
appropriate immigration controller. Firstly, for the immi-
gration controller, the more the idle resources, the higher the
probability of occurrence in the process of crossover and
mutation, and the higher the probability of eventually
appearing in the initial pheromone set of the ant colony
algorithm. Secondly, the larger the hop number between the
migration controller and the immigration controller, the
longer the communication time between the two controllers,
and the smaller the number of ants appearing on the path.
%erefore, the function vij for searching the target controller
in the improved ant colony algorithm is defined as follows:

vij � rij

μi
s

dij 1 − μi
s

( 􏼁
, (5)

where rij is the number of flow requests from sj to ci, μij is
the hop number between sj and ci, and Si is the set of sj

controlled by ci.
%us, to solve the switch migration problem is to solve a

typical traveling salesman problem of the ant colony
algorithm.

3.2. Solving Migration Problem. At present, the ant colony
algorithm has been widely used to solve optimization
problems. %e characteristics of the algorithm are high
convergence, strong concurrency, good local search per-
formance, and so on. In principle, the method is designed
mainly according to the ants foraging rule in nature, and the
optimal path is obtained through positive feedback, namely
the optimal solution to the problem. In addition to this
algorithm, genetic algorithm is also widely used to solve
optimization problems. Genetic algorithm has strong global
search ability, randomness, and rapidity. %e algorithm is
designed according to the law of evolution in nature, and
high-quality offspring can be generated through crossover,
mutation, and other ways. On this basis, the optimal solution
can be obtained by coding.

However, there are some problems in the application of
the above two algorithms. On the one hand, the efficiency of
the ant colony algorithm is low in the initial search, although
it will be improved in the process of pheromone accumu-
lation. On the other hand, the convergence of the genetic
algorithm is fast in the initial search, but it will decrease
significantly in the later stage. %us, after fusing the two
algorithms, the advantages of the two algorithms can be
given full play, which can keep high efficiency while
obtaining the optimization results. At present, there are
many researches in this field, and different methods have
been formed. %e common fusion strategies are divided into
two categories: firstly, a genetic algorithm is used to get the
initial pheromone solution, and then it is applied to the ant
colony algorithm to get the optimal solution. Secondly, the
genetic operation is added to the ant colony algorithm to
diversify the solutions. After analysis, the second strategy is
finally adopted in this paper.

3.2.1. Algorithm Design and Implementation. Adopting
coded parameters is the significant difference between the
genetic algorithm and other algorithms. %erefore, when
using a genetic algorithm, the first is to determine the ap-
propriate coding G, which generally is binary coding. Be-
sides this method, tree code or volume number code can also
be adopted. In addition, when using the ant colony algo-
rithm, it often needs to transform the problem to be solved.
Only after it is transformed into the traveling merchant
problem can it be solved.

%e above factors are considered in the design of the
fusion algorithm. For example, for the ant colony algorithm,
there are only two selection paths for each node except the
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last node. And ant pheromone distribution is used to solve
the continuous calculation problem. After analysis, for the
genetic algorithm, the binary coding method is adopted. On
this basis, the fusion of two algorithms is carried out.

At present, some scholars have studied the fusion of two
algorithms and put forward different fusion strategies, which
can be generally divided into two categories. %e first one is
that the ant colony algorithm takes a higher proportion of
the whole algorithm, and the genetic algorithm serves as an
auxiliary part. %e second is the opposite, with a higher
proportion of genetic algorithms and ant colony algorithms
as auxiliary.

A genetic algorithm (binary coding) and ant colony
algorithm (double subsequent nodes) can be used to design a
fusion algorithm. %e first algorithm needs to adopt the
genetic algorithm firstly and then uses the ant colony al-
gorithm. Specifically, the initial solution set is firstly ob-
tained by the genetic algorithm, and then it is input into the
ant colony algorithm as the initial pheromone path; thus, the
optimal solution is further calculated. %e second algorithm
mainly uses the ant colony algorithm. Adding genetic and
mutation operations to the ant colony algorithm is helpful
for the improvement of global optimization ability. Con-
sidering various factors, the second algorithm is finally se-
lected in this paper.

In the research, the fusion algorithm is used to solve the
load balancing problem of multiple controllers, which needs
to transform the problem first. And using a cross way to
combine the original paths can make the algorithm achieve
higher global search ability. Finally, the pheromone con-
centration of a new path needs to be updated. In the fusion
algorithm, the selection and mutation of a genetic algorithm
are introduced. In the crossover process, the intersection
position between the ant colony algorithm path and genetic
algorithm should be selected randomly, and then the cor-
responding new path can be obtained by selecting the
crossover.

%e basic principle of path crossing is shown in Figure 1.
When ants pass by, a pheromone is left over in each path,

which is updated by pheromone concentration in the
algorithm.

Here, Knot − j (j � 1, . . . , r, i � 0, 1) represents the
migration path of (j, i), and each node has two migration
nodes, which are Next − knot − 0 andNext − knot − 1, re-
spectively. %e connected edge is represented as edge(j, i, 1).
%us, the formulas of a pheromone update are as follows:
τj,i,1(t+1)�ρτj,i,1(t)+Δτj,i,1,

Δτj,i,1 � 􏽘
m

k�1
τj,i,1

k

,

Δk
τj,i,1 �

Q

F
k

x1,x2, ...,xn( 􏼁
, When thekth antpassesby the edge,

0, Otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

where m represents the number of ants, Fk(x1, x2, . . . , xn)

represents the final obtained optimal solution, and Δk
τj,i,1

represents the pheromone concentration increased in
edge(j, i, ij) during the movement of ants. %e probability
formula of ant selecting subsequent nodes is as follows:

p
k
j,i,ij

�
τj,i,ij

􏼔 􏼕
α
ηk

j,i,ij
􏼔 􏼕

β

τj,i,0􏽨 􏽩
α
ηk

j,i,0􏽨 􏽩
β

+ τj,i,1􏽨 􏽩
α
ηk

j,i,1􏽨 􏽩
β. (7)

where τj,i,0 and τj,i,1 represent the pheromone concentration
of Edge(j, i, 0) and Edge(j, i, 1), respectively. ηj,i,0, ηj,i,1
represent the visibility function of the two edges. α and β are
the coefficients associated with node selection.

3.2.2. Specific Solution Steps. %e improved algorithm is
described as follows:

(1) Initialize related parameters α, β, ρ, and so on of ant
colony algorithm

(2) Calculate iteratively
(3) While t< iteration period c, output the final optimal

solution

%e improved ant colony algorithm is applied to the load
balancing problem of SDN, which can ensure the dynamic
selection of migration objects. However, if the scale of
network topology is large, it cannot maintain a high con-
vergence rate. %erefore, the genetic algorithm can be in-
troduced to solve the above problems effectively, so as to
further improve the global search ability and convergence
performance of the algorithm.

For the problem of load balancing, it is difficult to
migrate each switch to other switches randomly due to the
influence of the subdomain division of the controller.
%erefore, pruning is carried out for the genetic algorithm to
ensure that ant paths are all in the subdomain. %e specific
process is as follows: firstly, the pruning is carried out by the
genetic algorithm to obtain the initial pheromone. %en the
ant colony algorithm is used for processing, and the global
optimal solution is obtained by an iterative method. In this
way, the optimal migration path can be obtained. %e fusion

1
0

T

1
0

T

1
0

T

1
0

T

pos

pos

Figure 1: Operation principle of path crossing.
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algorithm designed in this paper, namely, the GA-ACO
algorithm, is as follows:

(1) Related parameters of the improved ant colony
algorithm

(2) Path crossover probability Pc
(3) Perform improved ant colony algorithm
(4) While t< iteration period c, output the results

4. Simulation Experiment and
Performance Analysis

4.1. Construction of Simulation Environment. In the simu-
lation process, Open vSwitch 1.4.6, Zookeeper 3.4.5, and so
on are used. %e hardware should ensure that the processor
is Intel I7, and hard disk and memory are not less than 500G
and 12G, respectively. Software configuration is Windows
10 system, and the virtual machine is VMware.

In addition, the number of OVS switches and controllers
used in the simulation is 12 and 4, respectively, and the
processing performance of each controller is different. %e
load threshold of the controller is max(ucth, ucpth, umth, unth)

� (0.9, 0.9, 0.85, 0.95), and the sampling period is 10 s. In the

simulation, the data flow speed of the switch is improved
step by step, and the response delay of the controller, the
resource utilization ratio, and other indicators are recorded
and analyzed.

Analyzing the application effect of improved ant colony
algorithm to compare with proximity migration algorithm,
its influence on load balancing is discussed.

4.2. Parameter Setting of Improved Ant Colony Algorithm.
%e application effect of the ant colony algorithm will be
affected by the parameter setting. If the parameter setting is
not reasonable, the effectiveness of the algorithm will be
inevitably reduced. In this paper, the effects of various
parameters are analyzed, including hormone volatility co-
efficient ρ, heuristic factor α and β, ant numberm, and so on.
%e influence of each parameter is discussed, and the rel-
evant parameters are reasonably set, which makes the im-
proved algorithm can play a better role in the load balancing.

4.2.1. Setting of Hormone Volatility Coefficient. %e global
update method is adopted, and the form of Δτk

ij(t) is as
follows:

Δτk
ij(t) �

Q

cos tij

, The path that antK passing through node i and node j in a loop,

0, Otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

where there are two nodes i and j. cos tij represents the
overhead of i and j. ρ and 1 − ρ represent the volatility
coefficient and retention coefficient of hormones, respec-
tively. %e improved algorithm still has problems of falling
into local optimum and low convergence speed, which is
directly related to the rationality of setting ρ.

Hormone volatility coefficient ρ is an important pa-
rameter that if it is not set or set unreasonable, the appli-
cation effect of the fusion algorithm will be adversely
affected. Specifically, if the parameter is not set, the sub-
sequent nodes may still have paths that do not belong to
alternative paths due to the influence of crossover opera-
tions, thus affecting the convergence of the algorithm. If this
parameter is too small, the volatility speed of the hormone is
significantly reduced. At this time, it is difficult for the
pheromones in the path to forming a large difference so the
global optimal solution cannot be achieved. However, if this
parameter is too large, the pheromone in the path volatilizes
quickly, which increases the randomness of the ant’s se-
lection of subsequent nodes and reduces the convergence of
the algorithm. %erefore, it is necessary to determine the
hormone volatility coefficient in an appropriate way, and the
specific process is shown as follows.

To research the setting of hormone volatility coefficient
ρ, the first is to set relevant parameters. %e expected factors
are set as α � 1 and β � 2.%e number of ants is set asM � 5.

Given that p � 1, ρ is 0.1, 0.3, 0.5, 0.7, or 0.9, and the in-
fluence of ρ on the performance of the improved ant colony
algorithm is changed. After each parameter is set, iteration
begins. If the difference between the maximum vmax of
hormone concentration and the minimum vmin in each path
exceeds 10%, the iteration process can be ended. %e final
results are shown in Figure 2.

%e relationship between the iteration number and the
hormone volatility coefficient is shown in Figure 3.

As can be seen, there is a positive correlation between the
number of iterations and the hormone volatility coefficient
on the whole. If the hormone volatility coefficient is higher, it
means the number of iterations also is higher. In this case,
the influence of hormones on path selection is small, but it
affects the convergence of the algorithm. When the value of
the volatility coefficient is small, although the number of
iterations is small, the convergence speed is improved. %e
algorithm is prone to local convergence; thus, the global
optimal solution ultimately cannot be obtained.

Combined with the above analysis, when determining
the hormone volatility coefficient, the convergence of the
algorithm and the global search ability should be taken into
consideration. Here, the hormone volatility coefficient is
appropriately set between 0.3 and 0.5 to ensure the stability
and convergence of the algorithm. At the same time, the
global optimization result can be obtained. After the above
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analysis, the hormone volatility coefficient is finally set
as 0.3.

4.2.2. Setting of Heuristic Factors α and β. Pheromone
heuristic factors α and β mainly express the role of the
improved algorithm in ants’ path search, which represent the
hormone-dependent size and preference coefficient of path
selection, respectively. When the former is larger, it means
that the randomness of the ant’s path selection is small, and
the ant is more inclined to choose the path previously
traveled. In this case, it is easy to lead to local convergence,
and it is difficult to obtain the global optimal solution. When
the latter is large, it indicates that the ant has a higher
probability to choose the local shortest path at a node.
Although the convergence speed can be improved, the
problem of local optimization also exists. %erefore, it is
necessary to set the two reasons, so as to meet the re-
quirements of convergence and optimization.

To solve the load balancing problem of SDN architec-
ture, the network scale is usually high. It is necessary to
ensure that ants can achieve a certain random search ability

in the path search process and meet the requirements of
convergence, which will have a great impact on the appli-
cation effect of the whole algorithm. %erefore, it is nec-
essary to keep a balance between the certainty and
randomness of the search, so as to improve the performance
of the algorithm.

According to the above analysis, the heuristic factor can
be set reasonably in combination with the previous simu-
lation. During the simulation process, the hormone volatility
coefficient is set as 0.3, and then several groups of heuristic
factors are set. %e relationship between the algorithm
performance and the combination of heuristic factors is
verified by simulation. Moreover, the influence of the
combination of heuristic factors is discussed; thus, the
optimal value of the heuristic factor is determined. %e it-
eration number of different combinations of heuristic fac-
tors obtained in the simulation is shown in Figure 4.

It can be seen from Figure 4 that when the combination of
heuristic factors is different, the corresponding number of
iterations changes significantly. When both pheromone
heuristic factors α and β are high, the roles of the two are
different.%e formermakes the ant excessively depend on the
pheromone concentration to determine the moving path.
%e latter makes the ant more dependent on the positive
feedback and is easy to obtain the local optimal solution.
When both are small, the former significantly reduces the
dependence of ant on hormone concentration and basically
did not use hormone concentration information when de-
termining the path. %e latter increases the randomness of
path search, which leads to more redundant paths and lower
convergence speed, making it difficult to obtain the optimal
path. Taking into account the above factors, it is appropriate
to set the two to 1 and 2, respectively.

4.2.3. Setting of the Number of Ants. %e improved ant
colony algorithm needs to obtain the optimal solution from
the solution set, which requires the participation of all ants.
And the optimal solution can be obtained by iteration. Since
each ant will search for an optimal solution, the solution
obtained by all ants can form a solution set, so the number of
ants will inevitably affect the algorithm performance. If the
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Figure 4: Iterations of heuristic factors α and β under different
combinations.
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number is large, the global search ability of the algorithm is
stronger, which improves the reliability of the algorithm
significantly. However, there may be many invalid paths in
the solution set, which reduces the convergence speed and
affects the algorithm performance to a certain extent. If the
number is too small, it is difficult to maintain a high global
search capability, and only a local optimal solution can be
obtained.

To solve the above problems, it is necessary to set the
number of ants reasonably. Here, the previous simulation
method is adopted to determine the number of ants.%e first
is to set the hormone volatility coefficient and two heuristic
factors, which are 0.3, 1, and 2, respectively. %e second is to
set multiple ant numbers for comparison, and the number of
ants is 2, 4, 6, 8, and 12. %e optimal number is determined
according to its influence on algorithm performance. %e
final results are shown in Figure 5.

According to the information in the table, there is a
negative correlation between the number of ants and the
corresponding number of iterations. When the number of
ants is small, the corresponding solution set is relatively
small, while the number of iterations is large. If the network
scale is large, the global optimal solution cannot be obtained.
When the number of ants is large, the search performance is
improved. However, when the network is complex, some
invalid paths are easily introduced, which affects the con-
vergence. After comprehensive consideration, the number of
ants is finally set to 8.

To sum up, the number of ants M� 8, pheromone
heuristic factor α� 1, expected value heuristic factor β� 2,
and hormone volatilization coefficient ρ� 0.3.

4.3. Optimization Results

4.3.1. Comparison of Resource Utilization Rate of Controller.
%e migration efficiency of the switch is directly affected by
the utilization rate of the controller and can represent the
load balancing degree of the controller to a certain extent. Set
different load states for each controller, where 1 and 2 are
overload and 3 and 4 are light load. %en send data packets
to each controller to analyze the changes in resource utili-
zation rate. It is necessary to ensure that controller resources
are properly used so that the overload controller can recover.

%e calculation formula of the resource utilization rate of
controller is as follows:

Uc �
Ui

Umax
, (9)

where Ui and Umax need to be obtained in certain ways,
among which the former is queried by the Zookeeper
module and the latter is obtained based on experimental
data. According to existing studies, memory resource uti-
lization is related to many factors. Under the condition that
the number of switches and network structure remain un-
changed, resource loss in packet-in message processing is an
important influencing factor, which is involved in the
controller overload. %at is, the controller occupies too
many resources, affecting functions and performance and
making it difficult to process requests in a timely manner. In
this paper, experiments are carried out to solve this problem.
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Furthermore, on the basis of improving packet-in trans-
mission rate to simulate overload, the application effects of
different migration algorithms can be analyzed. %e final
experimental results are shown in the following Figure 6.

It can be seen that controllers are always overloaded
before the migration. %ere are three control strategies used
to implement the migration [20–22]. And resource utili-
zation is at a normal level to avoid overload problems. %e
variance of the proximity migration algorithm, ant colony
algorithm, and GA-ACO algorithm are 0.0196, 0.0054, and
0.0041, respectively.

%e results show that compared with the other two
strategies, the proximity migration strategy has obvious
disadvantages in achieving load balancing. And, after
analysis, it is found that the strategy adopts the principle of
proximity during migration. Although it is relatively simple
and reduces the delay, it is easy to cause secondary overload.
%e other two algorithms can effectively avoid the above
problems, and both can select the controller for migration
according to the load conditions, so as to meet the re-
quirements of load balancing.

4.3.2. Comparison of Response Delay. In load algorithm
evaluation, the response delay index is generally used to
evaluate controller performance. If the index is small, it
means that high performance can be achieved. In this part,
detection and analysis are carried out for this indicator, and

specifically, the Cbench tool is used to obtain the response
delay according to the time difference between the sent
packet-in and the received Flow-MOds.

Tomeasure and compare the response delays of the three
algorithms, set controllers 1 and 2 to be overloaded, and the
rest to be a light load. A total of 50 tests are carried out, and
the mean value is calculated as the final response delay to
ensure the reliability of the test results. %e final results are
shown in Figure 7.

According to the information in the above figure, there
are certain differences in the response delay of the three
algorithms, among which compared with the proximity
migration and ant colony algorithms, the improved ant
colony algorithm is reduced by 12.5% and 1.5%, respectively.
If the migration strategy is not adopted when the controller
is overloaded, it is difficult for the controller to process
subsequent package-in requests in a timely manner, which
ultimately reduces the performance of the controller.

If the load is not large, compared with the other two
algorithms, the proximity migration algorithm has the
smallest response delay. After analysis, the response delay is
related to the processing speed of the controller and the
distance of switches. And, compared with the other two
algorithms, the complexity of the proximity migration al-
gorithm is relatively low; thus, the response delay is small.

If the load is heavy, there may be an overloading problem
of multiple controllers in the network. At this time, the use of
proximity is difficult to meet the requirements, which easily

controller C1 Switch s controller C2 

Start migration

Role request-Master

Role reply -MAster

Role request-equal

Role reply -Equal

Migration end

To prepare the migration

Process outstanding requests

Reply end control

Migration
time 

Figure 8: Switch migration process.
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lead to an increase in a response delay. %e use of the ant
colony algorithm can easily lead to misjudgment of the
number of overload controllers, resulting in migration re-
dundancy problems, which will also prolong the response
delay. %e use of the improved ant colony algorithm has
obvious advantages, which not only controls the response
delay at a reasonable level but also reduces the network load
and improves the rationality of controller resource utilization.

When themessage generation rate exceeds 45 packet/ms,
all controllers are basically in an overload state. In this case,
to meet the requirements of load balancing, other controllers
must be added.

4.3.3. Comparison of Migration Time. Migration time is an
important index, which reflects the migration efficiency of
the controller. In the process of migration, the controller is
divided into two parts, namely the master controller and the
slave controller. %e former has only one controller, and the
latter can have multiple controllers. %e requirements of
migration can be met by adjusting the master and slave
controllers.

Figure 8 is the specific process of switch migration, in
which the role needs to be changed to a peer role through
controller C2. After the target controller C2 becomes a peer
controller, it begins to receive the information sent by C1
and begins the migration process. %en C2 receives the
information from S, and after C1 sends the flow table, C2
issues a request to change to the master controller and
updates the distributed data. After the above operations are
complete, the migration process is completed.

%e time of a migration can be expressed as the time
interval between two role requests: role request-Equal and
role response-Master. If multiple controllers are loaded
during this period, migrate multiple switches to meet load
balancing requirements. In this paper, the average time in
multiple migrations is calculated, and the final results are
shown in Figure 9.

As can be seen from the figure, significant segmentation
points appear around 35 packets/ms, which are mainly re-
lated to the load flow limitation of delay and migration time.
If the load flow is small, the improved ant colony algorithm
has a longer migration time than the other two algorithms.
To analyze this phenomenon, the main reason is that the
number of migration switches and controllers is relatively
small. In addition, load balancing can be realized through
simple methods such as proximity migration and so on, and
the efficiency is high.

When the load is too heavy, the controller overload is
more significant, resulting in more switchmigrations. If only
one switch is migrated each time, the migration time and
communication cost will be increased. %e improved ant
colony algorithm can solve the above problems; thus, more
switches can be migrated each time, and the convergence
speed is high, which can efficiently achieve the goal of load
balancing.

5. Conclusion

As can be seen from the above studies, the advantages of the
genetic algorithm and ant colony algorithm are integrated,
which improves the performance of SDN to a certain extent.
It is concluded that when solving the problem that multiple
controllers are overloaded simultaneously, there are obvious
advantages in processing time effect and complexity. %e
reason for the above results is that the advantages of the ant
colony algorithm and genetic algorithm in global and local
optimization are fully utilized to greatly improve the effi-
ciency of SDN load optimization so that the overall network
can better handle the load, and the dual purposes of mi-
gration and load balancing between multiple controllers are
finally achieved. %e innovation of this research is to regard
the SDN load balancing problem as a traveling salesman
problem and solve it with an improved ant colony algorithm,
so as to greatly optimize the SDN network load and improve
the operation efficiency of the network.
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Under the background of digital technology, computer-aided design is still in the initial stage of application in the �eld of design
and manufacture of ceramic products. In order to improve the informatization degree of ceramic industry, advance the e�ciency
of product design, and satisfy the demand of personalized customization, in this paper, Ru porcelain is selected as the research
object, and according to its shape characteristics, based on the 3D evolution of data combined with the image shape method and
entity design, the design process of Ru porcelain shape was put forward, and the collaborative design of Ru porcelain was
implemented with Yuhu spring bottle as the representative. �e simulation results show that the model is highly practical and
helpful to realize the convenient design of ceramic products.

1. Introduction

Innovative design of daily-use ceramics is a process of
creative labor and a systematic project. Faced with the
existing achievements and the ever-changing consumer
demand and aesthetic demand of the public, numerous
ground work has been completed by designers, including
early market research, design positioning, and new product
testing. As an important component of products, sculpt
plays the role of transmitting information between products
and consumers, designers and consumers, which can show
certain personality characteristics in combination with
consumers’ cognition [1, 2]. Function is the decisive factor of
daily ceramic shape, and it is the purpose of daily ceramic
shape. �e function of daily-use ceramic is realized through
shape, so its shape design occupies a dominant position in
the whole design process. With the increasing demands of
consumers on the function and aesthetics of daily-use ce-
ramics, designers pay more attention to its design.

Due to the lack of innovation in ceramic design, it is
losing its attraction, and because of the complexity of ce-
ramic technology’s own manufacturing process and the
combination of various techniques, in pattern design,

colorful patterns require craftsmen to have enough patience
and aesthetic capability. In addition, the ceramic industry is
fragmented without satisfactory ecology and system model.
It is mainly based on traditional small workshops, which
leads to the stereotyped shapes and patterns in the ceramic
market. At the same time, because of its small scale, they are
unable to introduce more advanced technologies and feed
them back into ceramic production, which leads to a further
decline in the competitiveness and attraction of ceramics
[3–5].

In recent years, the application of computer-aided
technology in product design has stimulated the collision of
diversi�ed design thinking, touched new design pain points
and design ideas, and became a new pattern, which breaks
the limitations of traditional design patterns and e�ectively
discovers new design opportunities. However, in the �eld of
ceramic product design, it still relies on traditional manual
work, which is cumbersome and ine�cient, and it has been
di�cult to meet customers’ aesthetic demand for ceramic
ware shape and the development demand of large-scale
personalized customization [6, 7]. �erefore, it is imperative
to combine computer aesthetics with product design by
applying 3D parametric technology in design and creation of
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ceramic product. In this paper, Ru porcelain, an excellent
porcelain in celadon series, is selected as the research object,
and its shape design under the background of digital
technology is studied.

2. Basis of Product Design of Ru Porcelain

Ru porcelain was attractive with its unique glaze color and
flourished in the Song Dynasty. “Ru” refers to the geo-
graphical location of the Tang and Song dynasties as the
“Ruzhou.” Ru porcelain is an excellent porcelain in celadon
series, and its glaze color is just like “after a storm, the sky is
clear and the clouds are broken,” where the glaze shows
small pieces of cicada pattern [8, 9].

2.1. Artistic Features of Ru Porcelain

2.1.1. Shape Characteristics. +e shape design of ceramics
needs to meet its practical use needs. On this basis, the
artistic elements of shape beauty and style are integrated into
it, so that the function, form, and style form a unified whole.
Seeking beauty from nature, an elegant and quiet aesthetic
concept is shown through linear and three-dimensional
structure. +e shape of Ru kiln in Northern Song Dynasty
has the regularity of formal beauty to a certain extent
[10, 11]. +rough various geometric structures, people in
Song Dynasty advocated roundness at that time. +is was
because many objects that people saw in nature at that time
were round, and they showed this emotion through ceramic
shape, which is also the most practical in terms of firing
process and use function. +e most typical ceramic shape of
Ru kiln is bottles, which is related to the culture and times at
that time [12]. As shown in Figure 1, plum bottles and Yuhu
spring bottles are porcelain used to hold wine. Because of
different uses, there are great differences in design. +e

mouth of Yuhu spring bottle is curled outside, the neck is
easy to grasp, and the center of gravity is below the abdomen
after drinking, which is a kind of bottle that is convenient for
scalding and drinking, while plum bottles have short mouth,
abundant shoulders, and astringing abdomen.

Before the Tang and Song Dynasties, the overall design of
shape was mainly based on demand of usage, followed by
aesthetics. Since the Song Dynasty, aesthetic needs have been
brought to the forefront of design.+e literati sentiment and
simple aesthetic style of the Song Dynasty led to the trend of
the overall design, which pursues the flowing texture of lines.

2.1.2. Cultural Heritage. +e celadon produced by Ru kiln
not only meets the requirements of people’s life but also
pursues aesthetics, which integrates the culture and customs
of the Song Dynasty into creation of Ru porcelain. Different
from the rough and majestic style of the Han Dynasty, the
ornate and complicated decoration of the Tang Dynasty, the
aesthetic style of the Song Dynasty pursued a simple and
tranquil artistic style, whose aesthetic of purity and inaction
had a profound influence on the aesthetic thought at that
time [13, 14]. Song Huizong liked to drink tea and believe in
Taoism, which also had a great influence on the aesthetic
development of that time. Ru porcelain modeling is simple,
in the process of high-temperature firing, the use of the
different shrinkage coefficient between the glaze, the for-
mation of cracks of different sizes on the glaze for natural
decoration, as ice cracks in general, usually known as “ice
cracks.”+is kind of crack is naturally produced, and it is not
intentional or intentional by craftsmen. +is natural deco-
ration perfectly fits the aesthetic concept of ancient China.

2.2. 3D Evolution Algorithm. One of the main forms of
digital technology is image 3D reconstruction. Stereo vision
performance by 3D evolution algorithm, the realization of

(a) (b)

Figure 1: Shape of Ru porcelain: (a) plum bottle; (b) Yuhu spring bottle.
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the stereo vision three-dimensional evolution process is
stereo image matching and the label calibration process,
each label corresponding to pixels of parallax in Markov
random field is including three collections: network node set
L, neighboring relations system set (N), and collection of
random variables (F). Among them, the set of sampling
points is the set of network nodes, the set of connection
relation between nodes is the set of adjacent relation system,
and the set of possible values of a node element is the set of
random variables.

Defining energy function is to transform matching
problem into energy function problem. +erefore, stereo
matching can be described as the energy function mini-
mization problem. +e matching algorithm can specify a
label value for each pixel point. +e operation is to find the
appropriate label among all possible labels and quantify the
label as an energy function. In the case of stereo matching,
the label is parallax, reaching a set of parallax function values
that minimize the energy function. +e essence of stereo
matching is to obtain the parallax value and parallax relation
between pixels of different images. +erefore, the image
segmentation stereo matching algorithm is divided into the
following steps: composition⟶ edge sorting⟶ initial-
ization⟶ merging image regions⟶ iterative output.
Image segmentation through the above steps basically re-
flects the structure of the real scene, where the connection
between images is a deep discontinuous area.

It is pointed out in the literature [15] that the integration
of digital interactive technology into ceramic product design
conforms to the requirements of +e Times. +erefore, this
paper proposes the modeling design of ceramic products
based on 3D evolution algorithm of digital interactive image.
+e image based on this algorithm uses the implicit fitting
Poisson 3D reconstruction algorithm, uses the indicator
function to extract the isosurface and generate the trian-
gulated surface prediction function, and uses the relation-
ship between the constructed vector domain and the
indicator function to realize the Poisson reconstruction, and
completes the 3D modeling design of ceramic products
through the above steps [16, 17].

According to the characteristics of ceramic products, the
image modeling method is combined with solid design,
and the design process is realized by data interaction and
3D evolution. +erefore, the Poisson reconstruction al-
gorithm is proposed, which is a global solution. It adopts
the sample points after the image segmentation in the
previous section and does not need to be resegmented or
fused. +e reconstruction method limits the implicit
function gradient at all spatial points with few errors [18].
+e flow of the 3D evolution algorithm for Ru porcelain is
shown in Figure 2.

Set the input data S as the set of sampling points s. Any
sampling point includes two properties: position s. p and

normal s.N. +e sampling point is the point or approach
point of the surface zM of the mold M. +e Poisson re-
construction is to extract the isosurface from the estimation
model and present a closed triangulated surface prediction
function by using the indicator function of the estimation
model.

2.2.1. Construct the Integral Relation. Firstly, the integral
relationship between the indicator function gradient and the
construction vector domain is expressed, and the surface
integral, that is, the gradient domain is summed and esti-
mated by the point set. +en, the gradient domain is used to
calculate the exponential function.

Set a ceramic with a surface estimated as zM surface, set
χM to represent the indicator function of M, the inner
surface normal is represented by NzM(p), and the point
p ∈ zM , 􏽥F(q) represents the smooth filter. 􏽥Fp(q) � 􏽥F(p −

q) represents the transformation of point p, and the normal
vector domain of the surface after the smoothing is equal to
the surface after the slide; therefore,

∇ χM ∗ 􏽥F( 􏼁 q0( 􏼁 � 􏽚

zM

􏽥Fp q0( 􏼁NzM(p)dp. (1)

Among them, 􏽥F represents a universal smoothing filter;
q0 represents the smoothed sampling point; and 􏽥Fp(q0) is
the transformation of smooth filter at the sampling point p.

2.2.2. Estimate Surface Integral. According to the surface
geometry information, the surface integrals are estimated by
using point sets in the model. zM is segmented into the
independent plane set ps ⊂ zM􏼈 􏼉 by point set S, and the
integral on the independent plane ps is predicted by the
position s. p of the sampling point set, and ps region de-
termines the sampling point set region; therefore,

∇ χM ∗ 􏽥F( 􏼁(q) � 􏽘
s∈S

􏽚

ps

􏽥Fp(q)NzM(p)dp �

􏽘
s∈S

ps

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏽥Fs.p(q)s.N � V(q).

(2)

In formula (2), 􏽥Fs,p(q) express 􏽥F(q) transform of

sampling point position s. p by smoothing filter; V(·) rep-
resents the vector field.

􏽥Fs,p(q) is the transform of 􏽥F(q) smooth filter at the

sampling point s. p, andV(·) represents the vector domain of
construction.

2.2.3. Define Vector Field. In order to solve the indicator
function accurately, it is necessary to define the vector field,
which can transform the sampling point into its

Construct Integral
Relation 

Estimated Surface
Integral Define Vector Field Iso-Surface Extraction

Figure 2: +e flow of the 3D evolution algorithm for Ru porcelain.
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corresponding node center, and classify the sampling points
on eight nearest neighboring nodes by using three-line
interpolation, and then the indicator function gradient field
can be described as

V(q) � 􏽘
s∈S

􏽘
NoggbD(s)

αo,sFo(q)s.N,
(3)

where o represents the node corresponding to the sampling
point; the node with the nearest depth D from the sampling
point s. P is represented by NgbrD(s), and αo,s represents the
trilinear interpolation weights. +e underlying function of
node o is expressed by Fo.

2.2.4. Extract Isosurface. To obtain the reconstructed surface
zM, the isosurface is extracted by selecting the appropriate
exponential function value, which should meet the re-
quirement that the sampling point set is distributed near the
isosurface as much as possible. +e indicator function χM

was estimated according to the sampling point set, and the
mean value was used for isosurface extraction; therefore,

zM ≡ q ∈ R
3
|χ(q) � c􏽨 􏽩,

c �
1

|S|
􏽘
s∈S

χ(s. q ),
(4)

where R represents the set of functions of sampling point set
acquired by scaling or transformation; χ(q) is the indicator
function of sample point q. c represents constant; χ(s.q)

indicates the location of sampling points.
Assuming that the sampling point set is distributed on

the surface of the model, the vector domain is constructed,
expressed by the function in space, and then the surface
estimation of the isosurface is obtained from the generated
indicator function, and the 3D modeling design of ceramic
products is realized by the above digital interactive 3D
evolution algorithm.

3. CollaborativeProductDesignofRuPorcelain

In this paper, the Yuhu spring bottle is designed as the
representative, which is a shape with curled mouth, thin
neck, drooping belly and round feet, and a soft curve as the
contour line. Its basic shape is composed of two symmetrical
S-shaped curves on the left and right, with graceful and soft
lines with a kind of oriental feminine softness, reflecting the

oriental aesthetic of porcelain [19]. In this paper, the gen-
eration of 3D Yuhu spring bottle model is shown in Figure 3.
+e feature information of product sketch pixel was
extracted, the model components were constructed by
parametric pixel method, and the model was constructed by
geometric rotation stitching. To generate the model, global
shape and local shape of products are converted into pa-
rameter requirements, and graphic element shape changes
accordingly. At the same time, the linear model of 3D model
is manually adjusted to realize rapid shape and collaborative
change of the 3D ceramic model.

3.1. Simulation of 2D Image. Parameterized design means
that when the dimension parameters of a certain part of the
graphic element are changed or the defined part parameters
are modified, the system automatically completes the change
of the graphic related parts to realize the graphic driving
[20]. It connects the shapes, features, and functions of
products through constraints, which constrains the size and
geometric structure of graphic elements, and combines them
into design drawings. +e parameterized design methods
include parameterized pel and parameterized modification
engine [21]. Parameterized pel controls the geometry and
features of the underlying controls of the model through
input data, and parameterized modification engine controls
the correlation between each module. With the help of
parameterization, the sketch is divided into n components,
which are defined as {Pi}, and the parameter information of
basic geometric primitives is extracted and given different
descriptions, which is shown in Figure 4.

Pels are the basic elements of 3D entities. All pels can be
decomposed into four basic elements: point, line, arc, and
circle [22], as shown in Figure 5.

+e parametric curve Spl � Sp, L􏼈 􏼉 consists of a series of
three-dimensional curve control points Sp � Spi􏼈 􏼉 and
discrete line segment control points L � Lpi􏼈 􏼉. A set of
spatial closed plane domains G � Ar, C, Po, Rp􏽮 􏽯 is defined.
+e closed plane domain includes a circle C � (Cp0, Cp1)

controlled by the center and a point on the circumference,
and an ellipse Ar � (Ap0, Ap1) controlled by the corner
points on the center and the surrounding rectangle.

D is defined as position stitching constraint,
D � Di ∣ i � 0, 1, · · · , 3 n( )􏼈 −1)}, n is the number of parts in
the sketch, and Di realizes position stitching between parts.
H is the hollow-out constraint, α is the hollow-out rate, M is
the collision stitching constraint, M � (p, Mc) ∣ p � 1, 2􏼈

Extract Sketch
Information 

Generate
Sketch 

Building Component Model Based on
Dimension Information

Structure Information to
Complete Parts Splicing 

Three Dimensional Model of
Ceramic Products

Shape
Adjustment 

Figure 3: Product design of Ru porcelain.
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, · · · , n}, p is the component identification, and (p, Mc)

defines the type of stitching between component p and the
stitching body as Mc. According to the above description,
the parameterized expression of ceramic products is

Z � Pi ∣ i � 0, 1, · · · , n􏼈 􏼉, D, M, α( 􏼁 Pi � (G, Sp, T, H). (5)

3.2. Assembly Simulation of Each Component. +e con-
struction of 3D model makes the effect of product design
closer to reality and displays it in the most intuitive way.
+e complete 3D entity has a complex structure, which can

be divided into several components, modeled separately
and then spliced and merged. As shown in Figure 6, ce-
ramic products are divided into multiple components, and
each product component is generated in three dimensions,
and a complete 3D model is generated by geometric
splicing and merging of components and modeling
adjustment.

+e splicing of product shall be carried out within the
same size to show that they are the main body, and the
splicing display parts shall perform uniform size operation.
+e distance formula dis(p1, p2) and the scale factor d are
defined as follows:

Arrangement

Feature Point
Layer 

Parametric Curve
Layer 

Parametric
Surface Layer 

Location Relation
Layer 

Splicing Relation
Layer 

Modeling Type

Products

Element

{Fpi}

{Spli}

{Gi}

D

M

T

Significance

Product Feature Points Are Used For Spatial
Positioning And Constraints 

The Curve Describes The Contour Information
And Controls The Global Modeling 

Closed Region Set To Control Local Features Of
Components 

Position Splicing Constraint, Position Positioning
Between Components 

Constraints On Topological Integrity Of Ceramic Products 

Lofting, Sweeping, Rotation And Other Modeling Methods

Figure 4: Parametric simulation of 2D image.

CP0

CP1

(a)

AP1

AP0

(b)

Figure 5: Definition of primitive parameters: (a) parametric circle C; (b) parametric ellipse Ar.
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dis p1, p2( 􏼁 �

��������������������������������������������

p1 · x − p2 · x( 􏼁
2

+ p1 · y − p2 · y( 􏼁
2

+ p1 · z − p2 · z( 􏼁
2

􏽱

,

(6)

d �
h2

h1
�
dis D11, D12( 􏼁

dis D21, D22( 􏼁
. (7)

As shown in Figure 6, the identification of feature points
is transformed in the 2D image, where D0 is the coordinate
of the center point of the nozzle section in the sketch, and
D1、D2 are the coordinate of the characteristic point at the
joint of two parts in the sketch; in the entity to be spliced,
D01, D11, and D21 are the feature points corresponding to the
sketch in the entity part; in the entity of body part, D02 is the
corresponding position of the center to be splice, and
D12、D22 are the corresponding feature point in the body
entity of bottle.

By defining the connection and inclusion relationship
between components, the components are spliced and
merged to generate the 3D entity. +e stitching of ceramic

parts contains the constraints of position stitching, when the
modeling of different parts is merged into the same entity, it
needs to be transformed into the same modeling space in
position, and the transformation process involves the size
change, position conversion, and rotation operation of parts.
+e stitch of pot is taken as an example to give the operation
process, as shown in Figure 7.

In order to realize the stitch of entity, coordinate D02
needs to be solved according to two-position image infor-
mation, and the solving process is as follows:

g1 �
dis D12, D22( 􏼁

dis D1, D2( 􏼁
. (8)

D02 � D12 − g1 × D1 − D0( 􏼁. (9)

Given three points D01、D11、D21 and corresponding
coordinate points D02、D12、D22 after transformation, R, T

Figure 6: Combination of components of Yuhu spring bottle.
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can be solved, and then the transformation matrix of pot is

Rφ �
R T

0 1􏼢 􏼣.

Assuming that the corresponding three points after the
transformation of R are 3× 3 matrix T are 3×1 matrix se-
quence, B�R×A+T. +e transformation matrix can be
obtained by solving

μA �
1
N

􏽘

N

i�1
DAi

μB �
1
N

􏽘

N

i�1
DBi

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ai
′ � DAi

− μA􏽮 􏽯

Bi
′ � DBi

− μB􏽮 􏽯

⎧⎪⎪⎨

⎪⎪⎩

H � 􏽘
N

i�1
Ai
′B′Ti � 􏽘

N

i�1
DAi

− μA􏼐 􏼑 DBi
− μB􏼐 􏼑

T

[U, S, V] � SVD H( ))

R � VU
T

T � −R × μA + μB.

(10)

According to equation (10), the transformation matrix
R T

0 1􏼢 􏼣 is obtained to realize position stitching.

3.3. Assembly Optimization of Ceramic Parts. +e position
constraint realizes the seamless stitching between ceramic
parts, and the Boolean operation between parts completes
the processing of the overlap area between parts in the
stitching process. To perform Boolean operations on
product parts, two parts need to intersect, and there is a
common area. M ∈ M0, M1􏼈 􏼉, where M0 represents adja-
cency and merge and M0 removes the intersection and
merge. Using Boolean operation, adjacency merges two
parts of geometry space, removing the intersection and
merge means remove two common parts and then execute
operation of merge. Meanwhile, for a single component, H∈
{0,1} can be defined to perform the hollow operation of the
component entity, where α is the hollow coefficient. +e
optimization process is calculated by the following formulas:

S �
S H � 0

S ×(1 − α) H � 1
.􏼨 (11)

Si �
Si⋃
​

Si+1 M � M0

Si+1⋃
​

Si − Si ∩
​
Si+1( 􏼁 M � M1

.
⎧⎪⎨

⎪⎩
(12)

Si(m) �

mx 0 0
0 my 0
0 0 mz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (13)

where Si controls position adjustment, allowing the model
components to rotate as required. +e scale adjustment is
shown in formula (13), and the global variable
m � (mx, my, mz) is defined as the size variable constraint,
and mx、my, mz are the scaling proportion of components
in X, Y, and Z axes. Users perform global adjustments to
each component or entity, including scaling and positioning.
Proportional adjustment supports horizontal, vertical, and
all-round size of the product proportional transformation,
only changes the size of the shape without changing the
shape of the shape.

3.4. Process of Collaborative Design. Based on the user ex-
perience, collaborative design aims to design products that
meet the user’s needs, which are convenient and efficient to
use. It allows users to learn better, complete tasks faster, and
satisfy the unique experience of them in the process of
experience. In addition, users are no longer inclined to the
invariable design of ceramic products aesthetic, but more

D1 D2
D0

D01
D11

D12 D22D02

D21

Figure 7: +e stitch of pot.
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inclined to diversified, special-shaped product design.
Parametric 3D model generation, which can quickly gen-
erate 3D model with input of feature point, is suitable for
mass production but not for personalized customization by
users. +erefore, the shape design method of collaborative
ceramic product is introduced to personalize the products in
fixed mode, so as to realize the interaction between people
and products with convenient operation and excellent real-
time effect [23]. +e collaborative design in Ru porcelain
makes it difficult to adjust the shape of the generated 3D
models. +erefore, this paper draws a 3D linear model to
describe the outline information and cross section feature
information of the model. According to the user’s own
requirements, manually stretch and drag the position of each
feature point on each line and section of the linear model to
realize the change of sketch outline and section shape, and
constrain the corresponding primitives in the 3D model
entity to realize the 3D model reconstruction. According to
the change effect, users can further adjust to realize real-time
collaborative design of products. +e shape of the generated
3Dmodel can be further adjusted, where online space mouse
manually changes the position of contour curve and the size
of primitive, and realizes the shape change of Ru porcelain.

4. Analysis of Simulation Results

+e effective application of digital technology improves the
level of product design. In order to verify the feasibility of the
algorithm in this paper, the following simulation experi-
ments are carried out. Based on the image feature of Ru
porcelain as the basis of 3D product design, the shape design
of ceramic products is carried out by using the Poisson
reconstruction algorithm and subdivision surface recon-
struction algorithm. Four groups of image feature data of Ru
porcelain are shown in Figure 8.

Compare the design time and effect differences of each
group among Ru porcelain products. +e specific data are
shown in Tables 1 and 2.

Table 1 shows the statistical data of shape design of
ceramic products using the Poisson reconstruction algo-
rithm, and Table 2 adopts the subdivision surface recon-
struction algorithm. From the perspective of shape design
time in Table 1, the subdivision surface reconstruction al-
gorithm takes more than 60 minutes for shape design of Ru
porcelain, and the maximum time has reached 80 minutes,
which shows that the design efficiency by this algorithm is
low. However, the algorithm in this paper takes less time for
shape design of Ru porcelain, which is basically around

16min, indicating that the algorithm in this paper is effi-
cient. Moreover, from the output effect of Ru porcelain, the
clarity of shape output in this paper is over 95%, while that of
subdivision surface reconstruction algorithm is less than
50%. +erefore, comparing the two algorithms, the per-
formance of the algorithm in this paper is better.

+e method has real-time interactivity and adjustability
of the model, which meets the personalized design re-
quirements, allows users to quickly complete the 3D model
construction of ceramic products under a fixed model, si-
multaneously meets the user’s requirements for the change
of the width-height ratio and the shape of each component,
and greatly improves the efficiency and convenience of
design. In addition, it has practical significance for pro-
fessional and nonprofessional people to design the ap-
pearance of Ru porcelain, which provides great convenience
and portability for ceramic product design.

5. Conclusion

By applying 3D parametric technology to the design and
creation of ceramic, the combination of computer aesthetics
and product design is helpful to stimulate the collision of
diversified design ideas and trigger a brand-new design
mode of ceramic. In this paper, Ru porcelain, an excellent
porcelain in celadon series, is selected as the research object.
According to its artistic characteristics and cultural heritage,
innovative collaborative design based on 3D evolution was
carried out for its shape.+e simulation results show that the
clarity of Ru porcelain designed by the algorithm in this
paper is more than 95%, and the design time is less than
20min, which greatly improves the efficiency and

Figure 8: Simulation of Ru porcelain characteristic.

Table 1: 3D design effect of Ru porcelain products.

Group Design time/min Output clarity/%
1 20.5 99.34
2 19.5 98.23
3 20.0 97.98
4 22.5 93.82

Table 2: Subdivision surface effect of Ru porcelain products.

Group Design time/min Output clarity/%
1 70.5 47.34
2 79.5 54.26
3 80.0 48.89
4 72.5 43.28
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convenience of design, and is of practical significance to
professional and nonprofessional shape design, thus pro-
viding great convenience and portability for design of Ru
porcelain.
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Landslides in nature are harmful to economic development and people’s lives and cause irreparable losses to the environment.
With the application of image detection technology and intelligent algorithm, a new way for landslide detection is proposed to
achieve e�ective detection and identi�cation of hazards. �is paper takes the landslide as the data set, carries on the noise
reduction, the image expansion, and the image segmentation processing to the image, and extracts the object region information.
�e quantitative description of the azimuth displacement and displacement change of the crack curve is completed in this paper.
�is method is suitable for 3D simulation model, sand and stone model, soil model, and the sliding test results of Panzhihua Flight
Field, which proves that the design method is e�ective. Experiments show that when sliding occurs, the texture and color become
chaotic, the usual mountain becomes more in the regular state, and the extraction of features is very di�erent. �e method has
better recognition e�ect for the hillside covered with vegetation, the recognition time is short, and the recognition rate can
reach 90%.

1. Introduction

As a common kind of geological disasters [1], the frequency
of landslides is increasing year by year. According to the
National Geological Disaster Bulletin, 9710 geological di-
sasters occurred in China in 2020, of which 7403 accounted
for 76.2% of the total geological disasters.�erefore, it is very
important to implement sliding monitoring alarm for di-
saster prevention and mitigation [2, 3].

Intermittent cracks occur at the trailing edge. If the
length of cracks remains unchanged, it indicates the slope
shape that begins to slide. �e cracks at the trailing edge
occur continuously, and if the crack length tends to expand,
it means that the sliding becomes �erce slowly [4].�erefore,
it is of great signi�cance for monitoring and alarming sliding
slope to monitor the crack change trend at the sliding edge
and re�ect the sliding displacement trajectory in time. In-
dependent component analysis is used for feature extraction,

and basis function is used as pattern template for natural
image feature detection [5].�e successful application of this
method in edge detection and texture segmentation is given.
Remote sensing technology is used to monitor disasters, thus
improving the e¡ciency. In this paper, CNN and texture
change are proposed to detect landslides intelligently [6].

At present, landslide monitoring methods are mainly
divided into displacement monitoring, physical �eld mon-
itoring, groundwater monitoring, and external trigger factor
monitoring, in which the surface displacement is an im-
portant basis for judging the stability of the slope, and also an
important indicator for studying the evolution process of the
landslide and themanagement of hidden danger areas, so the
accuracy and e�ectiveness of displacement data in moni-
toring is particularly important. �e technical scheme of
landslide disaster monitoring is gradually developing to-
wards more accurate, intelligent, and real-time research.
�ere are some di¡culties in landslide monitoring, and
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there are signal errors and non-real-time characteristics in
the use of sensors. ,erefore, using image processing
technology to deal with the hillside covered with vegetation
has better recognition effect, shorter recognition time, and
higher recognition rate. Landslide movement is highly
complex and affected by many factors, so it is difficult to
understand the internal characteristics of each landslide
thoroughly at present, but landslide monitoring is helpful to
master and analyze the evolution and characteristics of the
landslide body. With the continuous progress of landslide
monitoring technology, in order to obtain more detailed
landslide data and understand the landslide more deeply, it
is necessary to design a universal landslide early warning
system which is easy to install.

2. Identification of Crack Curve at the Trailing
Edge of Landslide

2.1. Characteristics of Cracks at the Trailing Edge of Landslide.
After the landslide disaster [7], the soil and rock mass, which
were originally a part of the mountain, leave the main body
of the mountain due to gravity, and the cracks formed
between the trailing edge of the landslide and the immobile
mountain are mainly characterized as shown in Table 1.

2.2. Image Recognition. ,e image processing technology is
a technology for processing an image such as noise removal
[8], enhancement, restoration, segmentation, and feature
extraction. ,e main contents included in the image pro-
cessing are shown in Table 2.

Image processing technology is more mature, widely
used in various industries, and the work efficiency is greatly
improved [9]:

(1) In road detection, image processing technology is
used to quickly detect the crack position and crack
width of road [10]

(2) In residential buildings, image processing technol-
ogy is used to detect the crack information of
concrete [11]

(3) In bridge monitoring, image processing technology
is used to monitor whether there are cracks at the
bottom of the bridge [12]

(4) In the tunnel, image processing technology is used to
collide with the tunnel

(5) In edge monitoring, image processing technology is
used to monitor the changes of mountain and obtain
real-time changes, but it is difficult to record and
compare the changes of the whole mountain, for
example, it is difficult to analyze the more detailed
changes of mountain by using methods such as
dividing and strengthening, so as to obtain accurate
and comprehensive monitoring data [13]

(6) Image processing technology can also be used for
small displacement motion

2.3. Color Model

2.3.1. RGB Model. Because RGB model quantitatively rep-
resents the brightness of three basic colors: red, green, and
blue, it is also called additive color mixing model [14].
However, when the brightness values of the three basic
colors are the lowest (0), it is set to black. When the
brightness values of the three primary colors reach the
highest value (255), they are white [15].

,is is a basic method of mixing colors by adding colors
and mixing colors. red+ green� yellow, green + blue� cyan,
red + green + blue�white.

,e color matching equation of the color mixing model
is

F(objectcolor) � R(redpercentage) + G(green percentage) + B(blue percentage). (1)

2.3.2. HSV Model. HSV is created based on the visual
property parameters of three colors. Hue (H), chromaticity
(S), and brightness (V) are different [16]:

Hue H: hue H stipulates that the color should be
measured with a 360 disc and driven counterclockwise
from 0. Common colors are red at 0, green at 120, and
blue at 240.
Saturation S: chroma S is based on spectral color. ,e
closer the color is to spectral color, the higher the
saturation of its color. On the contrary, the lower the
chroma.
Brightness V: brightness V is used to indicate the
brightness of color, and the brightness depends on the
brightness of light source.

In the landslide monitoring system, images with dif-
ferent RGB color ratios show different image effects. ,e
analysis of landslide monitoring images can improve the
image processing quality and analysis accuracy. Usually, hue
and saturation are commonly called chromaticity, which is
used to express the category and depth of the color. Because
people’s vision is more sensitive to brightness than to shade
of color, HIS color space is often used to facilitate color
processing and recognition, which is more in line with
people’s visual characteristics than RGB color space. In
image processing and computer vision, a large number of
algorithms can be used in HIS color space, and they can be
processed separately and independently of each other.
,erefore, the workload of image analysis and processing
can be greatly simplified in HIS color space.
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2.4. Image Preprocessing

2.4.1. Image Preprocessing. ,e purpose of image digitiza-
tion is to convert continuous analog images into discrete
digital images [17]. Sampling quantization or coding is
usually used to convert the original continuous space and
brightness into discrete space and brightness.

As shown in Figure 1(a) of a digital image sample di-
agram, the original image is divided into an array ofM∗N in
a fixed unit size in a two-dimensional space to generate a
“dot” image (Figure 1(b)) in which the number of dots that
are finally available is explained. ,e output efficiency is
high, and the images are easily connected among various
system platforms.

f(x, y) �

f(0, 0) · · · f(0, N − 1)

⋮ ⋱ ⋮

f(M − 1, 0) · · · f(M − 1, N − 1)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2)

2.4.2. Domains and Connected Domains. Since the pixel
points of the digital image are arranged in a 2-bit array, these
remaining pixel points are close to 4 (upper, lower, left, and
right) and D (diagonal) in common with the pixel points in
the vicinity of the pixel point of interest, and as shown in
Figure 2, the nearest eight pixel points of interest are P, and
the coordinate points are (Z, Y).

Two pixels on the image are adjacent, and the pixel gray
values satisfy specific similarity. If they are further equal, the
two pixels are called connection area relationship. As shown
in Figure 3, p and q constitute a connected region.

2.4.3. Grayscale. Because the CCD image is a color image, it
takes a lot of time to calculate and process, so the CCD image
is usually converted into a corresponding gray image.

(1) Component Method. ,ree color fluxes of the three
channels of the color image are used as the gray value of the
corresponding image:

Grayg(x, y) � R(x, y), (3)

GrayG(x, y) � R(x, y), (4)

GrayB(x, y) � R(x, y). (5)

We choose the best conversion method according to the
conversion effect.

(2) Maximum Value Method. ,e maximum value of the
channel component of the color image 3 is used as the
grayscale value of the corresponding grayscale image:

Gray(x, y) � max R(x, y), G(x, y), B(x, y)􏼈 􏼉. (6)

(3) Average Method. ,e average value of the channel
components of the color image 3 is used as the grayscale
value of the corresponding grayscale image:

Gray(x, y) �
R(x, y), G(x, y), B(x, y)􏼈 􏼉

3
. (7)

(4) Weighted Average Method. ,e weighted average value of
the 3-channel components of the color image is used as the
grayscale value of the corresponding grayscale image:

Table 1: Characteristics of cracks at the trailing edge of landslide.

Characteristic Elaborate

,e color contrast on both sides of the
curve is large

,e occurrence of landslide disaster is generally accompanied by the collapse of rock and soil. In
the stable state of landslide, there is a great color difference between the immovable mountain
(green vegetation, etc.) and the trailing edge of landslide (like rock). ,is provides a theoretical

basis for the design method of this system.
,e curve shape is tortuous ,e crack curve of inclined back edge is mostly curved and folded.
,e curve develops gradually ,e movement of landslide disaster body is generally a very slow process.

Table 2: Main internal customers of image processing.

Classification Features

1
By thinning the smallest display unit of the image, the pixels of the image are usually suppressed and strengthened, or
geometric transformation is performed. Reduce or remove the noise that may exist in the image, and emphasize the

information sensitive to the image.

2

Look for important features and features of images. For example, the change of color, the positioning of boundaries, the
division of regions, and so on. General methods include image segmentation and image recognition. In addition, the
segmentation criteria for image segmentation need to be set based on different image features to find a commonly used
segmentation method. Image recognition has been widely used in recent years. ,e rapid development of machine learning

provides powerful technical support for image recognition.

3 Compared with the expressive impression, there is also a lot of resource space.,erefore, the mature image protocol is used
for coding and compression, and the memory capacity is reduced. ,en, accelerate the transmission speed.
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Gray(x, y) � 0.299R(x, y) + 0.587G(x, y) + 0.114B(x, y).
(8)

2.4.4. Histogram Correction. Histogram correction belongs
to the category of image enhancement, and its essence is to
open gray interval or uniform gray distribution. Balance of
histogram and speci�cation of histogram are two commonly
used correction methods.

(1) Histogram Balance. Histogram equalization refers to the
use of one-time gray mapping function to process the

original image pixels, and the uniform distribution of the
image after the gray probability distribution:

(1) Set the gray level of the original image and the gray
level of the object image as r and s, respectively. If
0≤ r, s≤ 1, s�T(r), then T is a uni�ed gray level
mapping function.

(2) When the distribution function of gray level s of the
target image is expressed in f(s), then

fs(s) � ∫
s

−∞
Pr(r)dr ⇒Ps(s) � Pr

dr

ds
|r�T−1(s). (9)

(3) Uni�ed gray mapping function is

s � T(r) � ∫
r

o
Pr(ω)dω. (10)

(4) Derivative of s in the mapping function is

ds

dr
�
dT(r)
dr

� Pr(r). (11)

(5) Substituting equations (11) into (9) results in

Ps(s) � Pr
1
Pr

∣∣∣∣∣∣r�T−1(s) � 1. (12)

(2) Speci�cation of Histograms. Histogram speci�cation
refers to the step of transforming the gray histogramwithin a
speci�c gray range into a target histogram by using a gray
image function:

(a) (b)

Figure 1: Image sampling schematic. (a) Original drawings. (b) Sampled images.
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Figure 2: Neighborhood diagram.
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(1) Integrate the gray probability density function Pr(R)
of the original image and the gray probability density
function Pz(Z) of the object image:

v � G(z) � ∫
z

0
Pz(z)dz, (13)

s � T(r) � ∫
r

0
Pr(r)dr. (14)

(2) �e gray probability density function of inverse
transformation target image is

z � G− 1(v). (15)

(3) Replace V in the inverse transformation of the
above formula with the gray level of the original
image:

z � G− 1(s). (16)

2.4.5. Image Noise Reduction Processing. Due to the limi-
tation of photography conditions, outdoor slider images
usually contain various noises. Identifying these images
directly may not achieve the desired e�ect.

Image noise reduction processing can improve image
recognition and image quality. General noise reduction
schemes are average �ltering and median �ltering in
Figure 4.

Generally, the discrete subsequence input into the da-
tabase is assumed to be {X0, X1,. . ., X8}, and the corre-
sponding non-negative integer weights are
{W0,W1, . . . ,W8}. Weighted median �ltering is de�ned as
Y�Med× (X0W0, X1W1, . . . , X8W8), where Y represents
the �ltered output of the database and Med represents the
copy of image data.

2.4.6. Image Binarization Processing. In the image binar-
ization process, if the preset threshold value is small, the gray
value is set to 0, otherwise it is set to 255, which indicates the
e�ect of whether the image is black or white, and a fore-
ground region and a background region can be
distinguished.

�e total number of pixels in the image is

M � ∑
n−1

i�0
mi. (17)

�e frequencies of pixels with di�erent gray values are
also di�erent. �e calculation formula of frequency is

Pi �
mi

M
. (18)

Set the threshold T to divide the image into foreground
and background, and the frequency of foreground and
background is as follows:

Pa �∑
r

i�0
Pi, (19)

Pb � ∑
n−1

i�T+1
Pi � 1 − Pa. (20)

�e average of foreground and background gray values is

Wa �∑
r

i�0

iPi
Pa
, (21)

Wb � ∑
n−1

i�T+1

iPi
Pb
. (22)

�e average value of the overall gray value of the image
pixels is

W0 � PaWa + Pb � ∑
n−1

i�0
iPi. (23)

Maximum variance between foreground and back-
ground is

δ2 � Pa Wa −W0( )2 + Pb Wb −W0( )2. (24)

T∗ is the optimal threshold. Namely,

T∗ � ArgMax Pa Wa −W0( )2 + Pb Wb −W0( )2[ ], (25)

where δ, Pa, Pb, Wa, Wb, and W0 are all functions of the
threshold value T, δ2 is the maximum, and T∗ is the optimal
threshold value.

2.5. Image Morphological Processing. Non-morphological
algorithm can obtain processing e�ect through function
modeling, convolution transformation and other methods,
and play an active role in correcting the pixels of multiple
images, but there are few inactive pixels of some images,
such as correcting abnormal points through the consistency
of functions. Pixel units are also referred to as structural
elements and the structural elements typically select a rel-
atively small set of pixel points.

�e two basic processing methods of mathematical form
processing are corrosion and expansion, and the resulting
morphological algorithms include open operation and
closed operation.

qP

4-connected
domain

8 connected
domain

P

q

Figure 3: Schematic diagram of the connected domain.
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2.5.1. Expansion. If the original image is Z2, in the math-
ematical form dilation processing, when the pixel group X is
scanned using the dilation structure element D and crosses
the pixel group after the dilation structure element Dmoves
parallel to Z, the dilation result group can be considered:

X⊕D � Z|(D)z ∩ X≠⊘{ }. (26)

�e bright part (white area) of the image can be enlarged
and all background points in contact with the foreground
area can be integrated with the object to �ll the cavity and
narrow gap of the foreground area, and intermittent parts of
the image can be connected.

2.5.2. Corrosion. If the original image is Z2, in the mathe-
matical form of etching treatment, if the etching structural
element E scans the pixel group X and the etching structural
element E belongs to the pixel group X after moving Z in
parallel, the group is considered as the etching result group:

X⊖E � Z|(E)z ∈ X{ }. (27)

2.5.3. Open Operation. Open operation will corrode the
image and expand. �e arithmetic expression is

X◇B �(X⊖B)⊕B. (28)

�e calculation may �lter the details of the protrusions
smaller than the structural element B to segment the edges of
the slender connection destination and the smooth object
region.�is method is inconvenient to preserve the cracks in
the sliding trailing edge on the �ne edge.

2.6. Boundary Detection. In order to obtain the crack curve
of sliding trailing edge, it is necessary to extract cracks in the
connection between sliding trailing edge (rock and soil) and
immovable mountain (green vegetation). Because of the
di�erence in color gray between sliding trailing edge and
immovable mountain, the pixel gray ladder of edge pixels
and nearby pixels in the image is large, so edge detection
algorithm can be used to extract sliding trailing edge crack
curve.

�e global search class focuses on the calculation of edge
strength, using the main function to represent the pixel
gradient pattern value, and replacing the local direction of
edge motion with the gradient direction. �ere are Roberts
operator and Sobel operator for global search once edge
detection.

2.6.1. Roberts Edge Detection Algorithm. �e Roberts op-
erator is proposed by Lawrence Roberts in 1963. �e local
di�erence operator is used to �nd the edge operator. It is
shown in Figure 5.

�e magnitude of the vertical and horizontal di�erence
approximate gradient in the image is

f(x, y) � Gx
∣∣∣∣
∣∣∣∣ + Gy
∣∣∣∣∣
∣∣∣∣∣ � |f(x + 1, y) − f(x, y)| +|f(x, y + 1) − f(x, y)|. (29)

�e cross-di�erence approximate gradient width of f (x,
y) in the image is

f(x, y) � Gx
∣∣∣∣
∣∣∣∣ + Gy
∣∣∣∣∣
∣∣∣∣∣ � |f(x, y) − f(x + 1, y + 1)| +|f(x + 1, y) − f(x, y + 1)|. (30)

When G (X, Y) is greater than a preset threshold, points
(Z, Y) are regarded as edge points.

2.6.2. Sobel Edge Detection Algorithm. Sobel operator was
proposed by Irwin Sobel in 1973. As a weighted average edge

detection operator, Sobel operator thinks that the in�uence
of nearby pixels on the current pixel is not equal, so di�erent
weight operators have di�erent in�uences on the results of
pixels with di�erent distances.

Sobel’s nuclear accumulation factor is

X0 initial gray value

X0 revised gray value

X0->X1->X2->X3->X4->X5->X6->X7->X8

Y0->Y1->Y2->Y3->Y4->Y5->Y6->Y7->Y8

Figure 4: Schematic diagram of median �ltering.
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∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Gy �

−1 −2 −1
0 0 0

1 2 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (31)

�e factor consists of two sets of 3∗ 3 matrices, which
represent transverse and longitudinal directions, respec-
tively. Convolution operations are performed near 3∗ 3
centered on F(X, Y) to calculate the deviation in Z and Y
directions.

Set the image to I and the threshold to T:
T � I⊗Gx( )2 + I⊗Gy( )

2
. (32)

F(X, Y) is regarded as an edge point when the gray degree
is greater than the threshold T.

2.6.3. Gauss–Laplacian Edge Detection Algorithm. If only
one di�erential is performed, the gradient change can be a
local extreme value, so it is impossible to judge the position
of the edge point, so we continue to �nd the �rst di�erential
from the second di�erential. After the zero point is obtained
from the meta-pole, there is a peak and a trough before and
after the zero point.

And �nally, we have

L(x, y) � ΔG(x, y, σ) �
x2 + y2 − 2σ2

σ4
ex

2+y2/2σ2 . (33)

2.6.4. Canny Edge Detection Algorithm. �eCanny operator
was proposed by John-F. Conny in 1986. As the most
common edge detection method, the steps are as follows.

(1) Noise Removal. Like the Gaussian Laplace transform, in
order to reduce the interference to the processing result
caused by noise or the like, noise removal processing of the
object image is required.

�e coordinate point (x, y) means close to 3∗ 3, and the
coordinate of the center point is (0, 0). X, Y are integrals, and
I take the value of 0–8. Because of standard deviation, the
smaller the value, the better the smoothing e�ect. �e
formula of quadratic Gaussian function is

Gi(x, y) �
1

2πσ2
ex

2+y2/2σ2 . (34)

�e gray values of the 3∗ 3 region are assumed to be Z0-
Zs:

Gi � Zi × Yi. (35)
Plus these nine values. �is is the Gaussian ambiguity

value of the center point X0:

M0 �∑
s

i�0
G. (36)

(2)  e Amplitude and Direction of Gradient Are Calculated
by Finite Di�erence of Principal Deviation. Image edge de-
tection is divided into two parameter attributes: direction
and amplitude, and the gray value is displayed along the
moving direction of the edge.

�e change is slow, but perpendicular to the moving
direction of the edge, the gray value changes strongly.

�e Gaussian �ltered image is a 2∗ 2 region, and two
gradients in the x-direction and y-direction are calculated by
the principal �nite di�erence approximation, and as shown
in Figure 6.

�e gradients in the X and Y gate directions are

gx �
h1 − h0 + h3 − h2( )

2
, (37)

gy �
h2 − h0 + h3 − h1( )

2
. (38)

�us, the distribution value and direction of the point
gradient are obtained:

M(x, y) �
��������
g2x + g

2
y( )

√
, (39)

α(x, y) � artan
gx
gy
[ ]. (40)

(3) Suppressing the Nonmaximum Value of Gradient Am-
plitude. For the 8 adjacent spaces of the 3∗ 3 region, as
shown in Figure 7, the gradient direction can be four di-
rections of 0, 45, 90, and 135.

(4) Edge Connections Are Detected by Two  reshold Algo-
rithms. By setting two default values T1 and T2 to obtain
2T1�T2 the two threshold edge images N1 and N2 have
values using low thresholds and include a number of false
edges. N2 is intermittent (not o�) by using a high threshold.
�erefore, with respect to edge connection, if a cut-o� point
N2[X, Y] of the edge appears in theN2 image, the algorithm is
looking for eight locations that can connect the cut-o�
points before the N1[X, Y] image is disconnected. As shown
in Figure 8, the �owchart turns o� the n2 image.

2.6.5. Comparison of Edge Detection Operators Tab.
Table 3 shows a comparison of the advantages and disad-
vantages of each edge detection operator.

Here, the image used in the edge detection step is a
binary image, and the position of edge points needs to be
correctly determined. In order to integrate the advantages

x, y x+1, y

x+1, y+1x, y+1

Figure 5: Schematic diagram of coordinate points of digital image
pixels.
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and disadvantages of these operators, canny operator is used
for edge detection.

2.7. Feature Parameter Setting. Image feature is a response
feature or feature that distinguishes a certain object from
the other types of objects, and it is the proportion of
features or features of objects di�erent from feature
parameters to the whole image source, with numbers
ranging from 0 to 1.

Because the interference region and crack curve in the
graph are included in the connection region depicted by
Carney edge detection operator, it is necessary to set the
characteristic parameters to remove the gold crystals in
the connection region formed between branches and
boulders.

�e length of the foreground region projected onto the
width of the image length is a projection coe¡cient occu-
pying the entire width of the image source. In the case that
the ratio coe¡cient is larger than a preset characteristic
parameter, the connecting region is considered to contain a
sliding trailing edge crack curve.

As shown in Figure 9, the width of the image length is X
and Y, respectively, and there are rectangular boxes cutting
o� the two connecting areas A and B and their edges.

3. Experimental Process and Analysis

�is experiment uses MATLAB development platform. �e
hardware composition of this experiment is a computer with
“Pentium 2 CPU 3.00GHz and 2.0GHz memory.” Ran-
domly select 173 mountain muscle images without skiers,
and generate 110 skier images. Image sources mainly come
from network search. When the system detects the position
of the image moving mark, the digital image processing
module is executed. According to the algorithm design, the
digital image processing module uses Wang subroutine to
complete RGB color feature extraction, HSI color feature
extraction, and gray level co-occurrence matrix texture
feature extraction, and �nally uses a subroutine to complete
the recognition of landslide state.

Taking the typical images of four mountains and the
normal images of four mountains as examples, the exper-
imental analysis is carried out. �is experiment consists of
three stages: image preprocessing, feature extraction, and
classi�er design as shown in Figures 10 and 11.

�e purpose of the standardized size is to reduce the
image to the same size, so as to extract the features easily.

3.1. Texture Feature Extraction Experiment. Tables 4 and 5
show that the texture features of each subregion do not
change greatly, and the feature values are relatively stable. If
the mountain slides, the texture characteristics of the slope
will change greatly.

3.2.HISColor Feature Extraction Experiment. Tables 6 and 7
show the color characteristics obtained after obtaining the
dominant color of each subregion according to the
histogram.

Analysis of Tables 6 and 7 shows that there is no sig-
ni�cant change in the color characteristics of each subregion
of a typical mountain image. If a landslide occurs, the color
characteristics of the subarea of the slope will change greatly,
and the dispersion will increase signi�cantly.

3.3. Design of the BP Neural Network Classi�er. In the
identi�cation of landslide disaster of railway line, there are
only two outputs, and the nodes of output layer are p� 1 and
h� 5∼14. �e selected parameters are displayed in Table 8,
and the network structure and the selection of training
parameters are displayed in Table 8.

3.4. Landslide Identi�cation Experiment Results. From the
collected 173 images of mountain muscle without landslide
and 110 images of mountain muscle with landslide, 40
images and 80 images were randomly selected for testing,
and the rest were reserved as training images. Among them,
133 common mountain muscle images constitute the
training sample group, and 70 slippery mountain images
constitute the training negative sample group to train the
classi�er. Tables 9 and 10show the recognition results of 80
test images, respectively.

X0 (h0) X1 (h1)

X2 (h2) X3 (h3)

X-axis

Y 
ax

is

Figure 6: Gradient bat value and direction.

1 2 3

654

7 8 9

0
45

90

135

Figure 7: Gradient direction value.
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�e analysis and experimental results show that the
recognition rate of SVM method is 90%, while that of BP
neural network is only 77.5%.�en, after training the classi�er
in recognition time, SVM algorithm is better than BP neural
network for a single 200×150 (or 150× 200) image, but the

recognition time is within the allowable range. Images of
mountains without slopes are more accurate than those of
Sakamoto, and vary according to the condition of the
mountains, the shape of the slopes, and the quality of pho-
tography.�e scope and area are also very di�erent.

Table 3: Comparison of edge detection operators.

Operator name Comparison of advantages and disadvantages
Roberts operator
[18]

It is e�ective for steep and low-noise image processing, but the edges extracted by the operator are rough.�erefore, it
is not advantageous to position the edge correctly.

Sobel operator [19] It performs more e¡cient processing of grayscale gradation and noisy images.

LOG operator [20] �e ability to identify edge points is strong, and only pay attention to the position with strong gray level change, but
the second German action enhances the in�uence of noise, and the edge direction information is not discussed.

Canny operator
[21]

Noise interference can be e�ectively avoided, and the inconspicuous position of edge information can be correctly
extracted. Its advantage is that di�erent thresholds are used to detect all strong edges and weak edges, respectively.

Filter “pseudo weak edges,” which can include weak edges in the output image.

Traverse the edge 
points of n2 image

Is an edge breakpoint 
encountered

Searching for Edge at 
8 Adjacent Points in 

n1

Continue edge scanning/
connect edge breakpoints Scan complete? EndNo Yes

Yes

No

Figure 8: Flowchart of double threshold algorithm.

A

B

Connected region A tangent 
rectangular box

Connected region A tangent 
rectangular box

Ax Bx

Figure 9: Schematic diagram of image feature recognition.

(a) (b) (c) (d)

Figure 10: Example of typical landslide mountain.
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(a) (b) (c) (d)

Figure 11: Typical normal mountain image.

Table 4: Comparison of texture features of typical landslide images.

Texture feature Figure 10(a) Figure 10(b) Figure 10(c) Figure 10(d)
Contrast 11.2260 5.3456 9.2341 2.4351
Correlation 2.3245 1.3245 1.2345 1.5674
Angular binary matrix 2.8908 47.7892 4.4567 4.2314
Entropy 385.6444 60.0974 24.3456 32.4355
Locally stationary 2.5645 1.3566 1.7456 1.3467

Table 5: Comparison of texture features of typical normal mountain images.

Texture feature Figure 11(a) Figure 11(b) Figure 11(c) Figure 11(d)
Contrast 1.3435 1.5675 1.2346 1.5736
Correlation 1.1234 1.1234 1.0453 1.9098
Angular binary matrix 1.0753 1.5432 1.8546 1.4326
Entropy 1.0435 0.6543 2.3256 2.5231
Locally stationary 1.3432 1.3245 1.1234 1.1234

Table 6: Comparison of color characteristics of typical landslide images.

Color feature Figure 10(a) Figure 10(b) Figure 10(c) Figure 10(d)
Subregion 1 0.2349 0.2189 2.2345 0.0324
Subregion 2 0.2134 1.2234 0.5234 0.3213
Subregion 3 0.9213 0.1245 0.8252 0.3142
Subregion 4 3.1412 4.2134 3.4363 1.2134
Subregion 5 11.2314 16.2345 16.3245 4.2134
Mean value 3.3255 4.3145 4.2132 1.2134
Variance 24.2322 43.1234 47.3242 2.2355

Table 7: Comparison of color characteristics of typical normal mountain images.

Color feature Figure 11(a) Figure 11(b) Figure 11(c) Figure 11(d)
Subregion 1 0.0123 0.0213 0.0213 0.0213
Subregion 2 0.2312 0.3123 0.2325 0.1234
Subregion 3 0.0213 0.1234 0.2314 0.2131
Subregion 4 0.3214 0.3214 0.5123 0.3451
Subregion 5 0.9435 1.5453 2.3246 1.3526
Mean value 0.3214 0.43623 0.6234 0.2344
Variance 0.1324 0.4325 0.7345 0.2336

Table 8: Neural network structure and training parameters.

Input layer node Hidden layer node Output layer node Initial weight Expected error Momentum term Training
coefficient Learning rate

15 8 1 (−1, 1) 0.02 0.9 2000 0.05

10 Mathematical Problems in Engineering



Based on high-resolution images, 30m resolution SRTM
highway data, and its derived gradient data, landslides are
extracted by object-oriented method. First, a sliding opti-
mum segmentation ratio of the image is determined using
the station partial divergence method, and the LV-ROM
curve of the image is shown in Figure 12. �e image is
segmented in this ratio, and the weight of each frequency
band is set to 1, the shape index is set to 0.3, and the
contraction index is set to 0.3.

4. Conclusion

In this paper, the image processing technology is used to
deal with the hillside covered by vegetation, and the
recognition e�ect is good, the recognition time is short,
and the recognition rate is high. Using image processing
and SVM algorithm, the recognition rate of sliding
mountain is higher than that of BP neural network. After
training the classi�er with recognition time, for a single
200 ×150 image, the proposed method is superior to BP
neural network, but the recognition time is within the
allowable range. �e results of the article have a high
recognition rate, and further research needs to analyze
the terrain, through the analysis of di�erent mountain
characteristics and soil and other factors. �rough the
comprehensive analysis of di�erent advancing locations
and di�erent characteristics of the mountain, the cor-
responding identi�cation methods are obtained,
respectively.
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study are available from the corresponding author upon
request.
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In order to cultivate students’ dance expression, in physical dance teaching, emphasis should be placed on cultivating students’
interest in physical dance, strengthening the training of movement skills and musical rhythm, training of cultural cultivation, and
training of coordination and cooperation between male and female partners. In this paper, we design a dance teaching aid based
on DTW (Dynamic TimeWarping) movement similarity evaluation algorithm.*e evaluation of movement similarity is difficult
because each movement is multidimensional, there is a lot of noise when the movement data are collected, and there is high
variability in the performance of different individuals, and the real-time requirement of movement similarity evaluation. In the
teaching practice, we should pay attention to the cultivation of students’ dance expression, so that students can match the music
and make coordinated sports dance movements, realize the integration of music and dance, and improve the
professional standard.

1. Introduction

Sports dance is a kind of walking duo dance with male
and female partners, which is one of the sports compe-
tition items and was introduced to China in the 1990s [1].
In the item group training theory of sports training,
sports dance is categorized in the skill-driven category of
performance difficulty and aesthetic item group, which
indicates that sports dance participants should not only
have a high technical level but also need rich artistic
expression [2]. Expression in sports dance refers to the
ability of dancers to show their thoughts and emotions
with body language and facial expressions within the
competition rules [3].

Sports dance takes human body movements as the main
means of expression, while music is the soul of sports dance
and is the specific object of expression of dance movements
[4]. In the competition, sports dancers must deeply un-
derstand the connotation and meaning of the music and
then use the special skills learned to express it, in order to
show a qualified performance [5]. While teaching, teachers

should let students listen and practice more, immerse
themselves in the world of music, comprehend the thought
and emotion expressed by music or lyrics, and then follow
the melody and rhythm of the music to complete sports
dance movements, which can effectively improve students’
appreciation of music and expression ability [2].

Sports dance is a kind of competitive sport, and the
strength of psychological quality will directly affect the
performance of the participating athletes on the field [6].
Athletes with poor psychological quality will easily become
nervous and anxious during the competition, leading to
some movement mistakes or even forgetting the movements
during the competition and also affecting their ability to play
on the field [7, 8].

Sports dance requires two people to work together to
complete the highest level of performance, and to become
one, the two people should be in tune with each other and
cooperate seamlessly as if a person performing [9]. To
achieve this state, both men and women in sports dance
performances must maintain the same technical level of
movement and have a high degree of compatibility in body
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language, facial expressions, and emotional expressions [2].
*ere are many sports dance events, and different dances
have different requirements for emotional expression. For
example, the tango needs to show a high degree of defen-
siveness and vigilance, the rumba needs to show the lin-
gering love between lovers, and the cowboy dance needs to
show a sense of cheerfulness [10].

Sports competition is extremely physically demanding
for the participants, and the higher the level of competition
in sports dance, the higher the physical demands on the
participants [11]. Sports dance is categorized as a skill-led
performance of difficult aesthetic items, without sufficient
physical strength, their speed, strength, endurance, flexi-
bility, and coordination will certainly be affected, the artistic
expression will be greatly reduced, and it is difficult to
perfectly show the musical content [12].

In the process of competition or performance, players
need to cooperate with the music, with flexible steps,
beautiful dance, and rhythmic movements, to express the
connotation and emotion of the music [13]. Back to the
dance itself, in addition to a deep understanding of the
connotation of the music, players must also have a strong
sense of dance, to be able to expressions, eyes, gestures, steps,
rotations, and other technical movements, the perfect pre-
sentation of the content of the music, to provide the au-
dience with a visual feast [14].

2. Key Technology Research

2.1. Beat Control. Music is a very important part of the
dance game, which plays a very important role in defining
the overall style of the game, controlling the rhythm, and
dividing the system structure in the game development
process [15]. For example, in the menu control part of the
game, the players need to switch the current background
music in real time so that the player can have a preview of
the song. At the beginning of the game, the playback of
standard dance moves and the real-time recording and
evaluation of the player’s moves, the playback of game
effects, and the rhythm control of UI all rely on beat
control [16].

Since there are several game objects that depend on the
music beat for updates, a separate music beat component
is needed to send events for other modules at the right
time. *e module has a “one-to-many” feature, and the
“many” end is easy to change, so the “observer pattern” is
used for the design, as shown in Figure 1. *e observer
pattern is to separate the observer from the observed
object, with the action evaluation module, UI module, cue
module, and background control module as the observers,
and the music beat as the observed object, and the ob-
server will do the corresponding processing itself
according to the data changes of the observed object [17].
In this way, each module can be clearly divided out and the
overall reusability and maintainability of the system can
be improved. In the design and development process of
the game, we set up a special beat control module, using
the observer mode, to control the rhythm of the game as a
whole [18].

2.2. Movement Evaluation Algorithm. Traditional dance
learning methods include video teaching methods and live
demonstration teaching. For people with no or only a small
amount of dancing experience, the video teaching method
has low learning effect and large deviation of movements
because of the lack of control object and no evaluation of
whether the movements are standard or not. On the other
hand, the real-person teaching can achieve a better learning
effect, but it consumes a lot of manpower and cannot be
studied at any time.*erefore, this paper considers an action
evaluation algorithm in designing a square dance game to
provide real-time feedback to players’ actions and achieve a
good learning effect.

*e main task of action similarity evaluation is to enable
the computer to automatically sense “where” a person is in a
scene and determine “what” a person is doing. *e first step
of action similarity evaluation is to perform pose estimation.
Pose evaluation is the process of identifying the pose pa-
rameters of each human body part in each frame based on a
specific input image sequence. For example, the position and
orientation of each body part in the whole 3D space is a set of
pose parameters, which is usually done by the motion
capture devices.*emotion similarity evaluation is based on
pose estimation, extracting features frommotion frames and
obtaining the similarity between 2 motion sequences by
calculating the distance between the feature vectors of the
reference motion sequence and the comparison motion
sequence. Since the motion similarity evaluation algorithm
relies heavily on the results of pose estimation, the accuracy
of pose estimation will have some influence on the accuracy
of motion similarity evaluation, so some preprocessing
work, such as data noise reduction, needs to be performed
on the motion data before the motion similarity evaluation.

*e specific implementation process of the action
evaluation algorithm with adaptive joint weights and in-
terpolation wavelets is expressed as follows:

(1) Data noise reduction
Firstly, a combination of Faber–Schauder interpo-
lation wavelet and mean filtering is used to reduce
the noise of the acquired motion data. In the

Beats

Action
tips

Action
evaluation

UI

Background
Observer

Subject
object

Figure 1: Observer model of music beat control.
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background with little noise, some motion details in
the strenuous movements are easily treated as noise,
which is suitable for using interpolation wavelet; in
the background with more noise, the combination of
mean filtering can obtain better noise reduction
effect.

(2) *e evaluation method of adaptive joint weights

Starting from the motion characteristics, the action
sequence is divided into multiple subsegments, and the
cascaded joint direction data are used as features to
calculate and compare the joint weights of the action,
which can be calculated to get the distance between any 2
frames.

To accommodate users of different body sizes, time-
series data of joint directions are used to describe the human
skeleton posture and the action sequence can be expressed as
P � [P1, P2, ...Pi, ..., PT], where Pi is the time series data of
the i-th joint direction and T is the number of joints. Using
the action fragment division method with fixed time length,
normalization can be achieved for different length action
sequences when using the dynamic time regularization
method for action sequence matching.

*e adaptive joint weights are calculated as follows.
Cascaded joint orientation data are used as features.

*e action sequence P consists of several frames of
skeleton data, and each frame can be regarded as static
human skeleton structure data. *e similarity of the cas-
caded quaternion of joint direction data, i.e., the static
human skeleton structure, is measured by using a measure of
2 quaternion distances as defined in the literature.

Adaptive joint weights are calculated.
*e adaptive joint weights are calculated as follows:

(1) *e length of the time segment is selected, and the
action sequence P is divided into N segments.

(2) Calculate the relative motion energy size f(Pi
n) of

the action segments Pi
n. All joints of Pi

n are arranged
in descending order of motion energy to obtain Tn.
Take the first H joints with large energy of Tn to
obtain TH

n . Repeat this step for N segments of P to
obtain TH � [TH

1 , TH
2 , ..., TH

n , ..., TH
N]. *e relative

motion energy in this step is measured by the
definition of entropy in information theory. As-
suming that each joint motion Pi

n of each action
segment obeys Gaussian distribution, the infor-
mation entropy of Pi

n can be calculated and used to
represent the relative value of motion energy. *e
variance of joint motion is used to represent the
function f(Pi

n).
(3) Counting the number of occurrences of each joint

ID(i � 1, ..., T) in vector TH, the proportion of
segments with higher energy of joint i to all segments
can be found Si.

(4) Calculate the joint weights.*e m largest elements in
S′ are taken until the sum of these elements is greater
than α. *e proportion α can be regarded as the
overall weight of the more vigorous joints, and the
evaluation result of movement similarity will be

affected by the value of α. *e weights ωi of these
joints are calculated as shown in

ωi �

Si · α
􏽐

m
j�1 Sj
′
, i ∈ C,

(T − m)

(1 − α)
, i ∉ C.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1)

*e remaining joints share the remaining weights
equally, and equation (2) is the formula for calculating the
weights.

ωi �

Si · α
􏽐

m
j�1 Sj
′
, i ∈ C,

(T − m)/(1 − α), i ∉ C,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where i � 1, ..., T. Let pi
r, qi

r′ be the quaternion representa-
tion of the i-th joint direction data of P and Q, respectively.
*e joint weights ωi

′ of Qare calculated according to equation
(2), and the distance of any 2 frames pr, qr can be obtained
with the metric equation.

dist pr, qr′( 􏼁 � 􏽘
T

i�1

ωi + ωi
′

2
· d p

i
r, q

i
r′􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 . (3)

After the experiments on the test set, H � 6 and α� 0.7,
and the segmentation time fragment is 0.8 s. *e optimal
solution can be obtained at this time.

Next, we determine the action sequence mapping
relationship.

*eDTW action sequence matching algorithm is used to
determine the unique mapping relationship between the
reference action sequence P and the comparison action
sequence Q. Record the set of matching relations between
them.

*e DTW-based action sequence matching algorithm is
described as follows:

(1) Starting from the first node, the path distance is
calculated cyclically. Based on the interframe dis-
tance measure and the three conditions of DTW, the
smallest one is selected and the current distance is
added to obtain the minimum distance of the path.

(2) Repeat the previous step until the complete regu-
larized path is obtained.

(3) Create an array MapFrame to record the unique
mapping relationship of all frames in the reference
action sequence P to the comparison action se-
quence Q. Iterate through the regularized paths
and store their mapping relationships in
MapFrame.

Finally, we extract multidimensional action sequence
keyframes.
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*e key frame extraction method based on multiscale
Faber–Schauder interpolation wavelet and interval inter-
polation wavelet based on central affine transform performs
wavelet decomposition on the joint with the largest motion
energy of each segment, calculates the wavelet coefficients,
extracts the key frames of P, and obtains the set of key frames
KPr

� (r � 1, ..., R), where R is the number of key frames of
the action sequence, and then, combined with the set of
matching relations obtained in step 3, the keyframes of Q are
obtained Kqr

� (r � 1, ..., R), where r is the number of
keyframes of the action sequence.

3. Instructional Design

*e instructional design process consists of analysis, design,
development, and evaluation. *e analysis step analyzes the
instructional needs, students, content, and data. *e design
step follows the results of the first phase of analysis in terms
of instructional strategy, curriculum, user interface, and
interaction. *e development step focuses on the develop-
ment and production of instruction, and the evaluation part
invites experts and users to evaluate instruction. *e de-
velopment step focuses on the development and production
of the instruction; the evaluation part invites experts and
users to evaluate the instruction. In summary, the in-
structional design model of this study is shown in Figure 2.

3.1.Analysis Phase. *e purpose of the demand analysis is to
understand the demand of the relevant courses according to
the literature, domestic and international online physical
dance courses, and the discussion of the research subjects of
this study before the design and development of this study.
According to the results of the questionnaire and analysis,
most of the students have some knowledge about the content
of physical dance. *e main purpose of the pedagogical
analysis was to review the focus of the course content and to
determine the course objectives and content of this study.
Based on the demand analysis, student analysis, and ped-
agogical analysis, an appropriate media presentation was
selected [19–23].

3.2. Design Phase. *e instructional design and materials
design, according to the themes and course content

summarized by the pedagogical analysis, was designed using
task problem-solving teaching strategies, allowing students
to apply the problem-solving model with the physical in-
teraction of physical dance and Kinect somatic technology to
enhance students’ interest in learning, allowing students to
learn and apply mathematical concepts that were not easily
understood in the process of designing and verifying
physical dance. *e course content topics are organized by
literature exploration and references to relevant books and
web-related resources.

3.3. Development Stage. *e development phase is mainly
divided into three parts: development progress, teaching
production, and exercise production. After studying the
relevant teaching platforms at home and abroad, web design
software, image processing software, and audio-visual
editing software are chosen as the tools for teaching
development.

3.4.EvaluationStage. In the process of teaching, production,
and development, relevant data must be collected contin-
uously to evaluate whether the teaching content and
structure meet the teaching needs. In this study, the eval-
uation was conducted according to three aspects: teaching
content, teaching design, and user interface design. *e
survey was conducted in two phases: in the first phase, expert
evaluations were conducted to modify inappropriate content
and instructional planning, and in the second phase, eval-
uation work was conducted with students and teachers to
understand the strengths and weaknesses of instructional
design and development as a basis for instructional
improvement.

4. Testing Effectiveness

*e development of intelligent Agent applications can use a
variety of distributed object building block technologies
such as CORBA, DCOM, and Java RMI. *e interface
definition language IDL in CORBA also provides mapping
to Java, C++, Smalltalk, and other languages, allowing easy
interaction between objects from different platforms on the
web. *erefore, the best solution for implementing an
Agent-based web-based teaching system is to use a
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Academic situation
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Textbook analysis
Data analysis

Design

Instructional design
Textbook design
Interface design

Interactive design

DEvelopment
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progress
Textbook

production
Exercise making

EValuate

Student evaluation
Teacher evaluation
Expert evaluation

Textbook revision

Figure 2: Instructional design model for this study.
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combination of CORBA and Java technology. *e B/A/S
model is used, i.e., Browser/Agent/Central Server. Windows
XP is used, and NT is used as the server.

In 2020, we used traditional computer-based teaching
methods, and in 2021, we piloted the implementation of
networked teaching for vocal courses using intelligent Agent

technology and are now conducting a comparison experi-
ment between the two years of the vocal course (see Table 1).

*e results of the comparison and interviews with some
students show that students’ motivation to learn is significantly
improved, their hands-on skills are significantly enhanced, and
the difficulty of the course is intelligently adjusted according to

Table 1: Comparison of 2007 computer class results.

Fundamentals of
computer (average)

Software
engineering
(average)

Assembly
language
(average)

Java language
(average)

Visual basic
language
(average)

Network
technology
(average)

Network
technique 82.3 71.2 77.4 77.5 75.2 78.2

Software
technology 79.1 73.9 79.4 78.1 76.2 79.4

Computer
application 79.2 72.4 79.9 78.4 75.2 78.4

Animation
technology 79.572.8 77.4 77.5 74.3 75.2 77.1
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Figure 3: Distribution of online learning outcomes for vocal students by year.
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the level of the students, so that the potential of each individual
can be maximized and students can be effectively guided to
learn better. It provides an effective platform for teachers to
innovate in the curriculum, reduces duplication of effort,
accurately grasps students’ mastery of knowledge, provides
targeted instruction and improves teaching efficiency, and is
welcomed by teachers [24].

As shown in Figure 3, digital technology full media bring
certain facilities for vocal teaching and provide modern
resources for the improvement of vocal teaching techniques.
*ere are two sides to everything, and the same is true for
modern media technology. If used accurately, it can quickly
improve singing skills and enhance the knowledge and
techniques we learn. *e Gaussian distribution of vocal
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learning results across students shows that the use of full
media technology in vocal performance teaching methods
and the promotion and dissemination of vocal performance
teaching methods through digital technology makes it easier
to improve teaching efficiency and enable students to ac-
quire the latest knowledge [25].

As shown in Figure 4 for the vocal effect application, our
students’ video and audio were recorded at the beginning of
their enrolment to create a record of their initial learning
status.*rough the intervention of digital teaching methods,
students can realize their shortcomings and identify ways
and means to solve their problems. At special times when
parents cannot be present to watch their students’ exami-
nations, the digital network technology allows parents to see
their students’ learning status at school without having to
leave home, greatly facilitating communication between
school and parents.

In the process of learning vocal lessons in colleges and
universities, vocal practice and singing songs remain an
unavoidable process in vocal lessons and vocal skills are
basically addressed in vocal practice pieces and songs. Due
to the instability of the signal transmission or the sensitivity
of the receiving equipment, the transmission of informa-
tion in online courses is more or less delayed. As shown in
Figure 5 for the correlation of vocal characteristics in this
paper program, the network reception delay can be as much
as five or six seconds in some cases if the student is in a
different area. Vocal lessons require student singing and
teacher accompaniment at the same time, in order to re-
duce the delay caused by teacher accompaniment of student
singing.

5. Conclusion

*e goal of information technology-assisted education
should be to enable students to learn knowledge and skills
within the limited content of the instructional curriculum,
which in turn will enable students to actively use infor-
mation technology to improve learning. Based on the results
of the user satisfaction assessment, it was found that 89% of
the students indicated that the system was helpful in mas-
tering the details of physical dance and comprehending the
connotations of the dance and thus enjoyed the physical
dance, course, and more. *e visual operation of the system
can reduce the difficulty of learning, and the combination of
DTW interactive physical and problem-oriented teaching
can increase students’ interest in learning and help them in
learning physical dance with a more rigorous attitude. In the
future, the system will also try to combine with other dis-
ciplines to implement integrated learning and enhance the
learning effect. *is will not only achieve the learning goals
of each learning area but also develop creative thinking and
problem-solving skills, achieving a win-win effect, which is
also the future trend of information education.
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�is paper analyzes the application basis of AI technology in music teaching and realizes the extraction of music features. In
addition, an intelligent music teaching model based on the RBF algorithm is constructed, which determines the way of music
learning, and thus, an intelligent music teaching system is designed. �e system constructed can realize the e�ective interaction
between teachers and students, improve learners’ singing style to the maximum extent, and play a good auxiliary role in students’
music knowledge learning.

1. Introduction

Learning music is very important for students’ long-term
development, and music is also a compulsory course in basic
education. Besides imparting theoretical knowledge, music
teaching should pay more attention to the cultivation of
students’ music skills. However, the present situation of
music teaching cannot meet people’s expectations. Tradi-
tional music teaching belongs to the class teaching system
where there are not many music lessons per week, and
students must learn theoretical knowledge and singing
practice at the same time [1,2]. With the rapid development
of the economy, in the Internet era, intelligent electronic
musical instruments are constantly being introduced [3].
�ese intelligent electronic musical instruments can not only
store a wide variety of musical instrument timbres but also
realize the e�ective arrangement of them, so that they can
perform orderly music according to the corresponding
behavior instructions. Obviously, the function of this mu-
sical instrument is di�cult for traditional musical instru-
ments to realize. �erefore, AI has a unique advantage in
music education. Digitizing sound signals through AI
technology is not only convenient for preservation and
reproduction but also characterized [4,5]. Digital audio is
easy to record, easy to store, and spread, so it can be
combined with traditional music teaching to help teachers
give feedback and guidance to students’ singing andmake up

for the current situation of traditional music teaching with
few class hours and lack of teachers.

In addition, the AI music software makes music tasks
that used to be edited by music synthesizers or music
practitioners only need to be handed over to the computer,
thus greatly improving the processing capacity of music data
and broadening the storage space of music information.
Users can freely edit, adjust, record, and carry out AI
processing on a variety of di�erent musical elements [6–8].
�e application of arti�cial music software in music teaching
provides an interactive platform for teachers and students to
teach and learn, which greatly changes traditional music
teaching methods.

In view of the present situation of traditional music
teaching in the basic education stage, such as students’ weak
music foundation, large di�erences in individual learning
progress, lack of music equipment, shortage of teachers, and
limitation of music hours, this study integrates AI tech-
nology into music teaching, aiming at developing a set of
music teaching system based on a feature comparison.

2. Theoretical Basis of AI in Music Education

2.1. Emotional Interaction  eory. Emotion is a special way
of thinking of human beings, which contains a complex
operating mechanism. �e emotion obtained by molding
machines to develop technical problems of AI is mainly
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applied to music teaching by creating six dimensions of
emotional machines, namely consciousness, mental activity,
common sense, thinking, intelligence, and self [9]. )is
explains the complex mechanism of the human brain and
confirms the possibility of applying emotional machine to
music teaching. Emotion interaction is emotion calculation
based on AI, which endows computers or machines with the
ability of human beings to communicate similar or identical
observations, understanding, and various emotions. In the
process of communicating with machines or computers, it is
more natural and convenient that for personalized music
education, AI teachers are used to solve problems that
students encounter, and when there is an error in music
practice, the intelligent system talks about the error, as
shown in Figure 1.

Music learners access the learning combination, gen-
erally a learning platform, by logging in to the client, and
then presenting the learning results to the teachers through
the man-machine interaction mode. However, the teachers
improve the new teaching model through their achieve-
ments and improve the learners’ learning awareness and
learning ability based on negative feedback, thus forming an
interactive closed loop. Compared with the traditional
evaluation methods, the teaching system based on AI adopts
developmental feedback and reasonably applies emotional
evaluation to improve the teaching efficiency of music
learners.

2.2. Evaluation Criteria. Although it is difficult for com-
puters to perceive people’s emotions, there are ways to detect
intonation, rhythm, and breath smoothness. In terms of
intonation, this study decided to use a pitch feature sequence
to represent it. Taking time as a unit, the sound signal is
divided into small enough frames, and the pitch of them is
extracted to generate a sequence of sound features. In ad-
dition, by calculating the number of consecutive pitches with
the same pitch value, the sound length of a note can be
calculated.

In the aspect of rhythm, it is particularly important to
judge the rhythm after extracting the pitch characteristic
sequences of singing signals and template music, respec-
tively. )e judgment of rhythm is realized by comparing the
values of template music pitch and singing voice pitch at the
same time. If the pitch value of the template music is 0 but
the singing voice pitch value is not negative, or if the pitch
value of the template music is not only the pitch value of the
singing voice but also the pitch values of more than a dozen
or even dozens of tons in succession appear in this situation,
it can be judged that the singing rhythm does not
correspond.

2.3. Extraction of Music Feature

2.3.1. Pitch Characteristics. As a whole, the sound is con-
stantly changing with time, so it cannot be analyzed and
processed by ordinary methods. However, in a short time
range, its characteristics basically remain unchanged, so it is
considered that the speech signal has short-term stationarity.

According to the characteristics of short-term stationarity of
speech signals, by adding a rectangular window orHamming
window to it, the speech signal is split into a series of small
speech signals, each of which is a pause, and then, the pitch
period of each signal is calculated, as shown in Figure 2.

2.3.2. Melody Features. Compare the students’ singing voice
with the standard music to judge. As MIDI files are in-
struction music files, similar to music scores, from which
more accurate music information can be directly extracted,
therefore, taking MIDI files as a template for singing
comparison can make the judgment result more accurate
and more reliable. )e results are taken as music templates
for students to sing for comparative assessment. MIDI files
are composed of a header block and one or more audio track
blocks. One of the tracks contains the singing score infor-
mation of the song, which is the main track. If it has only one
track, this track is the main track, and while there are
multiple tracks, it is necessary to judge the main track by
extracting the main track in the song file and then extracting
melody features.

2.4. Application of FMS. Flash Media Server (FMS) is mainly
used as a platform for users to communicate with each other,
which has the characteristics of multimedia interaction, real-
time audio, real-time video, and real-time data stream. By
installing FMS3 on the Windows platform, there will be an
applications folder under the installation directory, and all
the server applications will be placed in it.)e folder name of
the application must be consistent with the name of the
application; that is, if the application name is “micRecord,” it
must be placed under a folder called “micRecord.” )en,
FlashDevelop software is adopted to program, which realizes
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Figure 1: Emotional interaction in music teaching.
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the connection between microphone and FMS. )e flow
chart is shown in Figure 3.

)e program is written in AS3 language, and its function
is to complete the generation operation of WAV format
music files according to the WAV format standard. After-
wards, the sound signal is saved as an audio file in WAV
format, which is convenient for students to call out the
original singing and self-singing for voice comparative
analysis. Before using THE AS3WavSound program to
generate WAV files, you can freely make some presets to
determine the generation of a WAV file, such as mono or
stereo, the sampling frequency can choose 11025Hz,
22050Hz, or 44100Hz sample bit rate can choose 8 bit or 16
bit.

3. Intelligent Music Teaching Model

)e intelligent music teaching system proposed in this paper
adopts the RBF algorithm, which is a neural network
composed of locally adjusted neurons [10,11]. It generally
has a five-layer network, as shown in Figure 4.

)e first layer is the information factors related to the
case, and these inputs can be summarized into different
music item indicators, which are input into the neural
network structure.

)e second layer is the membership function, and its
mathematical expression is as follows:

μij xi( 􏼁 � exp
xi − cij􏼐 􏼑

2

σ2j
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

i � 1, 2, . . . r; j � 1, 2, . . . , u.

(1)

)e third layer describes the number of fuzzy rules. By
learning the samples, the number of learned rules is trained
the least and the most important. Among them, the output
calculation of the j-th rule is shown in the following formula:

ϕj � exp −
􏽐

r
i�1 xi − cij􏼐 􏼑

2

σ2j
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ � exp −

X − Cj

�����

�����
2

σ2j

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦, j � 1, 2, . . . , u,

(2)

where cj � (c1j, . . . , crj) represents the center of the j-th RBF
unit. )e characteristic of the RBF neural network is that the
closer the neuron is to the center, the higher its activation
degree, which is very consistent with the teaching mode of
influencing factors of interactive music learning.

)e fourth layer is the normalization layer. )e nodes of
this layer should be consistent with the fuzzy rule nodes, and
the output Nj of the j-th node is shown in the following
formula:

Ψj �
ϕj

􏽐
N
k�1 ϕk

, j � 1, 2, . . . , u. (3)

)e fifth layer is the output layer, which outputs the
evaluation of each skill in music performance. It is mainly
based on TS fuzzy model in the RBF algorithm, and its
output is shown in the following formula:

y(x) �
􏽐

u
i�1 ai0 + ai1x1 + · · · + a1rxr( 􏼁exp − x − ci

����
����
2/σ2i􏼒 􏼓􏼒 􏼓􏼔 􏼕

􏽐
u
i�1 exp − x − ci

����
����
2/σ2i􏼒 􏼓􏼒 􏼓

,

(4)

where wk is the connection mode representing the k-th rule,
that is, the sum of the weight products of the output vari-
ables, as shown in the following formula:

y(x) � 􏽘
u

k�1
wk · Ψk. (5)

)e music learning mode based on the RBF algorithm is
to integrate the algorithm idea into the design of the plat-
form and fully show the algorithm when writing the code,
which realizes the function of the platform interface, so that
it can effectively match with the interactive learning mode.
Among them,X is the proportion of learning time consumed
by 100 students in the music system; cj and σj refer to the
distribution of hidden layer in each music learning
courseware for excellent students in X. )e hidden layer
category of these learning samples is relatively parallel; in
addition, Y is the best music score corresponding to each
input layer.

In order to simplify the RBF algorithm, the second, third,
and fourth layers can be classified as hidden layers, and the
first and fifth layers are input layers and output layers, re-
spectively, which are used as input layers for different aspects
of music teaching. When aiming at a series of large-scale
data, the first m data of music data are taken as initial
training, and then, an RBFmodel for students to learn music
knowledge can be constructed, as shown in Figure 5.

4. Design of Intelligent Music Teaching System

4.1. Demand Analysis. )ere are two main target users of
this system. )e first target is students, especially those in
basic education. Because their knowledge construction
ability is not perfect, they need to understand abstract music
knowledge such as pitch, melody, whole tone, and semitone
in the study of music. In the process of music learning, it is
necessary to train pronunciation and correct intonation.
Because there are also remote areas where music teachers are
scarce, it is urgent to find a channel that can provide pro-
fessional guidance for one’s own theoretical study and
singing.

)e next target is music teacher. )ey should have rich
professional knowledge of music and be able to guide stu-
dents in singing training to practice pitch and intonation
and improve their singing level.

Based on the characteristics and needs of target users,
this system emphasizes more on education. )erefore, in the
design and development of the system, more emphasis
should be placed on the standardization of reference audio,
the accuracy of data processing, and the professionalism of
feedback guidance. )erefore, it should have the following
functions: selecting songs, listening to songs, recording
singing, grading, correcting errors, saving recording and
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evaluation results, and comparing original and self-singing
and uploading music templates.

4.2. Frame Design. According to the demand analysis of the
music teaching system, the design of the systematic
framework is shown in Figure 6.

)e user module converts the analog signal of students’
singing voice into a digital signal and then transmits it to the
audio feature extraction module. )e module extracts the
pitch characteristics of the audio input by the user to obtain
the singing pitch sequence to be compared. On the other
hand, after the students select the track, the system will call
out the template audio sequence of the corresponding track
from the music feature library. )e music feature library
contains the audio files of all songs in the template music
library, which is generated by the feature extraction module.

After singing, the similarity comparison module com-
pares the singing pitch sequence with the template pitch
sequence and finally obtains the short-term score and the
total score. Afterwards, the feedback module lists the five
items with the lowest short-term scores, determines the
causes of errors according to the pitch data, and gives
improvement strategies to learners, so that students can
practice singing next time.

)e operation process of users is as follows:

(1) Select songs through the user input interface, then
enter the singing stage, and grasp the overall rhythm
according to the information such as song mode,
beat, and speed displayed on the interface

(2) Sing it through the microphone at the right time
when listening to the accompaniment of the song

(3) After singing, the system will give the singing score,
the reasons for mistakes, and suggestions for
improvement

In addition, students can select a section of audio
according to the visual pitch curve, freely switch between
self-singing and original singing, visually and audibly
compare the difference between self-singing and original
singing, and correct mistakes.

4.3. Design of Functional Modules

4.3.1. Template Music Library Module. At present, the ac-
curacy rate of extracting the main melody of multimusic is
low, and only with accurate template data can the scoring
results and feedback information be calculated with high
credibility. Because this system is designed for music
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education, it requires high accuracy of music data, and it is
necessary to avoid using polyphonic music to build a da-
tabase. )e construction of a common music feature da-
tabase is mainly divided into three types: WAV files, music
score information, and MIDI analysis.

)is system uses MIDI to build a database. In addition to
the large amount of music data that comes with the system, it
also supports music teachers to upload MIDI files to expand
the music library. Ways for teachers to obtain MIDI files are
included as follows:

(1) Download MIDI files through the network.MIDI files
are small in size, easy to store, spread, and make,
which makes many MIDI files available for down-
loading on the network.

(2) Creating MIDI music. MIDI music can be made by
software such as Sonar or connected to the computer
by devices withMIDI interface, such as the electronic
keyboard. By playing music, MIDI data can be di-
rectly input into the computer through a sound card
to synthesize MIDI files.

In addition, in the music template library, the extracted
MIDI main melody pitch feature sequence of a song is
associated with the song name, accompaniment, and lyrics
and stored in the database together. When the user selects
the song, the system can directly call up the template pitch
data for comparison.

4.3.2. User Input Module. )e most important function of
the module is real-time recording, which converts the analog
signals of students’ singing practice into digital signals and
stores them for later processing. Besides, it also includes
some interactive functions, such as selecting practice tracks,
playing accompaniment, starting, pausing, ending, and
other control functions, and some display functions, such as
displaying the name and duration of the selected song, as
well as melody information such as mode, beat, and speed.

4.3.3. Music Feature Extraction Module. )e function of the
feature extraction module is to extract the feature infor-
mation of music, which is convenient for similarity

comparison and as the basis for error correction. )e dif-
ference between music lies mainly in the difference in the
melody that is related to pitch, length, and rhythm. As the
sound length involves cutting notes, accurate cutting of
notes is always a difficult point in the field of audio pro-
cessing. Especially, for the audio input by the user, it will
reduce the credibility of the later comparison results.
)erefore, this system uses pitch as a feature vector to
represent music. Since time has absolute correspondence
with audio signals, the sound length can be understood as
the number of frames with the same pitch.

4.3.4. Similarity Comparison Module. )e function of the
similarity comparison module is to compare the extracted
singing pitch feature sequence with the template pitch
feature sequence and get the scoring result.)e purpose is to
compare the students’ singing situation with the template
and evaluate whether the students’ singing is accurate. In the
course of students’ singing, the pitch sequence of singing and
template audio is compared in sections with a fixed duration
as a unit, and the short-term singing score is obtained. )e
system sets this fixed duration to seconds. After the singing
is finished, the system will normalize the vocal data and
calculate its total score, which can give feedback to students
in time during the singing process and facilitates the system
to locate the wrong position according to the score.

4.3.5. Feedback Module. )e feedback module is the most
important module in this system. Only by accurately ana-
lyzing students’ problems in singing and reminding them to
make targeted corrections can we really improve students’
singing levels. )e study of singing or performance belongs
to the study of motor skills which refers to the process of
relatively lasting changes in athletic ability caused by
practice or experience.

In this paper, the content of feedback includes not only
the overall evaluation of the singing situation but also the
short-term scoring of the lowest scores, analysis of the causes
of errors, and suggestions for correction. In addition, the
demonstration of the original singing in the wrong position
is also provided for students to compare and then carry out
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Figure 5: Implementation process of RBF model.
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the targeted practice. Finally, guidance, demonstration,
practice, and feedback are carried out circularly.

)e feedback mode adopted by this system is shown in
Figure 7.

When designing feedback methods, the advantages and
disadvantages of immediate feedback and delayed feedback
are considered. Immediate feedback is to give feedback
information in real time during students’ singing or
playing; delayed feedback refers to giving feedback infor-
mation after singing or playing. In this study, the system
uses a combination of immediate feedback and delayed
feedback. )e advantages of storage and analysis of delayed
feedback are used to make up for the shortness of im-
mediate feedback. )e immediate feedback is used, because
the delayed feedback cannot remind students to correct
pitch immediately.

5. Conclusion

)rough the extraction of music features, this paper puts
forward an intelligent music teaching model based on the
RBF algorithm, determines the way of music learning, and
designs an intelligent music teaching system. According to

the result of the requirement analysis, the design of the
systematic flow is completed, and the function design of each
module of the system is carried out. Among them, the
template music library module is constructed by MIDI
music files to obtain more accurate comparison templates;
the user input module uses FMS to record and save students’
singing voice in real time; the feature extraction module
realizes the feature extraction of singing audio and template
music, so that the similarity comparison module can get
accurate comparison results; feedback module can improve
learners’ singing style to the maximum extent.
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An ODL centralized control strategy is designed to study the problem of heavy load in the power communication network, in
which the machine learning method is introduced. SDN technology is used to establish SDN cluster control structure, and
di�erent algorithms, such as genetic algorithm, are utilized to optimize resource scheduling. �e results show that the improved
algorithm obtains the shortest link path through 28 iterations. At the same time, AHP is used to switch the network spectrum.
Moreover, the application e�ect of the control strategy is simulated and analyzed, and its e�ect on network communication
application is veri�ed.

1. Related Work

Technologies such as cloud computing and big data continue
to develop but, at the same time, begin to penetrate into
traditional industries. Among them, the construction and
management of power grid began to adopt intelligent new
technology, and the construction of smart power grid has
become an inevitable trend. However, with the growth of the
power communication network business, the network load
increases gradually. In addition, the problems of resource
waste and low compatibility in the traditional electric power
communication system a�ect the quality of electric power
service. �erefore, people propose to introduce SDN into
network deployment. Software-de�ned networking (SDN) is
also gaining popularity in power systems [1]. It is a new
software-de�ned network model, which separates control
and data forwarding functions, so as to realize centralized
operation and maintenance control of power communica-
tion network resources. At the same time, its programmable
advantage can achieve a wide range of power communi-
cation business expansion. Standard southbound interface
and virtual network layer can promote the close integration
of new power equipment and control network. In a word, it
liberates a lot of manpower, avoids many con�guration
failures, and is easy to deploy uniformly and quickly, so as to

make up for the defects of traditional communication
network single decentralized control, which has been suc-
cessfully applied in some data centers and cloud computing
networks [2, 3]. �erefore, the centralized management and
control architecture of distribution communication network
based on SDN is designed, and the realization scheme of
various control functions is studied, so as to provide a
theoretical basis and demonstration reference for the con-
struction of a new generation of power communication
network, in which resources are uniformly controlled,
network and data are coscheduled, and business needs are
rapidly answered. At present, there are many researches on
SDN deployment. For example, in April 2014, Beijing Tel-
ecom completed the commercial deployment of SDN in
cooperation with Huawei, successfully applied SDN tech-
nology to IDC (Internet data center) network, and released a
series of new IDC businesses based on SDN [4, 5]. In 2017,
the ZENIC SDON innovation scheme of ZTE applied SDN
technology to the WDM/OTN network, which can provide
BoD, PoD, and OoD services on demand and support rapid
deployment of multilevel services including L3/L2/L1/L0.

At the same time, aiming at the optimization problem of
the power network, some scholars have proposed a large
number of arti�cial intelligence algorithms. For example, Liu
applied the genetic algorithm to network QoS optimization
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and obtained the scheduling sequence with the shortest task
span and average task calculation time, which greatly im-
proved the performance of the network [6]; Wang et al. put
forward the bandwidth and capacity optimization method of
elastic optical networks (eon) based on mixed-integer linear
programming model [7]. �e results show that this method
can not only improve the overall network capacity but also
minimize the number of allocated time slots and service
request blocking rate; Rongheng Lin and others proposed a
bat SDN network scheduling method, which transforms the
resource reservation problem into a multiknapsack problem
[8]; Liang et al. used ant colony algorithm to schedule
network resources. Experiments show that this method can
e�ectively reduce the time of network resource scheduling
[9]; Lalitha Devi et al. and Yi et al. proposed a joint beam and
power scheduling scheme and solved the scheduling scheme
by Bayesian algorithm [10, 11]; Praveena and Vijayarajan
proposed that the energy consumption of mobile cloud
network through the neural network is the lowest [12]. �e
results show that through optimization, the power con-
sumption is reduced by 53.68%; Faroqal Tam and others
introduced the deep reinforcement learning method to
schedule the resources of a 5 g MAC layer wireless network
[13]. �e results show that this method has a positive impact
on network resource scheduling. Aiming at the resource
control problem in the SDN network, this study proposes a
centralized control scheme based on ODL, so as to better
promote the scheduling and e�ective utilization of SDN
network resources. �e innovation of this research is that

combined with the ODL centralized control method, two
methods are proposed for optimization, and a variety of
machine learning algorithms are introduced for optimiza-
tion, so as to greatly improve the e¨ciency of ODL cen-
tralized control and provide a reference for the
multialgorithm application of ODL control.

2. The ODL Centralized Control Framework in
This Paper

ODL is generally divided into the controller, network ap-
plication layer, and north-south interface, and each part has
di�erent functions. �e southbound protocol layer is a
module that provides support for di�erent protocols of the
device, such as LISP. �e northbound interface layer pro-
vides a standard set of Rest interfaces to external applications
while supporting the cluster working mode. �e ODL is the
core of SDN control. Among them, the controller supports
link management, bandwidth control, application devel-
opment, and other functions, which is essentially a platform
with a high open degree. �e network application layer can
be used to obtain network information, so as to achieve
e�ective control of network behavior, which has high
©exibility. For the north-south interface, the southbound
interface is related to format conversion and data trans-
mission, which supports di�erent types of protocols. And
northbound interface adopts RESTful protocol to expand
interactive interfaces [14–17].�e speci�c structure is shown
in Figure 1.
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Figure 1: Overall architecture of ODL.
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In order to realize the virtualization expansion of the
network, the open switch software is introduced in this
design, which is convenient to control virtual machines and
tra¨c e�ectively.

3. Research on Bandwidth Resource Allocation
Combining Genetic and Ant
Colony Algorithm

Combined with the background of the ODL overall control
framework in Figure 1, this study mainly studies and ana-
lyzes from the perspective of spectrum resource allocation
and spectrum switching [18–20].

3.1. Power Distribution Communication Service Spectrum
Arrangement Based on Genetic Algorithm. With the con-
tinuous development of the power distribution business,
various types of services have also begun to appear, showing

a general trend of diversi�ed development, which further
optimizes the network of Figure 2 and strengthens the
scheduling of spectrum resources of SDN networks. �ere
are also certain di�erences in communication nodes for the
management of various business facilities, which put for-
ward di�erent requirements for the communication link
spectrum. In this kind of business, communication spectrum
needs to be allocated, which is studied deeply. Comparing
di�erent algorithms, and after analysis, a genetic algorithm is
used in this study. �e user ids are 1, 2, 3, ..., N, and the L
matrix is utilized to select the user’s free spectrum, and then,
all are matched one by one with users. It is known that users
1 and 2 are matched with spectrum B and C, respectively,
which are represented as 1B and 2C in turn. According to this
matching method, chromosome 1B, 2C, . . .NA can be ob-
tained. If the evolution rate needs to be compared,
10010, 20011, . . . , N0001 can be obtained in binary form.

Chromosomes that meet the requirements can be ob-
tained by randommatching of spectrum resources.�en, the

Start

Check the network
connection

Single domain

Collect available bandwidth,
end-to-end delay, packet loss rate,
and network hops for each domain

Input multi-objective
decision matrix

Normalize

Input comparison matrix

�e current
domain is the
best domain

Calculate the maximum eigenvalue and the
corresponding normalized eigenvector

Calculate consistency index CR

CR<0.1?

Calculate factor single sort and
hierarchy total sort

Output
decision result

End

Call the
upper unit to
re-enter the
comparison

matrix

Figure 2: Basic process of the algorithm.
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corresponding chromosomes are obtained on the basis of the
reasonable grouping of genes. For reasonable settings of
algorithm parameters, the population size is set to 50.

&e basic process of crossing is as follows: the first is to
set the crossing probability Pc � 0.6. If the probability is
lower than this value, the crossing operation is performed.
&e crossover points need to be set arbitrarily at first, and the
value range is [1, n], and then, the chromosome segments are
crossed. Moreover, the remaining fragments are stored in
arrays x [] and y []. Comparing the fragments after crossing,
if there are different elements, replacement is performed.
&e specific mutation is as follows: the value of any gen-
erated integer rand key is 1, 2, and 3, which corresponds to
the insertion, inversion, and swap operations, respectively.

When using a genetic algorithm, appropriate parameters
need to be set. Here, the minimum value of evolution rate
and the corresponding continuous algebra are represented
as Genemin-imprion-rane and Genedie, respectively, and the
maximum andminimum values of iteration areGenemax and
Genemin, respectively. In the iteration process, if the con-
ditions are met, the iteration ends, which includes the
continuous Genedie generation of iteration or the number of
iterations reaching Genemax. &e resolution improvement
rate is lower than Genemin-imprion-rane.

3.2. Power Distribution Communication Service Spectrum
Selection Based on Ant Colony Algorithm.

(1) Ant colony algorithm (ACO) is introduced in
spectrum allocation of power communication net-
work, which is helpful to improve the reliability and
efficiency of spectrum allocation [21–23]. In the
study of spectrum allocation, a bipartite graph
G � V, U, Eis adopted, where V, U, and E represent
the user, the authorized user, and the connection
edge, respectively. Furthermore, there is
E � eij|i � 1, 2, . . . , n; j � 1, 2, . . . , |􏽮 􏽯, and edge eij
connected represents that i is matched to the au-
thorized user i. Tij represents the trace of this edge. If
i and j are not connected, Tij � 0 can be obtained.

(i) Update pheromone. &e specific update formula
is as follows:

τij(t) � (1 − p)
φτij(t) + Δ’ij

τij(t) � τij(t)max, τij(t)> tij(t)max

τij(t) � tij(t)min, τij(t)< τij(t)min

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

, (1)

where Tij(t)max and Tij(t)min represent the maxi-
mum and minimum pheromone values of eij in turn.
&e former value is infinite, and the latter is set to 60.
ρ represents the volatilizing rate of pheromone. Δτ’ij
refers to the increased value in trace on eij, and its
formula is as follows:

Δr’ij � Q∗ bij, there is an edge between cognitive user i and authorized user j

Δr’ij � 0, there is no edge between cognitive user i and authorized user j,

⎧⎪⎨

⎪⎩
(2)

where bij and Q represent the benefit and adjustment
coefficient, respectively.
(2) Use authorize user nodes to select policies. &e

formula for selecting node j is as follows:

j � RW p
x
j􏼐 􏼑, q≤ q0

j � argmax p
x
j􏼐 􏼑, other,

⎧⎪⎨

⎪⎩
(3)

where Px
j and q0 represent transition probability and

threshold parameters, respectively, and the latter is
set to 0.9. Q stands for a random number, and its
value ranges from 0 to 1.

P
k
j �

rij(t)􏼐 􏼑
α

bij􏼐 􏼑
β

􏽐wj τij(t)􏼐 􏼑
a

bij􏼐 􏼑
β

􏼔 􏼕
, (4)

where i represents the nodes that ants can access and
and is not a node in the tabu table.
(3) Set algorithm parameters, where Q� 10, ρ � 0.2

and α � β � 1, respectively.
(4) Set the number of ants, namely the number of

user nodes n.

(5) &e ending condition of the ant colony algorithm
is as follows: the first iteration number reaches
Antmax; b iterates continuous Antdot, and the
improvement rate of the child optimization so-
lution is always less than Antmax−imprion−rane.

3.3. Bandwidth Resource Optimization Strategy Based on Ant
Colony Algorithm and Genetic Algorithm. A genetic algo-
rithm is mainly used to get the best spectrum allocation
combination, which is used as the initial pheromone matrix
T(i, j) and applied to the ant colony algorithm. In this way,
the problem of insufficient initial pheromone is solved, and
the efficiency of bandwidth allocation is improved. &e
specific algorithm is shown in Figure 3.

&e optimization process based on a genetic algorithm
(GA) is as follows:

(1) Determine the end conditions of GA first
(2) &en, set the initial value of the ant colony algorithm

trace, which is shown as follows:

Tij t0( 􏼁 � T0 + ΔTij, (5)
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where T0 represents the pheromone, which is set to
60; ΔTij represents the obtained pheromone
increment.

(3) Obtain pheromone increment: sort the results of the
solution and get the results according to the �tness
where the �rst 10% is represented as S10%; ΔTij starts
at 0, and if some solution in S10% passes through eij,
then ΔTij plus 20.

�emaximum point of the function can be obtained by a
genetic algorithm, which is helpful to improve the network
performance.

�e objective function satis�es the principle of optimal
network average bene�t, and the speci�c form is as follows:

Umsrm �
1
N
∑
N

i�1
rn �

1
N
∑
N

i�1
∑
N

i�1
an,m•bn,m, (6)

where a and b represent allocation matrix and bene�t
matrix, respectively; an,m represents whether m frequency
band is allocated to n users; bmn represents the distributed
network bene�t. X represents spectrum allocation, and each

x keeps corresponding to a set of matrix a and b. Spectrum
and the number of users are set to 64 and 16, respectively.

4. Power Service Switching of SDN
Multidomain Network

4.1. Switching Strategy of Multidomain Network.
Multidomain network switching can rearrange di�erent
services. In practice, multiple types of distribution com-
munication network services are involved, in which service
quality must be guaranteed based on appropriate policies.
When switching target domains, it is necessary to reallocate
network resources. In this case, a resource allocation strategy
is designed to allocate resources based on service quality
requirements, which is shown as follows:

(1) If the business does not put forward high require-
ments for service quality, it only needs to allocate
certain free resources in the target domain.

(2) If the service quality requirements are high, the
service can be divided into two types of switching,

Start

Define objective function and
fitness function

Generate initial population
randomly

Select the parent according to
fitness

Perform crossover and mutation
calculation for the parent

Select the parent according to
fitness

Generate a new population

Obtain several optimized solutions

Initialize parameters, generate the
initial pheromone distribution

according to optimization solution

Place n ants on n cognitive user
nodes evenly

Select spectrum nodes for each ant
according to selection strategy

Update all pheromone values

Recursive
iteration

Whether termination
conditions are met

Output optimal solution

End

N

Y

Figure 3: Node allocation algorithm combining genetic and ant colony algorithm.
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namely low-to-high-capacity domain and high-to-
low-capacity domain. For the former, a high-ca-
pacity network has more resources, which can im-
prove the service quality. �erefore, the service
requirements can be met as long as appropriate
resources are con�gured. For the latter, more em-
phasis should be given to quality requirements, and
appropriate resources should be allocated.

�e switching problem of the multidomain network is
studied to improve the rationality of resource allocation and
meet the basic requirements of service quality.�e controller
needs to be used in network topology management. �e
basic control process is as follows:

(1) Determine the original domain and target domain
reasonably �rst, and obtain the control command

(2) �en, locate the services involved, and obtain in-
formation such as the status of subdomains

(3) Reallocate business resources in combination with
resource usage information

(4) After the completion of the allocation, build the
switched link, then migrate the switched services,
and record the relevant information in the database

4.2. Switching Algorithm between Domains Based on Analytic
Hierarchy Process. At present, there are many scholars have
studied the switching algorithm between domains, and a
variety of algorithms are proposed. Algorithms have dif-
ferent characteristics and can achieve di�erent e�ects. In this
paper, the switching algorithm of a multidomain network is
studied, and the analytic hierarchy process (AHP) is in-
troduced. �is method analyzes many factors that a�ect
things at multiple levels, and the relative importance of
things is determined based on the comparison between the
two. According to the process of AHP hierarchy analysis, a
multiobjective decision algorithm is constructed, and the
adopted decision indicators include packet loss rate, delay,
and bandwidth. �e basic process of the algorithm is shown
in Figure 2 [24–28].

5. Analysis of Simulation Results

5.1. Simulation Results of Bandwidth Resource Optimization.
It is necessary to set the parameters of the genetic algorithm
reasonably, in which the probability of mutation and
crossover is 0.03 and 0.70, respectively; the number of it-
erations and population size are 40 and 50, respectively.
After the parameter setting is completed, the MATLAB tool
is used to simulate the designed algorithm, and the data and
models refer to Li Ling. �e results obtained after several
iterations are shown in Figure 4.

It can be seen from Figure 7 that the average network
bene�t shows an upward trend with the increase of the
number of evolution.

In the above process, matrix a actually belongs to a
distribution mode, that is, m spectrum fragments can be
allocated to n users. �e ant colony algorithm can solve two
problems: the �rst is to arrange the spectrum, especially

when new fragments are obtained; the second is to arrange
the continuous spectrum.

Given that T(i, j) represents the pheromone distribution
matrix, and its initial value is the connection relation of a
and b. �e new spectrum number is K, which is extended to
m+ k dimensions, and then, the bandwidths are divided into
multiple subsets. Here, the new set is expressed as S, and
based on the ant colony algorithm, each subset is processed,
and thus, the corresponding spectrum connection mode can
be obtained.�e ant colony algorithm is used for simulation,
and the speci�c parameter settings are shown in the fol-
lowing Table 1.

After setting each parameter, the simulation can be
carried out, and the �nal results are shown in Figure 5.

According to the information in above Figure 5, the
optimal path obtained by simulation is expressed. �e op-
timal convergence results in the power distribution network
are shown in Figure 6.

Based on the above results, it can be seen that the ant
colony algorithm can not only obtain the optimal loop
route but also has fewer iterations and higher convergence.
When the number of iterations reaches 28 times, the
minimum value is obtained. �erefore, the application of
this method can meet the requirements of node allocation
and is suitable for power grid communication resource
allocation.

5.2. Simulation Results of Interdomain Hando�. MATLAB
tool is used to simulate the designed algorithm to realize the
selection of multidomain network. In addition, bandwidth,
packet loss rate, delay, and network hop are utilized to
evaluate the performance of network.

5.2.1. Power Distribution Video Surveillance Service. In the
operation process of a power communication system, there
are many kinds of monitoring services, which generally have
relatively low requirements for packet loss rate and pay more
attention to delay and bandwidth.
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Figure 4: Relationship between iterations and frequency spectrum
bene�t of power distribution network.
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In this process, the eig function is mainly used to cal-
culate the eigenvalue λmax(C) and eigenvector 1` r of C. �e
calculated CR is lower than 0.1, and thus, the consistency test
is passed. On this basis, the combination of the single factor
and weight coe¨cient of business 1 is further obtained. �e
comparison matrix is shown in Table 2.

Wr � w1,w2,w3,w4{ }� 0.0483,0.0935,0.3775,0.4807{ }

Wp �
w1,w2,w3,w4

w1,w2,w3,w4
( )�

0.2500,0.7500,0.2500,0.2000

0.7500,0.2500,0.7500,0.8000
( ).

(7)

�e total hierarchical distribution coe¨cient is obtained
based on the decision coe¨cient, and the utility comparison
diagram of business 1 is ts � (0.2823, 0.7177);
fBusiness1 � max(ts) � 0.7177.

According to the above information, 0.2823 and 0.7177,
respectively, represent the utility values of service 1 in access
domains 1 and 2. �erefore, domain 2 is the optimal
switching network for this service.

5.2.2. Electricity Information Collection Service. �is service
has high requirements for bandwidth and delay, and the
corresponding comparison matrix is shown in Table 3:

�e combinations of single factor and weight coe¨cient
for business 1 are as follows:

Wr � w1,w2,w3,w4{ }� 0.2736,0.3359,0.2986,0.0919{ }

Wp �
w1,w2,w3,w4

w1,w2,w3,w4
( )�

0.8333,0.8000,0.3333,0.2500

0.1667,0.2000,0.6667,0.7500
( ).

(8)

�e total hierarchical distribution coe¨cient is obtained
based on the decision coe¨cient, and the utility comparison
diagram of business 2 is ts � (0.6068, 0.3932);
fBusiness2 � max(ts) � 0.6068.

According to the above information, 0.6068 and 0.3932,
respectively, represent the utility values of business 2 in the
optimal access domain 1 and 2. It can be clearly seen that the
optimal switching network for this business is domain 1.

5.2.3. Distributed Generation Access Service. �e compari-
son matrix for this service is shown in Table 4.

�e combinations of single factor and vector weight
coe¨cient are further obtained as follows:

Wr � w1,w2,w3,w4{ }� 0.2573,0.5458,0.1305,0.0664{ }

Wp �
w1,w2,w3,w4

w1,w2,w3,w4
( )�

0.8633,0.8000,0.2500,0.3333

0.1367,0.2000,0.7500,0.6667
( ).

(9)

�e total hierarchical distribution coe¨cient is obtained
based on the decision coe¨cient, and the utility comparison
diagram of business 3 is ts � (0.7167, 0.2833);
fBusiness3 � max(ts) � 0.7167.
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Figure 5: Optimal loop diagram in the power distribution network.

Table 1: Ant colony algorithm model parameters.

Number of ant Constant
coe¨cient Maximum iterations

Pheromone
importance
factor ɑ

Heuristic function importance
factor β

Pheromone volatile
factor ρ

30 17 50 1 4 0.1

4000

4050

4100

4150

4200

4250

4300

4350

4400

4450

4500

�e shortest distance

5 10 15 20 25 30 35 400
Iterations

Figure 6: Convergence curve of the optimal solution in the power
distribution network.

Table 2: Comparison matrix of power distribution video sur-
veillance service.

Comparative
indicators Delay Bandwidth Packet loss

rate Hop

Delay 1 1/3 5 5
Bandwidth 3 1 9 8
Packet loss rate 1/5 1/9 1 3
Hop 1/5 1/8 1/3 1
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According to the above information, 0.7167 and 0.2833,
respectively, represent the utility values of business 3 in the
best access domain 1 and 2. It is obvious that domain 1
should be selected for this business.

5.2.4. Power Distribution Automation Service. &e com-
parison matrix for this service is shown in Table 5.

&e combinations of single factor and weight coefficient
are shown as follows:

W
r

� w1, w2, w3, w4􏼈 􏼉 � 0.1038, 0.1765, 0.4642, 0.2555{ }

W
p

�
w1, w2, w3, w4

w1, w2, w3, w4
􏼠 􏼡 �

0.1377, 0.7500, 0.5000, 0.3333

0.8623, 0.2500, 0.5000, 0.6667
􏼠 􏼡.

(10)

&e total hierarchical distribution coefficient is obtained
based on the decision coefficient, and the utility comparison
diagram of business 4 is
ts � (0.4756, 0.5244); fBusiness4 � max(ts) � 0.5244.

According to the above information, 0.4756 and 0.5244,
respectively, represent the utility values of business 4 in the
best access domain 1 and 2. It is obvious that domain 2
should be selected for this business.

6. Conclusion

To sum up, it can be seen that the performance of the SDN
network is improved to a certain extent by introducing the

spectrum scheduling of the improved genetic algorithm and
switching method of AHP. After parameters are optimized,
the optimal spectrum resource optimization path of the SDN
network can be obtained. Moreover, the switching of AHP
shows that domain 2 is the best access domain, so as to better
improve the performance of the whole network.
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Carbon fiber composite continuous sucker rod string is more and more widely used in deep and ultradeep wells because of
its light weight, high strength, and corrosion resistance. In order to analyze the dynamic problems of carbon fiber sucker
rod string in actual oil wells, a transverse vibration simulation model of carbon fiber and steel (carbon-steel) hybrid rod
string excited by buckling deformation in vertical wells is established with the compression buckling deformation of
weighting rod. Considering the influence of wellbore trajectory and the constraint of tubing, the transverse vibration
simulation model of carbon-steel hybrid rod string in directional wells under borehole trajectory excitation is also
established in this paper. (e finite difference method is used to discretize the well depth node, the numerical integration
method (Newmark-β) is used to discretize the reciprocating periodic time node, and simulation methods for the contact
and collision dynamics of rod-tubing in vertical wells and directional wells are formed. (rough programming calculation,
the distribution laws of transverse displacement, contact force, collision force, and bending stress of carbon-steel hybrid
sucker rod string in vertical wells and directional wells along well depth are obtained. (e simulation results in vertical
wells show that the strong collision between the rod and tubing occurs near the bottom steel rod, while the upper load is
small and the rod-tubing collision load of the upper rod of the carbon-steel hybrid rod string is much lower than that of the
traditional steel rod string at the same position. Furthermore, the bending stress of the upper carbon fiber is also much less
than that of the bottom steel rod. (e simulation results in directional wells show that the collision phenomenon of the
deflecting section and the bottom weighting rod compression section are the strongest and the rod-tubing contact pressure
is also the largest. Second, the impact force of the upper carbon fiber rod is also much lower than that of the steel rod.
Again, the maximum bending stress of the whole well occurs near the deviation section where the deviation angle changes
suddenly. (e transverse vibration mechanical model in directional wells in this paper lays a theoretical foundation and
provides theoretical support for the optimal design of fracture and splitting prevention measures of carbon fiber
sucker rod.

1. Introduction

Compared with the traditional steel sucker rod, carbon
fiber sucker rods have obvious advantages such as light
weight, high strength, corrosion resistance, reducing
suspension point load, and increasing pump depth [1]
and are more and more widely used in oil fields [2, 3].
Carbon fiber sucker rod string is not used alone, but
mixed with steel rod. (e mixing system consists of the
upper carbon fiber rod and the bottom steel rod or
weighting rod [4].

At present, the research on the mechanical properties of
carbon-steel hybrid rod string system is still based on the theory
of traditional steel rod string: that is, the buckling analysis of
sucker rod in quasistatic state and the mechanical analysis of
longitudinal and transverse vibration in dynamic state.

(e static buckling deformation of traditional steel
sucker rod string has laid a good research foundation for the
study of carbon fiber rod string mechanics [5, 6]. Sun et al.
have established the simulation model of the buckling
configuration of the traditional steel sucker rod string in the
tubing and concluded that the buckling configuration below
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the neutral point has an important impact on the entire rod
string deformation and rod-tubing collision [7, 8].

Wu et al. and Xing et al. have systematically studied the
longitudinal vibration and rod-tubing-liquid coupling vi-
bration of sucker rod string in vertical wells and got the
numerical simulation result of top suspension point load,
bottom pump axial load, natural frequency of rod string, and
so on [9, 10]. Sun et al. established the simulation model of
the axial distributed load of the sucker rod string based on
the wave equation and further pointed out that the axial
distributed load changes along the axial position of the
sucker rod string, which has significant nonuniform dis-
tribution characteristics [7].

Based on the understanding of the alternating shape of
sucker rod string in vertical wells in tubing, Sun proposed
the rod-tubing lateral collision theory of the traditional
sucker rod string under the excitation of buckling defor-
mation in vertical wells [11], but it cannot be applied to the
carbon fiber rod string system.

(e mechanical research of directional well is also
based on the traditional steel rod string. Dong and Di
established the static finite element model of the tradi-
tional steel rod string in the tubing in the directional well:
the bending deformation, the eccentric wear position,
and the contact pressure between the rod and tubing
[12, 13]. Wang et al. and Yang et al. studied the longi-
tudinal vibration of sucker rod string, realizes the sim-
ulation of axial distributed load and bottom axial load of
sucker rod string [14, 15]. (rough the quasistatic
method, the bending deformation of sucker rod string in
tubing, the eccentric wear position, and the contact
pressure of rod-tubing in any instantaneous directional
well are also simulated by the finite element method.
Yang et al. and Zhu et al. established the simulation
model of vertical-horizontal-torsional coupling vibration
of sucker rod string in directional wells, which is mainly
used to analyze the motion law and force of sucker rod
string [16, 17]. (e above mechanical model is not based
on carbon-steel hybrid rod string.

With the strengthening of the application of carbon
fiber sucker rod in oil wells, the research on its me-
chanical properties has gradually attracted much atten-
tion. Wang et al. and Zhang et al. theoretically analyzed
the over stroke behavior of carbon fiber sucker rod string
[18, 19]. Lv et al. obtained the variation laws of longi-
tudinal vibration and natural frequency of carbon fiber
sucker rod string [20–22]. (e above studies are carried
out for the axial movement of carbon fiber sucker rod,
which lays a good foundation for the study of the me-
chanical properties of carbon fiber sucker rod string. (e
transverse bending deformation of carbon fiber sucker
rod is not only constrained by the well wall, but also
affected by the wellbore trajectory, which is reflected in

the influence of the compression buckling deformation of
the bottom steel rod string on the transverse vibration of
the integral hybrid rod string in vertical wells and the
influence of the wellbore trajectory in the directional well
on the transverse vibration of the integral hybrid rod
string.

At present, the mechanical analysis of carbon fiber
rod string does not consider the above effects. Although
carbon fiber sucker rods have been applied in actual oil
wells in batches, the mechanical mechanism of fracture
and splitting of sucker rod body is not well understood,
and the mechanical model needs to be further improved.
It is urgent to carry out the theoretical research of
transverse vibration mechanics based on carbon-steel
hybrid rod string.

In this paper, the transverse vibration simulation
models of carbon-steel hybrid rod string in vertical wells
and directional wells are established, respectively. In the
vertical well, the excitation of the transverse vibration
caused by the buckling deformation of the bottom steel
rod is considered. In the directional well, the excitation of
the transverse vibration of the integral rod string caused
by the wellbore trajectory is considered. (e rod string
length is discretized into spatial nodes J along the well
depth, and the time of periodic change is discretized into
time nodes I. (rough simulation analysis, the variation
laws of transverse vibration, rod-tubing collision, and
bending of hybrid rod string in vertical and directional
wells are obtained with well depth and period time, which
lays a theoretical foundation for the phenomenon of rod
string breaking and splitting failure of carbon fiber sucker
rod in oil well.

2. Simulation Analysis in Vertical Wells

2.1. Mechanical Model. Regardless of the torsional defor-
mation of rod string, assuming that the oil tubing is com-
pletely vertical, and the axis of rod string coincides with the
center of oil tubing.

(e coordinate system origin is established at the top of
the carbon fiber rod string. (e rod string in the oil liquid is
not only subjected to the reciprocating end load P(t) at the
bottom end, but also subjected to the node load q(x) dis-
tributed at different depths of the oil tubing.

Based on the above assumptions, the mechanical model
of transverse bending deformation of hybrid rod string in
vertical wells is established as shown in Figure 1.

2.2. Mathematical Model. Based on the theory of elastic
body dynamics, the differential equation of transverse vi-
bration of sucker rod string in vertical wells is established as
follows:
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In which, i is the number of rod (i� 1, 2). When i� 1, it
represents the carbon fiber material (rod length L1/m)).
When i� 2, it represents the steel material (rod length L2/
m)). Total length of sucker rod string is L� L1 + L2. N(s, t) is
the axial load at instantaneous t at any section s of the rod
string, N.

u(s,t) is the transverse displacement; Q(s, t) is the shear
force at any moving coordinate position point s;M(s, t) is the
bending moment at any moving coordinate position point s;
P(t) is the axial load at the bottom of the sucker rod string at
any instantaneous t, N; S is stroke,m; uA(t) is the suspension
point displacement with time; ε is the lateral damping
coefficient.

(e junction of carbon-steel material rod string meets
the continuity of displacement, rotation angle, and bending
moment, namely, the continuity condition is

us�L−
1

� us�L+
1
,

�
du

ds
|s�L+

1
E1I1

d2u
ds2

|s�L−
1
,

� E2I2
d2u
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|s�L+
1
E1I1

d3u
ds3

|s�L−
1
,

� E2I2
d3u
ds3

|s�L+
1
.
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

Initial conditions: the rod string is initially in a static
state; that is, the rod string lies in the wellbore, the initial
state of the rod string central axis coincides with the tra-
jectory line of the wellbore, and the suspension point is at the

top dead center at this time. (e initial condition can be
further expressed as

u(s, 0) � φ(s) � 0,

uA(0) � 0,

zu

zt
(s, 0) � g(s) � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Boundary conditions: the boundary position both top
and bottom end of rod string are constrained by transverse
displacement and angular displacement. (e boundary
condition at the top of the carbon fiber rod string can be
simplified as a sliding fixed end. (e bottom of the steel rod
string is also constrained by transverse displacement and
angular displacement, whose boundary condition can be
simplified as a sliding fixed end. (erefore, the boundary
condition of the rod string can be expressed as

u(s, t) � 0
zu

zs
(s, t) � 0,

u(L, t) � 0
zu

zs
(L, t) � 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

(e reason of hybrid rod string producing bending
deformation and contacting with the inner wall of the
tubing, on the one hand, is the transverse load generated by
the viscous resistance of the oil fluid. On the other hand, it is
the collision between the bent rod string and the inner wall
of the oil tubing, and the motion of nodes rebound after the
collision. (is process is equivalent to the collision of the
impulse theorem, and the contact force is the resultant force
of collision force and lateral force generated in the collision
process.

2.3. Numerical Simulation Method. (is (1) is a high-order
linear differential equation with variable coefficients, in-
cluding time variable t and space variable x. When the
bending deformation of the rod string contacts with the
inner wall of the tubing, it will rebound after collision. (e
collision process is a nonlinear contact problem. (erefore,
the whole analysis process needs to be divided into two parts:
solving high-order linear coupled differential equations with
variable coefficients and simplifying the collision problem.

For the problem of collision here, the commonly used
recovery coefficient method is introduced here, that is, when
the rod string node collides with the oil tubing wall, the
speed along the circumferential radial direction is reversed,
while the speed direction and size of the tangential direction
remain unchanged, and the motion node falls on the inner
wall of the oil pipe after the collision; see the literature
[23, 24].

It is difficult to solve the higher-order linear coupled
differential equations with variable coefficients by the ana-
lytical method, and the better way is to use numerical in-
tegration. So, this paper adopts the method of combining
finite difference and Newmark-β. (e finite difference

Mathematical Problems in Engineering 3
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method is used to discrete space variables quantity x, and the
Newmark-β method is used for discrete time variable
quantity t. (e space discrete model is shown in Figure 2.
(e whole slender rod string is discretized into n elements
and N+ 1 nodes. Taking the joint position between carbon
fiber rod string and steel rod string as the dividing point,
steps lengths are ∆x1 and ∆x2, respectively, and the time
steps are ∆t:

u
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(6)

Next, the Newmark-β method is used to discretize the
time variable t, i.e.,

_ut+Δt � _ut + (1 − c)€ut + c €ut+Δt􏼂 􏼃Δt,

ut+Δt � ut + _utΔt +
1
2

− β􏼒 􏼓€ut + β€ut+Δt􏼔 􏼕Δt2.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(7)

In which, β and c are the integration accuracy param-
eters. When β≥ 0.5, c≥ 0.25(0.5 + β)2, the numerical method
is unconditionally convergent. (is paper takes β� 0.5,
c � 0.25, and at this time, the stability and accuracy are both
high. (e recursive expression is further obtained from (7),
i.e.,
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Figure 1: Load model and transverse bending deformation of
hybrid rod string. (a) Load model. (b) Transverse bending.
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Figure 2: Discrete nodes of carbon-steel hybrid rod string length in
vertical wells.
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(e equilibrium differential equation at time t+∆t sat-
isfies as follows:

[M]€ut+Δt +[C] _ut+Δt +[K]ut+Δt � Rt+Δt. (9)

Substituting (7) and (8) into (9), the equation about
{u}t+∆t is obtained:

[K] y􏼈 􏼉t+Δt � R􏼈 􏼉t+Δt, (10)

in which
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in which [K], [M], and [C] represent stiffness matrix, mass
matrix, and damping matrix, respectively.

After sorting, the discrete form of (10) is expressed by
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in which i is the same as the meaning of (1), j is the rod string
length node, and k is the time node.

When the rod string length node collides with the tubing
wall, it is considered that the transverse displacement of rod
string exceeds the boundary of the tubing wall. After the
collision, the displacement and velocity of the node meet the
following relationship:

u(s, t)|t+ � sgn(u(s, t)|t−)(R − r),

du(s, t)

dt
|t+ � −ce

du(s, t)

dt
|t−.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(13)

ce is the collision recovery coefficient, and its value is
determined by the collision material. For further analysis,
see reference [23].
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Furthermore, the calculation formulas of collision force
and transverse pressure are

Fi,n � −ρiAi
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(e total contact force of rod-tubing is composed of the
resultant force of collision force and transverse pressure.
Δτ is the time step of collision, and its value can be found

in reference [24].

3. Simulation Analysis in Directional Wells

3.1. Mechanical Model. In directional wells, the upper car-
bon fiber sucker rod is regarded as a continuous rod string
without coupling, and the bottom influence of the coupling
and centralizer of the weighted steel rod is ignored. (e
overall rod string structure and load diagram in directional
wells are shown in Figures 3(a) and 3(b), respectively. In
order to facilitate modeling, two coordinate systems are
established to express the rod string position in the well
depth: the first one is the static coordinate system fixed at the
top, with the position of well depth being represented by x.
(e second one is the dynamic coordinate system, with the
position of well depth by s.

In Figure 3, q(s,t) or q(x,t) is the axial distributed force at
the axis position s or x. P(t) is the concentrated axial force at
the bottom of the sucker rod. qu(s,t) or qu (x,t) is the
transverse distributed load. L1 and L2 are the lengths of
carbon fiber rod and steel rod, respectively. uA(t) is the
suspension point position.

According to Figure 3, further assumptions are made as
follows. First the well trajectory appears only in the 2D plane.
Second, ignore the effect of torsional deformation of rod
string. (ird, the axis line of the overall rod string and the
center of the tubing coincides with the well trajectory line.
Fourth, in addition to the concentrated axial load P(t), the
bottom of the weighting rod is also subjected to the dis-
tributed load q(s,t) or q(sj,t) at different well depth positions.

3.2. Mathematical Model. Based on the theory of elastomer
dynamics, the differential equation of transverse vibration of
sucker rod string in directional wells is established as follows:

ρiAi

d2u
dt

2 �
zQ

zs
+ N

zα(x)

zs
+ qub(x, t),

Q � N
zu

zs
−

zM

zs
,

M � EiIi

z
2
u

zs
2 +

zu

zs
􏼠 􏼡,

x � s − S − uA(t)( 􏼁,

N � P(t) + 􏽚
l

s
q(s, t)ds,

qub(x, t) � − ρi − ρl( 􏼁Aigsinα(x) − ε
du

dt
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

􏽚
l

s
q(s, t)ds � 􏽚

L1

s
q1(s, t)ds + 􏽚

L

L1

q2(s, t)ds 0< s< L1( 􏼁,

􏽚
l

s
q(s, t)ds � 􏽚

L

s
q2(s, t)ds L1 < s<L( 􏼁.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

d2u
dt

2 � a
zu

zs
+ v

2z
2
u

zs
2 + 2v

z
2
u

zszt
+

z
2
u

zt
2 .

(15)

Plunger

Steel
sucker rod

Wellhole

Coupling
Centralizer

Carbon fiber
sucker rod

O' O'

OO

(a)

P (t)

O' O'

O

s
L1

L2

x
q (x,t)
q (s,t)

qu (x,t)
qu (s,t)

uA (t)
O

(b)

Figure 3: Rod string structure and load model of carbon-steel
hybrid rod string in directional wells. (a) Schematic diagram of
hybrid rod string. (b) Load model.
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In which, ρi is the material density of corresponding rod
number, kg/m3. Ai is the cross-sectional area of rod string. ρl
is the oil liquid density, kg/m3. q(s,t) is the axial distributed
load at any section position s, N/m. qub(x,t) is the transverse
distributed load at any section position s, and N/m. α(x) is
the well deviation angle at any static coordinate position x.

(e continuity conditions are the same as those in
Section 2.2, the junction of carbon fiber material rod string
and steel material rod string both meet the continuity of
displacement, and rotation angle and bending moment,
namely, the continuity condition are

us�L−
1

� us�L+
1

du

ds
|s�L−

1

�
du

ds
|s�L+

1
E1I1

d2u
ds2

|s�L−
1

� E2I2
d2u
ds2

|s�L+
1
E1I1

d3u
ds3

|s�L−
1

� E2I2
d3u
ds3

|s�L+
1
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

Initial conditions: the rod string is initially in a static
state, also the same as section 2.2. (at is, the initial con-
dition can be expressed as

u(s, 0) � φ(s) � 0,

uA(0) � 0,

zu

zt
(s, 0) � g(s) � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

Boundary conditions: the boundary position between
the top of the carbon fiber rod string and the wellhead is also
the same as Section 2.2. (erefore, the boundary condition
of the rod string can be expressed as

u(s, t) � 0,
zu

zs
(s, t) � 0,

u(L, t) � 0,
zu

zs
(L, t) � 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(18)

3.3. Numerical SimulationMethod. (e transverse vibration
equation of carbon-steel hybrid rod string is a high-order
partial differential equation. (e time variable t and the
curvilinear coordinate variable s are coupled together, so it is
almost impossible to separate the variables to obtain the
analytical solution. As Section 2.3, the finite difference
method and the Newmark method are combined for nu-
merical analysis to obtain the numerical solution. It should
be noted that the finite differencemethod can solve the linear
problem, but this paper presents a special, the curved
wellbore of directional well can be regarded as a straight line
and then can be simulated according to the finite difference
method.

(e discrete model of carbon-steel hybrid rod string
along the coordinate variable s is shown in Figure 4 (∆ s is the
differential step size). (e junction of the two-stage rod
meets the continuity condition of (16). (e central finite
difference method is used to discretize the variables u′, u′′,
u′′′, u(4) about s.

(e simulation method of transverse vibration of hybrid
rod string in directional wells is similar to Section 2.3. So, the
discrete form of equation (11) in directional wells is

G
k
i,j � Aiy

k
j−2 + B

k
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k
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k
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k
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k
j+1 + Fiy

k
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(19)
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After collision, the node displacement and velocity meet
the following relationship:

u(s, t)|t+ � sgn(u(s, t)|t−|(R − r),

du(s, t)

dt
|t+ � −ce

du(s, t)

dt
|t−.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(20)

Accordingly, the calculation formulas of impact force
and transverse pressure of directional well rod-tubing are
expressed as follows:

Fi,n � −ρiAi

(1 + c)

Δτ
du(s, t)

dt
|t−,

Fi,s � EiIi

z
2
u

zs
2 +

z
3α(x)
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zs
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z
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T

zu

zs
􏼠 􏼡.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(21)

(e total contact force of rod-tubing is composed of the
resultant force of collision force and transverse pressure.
Δτ is the time step of collision, and its value can be found

in reference [24].

4. Simulation Result

4.1. Basic Parameters. Both vertical and directional wells are
2200m deep. (e wellbore trajectory of vertical well is an
idealized vertical wellbore, and the curved trajectory of
directional well is shown in Figure 5. Combination form of
carbon-steel hybrid rod string is as follows:
19mm× 1650m+ 25mm× 550m. (e upper part is con-
tinuous carbon fiber sucker rod, and the lower part is steel
weighting rod. (e respective elastic modulus is
E1 � 103GPa and E2 � 206GPa, respectively. Other corre-
sponding parameters in both well types are shown in
Figure 6.

4.2. Simulation Results of Impact Force and Contact Pressure

4.2.1. 9e Impact Force and Contact Pressure in Vertical
Wells. (rough numerical simulation of vertical well, the
variation laws of rod string with well depth and time are
obtained as shown in Figure 7, which shows two different
results between the traditional steel rod and new carbon-
steel hybrid rod string in this paper. It can be seen that the
similarities between Figures 7(a) and 7(b) are the largest
impact force with the same level value distributed on the
steel rod at bottom. However, the impact contact force of the
upper part in new carbon-steel hybrid rod string in
Figure 7(a) is greatly reduced compared with the traditional
steel rod string in the same position in Figure 7(b). (is
means that the carbon fiber rod string can effectively reduce
the contact and collision of rod-tubing, especially in the
upper part of the wellbore and prolong the service life of the
rod accordingly.

Carbon fiber sucker
rod

Steel sucker
rod

P (t)

L

u (s,t)
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2

3
s
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Figure 4: Discrete nodes of hybrid rod string length of directional well.
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Figure 5: Wellbore trajectory of directional well.

Figure 6: Basic parameters of simulation interface.
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Figure 7: Variation of collision contact force with well depth. (a) Carbon-steel hybrid rod string. (b) Traditional steel rod string.
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4.2.2. 9e Impact Force and Contact Pressure in Directional
Wells. (rough the simulation analysis of the transverse
vibration of carbon-steel hybrid rod string in directional
wells, the variation laws of rod string transverse displace-
ment, collision force, and contact force of rod-tubing with
well depth and time are obtained, as shown in Figure 8.

It can be seen from Figure 8 that the largest transverse
displacement is at the bottom steel rod with almost all the
rod string nodes attached to the oil well wall. Second, except
for the deflecting section of wellbore, the collision force of
the upper carbon fiber sucker rod is significantly lower than
that of the bottom steel rod. At the inclined section and the
bottom steel rod part, the collision force increases signifi-
cantly. Again, the area with the maximum contact force
occurs in the deviation section with large deviation angle,
which indicates that the eccentric wear of rod-tubing in the
deviation section will be the most serious.

Figures 9(a)–9(c) show the simulation results of tradi-
tional steel rod string in directional wells under the same
condition as carbon fiber rod string. It can be seen from the
comparison between Figures 8 and 9 that the maximum
transverse displacement of the new and old rod string system
occurs all in the compression section of the bottom rod.
Again, the collision force and contact force of the rod-tubing

at the inclined section are almost the largest, indicating that
the inclined section has a significant impact on the collision
and extrusion of rod-tubing.

4.3. Bending Stress Simulation Results

4.3.1. Bending Stress in Vertical Wells. After further pro-
cessing of the vertical well numerical simulation results, the
bending stress distribution of the rod string after dynamic
deformation in the tubing is obtained, as shown in Figure 10.
We can get the bending stress of new carbon-steel hybrid rod
string (1650–2200m) from Figure 10(a) and the bending stress
of new carbon-steel hybrid rod string (0–1650m) from
Figure 10(b), and also bending stress of traditional steel rod
string (0–2200m) from Figure 10(c).

It can be seen from the figure that the maximum bending
stress of carbon-steel rod increases with the increase of well
depth in a stroke. (e maximum bending stress of the upper
carbon fiber rod (0–1650m) can reach 30MPa compared
with the bottom steel rod (1650–2200m) 150MPa. (e
bending stress of the traditional steel rod (0–1650m) reaches
80Mpa. Although the bending stress does not exceed their
yield limit, the stress of the traditional steel rod in the
wellbore is mostly reciprocating wear and fatigue failure. On
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Figure 8: Simulation results of carbon-steel hybrid rod string. (a) Transverse displacement varies with well depth and time. (b) (e impact
force varies with well depth and time. (c) Rod-tubing contact force varies with well depth and time.
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the contrary, the bending stress of carbon fiber rod is greatly
reduced, and the service life of carbon fiber rod is greatly
prolonged.

4.3.2. Bending Stress in Directional Wells. Based on the
above simulation model of carbon-steel hybrid rod string in
directional wells, the bending stress of hybrid rod string after
transverse vibration deformation in tubing is obtained, as
shown in Figure 11(a). (e second model replaces the upper
carbon fiber rod string with steel rod with the same size to
obtain the bending stress, as shown in Figure 8(b). It can be
seen from Figures 11(a) and 11(b) that, whether it is an
integral steel rod or a carbon and steel hybrid rod string,
when the sucker rod string reciprocates in the directional
well, the bending stress at the inclined section is almost the
largest in the whole well.

In the above two comparative models, the maximum
bending stress of the above two kinds of rod forms appears

near the inclined section. (e simulation results are con-
sistent with the fact that the actual rod string is the easiest to
be damaged at the inclined section.

5. Conclusions

In this paper, the dynamic simulationmodels of carbon-steel
hybrid rod string in vertical wells and in directional wells are
established, and the dynamic behavior of hybrid rod string
above in tubing is simulated and analyzed with the following
conclusions.

In vertical wells, the severe collision between the carbon-
steel hybrid rod string and the oil tubing is near the bottom,
which is consistent with the actual situation of the oilfield.
Second, the collision of the upper carbon fiber rod is ob-
viously weak and low, which indicates that the eccentric
wear of the carbon-steel hybrid rod string mainly occurs at
the bottom of the steel rod. However, the eccentric wear of
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Figure 10: Variation of bending stress of new and traditional rod string in vertical wells. (a) Bending stress of new carbon-steel hybrid rod
string (1650–2200m). (b) Bending stress of new carbon-steel hybrid rod string (0–1650m). (c) Bending stress of traditional steel rod string
(0–2200m).
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Figure 11: Change of bending stress of carbon fiber hybrid rod string and traditional steel rod string in directional well. (a) Change of
bending stress of carbon fiber hybrid rod string. (b) Variation of bending stress of traditional steel rod string.
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the traditional pure steel rod string almost occurs in the
whole well. (erefore, the eccentric wear of carbon-steel
hybrid rod is greatly reduced and also more andmore widely
used. Again, the stress of bending deformation of rod string
in tubing does not exceed the allowable stress of the material
itself in vertical wells, which is still deformed within the
elastic range. (is proves that the failure of the rod string is
mainly fatigue wear.

In directional wells, the contact force at inclined section
is almost at the maximum in the whole well, where the
transverse vibrating collision phenomenon is almost the
most intense. Second, whether it is a new type of carbon-
steel rod string or a traditional pure steel rod string, the
bending stress at the inclined section is nearly the largest.
Again, carbon fiber sucker rod instead of pure steel rod
string can significantly reduce the impact force and prolong
the service life of rod string.

(e transverse vibration simulation analysis in this paper
provides the result that the carbon fiber sucker rod itself has
low collision contact force, which means that the carbon
fiber sucker rod can prolong the pump inspection cycle and
improve the service life of oil wells. (e research results lay a
theoretical foundation for the practical application of carbon
fiber sucker rod string in oil field.
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Agricultural modernization has gradually become the direction of future agricultural development. With the improvement of the
technical capacity of the Internet of things, a new agricultural development model, namely, intelligent agriculture, has gradually
emerged. It can not only improve the production efficiency of agriculture but also improve the efficiency of resource utilization.
(e main work of the software design of the terminal node is the IoT network connection, the sensor work acquisition, and the
packaging of the collected data for transmission and acceptance control to fundamentally alleviate the pressure on food security
and ensure the sustainable development of China’s agriculture. (e experiment demonstrates that the curve temperature cycle of
the agricultural greenhouse monitored by the system in this paper is normal, and the maximum temperature has been constant
under different time cycles. For example, the maximum values of 5, 15, and 20 are all 0.67.

1. Introduction

With the change of lifestyle and consumption concept,
urban and rural residents’ demand for high-quality, green,
safe, and healthy agricultural products has further in-
creased. As food manufacturing involves multiple links/
subjects such as production, processing, circulation, and
sales, it is restricted by many factors such as inputs, en-
vironment, technology, opportunistic behavior of busi-
ness subjects, and the information asymmetry among
producers, consumers, and regulatory authorities,
resulting in great difficulty in monitoring the quality of
agricultural products, repeated prohibition of food safety
incidents, and lack of public confidence in agricultural
products. In the context of building a new development
pattern of domestic and international double circulation,
the development of smart agriculture is conducive to
enhancing the market competitiveness of agricultural
products in various countries, which is an important
aspect of China’s high-quality agricultural development.
It is urgent to enhance the value chain of agricultural
industry through smart agricultural technology and
promote the core competitiveness of China’s agricultural

industry to approach the level of agricultural developed
countries as soon as possible [1].

Since 1982, the central government has issued many No.
1 documents on the subject of the three agricultural issues,
and the National Medium and Long-term Development
Plan for Agriculture clearly proposes the development of
special agriculture, intelligent agriculture, ecological agri-
culture, tourism agriculture, and water-saving agriculture
[2]. At this stage, as society continues to develop and as
technology progresses, the creation of IoT provides strong
technical support for the development of smart agriculture,
which promotes the smart agriculture to become an im-
portant part of modern agriculture [3], to implement the
national policy on agricultural development, in order to
fundamentally solve the “three rural” problem.

IoT is a network model that uses sensors, global posi-
tioning systems, global geographic information systems, gas
sensors, and laser scanners to monitor, interact with, and
connect processes or objects in real time, in particular by
collecting a wide range of information such as light, heat,
electricity, chemistry, sound, physics, location, and me-
chanics, and then integrating them with the Internet [4].(e
biggest advantage of the IoT is that it allows all objects to be

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 5213535, 8 pages
https://doi.org/10.1155/2022/5213535

mailto:lixiaofen@jxut.edu.cn
https://orcid.org/0000-0001-6483-5072
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5213535


RE
TR
AC
TE
D

connected to the network, thus making them easier to detect
andmanage. At this stage, the IoTcan be divided into 3 levels
[5]. First, there is the sensing layer, which is formed mainly
based on various sensors that can use information to sensing
devices, thus collecting the required information and then
carrying out intelligent analysis, and finally enabling the
connection between the device and the network. In fact, it is
the network layer, which mainly includes the network
management system, the cloud computing system, and the
Internet system, whose main function is to sense the pro-
cessing and transmission of the data obtained. Finally, there
is the application layer, which can fully realize the sensing
and identification between people and things, things and
things, so as to complete the research and analysis of the data
and play the intelligent function of the IoT itself [6, 7].

Smart agriculture integrates the emerging mobile
communication network system, Internet system, and cloud
computing system, and uses various sensors and wireless
sensors to achieve intelligent warning, intelligent identifi-
cation, intelligent sensing, and intelligent decision making,
thus providing strong technical support for agricultural
development and forming visual and refined decisions [8].
(e smart agriculture model mainly consists of several
systems such as remote monitoring system, expert system,
data analysis and collection system, wireless sensor system,
and data analysis and processing system, thus being able to
solve different kinds of problems existing in agricultural
production.

2. Related Work

In the context of the development of the new era, agricul-
tural development urgently needs to face transformation,
from the once semimechanized to a modern informatization
and mechanization stage of development [9]. (e vigorous
development of modern agriculture requires the support of
modern information technology such as the IoT and cloud
computing. (e new IoT technology NB-IoT, known as
NarrowBand-Intemetof(ings, is a LPWA technology led by
Huawei and has become a 3GPP standard [10]. At present,
China’s NB-IoT industrial development is also in a leading
position in the world. Reference [11] clearly proposed that
the infrastructure of narrowband IoT should be built and
perfected to achieve its large-scale application in urban ones.
In the five-year plan for the development of the information
and communications industry (2016–2020), the Ministry of
Information and Communications has clearly proposed to
build and improve the infrastructure of narrowband IoTand
realize its large-scale application in urban management and
key industries, and issued a notice on comprehensively
promoting the construction and development of mobile IoT
[12].

Previously, Deutsche Telekom announced that its NB-
IoT network has been commercially available in eight Eu-
ropean markets, and its US company T-MobileUS will also
build a NB-IoT network covering the entire US in 2018
[13–15]. To promote the development of NB-IoT, Deutsche
Telekom has established a special R&D lab, WARPNB-IoT,
to provide technical support to the relevant terminal and

product manufacturing companies [16]. As of June 2017, a
total of 26 operators worldwide are deploying cellular
LPWAN networks, mainly concentrated in Asia, Europe,
and North America. It can be seen that NB-IoT technology is
currently focused on development and promotion both at
home and abroad, and there is still much room for future
development, gradually coming into our lives and serving
the public [17, 18].

2.1. System Solutions. Today’s agriculture is gradually
moving towards an era of unmanned, regionalized, pro-
fessional, and efficient agriculture, relying on modern
technology to develop agriculture so that fields are not
manned, digital irrigation is achieved, and computerized
automatic control and software data systems are used across
the board to ensure production reliability and increase ef-
ficiency while steadily increasing returns [19].

(e NB-IOT-based agricultural environment monitor-
ing system can remotely acquire the air temperature and
humidity, soil moisture temperature, carbon dioxide con-
centration, light intensity, and video images in the field or
greenhouse in real time. (rough model analysis, it can
automatically control the greenhouse wet curtain fan,
sprinkler drip irrigation, internal and external shading, top
window side window, heating and lighting, and other
equipment. At the same time, the system can also push real-
time monitoring information and alarm information to
managers through mobile phones, PDAs, computers, and
other information terminals so as to realize greenhouse
informatization and intelligent remote management, which
give full play to the role of Internet of things technology in
facility agricultural production, ensure that the environment
in greenhouse is suitable for crop growth, realize fine
management, and create conditions for high yield, high
quality, high efficiency, ecology, and safety of crops, help
customers improve efficiency, reduce costs, and increase
revenue.

(e information collected by sensors in the sensing layer
by means of wired or wireless is transmitted to local area
networks and wide area networks using a variety of com-
munication protocols [20]. (e platform layer is to transmit
the collected data to the central server side of the platform
and to carry out analysis and aggregation processing of the
data, displaying real-time data in a database in the form of
graphs and other forms [21]. In the application layer, the
manager understands the real-time crop growth condition
and makes scientific decisions to achieve remote control of
the agricultural production process. (e specific system
structure is shown in Figure 1.

In-depth understanding of the crop growth environ-
ment, and making full use of the advantages of modern
wireless sensor network technology, combined with this
design specific implementation project functional require-
ments of the background, the overall scheme of the NB-IOT-
based agricultural environment monitoring system is pro-
posed [22].

(e hardware sensor collection and transmission ter-
minal are designed, and the software monitoring platform is
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designed to make it a complete agricultural environment
monitoring system. (e design takes into account the actual
use of environmental conditions, transmission distance,
maintenance difficulties, and power consumption to ensure
stable monitoring data collection and transmission, and to
achieve synchronous storage and real-time query of the
server side, issuing instructions to control and other func-
tions [23].

On comprehensive analysis of the above considerations,
the overall system design is ultimately to achieve data col-
lection. (e overall system hardware scheme structure is
shown in Figure 2.

(e whole design consists of three main parts: control
part, communication part, and collection part. (e IoT
platform required plug-ins, profile file writing and IOT
terminal device registration and installation, etc [24].

2.2. Node Hardware Architecture. (e hardware part of the
node is designed mainly around the control circuit, con-
nection SIM module, the step-down circuit, and some pe-
ripheral circuits, etc. Figure 3 shows the hardware block
diagram of the node.

2.3.Main Software Processes. (emain work of the software
design of the terminal node is the IoT network connection,
the sensor work acquisition, and the packaging of the col-
lected data for transmission and acceptance control. (e
software works in the following steps: first, the initialization

of the configuration microcontroller, closing the watchdog,
and configuring SMLK as the clock source to ensure that it
can be woken up in the LPM3mode via the UARTserial port
[25]. And then initialize each other interface, and initialize
variables such as clearing the serial buffer, then it enters the
sleep power saving mode and enables interruptions, waiting
for the next attempt to turn on the network and carry out
data collection and transmission. Software workflow of the
specific end node is shown in Figure 4.

3. Nodal Energy Model Analysis

3.1. Cause Analysis. (e current IoT technology mainly uses
sensors to collect parameters, a wide range of sensors and
some of the power is large, but the actual use of IoT nodes
mostly use battery power supply such as solar energy
combined with battery storage power supply, light and high
energy density lithium battery power supply, etc., without
the need for cumbersome external utility not only to meet
the field production environment requirements but also to
reduce development costs to promote the rapid imple-
mentation of the project [26].

Most of the nodes in the IoT application are powered by
batteries, which also bring its limitations. (e key to the
research is to balance the energy consumption of the nodes
with the energy efficiency of the batteries so that the nodes
can work for as long as possible and the batteries can ensure
the stability of the monitoring network for a controlled
period of time. (is requires the selection of the battery
energy size according to the energy consumption of the node
and the comprehensive calculation of the node’s stable
working cycle to ensure the normal operation of the whole
monitoring network. (e loss of energy in the communi-
cation of the end nodes is difficult to measure through the
instrumentation and needs to be modeled for analysis [27].

3.2. Communication Energy Consumption Model. (e node
energy consumption is analyzed here using the commonly
used first-order energy loss model, which is also used in the
study of clustered routing algorithms. In this design, the
node contains both transmit and receive energy losses. (e
energy consumption of sending a k-bit packet through the
transmitter circuit is ETX(k), the wireless transmission
distance is L, and the energy consumption of receiving data
in the receiver circuit is ERX(k). Figure 5 illustrates the
energy consumption model of the node [28].

(e energy consumption of node communication can be
simply represented by the above diagram

PE � PTX + PRX, (1)

where PTX is the transmitter energy consumption and PRX is
the receiver energy consumption, both of which are related
to the distance of the wireless signal and the size of the
transmitted packet k which can be expressed as

E � ETX(k, l) + ERX(k). (2)

(e energy consumed by the sensor node to transmit
Kbit of data over a distance of L is
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Figure 1: Overall architecture of the agricultural IoT system.
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Erx(k, l) � Erx−elec .k + εamp .l.k, (3)

where Erx−elec is the energy consumption per bit in the
transmitter circuit and εamp is the energy consumption of the
amplifier in the discharge circuit. (e energy consumption
can be divided into two cases depending on the threshold
value; when the distance is greater than l0, the multipath
fading channel model is used, while when the distance is less
than l0, the self-using spatial channel model is used to
calculate the energy consumption.

(erefore, based on the relationship between the
transmission distances l and l0, the energy required to send
Kbit data is

Erx(k, l) � Erx−elec .k + εs.l
2
.k l< l0,

Erx(k, l) � Erxclec .k + εmf.l
4
.k l≥ l0.

(4)

(e formula for the critical distance threshold l0 is
���
εs
εmf

􏽳

, (5)

where εfs represents the fading coefficient in the self-use
spatial channel model, ETX represents the fading coefficient

in themultipath fading channel model, and ERX is the energy
loss in the circuit [29].

(e energy consumption of the received data is

ERX � ERX−elec.k. (6)

From equation (6) above, whether in the free space
model or in the fading space model, the received data energy
consumption is only related to the amount of data received.
(e energy loss from channel transmission in the node is
much greater than the energy loss from the sensor acqui-
sition and data integration, and the internal energy con-
sumption is relatively small. (erefore, it is necessary to
consider reducing the transmission distance and keeping the
node location and the base station within a reasonable range.
(e energy consumption algorithm can be used to calculate
the node placement and a number of nodes in the com-
munication grid in relation to the base station to obtain the
best area with low energy consumption for node commu-
nication. According to the common selection criteria for
wireless sensor networks, the energy consumption of the
transmitting circuit is determined, the initialized node en-
ergy is 0.3 J, the fading factor6 in the spatial channel model is
10 pJ/(bim2), the fading factor Em/in the multipath fading
channel model is 0.0013 pJ/(bim4), the packet size k is 2000it,
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Figure 3: Node hardware block diagram.
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the transmission radius of the wireless network is 100m, and
the threshold value l Ex is 1.026×10J according to the energy
consumption formula, and the capacity of the battery is
169mAh at 3.7V according to the transmission time of 5 s
per transmission, 12 times per day, and the working life is of
at least 1 year [30, 31].

4. Case Applications

(is study takes a modern agricultural intelligent park
project as the background and uses IoT technology and
wireless networking technology to build an intelligent sensor
monitoring network in the demonstration area and con-
struct a real-timemonitoring system for the rice crop growth
environment in the demonstration area. (e monitoring
parameters of the system mainly include regional meteo-
rological parameters monitoring (temperature, humidity,

rainfall, etc.), rice growth soil and fertilizer environment
monitoring (groundwater level, pH value, co2, light level,
etc.), and finally build a demonstration area pump station
remote computer automation control system integrating
data acquisition, image transmission, and automatic control.
(e field application of this R and D is mainly the field
commissioning and application of the nodes based on NB-
IoT technology. Figure 6 below is a schematic diagram of the
system structure of an intelligent modern agricultural park
[12].

After the hardware design is completed, on-site com-
missioning will be carried out and the collected environ-
mental data and information such as pumping stations of the
intelligent modern agricultural park will be gathered in the
application platform of the project. (e environmental data
collected by the nodes will be subscribed to the application
data through the IoT platform. (e URL of the local system
server will be filled in the subscription address field and the
subscription will be successful when the platform is auto-
matically detected, and the data will be sent to the local
management system server simultaneously. Figure 7 shows
the field system platform transfer attempt.

In recent years, after years of development, China’s IoT
technology has made certain achievements, taking shape
specifically, and Internet of (ings technology can detect
and control the production environment of intelligent ag-
riculture. (is requires farmers to go out to the fields reg-
ularly to observe the growth of their crops, which consume a
lot of resources, human, financial, and material resources.
Use of IoT technology allows for timely and effective irri-
gation, spreading, sowing, and fertilization of crops, thus
eliminating the drawbacks of traditional agriculture, im-
proving the quality and yield of crops, and saving resources.

It can be seen from Figure 8 that the curve temperature
cycle of the agricultural greenhouse monitored by the
system in this paper is normal, and the maximum tem-
perature has been constant under different time cycles. For
example, the maximum values of 5, 15, and 20 are all 0.67.
An IoT technology can provide protection for the food
safety of agricultural products. (e proverb “disease enters
through the mouth” shows that food safety is directly re-
lated to human health, so the safety and quality of agri-
cultural products need to be strictly controlled so as to
provide a safe dining environment for the general public.
(e use of the IoT technology can be used to measure and
control the quality and safety of agricultural products
throughout the whole process, from the field to the table
management will be transparent, so as to ensure the safety
of agricultural products. (is technology can be used in
greenhouses, highways, irrigated areas, and gardens. (is
technology can also be used in greenhouses, highway
barriers, agricultural irrigation areas, and garden green
areas. In addition, IoT technology has been significantly
developed in the network management, intelligent com-
puting, and communication protocols of smart agriculture
and has received good results in the agricultural fields of
electricity, environmental protection, food, transportation,
logistics, and medical care, with temperature monitoring as
shown in Figure 9.
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Logistics network technology in the development of smart
agriculture also has certain shortcomings, such as the slow
degree of construction of basic information in agriculture, the
lack of relevant norms and standards for agricultural devel-
opment, the lack of professional and technical personnel, the
lack of unified technical means in agriculture, the lack of
maturity in the development of IoT, the lack of strength in
agricultural production, and the inability to enable farmers to
receive appropriate technical training, specifically for the ap-
plication of IoT in smart agriculture technology. (ere are
problems between the standard and cost of the IoT technology;
compared with foreign technology, China’s technology still has
more drawbacks and needs to be further improved, and the
maturity of the IoT technology directly restricts the scale of the
development of smart agriculture, the lack of unified technical
standards in the reading of information, the transmission of
information, and the analysis of data and human–computer
interaction, as shown in Figure 10.

(is directly leads to the fact that manufacturers cannot
organize their production according to uniform regulations
and, therefore, costs are increased and can only be applied to
some high value agricultural products. At this stage, there is
a lack of professional and technical personnel to apply IoT
technology. (ere are not many experts in Chinese agri-
culture, and there are many computer professionals and
technical personnel who do understand the science of smart
agriculture, which is an inherent deficiency.(e commercial
form of smart agriculture is backward. At this stage, the
commercial form of Chinese agricultural IoT is by and large
the production units of agriculture themselves which pay for
the needed projects, and even some large farms need to pay
for their own application of IoT projects, which all lead to
high cost and low motivation and insufficient multisectoral
coordination of IoT technology. (e development of smart
agriculture using IoT technology requires the collection of a
wide range of information, requiring a lot of information
analysis and transfer from the environment, government,
meteorological offices, farmers and business, etc.
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5. Conclusions

IoT, with its ubiquitous information data perception, in-
telligent information analysis and processing, massive in-
formation data storage and analysis, and ubiquitous network
connectivity, can not only combine the real world and the
virtual network but also promote the transformation of
agricultural production methods and improve the efficiency
of resource utilization.

Although there are many problems in applying IoT
technology to smart agriculture, with the continuous
development of science and technology, smart agriculture
has become the inevitable trend of the times, and we
believe that combining IoT and smart agriculture is an
effective strategy to achieve sustainable agriculture. In
short, the application of IoT technology in smart agri-
culture is a long way to go and requires the joint efforts of
the party and the state, the agricultural sector, and all
sectors of society. [32].
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�e traditional optimization method has insu�cient intelligence, slow operation speed, and some problems in the calculation of
optimal parameters when facing the relationship between too large sample size and complex thread. �e biological intelligence
optimization algorithm is based on the genetic and evolutionarymechanism of the genetic system.�e smart agricultural system is
the application of new IOT technology in the �eld of smart agriculture, mainly including real-time monitoring, wireless
monitoring, and remote image and analysis functions. �rough this topic, it is concluded that (1) when the parameter is set to
μ� 0.02, β� 0.99, the deviation of the optimal value� 1.74, the deviation of the average value� 3.86, the standard deviation of the
experimental value� 3.81, the performance evaluation� 2.68, and the maximum number of peaks� 4. It can give full play to the
advantages of various algorithms and learn from each other’s strengths. (2) �e sNIOA algorithm is the best. Compared with the
NIOA algorithm, the accuracy of N is increased by 50% and the accuracy of L� 8 is increased by 20%. Compared with the NGA
algorithm, the error of I is reduced by 23.5% and the o�set ofM is reduced. NPSO algorithm pm performance is improved by 20%,
and pmk peak value is reduced by 20%. �e domestic research on smart agriculture has experienced explosive growth, and the
research has been carried out from the concept of smart agriculture, related technologies, constraints, industrial chain, etc., to
provide theoretical guidance for the development of smart agriculture. �e worst algorithm parameter is the NIOA model whose
o�set increases little, the performance decreases by 20%, and the peak value becomes worse. (3)�e smart agriculture project uses
the latest Internet of �ings and cloud computing technology, and based on the analysis of big data and arti�cial intelligence
technology, a new service form is proposed, that is, a cloud, network, and platform composite service system to establish a regional
closed-loop ecological chain integrating agricultural production, processing, and marketing. (4) In the biological genetic al-
gorithm model, the recall rate of Cp is low, the ROC curve ¡uctuates greatly, the speci�city AEa is poor, and the sensitivity is not
high. Using the integrated technology integrating GIS technology, RS technology, spatial statistics, mathematical models, and
other methods, based on the di�erences of various temporal and spatial scales and their monitoring methods, combined with
regressionmodel and spatial samplingmethod, quantitative analysis was performed, and its in¡uencing factors were analyzed.�e
comparison shows that the optimal F1 score of biological intelligence optimization parameters is up to 23% higher, the accuracy
rate Ao is increased by 20%, and the accuracy rate is high.

1. Introduction

Arti�cial intelligence control is used to express human
reasoning and decision-making behavior in the form of
computer language and apply it to the control process. An
immune feedback controller is proposed based on the
feedback mechanism of the immune system [1–3]. On this
basis, combined with fuzzy theory, a novel fuzzy self-

adjusting immune feedback control system is proposed.
Based on the interconnection between the three major
systems in the organism, a biological network structure is
constructed, which is the solution to the overall intelligence
of complex systems. Behavior provides ideas. �e neuro-
endocrine immune network is a complex large system with
deep negative feedback and high stability, with unique
adaptability and stability. Intelligent control is used to
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intelligentize the control process. *e intelligence here is
inseparable from the study of biological intelligent behavior,
especially the study of human intelligent behavior. *ese
algorithms are widely used in practical optimization prob-
lems due to their excellent performance and simplicity. *e
immune system is a delicate, complex, and complete
physiological defense system with the characteristics of
diversity, adaptability, robustness, memory, immune self-
regulation, and evolution. Fuzzy control imitates human’s
fuzzy reasoning and decision-making process. Expert con-
trol imitates the process of human experts making decisions
based on experience and knowledge. Neural network sim-
ulates the information transmission of the human brain in
many aspects. Besides, genetic algorithms are produced by
simulating biological genetic and evolutionary mechanisms.
*e search range of genetic algorithm docking is much larger
than that of ordinary docking. *e search algorithm has to
face the more complex energy landscape of the entire genetic
surface, and for search algorithms of different sizes, the
search range of blind docking is regarded as rigid and small
molecules. For a problem to be solved by AIS algorithm, it
should firstly be clear whether the field corresponding to the
problem belongs to optimization problem or classification
problem. Fuzzy control, as the earliest intelligent control,
and its entire development process are of great significance
to the development of intelligent control. Heuristic search
algorithms (such as particle swarm algorithm) are used to
make targeted adjustments to the pose of the ligands to try to
find the ideal pose for small molecules and proteins to bind.
Since the fuzzy set theory and the basic principles of fuzzy
control were proposed [4–6], people continue to research
and innovate on the basis of its theory. *e aforementioned
basic fuzzy models have been improved in many ways
[7–10]. Blind docking experiments are very different from
ordinary docking experiments. On one hand, the search
range of blind docking experiments is much larger than that
of ordinary docking experiments, so the search algorithm
will face more energy “trap” (i.e., local optima regions) on
larger protein surfaces, which gives a greater challenge to the
algorithm. On the other hand, since the blind docking box
needs to contain the whole protein, the search range size of
the blind docking is different for different docking cases,
which tests the adaptability of the algorithm to the search
range of different sizes. For results related to themean lowest
binding energy, LGA performedmuch better, second only to
GDCGL-RDPSO and MSPL-RDPSO-S6, but LPSO was still
the worst, suggesting that LPSO may not be suitable for the
search range much bigger blind docking problem. *e
number of best scoring conformations and the best-sampled
RMSD for successful docking are somewhat more important
results for blind docking. Because for the blind docking
problem, the user is likely to examine all the conformations
found one by one according to the binding energy ranking
given by the docking software. *erefore, if the algorithm
can find the best scoring conformation for successful
docking, it can save a lot of research time. *e best sampled
RMSD correlation results (including the number of best
sampled conformations successfully docked and the mean of
the best sampled RMSDs) refer to the user evaluating all

conformations found by the algorithm one by one. *e user
is able to successfully reproduce the crystal conformation,
and that crystal conformation are sufficiently similar.

*e smart agricultural system is the application of new
IOT technology in the field of smart agriculture, mainly
including real-time monitoring, wireless monitoring, and
remote image and analysis functions. Real-time monitoring:
according to the information of animal and plant growth
environment obtained by wireless network. *e system is
responsible for receiving the data sent by the wireless
sensors, realizing the acquisition, management, dynamic
display, and analysis processing of all information, and
displaying it to the user in the form of intuitive charts and
curves. Control: these are crucial for China in a transitional
period. SMS alarm information is provided according to
different needs. Empirical models are used with very little
ground data [11–14]. Compared with traditional data, the
error of simulation results is smaller. RS technology has
multiple functions, among which information is based on
the growth characteristics of crops, and is used to evaluate
the damage degree and area of crops. *e intelligent agri-
cultural problem has high requirements on the quality of the
search algorithm, but it is difficult to find a solution of
sufficient quality in a short time only by relying on the partial
global intelligent search algorithm. *e search algorithm
developed based on intelligent optimization usually makes
the search behavior more global. *e algorithm is used in
conjunction with the PSW local search algorithm. Using a
hybrid algorithm framework can calculate the optimal so-
lution more sensitively [15].

2. Biosmart Agriculture

2.1. Biological Information Processing System. People have
proposed the genetic and evolutionary mechanism of arti-
ficial neural network based on the genetic system. People
have proposed the mechanism of immune recognition and
immune regulation based on the immune system of genetic
algorithm. Introductory books include artificial neural
networks, genetic algorithms, particle swarm optimization,
simulated annealing, immune algorithms, and combinato-
rial optimization algorithms. *en, the basic AIS model is
selected according to the nature of the problem. Finally,
choose the corresponding AIS algorithm [16–19]. *e
combination of fuzzy control and neural network makes full
use of the adaptive learning ability of neural network and the
ability of fuzzy control to express qualitative knowledge.*e
original data stream is denoised, as shown in Figure 1.
Population Parallelism (MSP) strategy is combined with the
RDPSO algorithm to form the MSP-RDPSO algorithm. *e
MSP strategy draws on the idea of part of the island model
and part of the CPSO algorithm architecture, divides the
entire population into multiple subpopulations evenly, and
assigns characteristic components to each subpopulation.
*e algorithm uses the feature exchange method to realize
the information exchange between the subpopulations and
every certain number of iterations. Since the iterative process
of RDPSO and the exchange of feature components in each
subpopulation can be executed evenly in the unit of
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subpopulation, the MSP-RDPSO algorithm can be fully
parallelized. *e interval between the two feature exchange
methods and the value range of the number of subpopu-
lations are determined. *e value has an important impact
on the performance of the algorithm. Multiple MSP-RDPSO
versions are compared with the classic version of the RDPSO
algorithm and the RDPSO algorithm based on the classic
island model. *e performance comparison is carried out to
prove the effectiveness of the MSP strategy in improving the
performance of the algorithm. After wavelet noise reduction,
it enters the phase space reconstruction and uses the training
wavelet model to perform biological intelligence algorithms
on the training samples to obtain the optimal parameter
model.

2.2. Grey Linear Programming. It takes a long time for each
subpopulation to continuously perform the RDPSO
search behavior, and each subpopulation has converted to
a relatively small area before the FE operation. At this
time, even if the FE operation is performed again, it is
difficult to expand the search range of the particle swarm
to a very small area. Large range, which is obviously
disadvantageous for multimodal problems, but more local
searches are more beneficial for unimodal problems.
When it is larger, the number of iterations between two FE
operations is relatively small, so that the entire search
process is interrupted by the FE operation before the
subpopulation converges to a smaller area for a more local
search. In this case, the algorithm cannot achieve better
results on the unimodal function, but more FE operations
mean more frequent information exchange between
subpopulations, which is conducive to maintaining the
diversity of the entire population, which can help the
algorithm to better solve the problem. As a veritable
agricultural country, there are significant differences in
agricultural resources and conditions in various regions of
our country. It is precisely because of this that it is very
necessary to further develop smart agriculture. Smart
agriculture simulates the information transmission of the
human brain in many aspects and is becoming mature in
the continuous research and development, which can
effectively achieve the goal of increasing food production
and provide reliable food security for human beings.
Simulation of biological genetics and evolutionary

mechanism produces genetic algorithm, which is mainly
based on professional technology and operation platform
research. From the perspective of policy supply and de-
mand, macro research on the development of smart ag-
riculture and its application in each link of the industrial
chain is less involved, as shown in Figure 2.

3. Biological Intelligence
Optimization Algorithm

3.1. sNIOA Algorithm. Biological intelligence [20–23]:

Iei
� IPe

Ifi

􏽐
n
i�1 Ifi

+ 1 − IPe
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Artificial intelligence control:
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3.2. NIOA Algorithm [24, 25]. Reasoning and decision-
making:
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Immune intelligent controller:
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Figure 1: Modeling process of biological intelligence algorithms.
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Evolutionary computation:

i � 1, 2, . . . , q. (7)

Remote sensing data:
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3.3. NGA Algorithm [26]
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Smart agriculture:
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Real-time monitoring:
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Wireless monitoring:
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Image and analysis:
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4. Simulation Experiment

4.1. Smart Agriculture. Smart agriculture is mainly based
on professional technology and operation platform re-
search, and there is less macro research on the develop-
ment of smart agriculture and its application in various

links of the industrial chain from the perspective of policy
supply and demand. Under the guarantee of policy, sci-
ence and technology, and the popularization of education,
smart agriculture in developed countries has developed
better. Each country develops suitable smart agriculture
models according to their specific national conditions,
and each country has its own characteristics of smart
agriculture. *e experimental results of parameter anal-
ysis are shown in Table 1 and Figures 3 and 4. When
μ� 0.02, β� 0.99, deviation from optimal value � 1.74,
deviation from mean value � 3.86, standard deviation of
experimental value � 3.81, performance evaluation � 2.68,
and the maximum number of peaks � 4. In the academic
field of biological sciences, the interaction between them,
that is, the “neuroendocrine immune network”, has
attracted the attention of scholars and carried out sys-
tematic research since the 1990s. In the parameter setting,
when μ� 0.05, β� 0.67 is the optimal value in the pre-
diction result of smart agriculture, the optimal value
deviation � 2.05, the average deviation � 3.22, the exper-
imental value standard deviation � 3.24, the performance
evaluation � 1.47, and maximum number of peaks � 4.
When μ� 0.1, the predicted result β� 0.88 is the optimal
value, the optimal value deviation � 1.47, the average
deviation � 3.35, the experimental value standard
deviation � 3.07, the performance evaluation � 1.61, and
the maximum number of peaks � 5.

4.2. Grey Linear ProgrammingModel. GLP refers to the gray
linear programming model and finally configures the results
of the two optimization schemes and applies them to the
space unit. As a veritable agricultural country, there are
significant differences in agricultural resources and condi-
tions in various regions of our country. It is precisely because
of this that it is very necessary to further develop smart
agriculture. *e construction of smart agriculture will help
to increase farmers’ income, agricultural growth, and bal-
ance the total area of arable land. Realized by neural net-
works, biological intelligent controllers inspired by
biological physiological structures and regulatory mecha-
nisms have emerged. *e parameter settings are shown in
Table 2 and Figure 5.*e sNIOA algorithm is optimal,N� 5,
L� 8, I� 6,M� 8, Pc� 6, pm� 5, pmk� 6, Ip� 9, μn� 6, and

Management 
platform Cloud server

IoT devices

Client APP

Training set

Figure 2: Grey linear programming model.
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β� 8. *e domestic research on smart agriculture has ex-
perienced explosive growth, and the research has been
carried out from the concept of smart agriculture, related

technologies, constraints, industrial chain, etc., to provide
theoretical guidance for the development of smart agri-
culture. *e worst algorithm parameters are NIOA model,

Table 1: Parameter analysis experimental results.

Parameter Experimental results

μn β Optimal value deviation Mean deviation Standard deviation
of experimental value

Function
evaluation times *e most peak number

0.02

0.99 1.74 3.86 3.81 2.68 4
0.19 2.63 3.89 3.36 2.16 3
0.86 2.75 2.10 3.71 2.12 5
0.26 2.34 3.79 3.12 2.93 3

0.05

0.90 2.54 2.73 3.20 1.13 5
0.67 2.05 3.22 3.24 1.47 4
0.95 2.77 3.92 3.63 2.59 4
0.40 1.33 3.21 3.91 1.41 5

0.1

0.76 2.77 3.57 3.45 1.70 5
0.88 1.47 3.35 3.07 1.61 5
0.61 2.83 2.07 3.36 2.66 2
0.11 1.71 3.37 3.74 1.30 4

0.2

0.23 1.94 3.67 3.87 2.52 2
0.06 2.16 3.63 3.90 2.92 2
0.70 1.98 2.28 3.45 1.39 2
0.55 1.28 3.30 3.23 2.47 2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Parametric analysis

β
mean deviation
Function evaluation times

Optimal value deviation
Standard deviation of experimental value
�e most peak number

0.00

1.00

2.00

3.00

4.00

5.00

6.00

Figure 3: Parameter analysis.
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Figure 4: Experimental results.
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N� 10, L� 10, I� 7, M� 9, Pc� 8, pm� 5, pmk� 5, Ip� 8,
μn� 9, and β� 10. *e gray linear programming model was
performed at NGA parameters set to N� 5, L� 8, I� 8,
M� 5, Pc� 10, pm� 6, pmk� 7, Ip� 9, μn� 9, and β� 8
around the average. *e results of NPSO parameter setting
and NGA parameter setting are similar to N� 8, L� 8, I� 9,
M� 6, Pc� 9, pm� 7, pmk� 9, Ip� 6, μn� 10, and β� 7.

4.3.NewManagementModel of SmartAgriculture. *e smart
agriculture project uses the data of the original system of an
agricultural company and adds modern information tech-
nology means on this basis, as shown in Figure 6. *e basic

agricultural information was replaced by KA, NOI, Cp,
Mina, Maxa, AEa, and Ao, and the two models were opti-
mized and compared.

4.4.Model Comparison. *e biological intelligence algorithm
consists of two parts: the global directional optimization unit
and the local fine optimization unit. *e biological intelli-
gence optimizationmodel consists of KA� 2, NOI� 4, Cp� 1,
Mina� 4, Maxa� 4, AEa� 4, and Ao� 2, and in the global
directional optimization unit, a large-scale global optimiza-
tion and a local fine optimization are performed. As shown in
Table 3 and Figure 7, in the biological genetic algorithm
model: KA� 2, NOI� 3, Cp� 2, Mina� 4, Maxa� 1, AEa� 3,
and Ao� 5. Using the integrated technology integrating GIS
technology, RS technology, spatial statistics, mathematical
models, and other methods, based on the differences of
various temporal and spatial scales and their monitoring
methods, combined with regression model and spatial
sampling method, quantitative analysis was performed and its
influencing factors were analyzed.

5. Conclusion

*e smart agricultural system is the application of new IOT
technology in the field of smart agriculture, mainly including
real-time monitoring, wireless monitoring, remote image,
and analysis functions. *rough this topic, it is concluded
that (1) when the parameter is set to μ� 0.02, β� 0.99, the
deviation of the optimal value� 1.74, the deviation of the
average value� 3.86, the standard deviation of the experi-
mental value� 3.81, the performance evaluation� 2.68, and
themaximumnumber of peaks� 4. It can give full play to the
advantages of various algorithms and learn from each other’s
strengths. (2) *e sNIOA algorithm is the best. Compared
with the NIOA algorithm, the accuracy of N is increased by

Table 2: Comparison algorithm parameter settings.

sNIOA NIOA NGA NPSO
N 5 10 5 8
L 8 10 8 8
I 6 7 8 9
M 8 9 5 6
Pc 6 8 10 9
pm 5 5 6 7
pmk 6 5 7 9
Ip 9 8 9 6
μn 6 9 9 10
β 8 10 8 7

N L I M Pc pm pmk Ip μn β

Compare algorithm parameter settings

sNIOA
NIOA

NGA
NPSO

0

2

4

6

8

10

12

Figure 5: Comparison algorithm parameter settings.
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Model comparison
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Figure 6: Algorithm comparison.

Table 3: Model comparison.

KA NOI Cp Mina Maxa AEa Ao
Genetic algorithm 2 3 2 4 1 3 5
Biological intelligence
algorithms 2 4 1 4 4 4 2

KA NOI Cp Mina Maxa AEa Ao

optimal model

sNIOA
NIOA

NGA
NPSO

0

5

10

15

20
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Figure 7: Optimal model.

6 Mathematical Problems in Engineering



50% and the accuracy of L� 8 is increased by 20%. Com-
pared with the NGA algorithm, the error of I is reduced by
23.5% and the offset of M is reduced. NPSO algorithm pm
performance is improved by 20%, and pmk peak value is
reduced by 20%.*e domestic research on smart agriculture
has experienced explosive growth, and the research has been
carried out from the concept of smart agriculture, related
technologies, constraints, industrial chain, etc., to provide
theoretical guidance for the development of smart agri-
culture. *e worst algorithm parameter is the NIOA model
whose offset increases little, the performance decreases by
20%, and the peak value becomes worse. (3) *e smart
agriculture project uses the latest Internet of *ings and
cloud computing technology, and based on the analysis of
big data and artificial intelligence technology, a new service
form is proposed, that is, a cloud, network, and platform
composite service system to establish regional closed-loop
ecological chain integrating agricultural production, pro-
cessing and marketing. (4) In the biological genetic algo-
rithm model, the recall rate of Cp is low, the ROC curve
fluctuates greatly, the specificity AEa is poor, and the sen-
sitivity is not high. Using the integrated technology inte-
grating GIS technology, RS technology, spatial statistics,
mathematical models, and other methods, based on the
differences of various temporal and spatial scales and their
monitoring methods, combined with regression model and
spatial sampling method, quantitative analysis was per-
formed and its influencing factors were analyzed. *e
comparison shows that the optimal F1 score of biological
intelligence optimization parameters is up to 23% higher, the
accuracy rate Ao is increased by 20%, and the accuracy rate is
high.
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(ere is a huge amount of mathematical information in the world, and mathematics is everywhere and nowhere. Bayesian theory
is based on a process of statistical inference that requires the calculation of general and prior information to obtain a posteriori
information. Its main features are the use of probabilities to represent all forms of uncertainty and the use of probabilistic rules to
enable learning and inference, estimating the probability of future occurrences by calculating the probability of a past time. In
order to bring mathematics closer to life, this paper explores the teaching of mathematical applications in terms of material
selection, teaching arrangement, and professional integration. At the same time, in order to better realize mathematics application
teaching, effectively improve the classroom effect of mathematics application teaching, and make students better accept
mathematical knowledge and apply it to practical applications, the design of mathematics application teaching in this paper is also
based on Naive Bayes.

1. Introduction

(e focus on the development of students’ abilities and
application awareness, and the internalization of the
teaching process from teacher instruction to the develop-
ment of students’ abilities, is an issue of concern in applied
mathematics teaching [1]. Owhadi [2] said the following:
“Education can only be effective and truly educational
through life.” (erefore, mathematics itself is not just
“number symbols,” and mathematics teaching is not only
about making students do mathematical problems but also
about making students learn mathematics with certain
logical thinking skills and using mathematical methods to
solve problems they encounter. Mathematics has its rich
connotation; it originates from life and serves life.

What role does mathematics play in human life? Dogan
and Aydin [3] divide the role of mathematics into three
levels. (e first level provides language, concepts, ideas,
theories, and methods for other disciplines. (e natural
sciences and social sciences such as economics and man-
agement cannot be developed without mathematics. (e
second level is the direct application to engineering and

production activities, of which there are many examples [4].
(e third level is as a culture that plays a subtle role for all
members of society. (e level of mathematical training of a
nation has a great influence on the civilization of this nation
[5].

Mathematics is an important basic course for many
majors in colleges and universities and plays an important
role in the education of higher technical and application-
oriented specialists for the first line of production [6, 7].
(erefore, the traditional mathematics education can no
longer adapt to and meet the needs of talent training mode,
and the application of mathematics teaching has become an
important issue that many institutions urgently need to solve
[8].

2. Mathematics Application
Teaching Exploration

Mathematical problems in life often involve different fields;
although not as systematic as mathematical theories, they are
logically connected, and when solving mathematical prob-
lems, you can properly organize the relevant content,
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according to the order of the shallow to the deep rational
arrangement of teaching. Let us look at three examples; they
seem unrelated, but they are logically linked [9–13].

A mathematical problem is fragmented if it is not
supported by theory. When solving practical problems, we
link the teaching of problem solving and theory to em-
phasize the mathematical ideas and theories used in the
process of problem solving, so that we can achieve the effect
of learning from one to three [14, 15]. (is not only cul-
tivates students’ ability to solve practical problems but also
deepens their understanding of mathematical theories.

For example, consider the population increment prob-
lem. It is known that the population in to years is No, the
growth rate of the population is proportional to the total
number of people, and other factors are ignored for the time
being, so how does the number of people change? Before
solving this problem, we can ask students to go back to the
theory of differential equations, such as the initial conditions
of differential equations, general solutions, special solutions,
and other concepts, for students to review the solution of
differential equations, and then we can suggest that the rate
of change in mathematics is expressed by the derivative. If
the symbol N(t) is used to represent the number of people as
a function of time t and k represents the ratio of the
population growth rate to the total population, an equation
is obtained as follows: d(N(t))/dt � kN(t). (e initial
condition is N(to) � No, and then the solution by separating
the variables gives N(to)et− to (t≥ to).

For the school, mathematics is a basic course and is the
basis for learning other professional courses. With the
emphasis on the requirement of “moderate enough” and the
reduction of the number of mathematics hours, some
problems related to the profession should be selected in a
targeted way [16]. For example, for marketing majors, they
can be introduced to the problem of optimizing the purchase
of goods; when the demand is random, what ordering
scheme can maximize the total profit. In addition, for lo-
gistics students, you can introduce them to some examples of
graph theory, such as the seven bridges problem, the
merchant crossing the river problem, and so on, so that
students can understand the basic ideas of graph theory and
lay the foundation for their future professional knowledge
[17]. For example, when introducing the concept of deriv-
ative, different examples can be introduced according to
different majors, such as the concept of margin for eco-
nomics and management majors and rate and linear density
for electromechanics majors.

On the one hand, be good at finding out some problems
that enhance students’ thinking. Use these problems to liven
up the classroom atmosphere. Here are a few interesting
mathematical problems. “What is the probability that a
couple will sit together when 15 couples attend a party, but
the person who arranges the seats does not know the 30
people?” Someone says something like “I’m wrong about
this,” so is what he said right or wrong? “If n people attend a
party and no one is known to know all of them, ask if there
are two people who know as many people?”

On the other hand, step-by-step questions provoke
students’ thinking. When using mathematical methods to

solve real-world problems, students do not think in one step,
so you can use questions to prompt students, stimulate their
thinking, and develop their ability to think independently
[18].

When teaching, introduce students to the content of the
history of mathematics. For example, when we talk about
infinitesimals in advanced mathematics, we can add the
arguments about infinitesimals to students; when we talk
about some paradoxes in mathematics, we can introduce the
mathematical crisis caused by mathematical paradoxes
[19, 20].

3. Method

Bayesian theory is based on a statistical inference process
that requires the calculation of general and prior informa-
tion to obtain a posteriori information. Its main features are
the use of probabilities to represent all forms of uncertainty
and the use of probabilistic rules to enable learning and
inference by calculating the probability of occurrence at a
past time to estimate the probability of future occurrence.

Bayesian classifier is a simple probabilistic classifier
based on the application of Bayesian independence as-
sumption theory. (e relationship between conditional and
inverse conditional probabilities in Bayes’ theorem can be
expressed as

P(Y | X) �
P(Y | X)

P(X)
, (1)

where P(Y) is the prior or marginal probability of Y, i.e., the
probability that does not take into account any information
about X. P(Y|X) is the conditional probability of Y given X,
whose value is derived from or depends on the value of X.
When constructing posterior probabilities, in many cases, it
is necessary to find the conditional probability P(E|D) in the
dataset E, given data D. Assuming that the maximum value e

is contained in E, any hypothesis of maximum probability is
called the maximum a posteriori hypothesis and is labeled as
EMAP, i.e.,

P(E | D)EMAP � argmaxe∈E,

P(E | D) � argmaxe∈E
P(D | E)P(E)

P(D)
.

(2)

3.1. Naive Bayesian Principle. Let U� {X, C} be a finite set of
random variables, where X � X1, . . . , Xn􏼈 􏼉 is the set of at-
tribute variables and C is a class variable taking values in the
range c1, . . . , cl􏼈 􏼉, and xi is the value of attribute Xi. (e
probability that sample xi � (x1, . . . , xn) belongs to ci can be
expressed by Bayes’ theorem as

P
C � cj

X � xi

􏼠 􏼡 �
P cj􏼐 􏼑 · P x1, . . . , xn/cj􏼐 􏼑

P x1, . . . , xn( 􏼁

� α · P cj􏼐 􏼑 · P
x1, . . . , xn

cj

􏼠 􏼡,

(3)
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where α is the regularization factor, P(cj) is the prior
probability of class cj, and P(x1, . . . , xn/cj) is the likelihood
of class cj with respect to Xi.

By the chain rule of probability, equation (3) can be
expressed as

p cj􏼐 􏼑cjP cj|x1, . . . ,xn􏼐 􏼑 � α · P cj􏼐 􏼑 · 􏽙
n

i�1
P xi|x1, . . . ,xi−1, cj􏼐 􏼑.

(4)

Given a training sample set D � u1, . . . , uN􏼈 􏼉, the goal of
the classification task is to analyze the training sample set D

and determine a mapping function f: (x1, . . . , xn)⟶ C,
such that the class label can be labeled for any instance xi �

(x1, . . . , xn) of an unknown class. According to the Bayesian
maximum posterior criterion, given a certain instance and
xi � (x1, . . . , xn), the Bayesian classification model selects
the class with the largest posterior probability
P(cj|x1, . . . , xn) as the class label for that instance.

Using Bayesian networks as a classification tool is ac-
tually solving equation (4) with Bayesian networks, and it is
possible to find P(xi|x1, . . . , xi−1, cj) and determine the
category from equation (4) according to the Bayesian
maximum posterior criterion.

3.2. Bayesian Networks. A Bayesian network is a joint
U � X1, . . . , Xn􏼈 􏼉, coding of probability distributions con-
sisting of a collection of random variables. Formally a pair of
binary groups B � 〈G,Θ〉 · G is a directed acyclic graph
(DAG) whose nodes correspond to random variables
X1, . . . , Xn and whose directed edges represent the de-
pendencies between variables, and the structure G of the
graph encodes the independence assumption that given the
parent of each node, the node is independent of its non-self-
derived children; the second part of the binary, i.e., Θ,
represents the set of conditional probability distributions for
each variable of this network, and each element of the set
represents the probability corresponding to Xi taking the
value xi under the pa(xi) ∈ Pa(Xi) condition, where
Pa(Xi) is the set of Xi, the parent variables in G, and Pa(Xi)

is a composition of Pa(Xi). B defines on U the unique joint
probability distribution:

PB X1, . . . , Xn( 􏼁 � 􏽙
n

i�1
PB Xi|Pa Xi( 􏼁( 􏼁( 􏼁. (5)

Learning Bayesian networks from data can be formu-
lated as follows: given a training sample set
D � u1, . . . , uN􏼈 􏼉 defined on U, find the network B that best
matches D. (e usual approach is to introduce a scoring
function to compute every possible network on this
training set and find the optimal one. General Bayesian
network classifier (GBN) treats class nodes and attribute
nodes as network nodes of equal status and trains Bayesian
networks based on the selected scoring function and
sample data, which are directly used as classification
models. Since the structure learning of Bayesian networks
is itself an NP-complete problem, it is impossible to search
the entire network structure space under the current

conditions, so this paper is limited to studying a special
Bayesian classification model, i.e., the tree-enhanced Naive
Bayesian classification model.

3.3. Tree Augmented Naive Bayesian Classification Model.
(e tree augmented Naive Bayesian classifier (TAN) is a
constrained Bayesian net defined on U∗ � A1, . . . , An, C􏼈 􏼉,
where A is a discrete attribute variable and C is a class
variable. (e attributes Pa(C) � ∅ and Pa(Ai) of Bayesian
network are shown in Figure 1. (is type of model has
been proved by Geiger and learned by Bayesian
net algorithm with Chow and Liu learning tree structure.
(e TAN classification model constructed in this way has
been widely used because it has been shown experi-
mentally that it usually has good classification accuracy at
a small cost. However, TAN requires variables to be
discrete, and credit assessment problems often involve
mixed variables (attribute variables that contain both
discrete and continuous variables), so if TAN is used
directly in credit assessment, the attributes containing
continuous variables need to be pre-dissociated, which
loses the information contained in continuous variables
and increases the computational effort itself (the size of
the cardinality is also difficult to determine in advance).
Moreover, too many discrete values will increase the
computational complexity by increasing the storage space
required by the algorithm, so it is necessary to consider
the case of continuous attributes.

3.4. Constructing a Naive Bayesian Network Mathematics
Application Teaching Model. Regarding the construction
method of the model conditional probability distribution, it
is as follows. (e establishment of a Bayesian network
classification model for teaching mathematics applications
mainly requires consideration of two aspects: first, deter-
mining the structure of the network; second, learning the
conditional probability distributions of the attribute vari-
ables and determining the class prior probabilities. For the
case where the attribute variables are all discrete, the learning
can be done according to the conditional probability dis-
tribution table, and the learning method also adopts the
method of great likelihood estimation, which is estimated by
the empirical frequency of the training samples [21, 22].

(ere are many parametric probability models to express
the distribution of continuous variables, and in this paper,
we assume Gaussian distribution. (ere are three cases in
ETAN.

(1) Only class variables are parents of continuous var-
iables Xi: for each value of C, C � k corresponds to a
one-dimensional Gaussian distribution with mean
μk � E(Xi|C � k) and variance σ2k � E(X2

i |C � k)

−E2(Xi|C � k).
(2) (e class variable C and a discrete variable Aj, which

is the parent of the continuous variable Xi: for each
value of c and Aj C � k, Aj � l corresponds to a one-
dimensional Gaussian distribution with a mean of
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μk,l � E(Xi|C � k, Aj � l) and a variance of
σ2k,l � E(X2

i |C � k, Aj � l) − E2(Xi|C � k, Aj � l).
(3) With class attribute c and continuous variables Xi as

parents: for each C� k after setting Xi, Xj the joint
distribution function to be a binary Gaussian dis-
tribution, the conditional distribution of Xi given
C � k, Xj � xj is a normal distribution with mean
αijk + xjβijk and variance σ2ijk, where

βijk �
E XiXj|C � k􏼐 􏼑􏽨 􏽩 − E Xi|C � k( 􏼁􏼂 􏼃E Xj|C � k􏼐 􏼑􏽨 􏽩

E X
2
j |C � k􏼐 􏼑􏽨 􏽩 − E

2
Xi|C � k( 􏼁􏼂 􏼃

αijk � E Xi|C � k( 􏼁􏼂 􏼃 − βij × E Xj|C � k􏼐 􏼑􏽨 􏽩

σ2ijk � E X
2
i |C � k􏼐 􏼑􏽨 􏽩 − E

2
Xi|C � k( 􏼁􏼂 􏼃

−
XiXj|C � k􏼐 􏼑􏽨 􏽩 − E Xi|C � k( 􏼁􏼂 􏼃E Xj|C � k􏼐 􏼑􏽨 􏽩􏼐 􏼑

2

E X
2
j |C � k􏼐 􏼑􏽨 􏽩 − E

2
Xj|C � k􏼐 􏼑􏽨 􏽩

.

(6)

(4) For a conditional probability distribution where the
other parent variable is continuous and the child
variables are discrete, in addition to the class vari-
ables, the following variant is used. Let Ai be the
discrete variable, Xj be the continuous variable,
f(xj: C � k, Ai � l) be the distribution density
function of Xj under C � k, Ai � l conditions, and
g(xj: C � k) be the distribution density function of
xj underC � k conditions. For any fixed ε> 0 and for
any xj, considering the following conditional
probabilities, we have

P Ai � l|xj <Xj ≤xj + ε, C � k􏼐 􏼑

�
P Ai � l, xj <Xj ≤xj + ε|C � k􏼐 􏼑

P xj <Xj ≤xj + ε|C � k􏼐 􏼑

�
P xj <Xj ≤xj + ε|Ai � li, C � k􏼐 􏼑P Ai � l|C � k( 􏼁

P xj <Xj ≤xj + ε|C � k􏼐 􏼑

�
􏽒

xj+ε
xj

f xj: C � k, Ai � l􏼐 􏼑dxjP Ai � l|C � k( 􏼁

􏽒
xj+ε
xj

g xj: C � k􏼐 􏼑dxj

.

(7)

Theorem 1. If f(x), g(x) is continuous on [a, b], g(x)≠ 0,
and x ∈ [a, b], then there exists at least one point ξ in (a, b)

such that

􏽒
b

a
f(x)dx

􏽒
b

a
g(x)dx

�
f(ξ)

g(ξ)
􏼠 􏼡(a< ξ < b). (8)

From (eorem 1 and g(xj: C � k)> 0(g(xj: C � k)),
which are normal density functions, we have

P Ai � l|xj <Xi ≤xj + ε, C � k􏼐 􏼑

�
f ξ: C � k, Ai � l( 􏼁P Ai � l|C � k( 􏼁

g(ξ: C � k)
xj < ξ < xj + ε􏼐 􏼑.

(9)

When ε⟶ 0, then

lim
ε⟶0

P Ai � l|xj <Xj ≤ xj + ε, C � k􏼐 􏼑

�
f xj: C � k, Ai � l􏼐 􏼑P Ai � l|C � k( 􏼁

g xj: C � k􏼐 􏼑
.

(10)

…

c

A1 A2 A3 An

Figure 1: Structure of tree-enhanced Naive Bayesian network.

Mathematics application
teaching to be classified

Text feature library

Take out a feature item

Count the number of documents
containing feature items in each class

Whether the feature library has been processed

Count the total number of samples, the number of categories and
the number of documents contained in the corresponding category

The prior probability and conditional
probability of the class are calculated

respectively

The posterior probabilities of
classes are calculated respectively

Output the class name of the
maximum a posteriori probability

Over

No

Yes

Figure 2: Teaching design process of mathematical application
based on Naive Bayes.
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(e prior probability of each category, which can be
specified based on expert knowledge, must be guaranteed
(􏽐 P(C � cj) � 1) and can be estimated as the proportion of
each category in the training sample if there is no reliable
experience [23–25].

(e complete design process for teaching mathematical
applications based on Naive Bayes is shown in Figure 2.

4. Case Study

Based on the mathematics application teaching course of a
middle school, we evaluate the teaching design based on

Naive Bayes. (e specific experimental results are shown in
Figure 3.

(e assessment indexes commonly used in teaching
mathematical applications are generally selected from three
aspects: selection of materials, teaching arrangement, and
professional integration. (e results are shown in Figure 4.

(e relationship between mathematics and various fields
has become increasingly close, which has put forward newer
and higher requirements for mathematics education, as
shown in Figure 5.

5. Conclusion

By guiding students to discover mathematical problems in
their lives and cultivating their sense of application, we have
changed the passive state of students in the learning process
and encouraged them to explore more actively and proac-
tively. When teaching, introduce students to the content of
the history of mathematics. For example, when we talk about
infinitesimals in advanced mathematics, we can add the
arguments about infinitesimals to students; when we talk
about some paradoxes in mathematics, we can introduce the
mathematical crisis caused by mathematical paradoxes. It
also enhances students’ interest in learning and confidence
in learning mathematics; develops students’ ability to collect
and process information; develops students’ sense of co-
operation and ability to work together; and develops stu-
dents’ ability to apply their knowledge to solve problems.
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At present, machine learning is more e cient and accurate for the e ciency of operation logic after four stages of reform. In order to
improve the participation rate of the whole people in track and �eld sports and get a better level and ranking in track and �eld
competitions, the ATI model under the machine model is used to deeply analyze the behavior of track and �eld sports in order to get
more accurate data.�ere are a series of problems in the process of correlation analysis, such as the loss caused by the analysis process,
the error in the analysis process, and the lack of understanding of track- and �eld-related data. In order to solve this series of
problems, this study optimizes the behavior analysis through related experiments. �e experiment proves the correlation between
learning rate and loss. When the learning rate is 0.1, the loss caused by behavior analysis is lower. For the 23rd–28th session, the
number of gold medals and the number of medals won in track and �eld were analyzed. By comparing the ATI model with the ATT
model, ATT-Net model, and WATmodel, it is concluded that the ATI model has a lower error rate for behavior analysis under big
data.�e coverage rate of behavior analysis data is wider.�erefore, in order to make track and �eld behavior analysis more accurate
and stable under big data, the ATI model under machine learning should be preferred for data collection, collation, analysis, and
summary. �rough the ATI model to analyze the related behavior of track and �eld under big data, there are the following ad-
vantages: when the learning speed is 0.1, the loss value in the analysis process is reduced; the number of neurons is increased, and the
dropout rate is reduced to reduce NPMSE value; and the error loss rate of behavior analysis is reduced, and the analysis coverage rate
is increased.

1. Introduction

�rough correlation analysis, we can get safer training
methods and more accurate track and �eld data, so as to
obtain better track and �eld results. In this study, the ATI
model is proposed to analyze track and �eld data, and the
error rate and coverage rate of the model are compared and
analyzed. It is concluded that the ATI model under the
machine learning model can be combined with big data to
more accurately and stably analyze track and �eld behavior.
By combining the behavior analysis model ATI with track
and �eld sports, we can analyze more accurate and stable
data, so as to increase the participation rate of track and �eld
sports and analyze athletes’ behaviors, reduce unnecessary
sports injuries of athletes in the process of sports, and get
better competition results.

In this study, various technical ports are used to solve
technical problems. It qualitatively criticizes the extent to
which the work under review meets these requirements,
discussing the outstanding issues, and challenges in this area
[1]. By studying the convenient technology brought by the
related technical level, an online recursive algorithm for
training support-vector machines is proposed, one vector at
a time [2]. Data integration systems provide access to a large
number of data sources through a single mediation pattern
[3]. Machine learning tasks have become common in a wide
range of �elds and systems (from embedded systems to data
centers) [4]. �is study summarizes the current situation of
deep machine learning and puts forward some views on how
it may develop [5]. �is study focuses on the statistical
analysis of the results in the �eld of machine learning based
on genetics [6]. �ey collect content from the web and
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organize it for easy access, retrieval, and search [7]. 'is
study studies and analyzes the related track and field athletes,
so as to reduce the accidental injuries of athletes. Micro-
fracture is an effective first-line treatment, which can make
young athletes with short symptom interval and less knee
cartilage injury return to high-intensity track and field sports
[8]. Preventive intervention should mainly focus on the
overuse of injuries and full rehabilitation of previous injuries
[9]. We report the incidence, risk, and severity of knee joint
injuries across exercise, sex, and exposure type in high
school [10]. Consistent use of definitions and methodo-
logical guidance will lead to more reliable and comparable
evidence [11]. Future research needs to determine whether
proving normal lower limb function before resuming ex-
ercise can effectively reduce the rate of reinjury [12]. Genes
and environment are the basic and interdependent deter-
minants of behavioral response [13]. 'ese devices are in-
expensive, easy to manufacture, reusable, and suitable for
providing any liquid stimulation [14]. 'is study analyzes
behavior through physical cognition, stress, and charac-
teristics. 'e main goal is to overcome some of the main
disadvantages of online communication, namely, the lack of
contextual information such as body language or gestures
[15].

2. Machine LearningModel and Track and Field
Behavior Analysis

2.1. Machine Learning Model. 'ere are four stages in the
development of machine learning [16], as shown in Table 1.

Machine learning is based on physiology, cognitive
science, and other studies on human learning mechanism
[17]. 'rough GA, learning theory, analogy, induction,
clustering, and other methods, machine learning is deeply
studied and understood [18], as shown in Figure 1.

From Figure 1, it can be analyzed that the calculation
methods related to machine learning are related to the
computable determinacy of mathematics, the inductive
analysis of philosophy, the study of the central nervous
system in biology, the Bayesian judgment rules related to
statistics, and the behaviorism of psychology.

2.2. CorrelationBehaviorAnalysis. Big data-related behavior
analysis of sports track and field includes ideological edu-
cation analysis, daily management analysis, and training and
competition guidance behavior [19]. Among them, the
analysis of ideological education includes the following: the
analysis of will, morality, values, and other behaviors; daily
management analysis includes the following: life, spirit,
interpersonal analysis, etc.; the analysis of competition
guidance includes the following: training, training plan,
feedback, sports behavior, and other analysis contents [20],
as shown in Figure 2.

'e analysis of track and field behavior can analyze
athletes’ sports behavior, athletes’ training methods, and
athletes’ psychological literacy. 'rough more accurate
analysis of the statistics of the data and the analysis of the

athletes’ data, we can improve the athletes’ behavior, psy-
chology, and training methods, and get better results.

3. Correlation Formula

3.1. Machine Learning Model

3.1.1. Learning +eory. Output variable X and output var-
iable Y form a joint distribution F(X, Y), with L independent
observation samples [21].

z � x1, y1( 􏼁, x2, y2( 􏼁, . . . , xl, yl( 􏼁􏼈 􏼉. (1)

'e probability measure F(z)� F(x, y).

R(α) � 􏽚 Q(z, α)dF(z). (2)

Loss function variable z, α is as follows [22]:

Q(z, α) � L(z, f(z, α)). (3)

'e loss function is defined as follows:

L(y, f(x, α)) �
0, y � f(x, α),

1, y≠f(x, α).
􏼨 (4)

If the output variable y is a real value, f(x, α), α ∈∧ is a
real function set.

L(y, f(x, α)) � (y − f(x, α))
2
,

L(y, f(x, α)) � |y − f(x, α)|.
(5)

Density estimation probability loss function is as follows:

L(p(x, α)) � − 􏽘
l

i�1
log p xi, α( 􏼁. (6)

3.1.2. Learning the Concept of Consistency. R(α) is the
universal function of minimizing risk [23].

For the same limit of function set and probability dis-
tribution function,

Table 1: Development history table.

Stage History of development

'e first stage is the mid-
1950s

Inspired by neurophysiology and
biology, he mainly studies neural

network system

'e second stage is the
early 1960s

Enlightened by psychology and human
learning, it mainly obtains conceptual

learning and language

'e third stage is the
middle and late 1970s

On the one hand, a large number of
domain knowledge is introduced into
the learning program; on the other

hand, knowledge is acquired
automatically

'e fourth stage is the
middle and late 1980s

Neural networks are emerging again,
and multilayer neural networks and
backpropagation algorithms are

proposed to overcome the limitations
of the early days
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Analysis 
of Track 
and Field 
Behavior

Daily management behavior

Ideological education 
behavior

Train the behavior of 
participating in the 

competition

Analysis of will quality

Analysis of moral quality

Analysis of values

Life management analysis

Analysis of spiritual 
management

Interpersonal management 
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Training plan analysis

Conduct training analysis

Training feedback analysis

Motion analysis

Figure 2: Track and field behavior analysis.
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Figure 1: Machine learning model.
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Remp �
1
l

􏽘

l

i�1
Q zi, α( 􏼁, α ∈∧,

R αl( 􏼁⟶l⟶∞ inf
α∈∧

R αl( 􏼁,

Remp(α)⟶l⟶∞ inf
α∈∧

R(α).

(8)

Function N∧(Zm) is defined as follows:

N
∧

Zm( 􏼁 � max N F, Zm( 􏼁: Zm � z1, . . . , zm􏼈 􏼉 ⊂ Z􏼈 􏼉,

VCdim(Q) � max m: N
∧

Zm( 􏼁 � 2m
􏼈 􏼉.

(9)

3.1.3. Milestones in Learning +eory. Sufficient conditions
for consistency are as follows:

lim
l⟶∞

H
∧
(l)

l
� 0. (10)

Sufficient conditions are as follows:

lim
l⟶∞

H
∧
ann(l)

l
� 0. (11)

Sufficient and necessary conditions are as follows:

lim
l⟶∞

G
∧
(l)

l
� 0. (12)

Minimization principle is as follows.
H is the VC dimension of the exponential function set,

and L is the number of samples.

R(α)≤Remp(α) +

���������������������

h(ln(2l/h) + 1) − ln(η/4)

l

􏽳

. (13)

'e relationship between empirical risk and actual risk is
as follows:

R(α)≤Remp(α) +Φ(h/l), (14)

where Φ∝ h,Φ∝ (1/l).

3.2. Big Data Analysis of Sports Track and Field

3.2.1. Gray Prediction of Track and Field Results.

X
(0)

� X
(0)

(1), X
(0)

(2), X
(0)

(3), . . . . . . , X
(0)

(n)􏽨 􏽩. (15)

We calculate the stage ratio as follows:

Q(m) �
X(m − 1)

X(m)
. (16)

We calculate to obtain the following:

Q � (Q(1), Q(2), . . . , Q(n)),

Q(m) ∈ e
−2/n+1

, e
2/n+1

􏼐 􏼑.
(17)

We solve coefficients by the least squares method.

u �
a

b
􏼠 􏼡 � B

T
B􏼐 􏼑

−1
BY

T
. (18)

We get the response function as follows:

X
∧ (1)

(m + 1) � X
(0)

(1) −
b

a
􏼠 􏼡e

−am
+

b

a
. (19)

Data restoration through first-order cumulative reduc-
tion is as follows:

X
∧ (0)

(m + 1) � X
∧ (1)

(m + 1) − X
∧ ((1)

(m), m � 1, 2, 3, . . . .

(20)

3.2.2. Relative Error Test Steps. We find relative residuals as
follows:

e
(0)

(m) � X
(0)

(m) − X
∧ (0)

(m). (21)

We calculate the relative residual rate as follows:

P e
(0)

(m)􏼐 􏼑 �
e

(0)
(m)

X
(0)

(m)
∗ 100%. (22)

We calculate the average residual rate as follows:

P e
(0)

(avg)􏼐 􏼑 �
1

n − 1
􏽘

n

m�2
e

(0)
(m)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (23)

4. Machine Learning and Behavior Analysis

4.1. ATI Machine Learning Model

4.1.1. Loss Curve Analysis of ATI Model. In order to analyze
the related data of sports track and field, this study proposes
the ATI model under machine learning (ML) to analyze the
behavior of big data [24]. 'e loss curve of the ATI model is
analyzed by designing experiments. In the iterative epoch of
0–500 learning rates, loss experiments are carried out on
learning rates of 0.0001, 0.001, 0.01, and 0.1, respectively, to
obtain correlation loss values. From the images, when
learning rates are 0.001, 0.01, and 0.1, respectively, the loss
value of the correlation curve greatly decreases, shows a
gradual downward trend, and gradually tends to be stable.
Experiments and data show that when the learning rate is
0.1, the loss gradually decreases from 0.00025 when the
iteration era is 0, 0.0002 when the iteration era is 100, 0.0001
when the iteration era is 200, and the loss of the ATI model
decreases to zero when the iteration era is 300, and the loss is
zero when the iteration era is 400 and 500, indicating that the
loss rate of the ATI model decreases to zero when the it-
eration era is 300 [25].When the learning rate is 0.01, the loss
rate in 0–200 iteration era is similar to that in 0–200 iteration
era, the loss is 0.00015 when the iteration era is 300, 0.0001
when the learning rate is 400, and the loss drops to zero
when the iteration era is 500. When the learning rate is
0.0001, the loss is higher, which is 0.0014 at 300 era, 0.0005 at
400 era, and 0.0003 at 500 era. 'erefore, in order to

4 Mathematical Problems in Engineering



minimize the loss, the ATI model proposed in this study
should be used. When the learning rate is 0.1, the corre-
sponding loss is lower than other learning rates. When the
learning rate is 0.0001, the loss is too serious, which will
easily lead to an inaccurate analysis of related behaviors, as
shown in Figure 3.

4.1.2. ATI Machine Learning and Hidden Neurons.
'rough relevant experiments and data, it can be seen that
when the number of hidden neurons is fixed, the analysis of
the dropout rate and NRMSE data shows that when the
dropout rate is from 0 to 0.9, the NRMSE value approxi-
mately gradually increases, and when the dropout rate is 0.9,
the NRMSE value reaches the highest value of 0.8. When the
number of neurons increased from 8 to 16, 24, and 32, the
NRMSE value gradually increased with the increase in the
dropout rate. When the number of neurons was 16, the
highest NRMSE value was 0.75 when the dropout rate was
0.9. When the number of neurons is 24 hours, with the
increase in the dropout rate, the NRMSE value also gradually
increases, reaching the highest value of 0.4 at 0.9. As shown
above, when the number of neurons is 32 and the dropout
rate is 0.9, the highest NRMSE value is 0.3. On the other
hand, when the dropout rate is fixed and the neural network
gradually increases, the NRMSE value gradually decreases.
According to the experiment and related data, the following
conclusions are drawn: when the dropout rate is constant,
with the increase in hidden neurons, the NRMSE value
gradually decreases. When the number of hidden neurons is
constant, the NRMSE value gradually increases with the
increase in dropout rate. 'is shows that the relationship
between the ATI machine learning model and NRMSE value
is related to the number of hidden neurons and dropout rate.
When the number of neurons increases to 32, the lower the
dropout rate, the lower the NRMSE value, and vice versa, as
shown in Figure 4.

4.2. Analysis of Sports Track and Field

4.2.1. Big Data Analysis of Track and Field Performance.
'e number of medals, gold medals, silver medals, and
bronze medals is statistically analyzed through the number
of track and field competitions. In the 24th competition, the

total number of medals won was 1, which was the bronze
medal won by the shot put competition. In the 25th com-
petition, the total number of medals won was 4, including 1
gold medal, a silver medal in walking race and shot put
competition, and a bronze medal in walking race and middle
and long-distance running, respectively, totaling 4 medals.
In the 26th competition, he won a gold medal in middle and
long-distance running, a bronze medal in middle and long-
distance running and shot put, respectively, and a bronze
medal in walking race, totaling 4 medals; Won a gold medal
in walking race in the 27th competition. In the 28th com-
petition, he won two gold medals in hurdle and middle and
long-distance running, respectively. In the 23rd to 28th
competitions investigated, a total of 13 medals were won. As
shown in Table 2.

'rough relevant investigation and data drawn into the
icon, the number of participants, the number of top eight,
and the number of gold medals in the 23rd to 28th track and
field competitions were statistically analyzed. According to
the chart, the number of participants will be 22 in the 23rd
session, which is the least in the survey session. By the 28th
session, the number of participants will be 52, which has
been greatly improved. It shows that with the development
of the times, track and field are known and liked by more
people, and the promotion of track and field events has
played a role in promoting national fitness. 'rough the
analysis of the overall data, it can be seen that from the 23rd
to the 28th, track and field sports have been better popu-
larized, and more people have participated in them, as
shown in Figure 5.

According to the analysis of the number of people who
entered the top eight in the competition, in the 24th to 25th
sessions, from 27th to 28th, it showed an upward trend. At
the 25th time, the number of people entering the top eight
competitions reached the highest of 12 in the survey session,
the lowest is the 27th session, and only three people enter the
top eight of the competition. According to the relevant data,
there is no obvious rule in the number of people entering the
top eight, which shows that in the track and field compe-
tition, the participants are unstable. It is necessary to
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strengthen the behavior analysis of sports track and field big
data in order to carry out training reform in track and field
training. 'rough the data analysis of the number of gold
medal winners, it can be seen that the number of gold medal
winners in the 23rd to 28th track and field competitions is on
the rise, the number of gold medals in the 23rd and 24th
track and field competitions is 0, the number of gold medals
in the 25th to 27th track and field competitions is 1, and the
number of gold medals in the 28th track and field com-
petition is 2.

4.2.2. Data Analysis of Men’s Track and Field. In order to
accurately analyze the related behaviors of sports track and
field big data, this experiment makes a more accurate be-
havior analysis through statistical analysis and comparative
analysis of men’s track and field-related data, so as to make
more right people join the track and field competition.
Linear 100m, linear 200m, and linear 400m curve data are
obtained by calculating relevant data. Compared with linear
data, the absolute data of linear 100m, linear 200m, and
linear 400m are 2.1, 2.25, and 1.1, respectively, while the
average progressive coefficient of 100m, 200m, and 400m is
2.25> 2.1> 1.1, indicating that the stability of 200m per-
formance is greater than 100m and 400m. 'rough

experiments, the behavior analysis of 200-meter training
mode under big data is carried out, and the training mode of
100-meter and 400-meter men’s track and field competition
is improved according to the results of relevant behavior
analysis, so as to improve the performance and stability of
100-meter and 200-meter running, as shown in Figure 6.

'rough the analysis of the relevant data in Figures 6 and
7, it can be known that the women’s 100-meter, 200-meter,
and 400-meter track and field sprint results are more stable
than those of men. 'erefore, from the results of correlation
analysis to find out the differences between men’s and
women’s training methods, in order to improve men’s track
and field training, the training results are made more stable.

4.2.3. Data Analysis of Women’s Track and Field. 'e ex-
periment is shown in the following figure. By studying and
analyzing the fixed-base ratio of linear 100m, linear 200m,
and linear 400m in women’s track and field, and then
comparing and analyzing the results of 100m, 200m, and
400m with the fixed-base ratio, the behavior analysis of the
performance stability and changing trend is carried out.
'rough relevant research, calculation, and analysis, it is
known that the absolute values of linear 100-meter, linear
200-meter, and linear 400-meter fixed-base ratio scores are

Table 2: Analysis of the number of medals.

Number of
sessions Gold medal (pieces) Silver medal (pieces) Bronze medal (pieces) Total medals

(medals)
23rd session 0 0 1 (high jump) 1
24th session 0 0 1 (shot put) 1

25th session 1 (race walking) 1 (shot put) 2 (race walking, and middle and
long-distance running) 4

26th session 1 (middle and long-distance
running)

2 (middle and long-distance
running, and shot put) 1 (race walking) 4

27th session 1 (race walking) 0 0 1

28th session 2 (hurdle, middle, and long-
distance running) 0 0 2

Total 5 3 5 13
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Number of participants
Number of people entering the top eight
Number of gold medals

Figure 5: Track and field data statistics.
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1.9, 2.2, 2.2, and 2.2> 1.9 respectively, which shows that
women’s 400-meter and 200-meter scores are more stable
than 100-meter scores. From the average progression co-
efficient of sprint, we can see that the absolute value of
women’s events is greater than the average value of men’s
events, which shows that women’s track and field sprint
performance is more stable than that of men. 'rough the
experiment and the development trend of the image curve, it
can be seen that the absolute value of the fixed-base ratio of
women’s track and field sprint in 100 meters, 200 meters,
and 400 meters that reached the highest in the 8th com-
petition, with the results of 10.93 s, 22.33 s, and 50.69 s,
respectively. In order to make track and field performance
more stable and shorten the time, the ATI model under
machine learning should be used to analyze related sports
behaviors through track and field big data, so as to improve
the stability of track and field performance and shorten the
competition time, as shown in Figure 7.

4.3. Comparison of Analysis Models

4.3.1. Error of Data Behavior Analysis. In order to analyze
the error rate of the ATI model under machine learning in
track and field big data behavior analysis, the model is
analyzed through 1000, 2000, 3000, 4000, 5000, and 10000
data. It can be seen from the experimental data that, when
the amount of data is increasing, the error rate of the ATI
model, ATT model, ATT-Net model, and WAT model for
behavior analysis is slightly increased, but the error rate of
the ATI model proposed in this study is lower than that of
the other three models.'erefore, the results obtained by the
ATI model proposed in this study for behavior analysis of
track and field big data are more accurate. 'rough the ATI
model to track and field athletes’ behavior analysis, from
many aspects to improve the athletes’ behavior, the stability
of sports performance is improved and the competition time
is shortened, as shown in Table 3.
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Figure 6: Analysis of men’s track and field.
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Figure 7: Analysis of women’s track and field.
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'rough the related experiments to draw experimental
graphics, from the curve movement trend of the image, it
can be seen that in the analysis of 1000–10000 behavior data,
with the increase in data, the error rate of the comparison
model slightly increases, showing an upward trend. But
through the correlation image curve, we can see that the ATI
model curve is always at the bottom, which shows that the
error rate of the ATI model is the lowest under the condition
of increasing behavior data, and it is more accurate for
correlation behavior analysis, as shown in Figure 8.

4.3.2. Coverage Analysis of Big Data Behavior Analysis.
'rough the ATI model, ATTmodel, ATT-Net model, and
WAT model, the coverage of big data behavior analysis is

analyzed. 'rough the relevant experimental analysis of the
relevant information, the ATI model for behavior analysis
coverage of 1000–10000 will be carried out in coverage
analysis, and error rates in this range are small or neglected.
For the ATT model, the analysis coverage rate is about
1000–3000, and there is a high accuracy rate in this coverage
range, but when the big data behavior increases, there is a
large error in the error rate. For the ATT-Net model, its
coverage rate is about 2000–5000, and there is a high ac-
curacy rate in this range. 'e coverage rate of the WAT
model is within 4000–10000 data analysis, but the accuracy
rate is relatively unstable when there are few data behavior
analyses. 'erefore, to sum up, the ATI model has wider
coverage ability, higher accuracy, and relatively stable error
rate within its coverage range, while the ATTmodel, ATT-

Table 3: Behavior analysis data sheet.

Model Behavioral analysis data 1000 (%) 2000 (%) 3000 (%) 4000 (%) 5000 (%) 10000 (%)
ATI

Error rate

2 2.40 2.70 3.50 3.60 3.30
ATT 2.40 3 3.70 4.60 5 5.40
ATT-net 2 3.10 3 4.50 6 5.50
WAT 7 7.30 8 8.40 11 11.30
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Figure 8: Error rate analysis.
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Figure 9: Coverage analysis.
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Net model, andWATmodel have a coverage shortage range,
and the behavior analysis outside the coverage range is
unstable. 'erefore, in order to obtain stable and more
accurate behavior analysis of big data, the ATI model should
be preferred to analyze behavior data, as shown in Figure 9.

5. Conclusions

In this study, the loss of the ATI model and the correlation
analysis of learning rate, through the experiment and related
data can be seen when the learning rate is 0.1, the loss is the
lowest, when the learning rate is 0.0001, the loss is higher,
and in order to reduce the unnecessary loss in the experi-
mental process, we should give priority to the learning rate
of 0.1 for the experiment. Next, the ATI model proposed in
this study explores the change in NRMSE value when the
hidden neurons and dropout rate change. 'e results show
that when the number of neurons is fixed, the NRMSE value
also increases with the increase in the dropout rate, and
when the dropout rate is constant, the NRMSE value de-
creases with the increase in hidden neurons. Finally, the ATI
model and other models for error rate and behavioral
analysis coverage comparative analysis draw the conclusion
that the ATI model compared with the rest of the model
error rate is lower and has more extensive coverage. For
track and field big data behavior analysis under the machine
learning model, in order to improve the accuracy and sta-
bility of related behavior analysis, this study proposes the
ATI model under machine learning. 'rough the analysis of
the ATI model, the sports mode and arrangement are im-
proved to get better results.
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We aim to suggest a simple genetic algorithm (GA) and other four hybrid GAs (HGAs) for solving the asymmetric distance-
constrained vehicle routing problem (ADVRP), a variant of vehicle routing problem (VRP). �e VRP is a di�cult NP-hard
optimization problem that has numerous real-life applications. �e VRP aims to �nd an optimal tour that has least total distance (or
cost) to provide service to n customers (or nodes or cities) utilizing m vehicles so that every vehicle starts journey from and ends
journey at a depot (headquarters) and visits every customer only once. �e problem has many variations, and we consider the
ADVRP for this study, where distance traveled by every vehicle must not exceed a prede�ned maximum distance. �e proposed GA
uses random initial population followed by sequential constructive crossover and swap mutation. �e HGAs enhance the initial
solution using 2-opt searchmethod and incorporate a local search technique along with an immigration procedure to obtain e�ective
solution to the ADVRP. Experiments have been conducted among the suggested GAs by solving several restricted and unrestricted
ADVRP instances on asymmetric TSPLIB utilizing several vehicles. Our experiments claim that the suggested HGAs using local
searchmethods are very e�ective. Finally, we reported a comparative study between our best HGA and a state-of-the-art algorithm on
asymmetric capacitated VRP and found that our algorithm is better than the state-of-the-art algorithm for the instances.

1. Introduction

�e vehicle routing problem (VRP) is very complicated
traditional NP-hard combinatorial optimization problem
(COP) that was presented by Dantzig and Ramser [1]. �e
problem determines minimum distance (cost or time) route
for a vehicle set to serve a customer set. It has several real-life
applications such as shipments delivery, transportation
networks, and street cleaning. �e VRP is a widely studied
problem that has several variants such as the VRP with
Backhauls (VRPB), the VRP with pickup and delivery
(VRPPD), the split delivery VRP (SDVRP), the VRP with
time window (VRPTW), and the multi-depot VRP
(MDVRP) [2].

We consider another variant of the VRP, called distance-
constrained VRP (DVRP) in which total distance toured by
every vehicle in the tour is constrained by a prede�ned
maximum distance. �e problem determines minimum cost
route for a vehicle set so that every customer is provided
service once by exactly one vehicle, every vehicle starts
journey and ends journey at the same depot, and the entire
distance traveled by each vehicle must not exceed the pre-
de�ned maximum distance. Methods that have been used to
solve the DVRP as well as COPs are categorized as exact and
heuristic methods [3]. Branch and bound, branch and price,
branch and cut, and lexisearch are some examples of exact
methods which obtain exact solutions [4]. However, these
methods take lots of computational e�ort. However, heuristic
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and metaheuristic methods obtain near exact solutions
quickly, so they are normally used in large-scale DVRP in-
stances. Metaheuristic methods are more advanced than the
heuristic methods. Genetic algorithm (GA), simulated
annealing (SA), differential evolution algorithm (DEA), tabu
search (TS), artificial bee colony (ABC), ant colony optimi-
zation (ACO), and particle swarm optimization (PSO) are
some examples of metaheuristic methods. )ey can obtain
suitable solutions to various kinds of optimization problems
in a realistic time [5]. Among them, GA is commonly applied
to find effective solution to the COPs in a reasonable time.

GA is a popular metaheuristic algorithm, which was first
introduced by JohnHolland [6].)emajor assumption of GA
is that just the stronger individuals/chromosomes can live
longer. Normally, a random population of chromosomes is
generated first, and then using possibly three oper-
ators—selection, crossover, and mutation, (hopefully) new
population is created in each generation. )e process is
replicated till the stopping criterion is reached.)e purpose is
to find solution with higher fitness value that is close to the
optimal solution.

A common problem with GAs is premature convergence
to obtain optimal solution which is due to the population
diversity loss. If it is low, the convergence will be fast; oth-
erwise, convergence will be time-consuming and sometimes it
is a wastage of computational efforts. So, it is important to
balance between exploitation and exploration of search area.
In general, the effectiveness of GAs extremely depends on
genetic operators. Among them, crossover operator plays a
very important role and accordingly many researchers used/
developed different crossovers for the VRP. Usually, crossover
techniques that were used/developed for the usual traveling
salesman problem (TSP) are used in other COPs also. Among
crossover operators, sequential constructive crossover (SCX)
was found very good for some COPs [7, 8]. )ough simple
GA using SCX is very good, sometimes it gets stuck in local
optima. So, one can go for hybrid GA that merges simple GA
with a local search (or heuristic) method.

)e main contribution of this paper is to propose a
simple GA and four hybrid GAs (HGAs) for the ADVRP. In
our proposed HGAs, initial population is generated ran-
domly that is further enhanced by 2-opt local search, off-
spring are created by SCX, random alteration of two genes by
swap mutation, solutions are improved by one of three
different local search methods, and stagnation/premature
convergence is removed by immigration method. Experi-
ments have been conducted among the suggested GAs by
solving several restricted and unrestricted ADVRP instances
on asymmetric TSPLIB utilizing several vehicles. Our ex-
periments claim that the suggested HGAs using different
local search methods are very effective. Finally, we did a
comparative study between our best HGA and a state-of-the-
art algorithm [9] on some asymmetric capacitated VRP
(ACVRP) and found that our algorithm is better than the
competing algorithm for the instances.

)is paper is arranged as follows: Section 2 defines the
problem, Section 3 provides a literature survey for the

problem, Section 4 develops the simple GA and hybrid GAs
for the problem, Section 5 introduces results of experiments,
and finally Section 6 introduces discussion and conclusion.

2. Problem Definition

)e ADVRP determines the minimum cost route to serve a
customer set. )e cost is defined by total traveling distance.
Customers are scattered across several locations, and each of
them is to be visited only once by a single vehicle. Generally,
the vehicles have the same distance constraints.

2.1. Assumptions. Following are the assumptions for de-
fining the problem:

(i) Each customer is visited exactly once by exactly one
vehicle

(ii) Each vehicle route starts and ends at the same depot
(iii) Each vehicle’s route can only pass through one

depot exactly once
(iv) A non-negative distance-constrained for all vehicle

is defined, and the distance traveled by each vehicle
cannot exceed the distance-constrained

(v) )e sum of route of all vehicles must be minimum

2.2. Notation. Following is the list of notations that will be
used in this study (Table 1).

)e objective of the ADVRP is to find a least cost optimal
tour set that visit all cities using all vehicles, every vehicle
starts journey from and ends journey at the same head-
quarters, each city is visited exactly once, and the distance
traveled by each vehicle must not exceed Dmax. If dij � dji,
the matrix D is symmetric, otherwise, asymmetric. )e
mathematical model of the ADVRP is given below [10].

)e objective function:

f(S) � min 􏽘
n−1

i�0
􏽘

n−1

j�0
dijxij. (1)

Subject to

􏽘

n−1

i�0
xij � 1 j � 1, 2, . . . , n − 1, (2)

􏽘

n−1

j�0
xij � 1 j � 1, 2, . . . , n − 1, (3)

􏽘

n−1

j�0
x0j � m, (4)

􏽘

n−1

i�0
xi0 � m, (5)
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􏽘
n−1

j�0,j≠i
zij − 􏽘

n−1

j�0,j≠i
zji − 􏽘

n−1

j�0
dijxij � 0 i � 1, 2, . . . , n − 1, (6)

zij ≤ Dmax − dj0􏼐 􏼑xij j≠ 0, (7)

zij ≤ Dmax( 􏼁xi0 i � 1, 2, . . . , n − 1,

(8)

zij ≥ dij + d0i􏼐 􏼑xij i≠ 0, (9)

z0i � d0ix0i i � 1, 2, . . . , n − 1,

(10)

xij ∈ 0, 1{ }. (11)

In this formulation, the constraint (1) shows the objective
function that minimizes the total routes’ distance. )e con-
straints (2) and (3) are the constraints that ensure that each
node (or customer) is visited exactly once, whereas the
constraints (4) and (5) ensure that only m vehicles are
allowed. )e constraint (6) is a flow constraint that is
identified as a flow-based model which states that the distance
from city i to another city j on a tour must be same as the
difference between the distance from headquarters (depot) to
city i and the distance from headquarters to city j. )e
constraint (7) claims that the distance from headquarters to
city j must not exceed the difference between the predefined
maximum distance (Dmax) and the distance from city j to
depot. )e constraint (8) verifies that the distance traveled up
to the depot must not exceed the predefined maximum
distance. Additionally, the constraint (9) states that the total
distance from depot to city jmust not be less than the distance
from the depot to city i plus the distance from city i to city j.
)e constraint (10) shows the initial value of z0i that equals the
distance from the depot to city i.)e constraint (11) states that
the decision variables xij are binary variables.

3. Literature Review

)ere is enough literature for the CVRP, but very few literature
are available for the DVRP as it is not a common variant [2]. A
branch and bound (B&B) method is developed in [10] for
finding exact solution to the ADVRP. A multistart B&B
method is developed in [11] for solving the ADVRP.

Computational results show that the algorithm can provide
exact solutions for some instances. But, for some instances, it
could not find a feasible solution. Additionally, when distance
restriction is tight, solving the problem instance becomes very
hard, and the method is terminated before it might find any
feasible solution. A lexisearch algorithm is developed in [4] for
the DVRP and applied on various problem instance types. )e
results show that as the number of vehicles increases the
computational time and optimal solution value also increase.
Further, for some instances, the algorithm failed to prove the
optimality of the solutions within restricted time limit. In
general, exact algorithms cannot provide exact solutions for
large problem instances, and hence many heuristic algorithms
are developed for solving large problem instances.

Rachid et al. [12] compared some crossover operators for
the VRP and found that partially mapped crossover (PMX)
is better than ordered crossover (OX), and OX is better than
merge #2.)e PMX arbitrarily chooses two crossover points,
copies the sub-chromosome between the points from any
parent into one offspring, and then creates the full offspring
by adding remaining cities from other parent in the mapped
process. )e OX arbitrarily chooses two crossover points,
copies the sub-chromosome between the points from any
parent into one offspring, and then creates the full offspring
by adding remaining cities from other parent in the same
order as they appear therein. )e merge #2 operator is based
on the global precedence among the genes and is inde-
pendent of any of the chromosomes.

Krunoslav and Robert [13] compared eight crossover
operators for the VRP and showed that alternate edge
crossover (AEX) is best among them. )e AEX chooses
edges subsequently from the parents or arbitrarily chooses a
legal edge if an illegal edge exists, for creating offspring.

Alabdulkareem and Ahmed [7] conducted a compara-
tive study among four crossover methods—cycle crossover
(CX), SCX, AEX, and PMX, for the DVRP and observed that
SCX is the best. )e CX takes positions and values from any
parent so that the cities are reproduced from every parent in
alternative cycles for creating offspring. )e SCX creates an
offspring using better links (edges) from the parents.
Sometimes, it introduces better new edges which are not
consistent in any parent. So, the chance of creating better
offspring is very high [8].

Simple heuristic procedures have some drawbacks, such
as stagnation and premature convergence. Hybrid tech-
niques are used to overcome such drawbacks. Hybridization

Table 1: List of notations that will be used in this study.

Notation Description
n Number of cities (or customers or nodes)
N � 0, 1, 2, . . . , n{ } Set of cities, where “city 0” is the depot
M Number of vehicles
D � [dij] Distance matrix
dij )e traveled distance from city i to city j
Dmax Maximum traveled distance-constrained
xij )e decision binary variable that is equal to 1 if a vehicle travels from city i to city j and 0 otherwise
zij )e variable that presents the shortest distance traveled from the depot to city j, where i is the predecessor of j
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can be done by combining the better sides of various exact
methods or heuristic methods [14]. Several hybridization
methods have been described in the literature for the VRP.

A hybrid swarm-based method (PSO-VNS) is proposed
for the distance-constrained CVRP in [15], by combining a
variable neighborhood search (VNS) within the PSO. As
reported, the algorithm shows high-quality solutions com-
pared to the existing algorithms.

)e variable neighborhood SA (VNSA) algorithm is
proposed for the CVRP in [16] by combining a modified
VNS and SA. )e algorithm is tested on 39 CVRP instances
and then is compared against some existing algorithms. As
reported, the algorithm could solve some large and very large
instances efficiently.

A hybrid algorithm (LNS-ACO) is proposed for the
capacitated VRP (CVRP) in [5] by embedding the solution
by the ACO into the large neighborhood search (LNS) al-
gorithm. )e performance of the algorithm is tested on 88
CVRP instances and then is compared against other LNS
algorithms. As reported, the algorithm has a suitable per-
formance in solving the instances.

Four hybrid algorithms—improved intelligent water
drops (IIWD), advanced cuckoo search (ACS), local search
hybrid algorithm (LSHA), and post-optimization hybrid
algorithm (POHA)—are proposed for the CVRP in [17].
Experimental results on some instances are compared to the
best known solutions and found that LSHA and POHA
algorithms could obtain best known solutions for most of
the instances.

An enhanced perturbation-based VNS with adaptive
selection mechanism method (PVNS-ASM) is developed in
[18] by combining perturbation-based VNS (PVNS) with an
adaptive selection mechanism (ASM). )e algorithm is
tested on 21 CVRP instances and then is compared against
existing heuristics. )e computational results show the ef-
ficiency of the algorithm.

A hybrid firefly algorithm (CVRP-FA) is proposed for
the CVRP in [19] by integrating 2 h-opt and improved 2-opt
algorithms for improving solution quality obtained by PMX
and twomutation operators, and then tested on 82 instances.
)e computational results show that the algorithm has faster
convergence rate and higher computational accuracy.

An improved SA (ISA) algorithm with crossover oper-
ator (ISA-CO) is developed for the CVRP in [20] where a
population-based SA algorithm is applied. Further, the
solutions are improved using four local search method-
s—swap, scramble, insertion, and reversion—and two
crossover operators—PMX and OX operators. )e algo-
rithmwas applied on 91 instances.)e computational results
show that the algorithm has a better performance compared
to other algorithms.

A hybrid algorithm that combines the randomized VNS
(RVNS) and TS is proposed in [9] to solve the ADVRP. In
addition, the intensification and diversification stages are
also incorporated to find optimal solutions. Computational
results show that the algorithm is competitive in finding
quality solutions.

)ere is some literature available for other VRP variants.
A hybrid GA is proposed to solve the VRP with drones

(VRPD) [21]. Experiments were carried out on different
instances and found good performance of the algorithm. A
novel hybrid algorithm by combining the GA and modified
VNS (MVNS) for the VRP with cross-docking (VRPCD) is
proposed in [22]. To prove the usefulness of the hybrid
algorithm, a comparative study is carried out on some
problem instances. It is found from the computational study
that the proposed algorithm is more efficient than other
algorithms to find best solutions in less computational time.
A hybrid multi-objective genetic local search (HGLS) al-
gorithm is proposed for the prize-collecting VRP (PCVRP)
in [23]. Experiments on some instances are performed to
evaluate the performance of the algorithm that shows the
superiority of the algorithm.

4. The HGAs for the ADVRP

In this present section, a simple GA and four HGAs are
proposed for the ADVRP. Following is the list of notations
that will be used in our algorithms (Table 2).

4.1. !e Solution Encoding and Initial Population. For ap-
plying GA to solve any problem, a way to represent (encode)
a solution as chromosome (individual) must be defined first.
In our GAs, a solution is encoded by an integer chromosome
called path representation whose length is n+m-1, where n
is the number of cities and m is the number of vehicles. In
this representation, there are m-1 extra cities that represent
duplicate depot cities to show the beginning of new vehicles
[24]. A chromosome consisting of all routes of the vehicles is
created randomly such that distance constraint is not vio-
lated. An initial population of size Ps is created using Al-
gorithm 1.

An example of a chromosome with n� 10 cities and
m� 3 vehicles is given in Figure 1(a), where the integer 1 and
integers bigger than 10 are the depot and the others are
intermediate cities. )e routes of the vehicles are shown in
the VRP version in Figure 1(b), while the graphical inter-
pretation of the routes is given in Figure 1(c).)us, the given
distance matrix is to be augmented to show the duplicate
depot cities. For this, m-1 copy of the depot (city 1) row and
column (i.e., 1st row and 1st column) is added to the given
original matrix.

4.2. Fitness Function and Selection Operator. )e objective
function value of a chromosome (solution) is the total
traveled distance of the routes by all vehicles. )e distance of
every route is computed by adding the distances between the
cities. Since the ADVRP is minimization problem, so the
fitness function is the inverted objective function. In the
selection procedure, a subpopulation (some chromosomes)
is chosen from the current population for forming the next
population.)e performance of GA is affected by choosing a
better selection operator without which GA is a like random
sampling that gives various results in the generations.
Several selection procedures are present in the literature. We
implement the fitness proportional selection (FPS) [25] for
our GAs, which is very popular operator where the fitness
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value of every chromosome in a population relates the area
of roulette-wheel portions. �en, a chromosome is pointed
by the roulette-wheel pointer after it is rotated. Depending
on the �tness value of each chromosome, a probability probi
of selection is calculated as follows:

probi �
fi

∑Psj�1 fj
; i ∈ 1, 2, . . . , PS{ }, (12)

where Ps is the population size and fi is the �tness function
value for the chromosome i. �us, better �tness value
chromosomes have higher chance of being selected as

parents. �ere is no variation of the segment size and se-
lection probability during the selection process. �is process
is very simple to implement, and it gives unbiased distrib-
uted probabilities to the chromosomes and assigns a high
probability to the best chromosome.�is procedure is called
roulette-wheel selection procedure [6] that is presented in
Algorithm 2.

4.3.�e Crossover Operator. �e selection procedure gives a
trade-o� between exploration and exploitation of search
area. �e crossover is a major procedure in GAs that is

1 11 125 3 10 8 2 7 6 4 9
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1Route 1:

Route 2:

Route 3:

1
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1 16 4 9
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9 4
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(c)

Figure 1: (a) An example chromosome, (b) the VRP routes, and (c) the graphical interpretation.

Input: n, Dmax, Ps.
Output: Population of chromosomes.
for i � 1 to Ps do

Set �rst city p � 1.
Current chromosome contains only “city 1.”
Prepare a list of remaining cities except dummy cities.
for j � 2 to n do

Select a city (suppose city q) randomly from the list of remaining cities.
If the distance of the route of present vehicle is less than or equal toDmax, then add it to the current chromosome and then

remove it from the list to make sure that it is not repeated.
If the distance of the route greater than Dmax then add a dummy depot (city q).
Rename the “city q” as “city p” and continue.

end for
end for
Improve the population by 2-opt local search
Return the population

ALGORITHM 1: Initial population creation algorithm.

Table 2: List of notations that will be used in our algorithms.

Notation Description
Ps Population size
Pc Crossover probability
Pmut Mutation probability
MaxGen Maximum generation allowed
Gi Population in ith generation
fi Fitness of ith chromosome

probi
Selection probability of ith
chromosome in a generation

cpi
Cumulative probability of ith
chromosome in a generation

Cj �e jth chromosome
Bi Best solution in ith generation
Droute Distance of the route of a vehicle
BS Best solution
BT Best tour
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employed on a chromosome pair to generate offspring(s)
within a subspace restricted by the parents. Combinedly,
selection and crossover operators are very strong operators
that accelerate the convergence of GAs. )e basic one-point
or multi-point crossover operators do not work with respect
to our encoding. )e crossover operators which are valid for
the TSP can be applied to the VRP and its variants. Several
crossover operators are present in the literature for the TSP,
and we are using the SCX; as it is observed to be one of the
best crossovers for the DVRP [7], we apply this SCX with
some modifications. )e SCX algorithm is presented in
Algorithm 3.

We demonstrate the SCX applying on a 7-city (n � 7)
and 2-vehicle (m � 2) instance together with distance matrix
given in Table 3. Further, suppose that maximum allowed
distance is 60.

We modify the given distance matrix by combining one
copy of the depot (city 1) row and column (i.e., 1st row and
1st column) to the matrix [14] that is provided in Table 4.

Let P1: (1, 2, 4, 8, 3, 6, 5, 7) and P2: (1, 3, 8, 5, 2, 7, 4, 6) be
parent chromosomes. )e objective function value of a
chromosome is determined by summing the tour distances
of all vehicles.)e objective function value (total distance) of
the 1st parent chromosome is 75 with the 1st and 2nd vehicle
distances 54 and 21, respectively. )e objective function
value of the 2nd parent chromosome is 72 with the 1st and
2nd vehicle distances 56 and 16, respectively.

)e calculation is begun from the city 1 (depot). After
city 1, cities 2 in P1 and 3 in P2 are un-visited cities with
distances d12 � 2 and d13 �11. Since d12< d13, city 2 is
combined that generates the offspring as (1, 2). Since
2�Droute<Dmax � 60, continue to build offspring. After city
2, cities 4 in P1 and 7 in P2 are legitimate cities with distances

d24 � 8 and d27 � 6. Since d27< d24, city 7 is combined that
generates the offspring as (1, 2, 7). Since
8�Droute<Dmax � 60, continue to build offspring. After city
7, city 4 is in P2 with distances d74 �10, but no city in P1. So,
for P1, search from the starting and find legitimate city 4 with
d74 �10. Since both are same cities, city 4 is combined that
generates the offspring as (1, 2, 7, 4). Since
18�Droute<Dmax � 60, continue to build offspring. After
city 4, cities 8 in P1 and 6 in P2 are legitimate cities with
distances d48 �11 and d46 � 9. Since d46< d48, city 6 is
combined that generates the offspring as (1, 2, 7, 4, 6). Since
27�Droute<Dmax � 60, continue to build offspring. After
city 6, cities 5 are in P1 with distances d65 �11, but there is no
city in P2. So, for P2, search from the starting and city 3 with
d63 � 5 is found. Since d63< d65, city 3 is combined that
generates the offspring as (1, 2, 7, 4, 6, 3). Since
32�Droute<Dmax � 60, continue to build offspring. After
city 3, cities 5 in P1 and 8 in P2 are legitimate cities with
distances d35 � 8 and d38 � 5. Since d38< d35, city 8 is com-
bined that generates the offspring as (1, 2, 7, 4, 6, 3, 8). )is
completes route for the first vehicle whose distance is 37.
Continue to build route for the next vehicle as well as the
offspring. After city 8, the un-visited city 5 is in both parents,
with distance d85 � 8. So, city 5 is added that produces the
offspring as (1, 2, 7, 4, 6, 3, 8, 5). Since 8�Droute<Dmax � 60,
continue to build offspring. However, this is the complete
offspring chromosome, and so, we stop. )e distance of the
route of the 2nd vehicle is 19, and total distance of the
offspring is 37 + 19� 56 which is less than the distance of the
parents. For this example, the SCX obtains an offspring that
has value better than the values of both parent chromo-
somes. Figure 2(a) shows parent chromosomes (P1 and P2),
Figure 2(b) shows the offspring chromosome (O),

Input: Ps, Population of chromosomes.
Output: New population of chromosomes.
Calculate the fitness fi, probability probi, and then cumulative probability cpi of each chromosome (1≤ i≤Ps) of the population.
Note that cp0 � 0.
for i � 1 to Ps do

Generate a random number r ∈ [0, 1].
if (cpj−1 < r≤ cpj) (for any j, 1≤ j≤Ps) then

Copy the chromosome j to the population.
end if

end for
Return the new population

ALGORITHM 2: Roulette-wheel selection algorithm.

Table 3: )e given distance matrix.

City 1 2 3 4 5 6 7
1 99999 2 11 10 8 7 6
2 6 99999 1 8 8 4 6
3 5 12 99999 11 8 12 3
4 11 9 10 99999 1 9 8
5 11 11 9 4 99999 2 10
6 12 8 5 2 11 99999 11
7 10 11 12 10 9 12 99999
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Figure 2(c) shows ADVRP routes of the offspring, and
Figure 2(d) shows the graphical interpretation of the off-
spring chromosome. In general, the crossover operator that
maintains better attributes of parents in their offspring(s) is
supposed to be better crossover, and SCX is supposed to be
better in this respect. In Figure 2(b), six boldface edges are
from either parent chromosome.

)is SCX obtains only one offspring chromosome. )e
parent chromosomes are chosen based on the predefined
crossover probability. If the offspring has better fitness value
than the parent, the first parent is substituted by the off-
spring in the new population.

4.4. Mutation Operator. To diversify the population, mu-
tation operator is applied with a prespecified probability.
Generally, mutation probability is set very low compared to
crossover probability. )e exchange mutation that chooses
randomly two places in a chromosome and exchanges their

values, if neither of them is dummy depot, is applied here.
)e exchange mutation is presented in Algorithm 4.

For example, let the chromosome: (1, 2, 7, 4, 6, 3, 8, 5)
with distance 56 be allowed for the mutation, and the 5th
and 8th positions with their values are swapped. )en, the
muted chromosome will be muted: (1, 2, 7, 4, 5, 3, 8, 6) with
distance of 1st and 2nd vehicles 33 and 19, respectively, and
with total distance equal to 33 + 19� 52 which is less than the
distance of the original chromosome. Figure 3 shows this
mutation process. However, we do not see whether the value
of muted chromosome is better than the original chromo-
some, we only see whether the distance constraint is valid,
and if it is not valid, then the mutated chromosome is not
accepted.

4.5. Local Search Approach. Local search approaches are used
to hybridize the simple GA that improve the solution quality
and convergence level of the simple GA. In this study, the local

Table 4: )e modified distance matrix.

City 1 2 3 4 5 6 7 8
1 9999 2 11 10 8 7 6 9999
2 6 9999 1 8 8 4 6 6
3 5 12 99999 11 8 12 3 5
4 11 9 10 9999 1 9 8 11
5 11 11 9 4 9999 2 10 11
6 12 8 5 2 11 9999 11 12
7 10 11 12 10 9 12 9999 10
8 9999 2 11 10 8 7 6 9999

Input: D, Pc, Dmax, Pair of parent chromosomes.
Output: Offspring chromosome.
Generate a random number r ∈ [0, 1].
if (r≤Pc) then do

Set p � 1.
)e offspring chromosome contains only “city 1.”
for i � 2 to n do

In each chromosome consider the first “legitimate” (un-visited) city existed after “city p.”
if no legitimate city is existed in a parent, then

Examine from starting of the parent and choose the first legitimate city existed after “city p.”
end if
Assume that “city α” and “city β” are selected from 1st and 2nd parents, respectively.
if (dpα <dpβ) then do

Add “city α” to the offspring chromosome.
else

Add “city β” to the offspring chromosome.
end if
If after combining the current city, Droute >Dmax
then

Drop the current city and add a dummy depot in the route as the end city of the route.
end if
Rename the present city as “city p” and continue.

end for
end if
Return the offspring chromosome

ALGORITHM 3: Sequential constructive crossover algorithm.

Mathematical Problems in Engineering 7



search approaches based on swap, insertion, and inversion
mutations are used. Swap search chooses two cities (genes)
randomly and swaps them. Insertion search inserts a randomly
chosen city into a position in a chromosome randomly. In-
version search inverts the sub-chromosome between two
randomly chosen places in a chromosome. Let (α1, α2, α3, . . .,
αn) be a chromosome, then we de�ne these three mutations as
local search techniques in our HGAs as follows.

4.5.1. Insertion Search. �e insertion search is presented in
Algorithm 5. Figure 4 shows the implementation of the
insertion search approach.

4.5.2. Inversion Search. �e inversion search is presented in
Algorithm 6. Figure 5 shows the implementation of the
inversion search approach.

4.5.3. Swap Search. �e swap search is presented in Algo-
rithm 7. Figure 6 shows the implementation of the swap
search approach.

In the proposed local search technique, one of these three
local searches is chosen for the �rst three HGAs. For the

fourth HGA, we choose any of the above local search ap-
proaches randomly with a probability of 1/3.

4.6. Immigration Method. Although GAs are robust ap-
proaches, however, occasionally they get trapped in local
optima. It might be caused by similar population, and so, the
population should be diversi�ed to escape from the local
optima. �e immigrant procedure increases population
diversity by substituting some chromosomes of the current
population with newly generated chromosomes every gen-
eration. We use the following immigration procedure. If
there is no improvement of solution within last 10% gen-
erations of maximum prede�ned generations, then 10% of
population is replaced by random chromosomes which is
further improved by 2-opt local search approach.

4.7. �e Algorithms. We propose one simple GA and four
HGAs for the ADVRP. �e GA begins with randomly
generated initial population and goes repeatedly through
roulette-wheel selection, sequential constructive crossover,
and exchange mutation procedures to enhance the pop-
ulation gradually, until a prede�ned maximum number of
generations is reached, hoping that a near-optimal solution
is obtained. In addition to the operators in GA, one of the

1P1:

P2:

82 4 3 6 5 7 Distance = 75

Distance = 721 3 8 5 2 7 4 6

(a)

O: Distance = 561 82 7 4 6 3 5

(b)

Route 1: 1 2 7

Route 2: 1 15

4 6 3 1

(c)

7

4 6

3

52
1

(d)

Figure 2: (a) Parent chromosomes, (b) the o�spring, (c) the ADVRP routes of the o�spring, and (d) the graphical interpretation of the
o�spring.

Input : A chromosome, Pmut.
Output: Muted chromosome.
Generate a random number r ∈ [0, 1].
if (r≤Pmut) then do

Select randomly two di�erent cities except dummy depots, suppose “city α” and “city β” in the chromosome.
“city α”↔ “city β,” provided that they do not violate the distance constraint.

end if
Return the mutated chromosome

ALGORITHM 4: Exchange mutation algorithm.

7

4 6

3

52
1

7

4 5

3

62
1

Chromosome Muted Chromosome

Chromosome: Distance = 56

Distance = 52

1 82 7 4 6 3 5

Muted: 1 82 7 4 5

Exchange city 6 with city 5

3 6

Figure 3: Exchange mutation process.

1Before 4 82 7 5

Shift this substring one place left

3 6 Distance = 52

1 8After 52 7 3

Insert city 4 after city 6

46 Distance = 51

Figure 4: Implementation of the insertion search.
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following local search approaches and above de�ned im-
migration approach are incorporated in the HGAs.

GA-INS : GA+ insertion search + immigration
approach.
GA-INV :GA+ inversion search + immigration
approach.
GA-SWP :GA+ swap search + immigration approach.
GA-ADP : GA+ adaptive search that randomly selects
one of three local searches—insertion, inversion, and
swap search + immigration approach.

�e algorithm of the proposed HGAs is presented in
Algorithm 8.

5. Experimental Results

�e proposed GA and HGAs are encoded in Visual C++ and
run on a Laptop with i7-1065G7 CPU@1.30 GHz and 8GB
RAM under MS Windows 10. �e proposed GAs are exe-
cuted for di�erent parameter settings on some TSPLIB
instances [26]. For setting parameters, ftv70 with 2 vehicles
and in�nite maximum distance constraint are used for the
pilot runs. As the higher crossover probability can produce
(hopefully) better solutions, we kept crossover probability
�xed at 1.00 and run all algorithms for all combinations of
Ps� 20, 30, 40, 50, 60, 70, 80, 90, and 100 and Pmut� 0.05,
0.06, 0.07, 0.08, 0.09, 0.10, 0.11, 0.12, 0.13, 0.14, and 0.15. We
observed that for Ps� 50 and Pmut� 0.10, almost all algo-
rithms could obtain better solutions; hence, these values are
considered for the study. However, looking at the compu-
tational time and solution improvement in the successive
generations, for termination condition, we considered 2000
generations for GA and 200 generations for HGAs. �e
parameter values are reported in Table 5.

We compare the performance of GA and four HGAs on
asymmetric TSPLIB instances of various sizes with various
numbers of vehicles.

In Figure 7, each GA is represented by a curve that
indicates improvement of the solution in successive gen-
erations. �e curve for simple GA shows that it starts the
search process with the worst solutions compared to the
HGAs at the initial stage. It shows variation in solutions
within �rst 25 generations, and after that it shows no var-
iation. So, it gets stuck in local minimum quickly and is
found to be the worst one. Among HGAs, the curve for GA-
INV shows that it starts the search process with the worst
solutions at the initial stage, and shows variation in solutions
within only �rst 10 generations. So, it gets stuck in local
minimum very quickly and is found to be the worst one
among HGAs. However, compared to simple GA, it is far
better. �e curve for GA-INS shows that it starts the search
process with the best solutions compared to other HGAs at
the initial stage and shows variation in solutions within �rst
30 generations. However, after 30 generations, it shows no
variation. So, it gets stuck in local minimum quickly and is
not the best one. �e curves for GA-SWP and GA-ADP
show that they start the search process with better solutions
and are competing within �rst few generations. However,
GA-SWP shows no variation in solutions after �rst 20
generations. �e variation of solutions by GA-ADP con-
tinues up to 35 out of 50 generations, and it obtains best
solution. So, GA-ADP is positioned in 1st position and GA-
SWP is positioned in 2nd position.

We report relative studies among GA and HGAs on
�fteen asymmetric TSPLIB instances of various sizes with 2
and 3 vehicles. Note that we suppose br17 with 2 vehicles is
one instance and br17 with 3 vehicles is another instance. So,
the total number of tested instances is thirty. �e descrip-
tions of the di�erent column titles are as follows (Table 6).

Table 7 reports the results for 30 unrestricted ADVRP
instances where Dmax � Inf(infinity). �e formula for AI is
as follows:

AI �
100 AS1 − AS2( )

AS2
, (13)

where AS1 and AS2 are average solutions found by the GA
and a HGA, respectively.

�e results are evaluated based on average solution, and
SD and average improvement (%) of the HGAs over simple
GA. From Table 7, it is noticed that all algorithms could �nd
best average solutions for the instance br17 with both 2 and 3
vehicles. �e algorithms GA-INS, GA-INV, GA-SWP, and
GA-ADP could obtain best average solutions for 6, 5, 10, and

Input: A chromosome.
Output: New chromosome.
for i � 2 to n − 1 do

for j � i + 1 to n d
If inserting city αi after city αj reduces the distance of the chromosome and does not violate distance constraint, then insert

the city αi after the city αj.
end for

end for
Return the new chromosome

ALGORITHM 5: Insertion search algorithm.

1 8Before 2 7 4 5 3

Invert this substring

6 Distance = 52

1 8After 2 7 4 5 6 3 Distance = 49

Figure 5: Implementation of the inversion search.
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18 instances, respectively. On average, GA-ADP, GA-SWP,
GA-INS, and GA-INV have average improvement (%) as
7.75, 7.51, 7.13, and 5.08, respectively. It shows that the
average improvement of GA-ADP is the largest, GA-SWP is
the second largest, GA-INS is the third largest, and GA-INV
shows the smallest average improvement. From these re-
sults, we can tell that GA-ADP is the best one, GA-SWP is
the second best, GA-INS is the third best, and GA-INV is
positioned in fourth position. Further, by looking at SD, we
can say that results by GA-ADP are stable because its ob-
tained solutions have lowest SD. Figure 8 shows the average
improvements (%) that also signi�es the appropriateness of
the HGAs, especially GA-ADP and GA-SWP. Note that
b17.2 means the instance br17 with 2 vehicles. So, for these
asymmetric unrestricted instances GA-ADP is the best
method and GA-SWP is the second best method. Regarding
the computational time, almost all HGAs are taking same
time. However, simple GA takes less time. We further can
see in this table that a number of vehicles have signi�cant

e�ect on the solution; i.e., as the number of vehicles in-
creases, solution also increases.

From the above outcomes on the asymmetric unre-
stricted instances, we can see that HGAs have showed very
good enhancements in the solutions over GA, and GA-
ADP and GA are the best and worst algorithms, respec-
tively. To con�rm whether average solutions obtained by
GA-ADP are statistically and signi�cantly distinct from
the average solutions found by other HGAs, we conducted
Student’s t-test applying the (14) below [27]. �e t-test is
utilized to measure not only improvement of an algorithm
over another, but signi�cant performance by the better
algorithm.

t � X1 −X2�����������������������
SD2

1/n1 − 1( ) + SD2
2/n2 − 1( )

√ , (14)

whereX1 is average of �rst sample, SD1 is standard deviation
of �rst sample, X2 is average of second sample, SD2 is

Input: A chromosome.
Output: New chromosome.
for i � 2 to n − 1 do
for j � i + 1 to n do
If inverting substring between the cities αi and αj reduces the distance of the chromosome and does not violate distance constraint,
then invert the substring
end for
end for
Return the new chromosome

ALGORITHM 6: Inversion search algorithm.

1 8Before 2 7 4
Swap city 2 with city 6

5 3 6 Distance = 52

1 8After 6 7 4 5 3 2 Distance = 51

(a)

1 8Before 6 7 4
Swap city 7 with city 4

5 3 2 Distance = 51

1 8After 6 4 7 5 3 2 Distance = 48

(b)

1 8Before 6 4 7
Swap city 4 with city 3

5 3 2 Distance = 48

1 8After 6 3 7 5 4 2 Distance = 47

(c)

Swap city 5 with city 4
1 8Before 6 3 7 5 4 2 Distance = 47

1 8After 6 3 7 4 4 2 Distance = 45

(d)

Figure 6: Implementation of the swap search.

Input: A chromosome.
Output: New chromosome.
for i � 2 to n − 1 do

for j � i + 1 to n do
If swapping cities αi and αj reduces the distance of the chromosome and does not violate distance constraint, then swap

them
end for

end for
Return the new chromosome

ALGORITHM 7: Swap search algorithm.
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standard deviation of second sample, n1 is �rst sample size,
and n2 is second sample size.

Here, X2 and SD2 are found by GA-ADP, and X1 and
SD1 are found by remaining HGAs. Table 8 reports t-statistic
values, which can be positive or negative. As the problem is a
minimization problem, positive value implies that GA-ADP
found better solution than its rival HGA found, and negative
value implies that the rival HGA found better solution than
GA-ADP found. We applied 95% con�dence level
(t0.05�1.73), so if t-value is higher than 1.73, they have
signi�cant di�erence. So, if t-value is positive, then GA-ADP
is signi�cantly better; otherwise, its competitive HGA is
better. If t-value is smaller than 1.73, then they have no
statistical and signi�cant di�erences. We further report the
name of better algorithm.

Input: n, MaxGen.
Output: BS and BT
G0�Generate initial population using Algorithm 1
Evaluate (G0)
BS� Find the best solution in this population
i � 0
while (i≤MaxGen) do

i � i + 1
Gi�Population after selection using Algorithm 2
for j � 1 to Ps do

Cj� o�spring chromosome using crossover Algorithm 3
Cj�mutated chromosome using mutation Algorithm 4
Cj� improved chromosome using a local search Algorithm 5, 6, or 7

end for
Gi �New population
Evaluate (Gi)
Bi � Find the best solution in this generation
if (Bi <BS) then

BS � Bi
BT �Best tour;

else if (number of generation till last update> 0.10∗MaxGen) then
Apply immigration

end if
end if

end while
Print BS and BT

ALGORITHM 8: Hybrid genetic algorithm.

Table 5: Parameter settings for the GAs.

Parameters Values
Ps 50
Pc 100%
Pmut 10%

Termination condition For GA, 2000 generations
For HGAs, 200 generations

No. of runs for each instance 20 times

2000

2200

2400

2600

2800

3000

3200

3400

3600

3800

4000

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

So
lu

tio
ns

s

Genrations

GA

GA-INS

GA-INV

GA-SWP

GA-ADP

Figure 7: Solutions for ftv70 with 2 vehicles and in�nite maximum
distance constraint within only �rst 50 generations by GA and
HGAs.

Table 6: Description of di�erent notations used in the tables that
contain results.

Notation Description
INST Name of a TSPLIB instance
Opt Optimal solution
AS Average solution in 20 runs
SD Standard deviation of obtained solutions
AT Average computational time in seconds in 20 runs

AI
Average percentage of improvement of average

solution obtained by a HGA over average solution
obtained by simple GA

Maxi
�e maximum distance traveled by a vehicle among m

vehicles in a route
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�e algorithms GA-ADP and GA-INS have no statistical
and signi�cant di�erences on thirteen instances. On the
sixteen instances, GA-ADP is better than GA-INS, and only
on ftv70.2, GA-INS is better than GA-ADP. On six instances,
GA-ADP and GA-INV have no statistical and signi�cant
di�erences. On the remaining twenty-four instances, GA-
ADP is better than GA-INV. On eighteen instances, GA-
ADP and GA-SWP have no statistical and signi�cant

di�erences. On two instances—ftv70.2 and ftv170.2, GA-
SWP is better than GA-ADP, and on the other ten instances,
GA-ADP is better than GA-SWP. From these experimental
results, we can tell that GA-ADP is statistically signi�cant
and is the best among the HGAs for unrestricted ADVRP
instances.

Further, we conducted t-test to check whether average
solutions obtained by GA-SWP are statistically and
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Figure 8: Average improvement (%) of solution by HGAs over solution by GA for TSPLIB asymmetric instances.

Table 8: �e t-values against GA-ADP and the result about HGAs that found signi�cantly better solutions for the unrestricted ADVRP.

INST GA-INS GA-INV GA-SWP Instance GA-INS GA-INV GA-SWP
br17.2 — — — ry48p.3 better 6.24 0.42 7.82
Better — — — GA-ADP — —
br17.3 — — — ft53.2 2.28 6.86 2.60
Better — — — Better GA-ADP GA-ADP GA-ADP
ftv33.2 1.05 2.06 1.39 ft53.3 1.17 9.72 3.56
Better — GA-ADP — Better — GA-ADP GA-ADP
ftv33.3 3.74 2.04 1.85 ftv55.2 4.80 9.41 3.62
Better GA-ADP GA-ADP GA-ADP Better GA-ADP GA-ADP GA-ADP
ftv35.2 −0.67 2.55 0.63 ftv55.3 2.98 10.69 1.29
Better — GA-ADP — Better GA-ADP GA-ADP —
ftv35.3 0.29 3.21 0.85 ftv64.2 3.21 8.94 −0.11
Better — GA-ADP — Better GA-ADP GA-ADP —
ftv38.2 −0.56 9.69 4.84 ftv64.3 1.45 7.19 1.35
Better — GA-ADP GA-ADP Better — GA-ADP —
ftv38.3 0.00 6.42 4.92 ft70.2 4.04 23.41 −0.21
Better — GA-ADP GA-ADP Better GA-ADP GA-ADP —
p43.2 4.21 — 0.19 ft70.3 1.12 24.87 −0.09
Better GA-ADP — — Better — GA-ADP —
p43.3 6.01 — 0.34 ftv70.2 −3.00 14.77 −2.04
Better GA-ADP — — Better GA-INS GA-ADP GA-SWP
ftv44.2 −0.78 2.19 −1.38 ftv70.3 3.98 19.28 −1.13
Better — GA-ADP — Better GA-ADP GA-ADP —
ftv44.3 0.65 3.62 1.34 kro124p.2 9.91 25.99 1.78
Better — GA-ADP — Better GA-ADP GA-ADP GA-ADP
ftv47.2 3.36 3.93 2.07 kro124p.3 2.92 26.83 −0.37
Better GA-ADP GA-ADP GA-ADP Better GA-ADP GA-ADP —
ftv47.3 1.67 3.84 1.87 ftv170.2 3.19 13.75 −3.95
Better — GA-ADP GA-ADP Better GA-ADP GA-ADP GA-SWP
ry48p.2 4.59 −0.50 6.60 ftv170.3 4.42 14.72 −1.58
Better GA-ADP — GA-ADP Better GA-ADP GA-ADP —
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significantly distinct from the average solutions found by
GA-INS. We saw (not reported here) that for 25 instances
there is no statistical difference between them, and for 5
instances, GA-SWP is better than GA-INS. So, GA-SWP is
the second best.

Table 9 reports the results for restricted ADVRP in-
stances where Dmax � 0.9∗Max1 is used to find Max2. From
this table, it is seen that the GA could find best average
solutions for the instance br17 with both 2 and 3 vehicles.
)e algorithms GA-INS, GA-INV, GA-SWP, and GA-ADP
could find best average solutions for 4, 2, 6, and 22 instances,
respectively. On average, GA-ADP, GA-SWP, GA-INS, and
GA-INV have average improvement (%) as 10.97, 9.97, 9.72,
and 6.59, respectively. It shows that the average improve-
ment of GA-ADP is the largest, GA-SWP is the second
largest, GA-INS is the third largest, and GA-INV shows the
smallest average improvement. From these results, we can
tell that GA-ADP is the best one, GA-SWP is the second
best, GA-INS is the third best, and GA-INV is positioned in
fourth position. Further, by looking at SD, we can say that
results by GA-ADP are stable because its obtained solutions
have lower SD. It is to be noted that no algorithm could solve
the instance p43 with both 2 and 3 vehicles, so their results
are not stated in Table 9. Figure 9 shows the average im-
provements (%) that also signifies the appropriateness of the
HGAs, especially GA-ADP and GA-SWP. So, for these
restricted ADVRP instances GA-ADP is the best algorithm
and GA-SWP is the second best algorithm. Regarding the
computational time, almost all HGAs are taking same time.
However, simple GA takes less time. We further can see in
this table that a number of vehicles have significant effect on
the solution; i.e., almost for all instances, as the number of
vehicles increases, solution also increases.

We see from the experiment that HGAs have fantastic
improvements in the solution over GA for the restricted
ADVRP instances. Among the algorithms, GA-ADP is the
best and GA is the worst. To confirm whether average so-
lutions obtained by GA-ADP are statistically and signifi-
cantly distinct from the average solutions found by other
HGAs, Student’s t-test is performed, and the results are
shown in Table 10. )ere is no statistical and significant
difference between GA-INS and GA-ADP on twelve in-
stances. On the remaining sixteen instances, GA-ADP is
better than GA-INS. )ere is no statistical and significant
difference between GA-INV and GA-ADP on five instances.
On the remaining twenty-three instances, GA-ADP is better
than GA-INV. )ere is no statistical and significant dif-
ference between GA-SWP and GA-ADP on ten instances.
On the seventeen instances, GA-ADP is better than GA-
SWP. On only the instance ftv38 with 3 vehicles, GA-SWP is
better than GA-ADP. From this experiment, we can say that
GA-ADP is statistically significant and is the best among the
HGAs for the restricted ADVRP instances also.

Further, we conducted t-test to check whether average
solutions obtained by GA-SWP are statistically and signif-
icantly distinct from the average solutions found by GA-INS.
We saw (not reported here) that for 20 instances there is no
statistical difference between them, for 3 instances GA-INS
is better than GA-SWP, and for 5 instances GA-SWP is

better than GA-INS. So, GA-SWP is the second best and
GA-INS is the third best one.

We further report the results in Table 11 for restricted
ADVRP instances where Dmax � 0.9∗Max2 is used to find
Max3. It is seen that no algorithm could solve the instances
p43, ft53, and ftv170 with both 2 and 3 vehicles; ftv35, ftv38,
ftv44, ftv47, ftv55, ft70, and kro124p with 2 vehicles; and
br17 with 3 vehicles. It seems that these problem instances
are more complex. So, we did not report them, and we
reported the results on 17 instances only.

Among the reported instances, GA could not solve
kro124p with 2 vehicles; GA-INV could not solve ftv38 with
3 vehicles, and ftv64 and kro124p with 2 vehicles; however,
the algorithms GA-INS, GA-SWP, and GA-ADP could solve
these instances. It is noticed that the GA could find best
average solutions for the instance br17 with 2 vehicles only.
)e algorithms GA-INS, GA-INV, GA-SWP, and GA-ADP
could find best average solutions for 2, 1, 5, and 12 instances,
respectively.

On average, GA-ADP, GA-INS, GA-SWP, and GA-INV
have average improvement (%) as 10.77, 9.90, 8.98, and 6.17,
respectively. It shows that the average improvement of GA-
ADP is the largest, GA-INS is the second largest, GA-SWP is
the third largest, and GA-INV shows the smallest average
improvement. From these results, we can tell that for these
restricted ADVRP instances GA-ADP is the best one, GA-
INS is the second best, GA-SWP is the third best, and GA-
INV is positioned in fourth position. Further, by looking at
SD, we can say that results by GA-ADP are stable because its
obtained solutions have lowest SD.

We further can see in this table that a number of vehicles
have significant effect on the solution; i.e., almost for all
instances, as the number of vehicles increases, solution also
increases. It is also observed that as the distance-constrained
becomes tight finding feasible solution becomes difficult.
Regarding the computational time, almost all HGAs are
taking same time. However, simple GA takes less time.

To prove whether average solutions found by GA-ADP
are statistically and significantly different from the average
solutions found by remaining HGAs, we conducted Stu-
dent’s t-test and reported the results in Table 12. )ere is no
statistical and significant difference between GA-INS and
GA-ADP on five instances. On one instance, GA-INS is
better, and on the other ten instances GA-ADP is better.
)ere is no statistical and significant difference between GA-
INV and GA-ADP on four instances. On the remaining
twelve instances, GA-ADP is better. )ere is no statistical
and significant difference between GA-SWP and GA-ADP
on three instances, on one instance GA-SWP is better, and
on the other twelve instances GA-ADP is better. From this
experiment, we can say that GA-ADP is the best for the
restricted ADVRP instances also. However, GA-INS and
GA-SWP are still competing for 2nd rank. We further
perform Student’s t-test between GA-SWP and GA-INS but
found them equivalent. From all above experiments, we can
assume that GA-ADP is the best, GA-SWP and GA-INS are
the second best, and GA is the worst.

We further report a performance comparison of GA-
ADP against HVTalgorithm [9] on some asymmetric CVRP
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(ACVRP) instances [28] of sizes from 34 to 71. As in [9], we
run each instance 10 times. Further, we increase in the
maximum generations to 250 generations for each run. �e
results are reported in Table 13. �e percentage of gap (Gap)
is calculated by

Gap �
100(BS − Opt)

Opt
. (15)

Looking at the best solutions, HVT could not �nd op-
timal solution for the A065-03f, whereas our proposed GA-
ADP could �nd optimal solutions of all instances at least
once in ten runs. So, in terms of best solution, our proposed

algorithm GA-ADP is better than HVT. Looking at the
average solutions, for the �rst four instances, both algo-
rithms could obtain same average solutions, for the
remaining three instances—A048-03f, A065-03f, and A071-
03f, our GA-ADP is better than HVT, whereas only for the
instance A056-03f, HVT is better than GA-ADP. Overall,
our proposed algorithm GA-ADP is better than HVT. Re-
garding the computational time, HVTwas executed on Intel
Pentium core i7 duo 2.10GHz CPU with 8GB RAM,
whereas our algorithm is executed on Intel Pentium core i7
1.30GHz CPU with 8GB RAM. It shows that their machine
is faster than our machine. Looking at the computer
speci�cations of both machines and computational times,
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Figure 9: Average improvement (%) of solution by HGAs over solution by GA for TSPLIB asymmetric instances.

Table 10: �e t-values against GA-ADP and the result about HGAs that found signi�cantly better solutions for the restricted ADVRP.

INST GA-INS GA-INV GA-SWP Instance GA-INS GA-INV GA-SWP
br17.2 — — — ft53.2 better 2.86 GA-ADP 2.99 GA-ADP 4.01 GA-ADP
Better — — —
br17.3 — — — ft53.3 better 1.58 2.07 GA-ADP 2.06 GA-ADP
Better — — — —
ftv33.2 1.13 7.64 4.80 ftv55.2 10.56 12.43 3.33
Better — GA-ADP GA-ADP Better GA-ADP GA-ADP GA-ADP
ftv33.3 1.20 5.58 5.49 ftv55.3 1.68 12.97 6.16
Better — GA-ADP GA-ADP Better — GA-ADP GA-ADP
ftv35.2 −0.26 5.88 2.80 ftv64.2 4.82 13.55 5.44
Better — GA-ADP GA-ADP Better GA-ADP GA-ADP GA-ADP
ftv35.3 0.98 1.65 1.85 ftv64.3 3.48 21.04 5.44
Better — — GA-ADP Better GA-ADP GA-ADP GA-ADP
ftv38.2 0.84 11.39 7.68 ft70.2 1.75 27.89 0.58
Better — GA-ADP GA-ADP Better GA-ADP GA-ADP —
ftv38.3 2.00 5.01 11.78 ft70.3 5.06 29.94 −2.30
Better GA-ADP GA-ADP GA-ADP Better GA-ADP GA-ADP GA-SWP
ftv44.2 4.50 7.19 4.95 ftv70.2 1.93 18.94 0.75
Better GA-ADP GA-ADP GA-ADP Better GA-ADP GA-ADP —
ftv44.3 2.90 5.38 4.40 ftv70.3 1.07 19.95 1.53
Better GA-ADP GA-ADP GA-ADP Better — GA-ADP —
ftv47.2 −0.81 3.75 −0.11 kro124p.2 6.02 15.31 −0.05
Better — GA-ADP — Better GA-ADP GA-ADP —
ftv47.3 1.65 6.00 1.58 kro124p.3 7.01 17.21 −0.98
Better — GA-ADP — Better GA-ADP GA-ADP —
ry48p.2 6.13 0.99 5.72 ftv170.2 9.88 16.42 −0.31
Better GA-ADP — GA-ADP Better GA-ADP GA-ADP —
ry48p.3 4.11 1.34 5.19 ftv170.3 5.90 9.02 1.75
Better GA-ADP — GA-ADP Better GA-ADP GA-ADP GA-ADP
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one can say that our computational time is comparable with
that of HVT. Overall, looking at the solution quality and
computational time, our suggested GA-ADP is found to be
better than HVT.

A real-life application of the ADVRP may be the sales
representative who visits customers without pick up or
delivery constraints but with distance constraints.)is study
uses three local search methods to develop three separate
HGAs and adaptive search that randomly selects one of three
local search methods to develop fourth HGA to solve the
ADVRP. )e fourth HGA, i.e., GA-ADP, provides cost-
effective optimal solution to the problem.)e proposed GA-
ADP provides a cost-effective optimal routing plan to the
sales representative. It is observed that as the number of
vehicles increases solution value also increases, so removal of
a vehicle from the fleet can reduce the workers. Hence, this
gives managerial interpretation for the optimal fleet sizing
and route designing.

6. Conclusion and Future Works

)is paper developed a simple GA and four hybrid HGAs for
solving the asymmetric distance-constrained vehicle routing
problem (ADVRP). )e proposed GA used random initial

population followed by sequential constructive crossover
and swap mutation. )e HGAs improved the initial solution
using 2-opt search method and incorporated local search
techniques along with an immigration procedure to find
better solution to this problem. Experimental study has been
carried out among the proposed GA and HGAs, by solving
some TSPLIB asymmetric instances of various sizes.

)ree sets of experiments were performed on asym-
metric TSPLIB instances. )e first experiment was unre-
stricted ADVRP that used a very big predefined maximum
distance for every vehicle, in the 2nd experiment, the pre-
defined maximum distance was restricted by multiplying 0.9
to the maximum distance obtained in the 1st experiment,
and the third experiment used the maximum distance as 0.9
multiple of maximum distance obtained in 2nd experiment.
Our computational experience reveals that the suggested
HGAs are very good. From the experiments, we found that
HGA using adaptive search is the best, and HGA using swap
search is the second best for the restricted and unrestricted
ADVRP instances. We further performed Student’s t-test
and confirmed our claim. However, since no research re-
ported the exact solutions for the instances, hence, we could
not claim how good our obtained solutions are. So, one can
verify the optimality of our best solutions, which is also

Table 12: )e t-values against GA-ADP and the result about HGAs that found significantly better solutions for the restricted ADVRP.

INST GA-INS GA-INV GA-SWP Instance GA-INS GA-INV GA-SWP
ftv33.2 0.69 5.72 7.24 ftv55.3 3.85 10.47 3.02
Better — GA-ADP GA-ADP Better GA-ADP GA-ADP GA-ADP
ftv33.3 2.60 3.39 4.68 ftv64.2 3.70 — 6.62
Better GA-ADP GA-ADP GA-ADP Better GA-ADP — GA-ADP
ftv35.3 0.73 3.65 4.30 ftv64.3 1.19 6.59 5.27
Better — GA-ADP GA-ADP Better — GA-ADP GA-ADP
ftv38.3 0.53 — 7.17 ft70.3 2.40 25.04 4.23
Better — — GA-ADP Better GA-ADP GA-ADP GA-ADP
ftv44.3 −2.37 7.92 2.35 ftv70.2 8.37 27.85 −0.91
Better GA-INS GA-ADP GA-ADP Better GA-ADP GA-ADP —
ftv47.3 2.04 7.88 4.49 ftv70.3 1.00 20.99 −0.32
Better GA-ADP GA-ADP GA-ADP Better — GA-ADP —
ry48p.2 4.47 0.03 5.60 kro124p.2 4.16 — −4.00
Better GA-ADP — GA-ADP Better GA-ADP — GA-SWP
ry48p.3 4.41 2.73 6.86 kro124p.3 5.80 16.36 −0.70
Better GA-ADP GA-ADP GA-ADP Better GA-ADP GA-ADP —

Table 13: A comparative study between HVT [9] and GA-ADP on the ACVRP.

INST n m Opt
HVT GA-ADP

BS AS Gap Time BS AS Gap Time
A034-02f 34 2 1406 1406 1406.00 0.00 0.27 1406 1406.00 0.00 0.16
A036-03f 36 3 1644 1644 1644.00 0.00 0.31 1644 1644.00 0.00 0.18
A039-03f 39 3 1654 1654 1654.00 0.00 0.44 1654 1654.00 0.00 0.26
A045-03f 45 3 1740 1740 1740.00 0.00 0.52 1740 1740.00 0.00 0.53
A048-03f 48 3 1891 1891 1891.51 0.00 0.59 1891 1891.23 0.00 0.74
A056-03f 56 3 1739 1739 1739.00 0.00 0.63 1739 1739.01 0.00 1.96
A065-03f 65 3 1974 1976 1976.21 0.10 2.61 1974 1975.06 0.00 2.63
A071-03f 71 3 2054 2054 2054.51 0.00 2.80 2054 2054.35 0.00 2.95
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under our next investigation. However, it is observed that as
the distance-constrained becomes tight finding feasible
solution becomes difficult. Finally, we reported a compar-
ative study between our GA-ADP and a state-of-the-art
algorithm on asymmetric capacitated VRP and found that
our algorithm is better than the state-of-the-art algorithm
for the instances.

)ough the proposed HGAs found very effective solu-
tions with small differences among average solutions, we
acknowledge that still there is possibility to enhance the
solutions by merging better local search approaches and/or
heuristic procedures and perturbation technique to the al-
gorithms which will be our investigation. Also, proposing a
new metaheuristic procedure for solving many other in-
stances effectively could be very interesting for the
researchers.
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Lithium-ion batteries, the core components of electric vehicles, have received unprecedented attention and undergone devel-
opment in the era of huge energy demand.�e traditional clustering algorithm cannot meet the requirement of the consistency of
lithium battery distribution. In this study, we provide an improved K-means algorithm to meet the battery distribution needs of
enterprises and combine it with reality. �is model includes an early data processing model and a battery comparison method
based on the new K-means algorithm. In the battery data processing model, the preprocessing process approach and actual
production standards preclude problematic batteries. In the battery comparison algorithm, the number of batteries in each cluster
becomes equal after the battery comparison. �e algorithm can ensure the internal characteristics of lithium-ion power batteries,
and, at the same time, after the matching is completed, the number of lithium batteries in each cluster is equal.

1. Introduction

At present, energy and environmental issues have received
global attention. Governments have taken a series of mea-
sures to slow down energy consumption and solve envi-
ronmental pollution. Electric vehicles are supported by the
government because they do not directly consume oil re-
sources and can e�ectively reduce environmental pollution.
It has gradually become an important development direction
in the automotive �eld [1]. In order to support the operation
of electric vehicles, lithium-ion batteries are used as the
power source of electric vehicles due to their high density,
long life, high safety, and high discharge platform.

As an indispensable part of new energy vehicles, the
performance of power battery will a�ect the life, safety, and
overall usage of the vehicle [2]. �e capacity and voltage of a
battery are relatively small. �e voltage of a battery is usually
about 3.6 B, but the voltage required for a powered vehicle is
usually 300–400 B, which cannot meet the needs for high
voltage and large energy accumulation. �e daily electric
battery is a battery consisting of several independent units, in

series and in parallel, to meet the high voltage and high
energy requirements of the car. However, in the actual
production process, due to the complexity of the physical
and chemical changes in the production process, the pa-
rameters of each battery cannot be exactly the same. �e
battery pack formed by these single cells with di�erent
characteristics will cause di�erences in charge and discharge
characteristics due to the di�erences between the single cells.
Cells with di�erent characteristics form a battery pack,
during the charging process, because in a battery pack, the
single battery with small capacity is fully charged �rst. But
the large capacity is not full yet. If you continue to charge,
then the small capacity single battery will be overcharged. If
you do not continue to charge, then there will be a battery
that has been undercharged. During the discharge process,
in a battery pack, the single battery with small capacity is the
�rst to complete the discharge, but the battery with a large
capacity does not fully release energy. If it continues to
discharge, the single battery with lesser capacity will be over-
discharged, and there will be a series of problems such as
potential safety hazards. If the performance of individual
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cells in the battery pack varies greatly, it will not only
cause energy waste but also affects the total and lifetime
of the battery [3]. Unagreed battery characteristics can
make it difficult to track the battery state [4] and charge
state [5].

+erefore, more and more manufacturers conduct
simple parameter performance consistency sorting. How-
ever, this approach is not suitable because it cannot use
production process data or internal characteristics of indi-
vidual cells. +erefore, the battery coordination method that
considers the internal characteristics of the battery and the
consistency of the production process can effectively im-
prove the consistency of the battery. In order to solve the
inconsistent characteristics in production, lithium battery
factories are also constantly improving the material quality
and manufacturing process. However, improving the quality
of battery materials requires a lot of time and resources.
+erefore, a more efficient and economical approach is to
compare elements with different characteristics with dif-
ferent cells to make the charging and discharging charac-
teristics of the same cell more consistent.

Improving the stability of lithium-ion batteries requires
a more complex process for producing them. Consistency
and automation can greatly reduce human and mechanical
errors in the manufacturing process and improve the reli-
ability of lithium-ion batteries. Whether it is to improve the
production line or update the automatic production
equipment, the production cost has risen significantly,
which will not be realized in the short term. In the current
case, the performance of the battery can be used to produce
more accurate battery cells and maximize the internal dis-
charge characteristics of the battery, thus greatly improving
the stability of the battery.

In response to the problem of battery inconsistency,
researchers have proposed many battery balancing methods,
which are mainly divided into passive balancing and active
balancing [5, 6]. Passive balancing is an energy-consuming
balancing method. Its hardware structure is simple and easy
to implement. Higher voltage battery capacity is mainly
consumed by external resistors to solve internal battery
consistency problems and improve the total available ca-
pacity of the battery. Active balancing consumes almost no
battery capacity. It transfers high-voltage battery energy to
low-voltage batteries through components such as trans-
formers or capacitors to achieve complementary energy
balance between batteries. Although this equalization
method reduces the energy loss, the circuit design is complex
and the hardware implementation cost is high. In some
studies, a new type of equalization circuit is designed by
combining the advantages of active equalization and passive
equalization, which improves the equalization efficiency to a
certain extent and simplifies the circuit design [7–10]. In
addition to improving balance efficiency and reducing
balance time, different balancing strategies are proposed,
which are mainly defined according to the battery cell
voltage or the remaining capacity of the single battery. Due
to the randomness of the operating conditions of the vehicle,
the voltage of the single cells inside the battery pack will

fluctuate with the operating conditions. +is leads to failure
of the voltage equalization strategy. +e equilibrium strategy
cannot be balanced or the equilibrium effect is not obvious
in the dynamic environment of vehicle operation. +e
balance strategy based on the remaining capacity of the
battery usually takes the average value of the remaining
capacity of each cell as the balance target. Although this
balancing method ensures the stability of the balancing,
taking the average residual capacity of the monomer as the
balancing target cannot guarantee the balancing
efficiency.

+e equalization strategy is the method basis for the
equalization circuit to start working. +e quality of the
balancing method directly affects the quality of the balancing
effect. A lithium power battery factory has a production
capacity of 210,000 cells per day. Human and mechanical
errors cause the consistency of lithium-ion batteries to fail to
meet production requirements. +erefore, it is necessary to
improve the production process to achieve more accurate
battery packs. According to the existing equalization cir-
cuits, this paper proposes an optimal efficiency equalization
strategy based on the K-means algorithm. +e algorithm
selects the optimal energy balance point, which can achieve
the balance effect efficiently and quickly.

2. Lithium Battery Matching Technology

2.1. (e Working Principle of the Lithium Battery. +e basic
structure of a lithium-ion battery mainly includes positive
and negative electrodes, lithium salt electrolyte, diaphragm,
positive temperature coefficient (PTC), and a safety valve.
+e positive and negative electrode materials mainly de-
termine the basic performance of the battery. +e separator
between the positive and negative electrodes is used to
isolate the conduction of electrons, allowing only ions to
pass through. +e electrolyte is usually a lithium salt elec-
trolyte doped with an organic solvent, which is responsible
for transporting ions. +e settings of the PTC element and
the safety valve are to prevent abnormality inside the battery
[11]. +e working principle of a lithium-ion battery is il-
lustrated in Figure 1.

As can be observed from Figure 1, both the positive and
negative electrodes of the lithium-ion battery are immersed
in the lithium salt electrolyte. +e charge and discharge
process is achieved by extracting and introducing lithium
ions between the positive and negative poles. When the
battery is charged, lithium ions are extracted from lithium
compounds in the positive electrode. +ey move to the
negative electrode through the electrolyte and are embedded
in themicropores of the negative electrode graphite material.
+e charging capacity of a lithium battery depends on the
number of lithium ions embedded. When the battery is
discharged and in use, lithium ions embedded in the
carbon layer of the negative electrode are extracted and
returned to the positive electrode through an electrolyte
solution. When the lithium ions return to the positive
electrode, they release more capacitance [12].
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2.2. Characteristics of Lithium Batteries. Lithium-ion bat-
teries will inevitably show decline in battery life during use
and storage. +e degradation effect of batteries is usually
manifested as changes in the electrical properties of the
battery, especially the capacity and power of the battery will
decrease with the aging of the battery. Battery life includes
cycle life and calendar life. +e cycle life takes into account
the deterioration caused by the charge-discharge cycle of the
power battery in the electric vehicle, and the calendar life
refers to the battery deterioration caused by the storage of
the battery without going through the charge-discharge
cycle. In practical applications, the power battery will be in a
state of charge, discharge, and static, so the cycle aging and
calendar aging of the battery need to be considered [13, 14].

As shown in Figure 2, according to the manufacturing
process manual, after the lithium battery is injected, the
nonactivated battery first undergoes constant current
charging. Among them, the current is 0.05C, the time is 2 h,
and the voltage limit is 3.45V. After constant current
charging, the current is 0.2 C, the time is 2 h, and the voltage
limit is 3.9 SV. Finally, through constant voltage charging,
the current reaches 0.5 C, the time is 2.5 h, the voltage is
limited to 4.2V, and the current is limited to 4mA. +e
power supply phase of the lithium battery is completed.
After completing the above process, the lithium battery is
activated. After the lithium battery is fully charged, it is first
discharged with a constant current. Among them, the
current is 200m.+e time is 80minutes and the voltage limit
is 2.75V. After constant voltage charging, the current is
200m, the time is 25 h, the voltage limit is 380V, and the
current limit is 44mA. After the above process is completed,
the recorded process is as shown in Figure 3. According to
the battery voltage curve and capacity, registered as auto-
matic production equipment, after the discharge process has
been completed and after standing for a short time, the
battery is recharged at a constant voltage. Static termination
voltage was recorded after standing for 15 minutes and after

charging was completed. After the above process is expected
to be completed, the lithium battery is assembled.

As a battery ages, some noticeable changes occur in its
charge-discharge process. In order to intuitively analyze the
characteristic changes during the charging and discharging
process of the battery, Figure 3 depicts the changing law of
the charging voltage of the lithium battery under different
cycles. In the constant current charging stage, as the aging of
the battery intensifies, the time it takes for the battery voltage
to reach the charging cutoff voltage is gradually shortened,
that is, the duration of the constant current charging is
gradually reduced. +e duration of the constant current
charging phase determines how much power the battery can
charge. +is to some extent represents the polarization
characteristics of the battery. As the battery ages, the po-
larization characteristics of the battery gradually intensify,
resulting in a decrease in the duration of the constant current
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charging phase. Conversely, when the duration of the
constant current charging phase gradually decreases, the
constant current charging time of the battery gradually
increases.+e constant current charging mode of the battery
is used to eliminate the polarization caused by the constant
current charging, so that the battery can be fully charged.
+e longer the charging duration is, the more difficult it is to
intercalate lithium ions in the negative electrode and the
more serious the battery aging is.

+e variation curve of voltage with the number of cycles
during battery discharge is shown in Figure 4. It can be seen
from the figure that the slope of the discharge voltage curve
will change significantly as the number of cycles increases.
+at is, the voltage drop rates corresponding to different
cycle times are different. If the battery is discharged at a
constant current or under constant working conditions, the
length of the discharge time directly represents how much
capacity the battery can release, and the state of health of the
battery can be directly calculated from the maximum dis-
charge capacity. +erefore, the change of the discharge
process of the battery can be used as a health factor to
characterize the aging of the battery. Considering that in the
actual application process, the battery rarely discharges at
100% state of charge and discharges to 0% state of charge, so
the discharge time corresponding to part of the voltage range
can be used as a health factor.

Figure 3 shows that when charge/discharge process
curves are used as a basis for battery configuration, the
battery curves are relatively close to each other. +erefore,
they must be connected to a battery unit. When the clus-
tering algorithm is complete, each cell must be recombined
into the same cell block.

2.3. Inconsistency of Lithium Battery Performance. +e in-
consistency of battery performance is mainly caused by two
aspects. +e first is that the battery is produced during the
manufacturing process. +e second is generated during use.
During battery production, due to manufacturing process
issues and differences in materials, the internal structure of
the battery will vary to some extent.+erefore, even batteries
produced from the same batch will have inconsistent per-
formance [15]. When batteries are used in electric vehicles,
environmental and operational factors can increase the
variability between batteries.

+e inconsistency of the battery will bring certain harm
during use. For example, the small-capacity battery in the
cell gets overloaded during charging and charging. +is
reduces the length of the battery cycle, reduces the per-
formance of the battery, and creates a number of safety
issues [16], such as spontaneous combustion. After the
batteries are grouped, the energy density and capacity of the
batteries will decrease due to the differences between the
batteries, thereby shortening the cycle time of the batteries
[17]. Improving the consistency of the battery can start from
the following two aspects. First, control the consistency of
raw materials in the production process of batteries, inspect
raw materials according to strict standards, and ensure that
each process is within the specified error range [18]. Second,

the battery is prescreened by the voltage and internal re-
sistance of the battery before use. Batteries with excellent
correlation are selected for use as a group [19].

2.4. Lithium Battery Matching Method. Battery matching
technology that has been proposed can be divided into
single-parameter, multiparameter, and dynamic character-
istics matching [20].

Single-parameter matching is to sort according to a
certain characteristic of the battery. It is based primarily on
one of the terminal voltage, capacity, or internal resistance of
the battery for sorting. +e voltage matching method is to
hold the battery for about 12 hours after being fully charged,
measure the terminal voltage of the battery, and then sort the
battery based on the size of the terminal voltage.+e capacity
matching method is generally to discharge the battery at the
same rate after the battery is fully charged, calculate the
discharge capacity of the battery, and group the batteries
with a small difference in discharge capacity into a group.
+e internal resistance matching method is to measure the
internal resistance of the battery and group the batteries with
similar internal resistance into a group. +e voltage
matching method is commonly used in the single-parameter
matching method. +e battery voltage can indirectly reflect
the performance of other batteries. For example, voltage
indirectly reflects electrolyte concentration in a battery. +e
pressure release velocity of the battery in static state reflects
the self-exploding velocity of the battery [21]. +erefore, the
persistence of battery voltage is an important factor to
ensure battery stability.

+e multiparameter matching method is mainly based
on the comparison and classification of multiple battery
performance parameters. Compared with single-parameter
matching, multiparameter matching is relatively compre-
hensive. However, like the single-parameter matching
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Figure 4: Discharge process of lithium battery.
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group, some changes in the performance of the battery
during the working process are not considered. Even if the
single cells in the battery pack are consistent at the begin-
ning, their performance will change during use and the
variability of the cells will continue to increase [22].
+erefore, multiparameter matching still has great defects in
practical applications.

+e dynamic characteristics are classified according to
the battery voltage change curve during charging and dis-
charging. It classifies batteries with similar charge/discharge
curves as in [23]. +erefore, balancing battery voltage plays
an important role in improving battery stability. However,
the combination of static characteristics cannot reflect the
changes in the performance of the battery during the working
process [24]. Researchers believe that the battery is a relatively
complex electrochemical system. +ere are certain physical
differences between single cells, and this difference will
gradually enlarge during use [25]. +e method of adjusting
dynamic characteristics according to the voltage change curve
of battery operation fully considers some characteristics of the
battery in the working process and indirectly reflects some
static characteristics of the battery. For example, if a battery is
exhausted at a certain current, the discharge time indirectly
reflects the battery capacity. Battery voltage can also indirectly
reflect the resistance and concentration of electrolytes in the
battery [26]. +e dynamic characteristic matching scheme
overcomes the shortcomings of the above two matching
methods. +erefore, this paper adopts a battery arrangement
scheme based on dynamic characteristics.

+e process of sorting the charge-discharge curve of the
battery can also be regarded as a clustering process of the
time series. In this paper, by discharging the battery and
collecting its voltage in real time, the time series of its
discharge voltage is obtained. +en, each time series is
clustered to achieve the purpose of battery matching. +e
time cluster algorithm based on raw data considers the time
series as a whole without considering the characteristics of
time series.+en, we cannot understand some of the internal
structure of the time series. Moreover, when the dimension
of the time series becomes longer, the efficiency of its cal-
culation will decrease and the effect of clustering will become
worse [27]. +erefore, relatively speaking, feature-based
clustering algorithms have advantages.

+is paper discharges the battery and collects a voltage
value at the same interval. +e composite sequence of battery
discharge voltage has uneven length and large size. Com-
putational complexity is relatively high when raw data is used.
Moreover, in arrays, similarities can only be found if they do
not affect the array’s internal mechanisms. +erefore, this
paper uses a function-based time series cluster. First, the
features of the battery sequence collected in the first batch are
retrieved, which are used to represent the battery, and the
similarity between the two batteries is measured according to
the retrieved features. Finally, the clustering algorithm is used.

3. K-Means Algorithm

3.1. (e Principle of K-Means Algorithm. +e K-means
clustering algorithm has a long tradition. Its concept was

proposed by Macqueen in 1967, and its research purpose is
mainly derived from the fact that the mean or centroid of the
points in the cluster can be regarded as the center point of
the cluster [28]. +is algorithm is typical of the iterative
descent of grouped datasets. +e K-means algorithm is one
of the easiest ways to teach without a teacher. It automat-
ically identifies clusters and central points without the need
for tags [29]. +e K-means algorithm is widely used in
science, industry, business, and other fields.

+e K-means algorithm is a classical partition-based
clustering method. +e algorithm can be widely used in n-
dimensional data space.+e K-means algorithm divides data
objects into different classes through continuous iteration,
so that each class is as compact as possible and unique from
other classes. +e basic principle of K-means algorithm is to
first determine the value of K parameter and that the dataset
must be divided into K classes as the initial cluster center.
+e distance equation then calculates the distance from all
remaining data objects to the center of the cluster, and the
calculated data objects are decomposed into the nearest data
center. +erefore, you can have the cluster distribution with
the data object K as the initial center point. For the divided
initial cluster distribution, the center point of each class is
recalculated according to a certain rule (usually a distance
formula) and a new class is formed with the calculated point
as the center. If the calculated class center point is different
from the previous calculated class center point, the rules are
used again to redistribute and adjust the dataset. +is cycle
repeats until the new class center point is the same as the
previous class center point. All data objects are not repar-
titioned, marking the end of the algorithm [30]. +e
K-means algorithm continuously changes the position of the
center point through iteration, so that the sum of the dis-
tances from all data objects to the center point of its class
becomes the smallest, so that the objective function can be
minimized [31].

3.2. Steps of K-Means Algorithm. +e K-means algorithm is
the process of calculating the cluster center points by
continuously iterating on the data objects. +e algorithm is
simple, is efficient, and has fast convergence speed. +e
specific steps are as follows:

(1) Randomly select data objects from the dataset, and
use these data objects as the initial center of the
cluster. We have C1, C2, and Ck as the initial center
of the cluster. +is determines how many classes the
dataset needs to be divided into.

(2) Calculate the distance from each remaining data
object in the dataset to the k initial center points, and
divide each data object into the nearest class to form
a class centered on the k initial center points. For
example, Xp objects are decomposed into Ci classes if
they are closest to Ci.

(3) Recalculate the center point of each cluster according
to formula Ci � (1/ni)􏽐x∈wi

X; then, we get
C∗1 , C∗2 , . . . , C∗k .
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(4) Repeat steps (2) and (3) until the center point of the
statistical cluster matches the center point of the
precomputed cluster. If there is no change, it means
that the clustering results have reached convergence.

(5) +is produces clustered results. According to the
basic procedure of K-means algorithm, Figure 5
shows a simplified flowchart of the algorithm.

4. Improved K-Means Algorithm
and Experiment

4.1. Introduction. +e K-means algorithm is an iterative
optimization algorithm. In the iterative process, it is often
easy to converge to the local optimum, so that the expected
effect cannot be obtained. And in the process of algorithm
initialization, if the center of the K-means algorithm is not
properly initialized, this can greatly increase the cost of the
calculation process and ultimately lead to incorrect results.
+erefore, it is sensitive to iterative initialization, and a good
initialization strategy will effectively improve the K-means
algorithm model. When the original dataset is large, an
effective initialization strategy will effectively improve the
number of iterations of the K-means algorithm and accel-
erate the convergence speed. When many K-means algo-
rithms initialize cluster center selection, many data centers
are often initialized directly. +e data density or mean value
is directly used as the data center, but this method of
selecting the center, in turn, is often ignored, resulting in a
large difference between the final calculated data center and
the final iteration convergence point. Today, many improved
K-means algorithms for related applications have been
proposed. However, there is always the problem of selecting
the initialization center in the algorithm process. Due to the
simple implementation of the algorithm, many center ini-
tialization methods have been proposed in corresponding
applications at this stage. However, the problem of hard
clustering of data in the iterative process still exists. And
after the algorithm is clustered, the amount of data in each
cluster is not the same, which cannot meet the application
requirements of having the exact same amount of data in
each cluster. In order to solve the problem that the amount
of data in each cluster is not equal to the K-means algorithm,
the K-means algorithm is improved to meet the existing
requirements and actual situations of applications.

4.2. Improved K-Means Algorithm. As a classic clustering
algorithm, the K-means algorithm is widely used in big data
algorithm processing due to its fast calculation speed, simple
principle, excellent clustering effect, high scalability, and
high efficiency. +e traditional K-means algorithm includes
hard clustering in the algorithm process, and the amount of
data in each cluster is usually not equal to after the cluster is
completed. However, when producing lithium batteries, the
technical specifications of lithium batteries are the same and
the number of lithium batteries per battery pack is the same.
+erefore, the traditional method of this algorithm cannot
meet the existing requirements of lithium batteries.

4.2.1. Data Preprocessing. +e process data of lithium bat-
tery production cannot be directly applied to the current
algorithm model, and it needs to undergo certain data
preprocessing to adapt to the new improved algorithm. +e
data is processed according to the production process data.
According to equation (1), the lithium battery discharge
sequence is processed and the fault data is eliminated.
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where ρl and μ are balance coefficients, Vi
l C represents the

voltage value of lithium battery i at a certain time, and Ci

represents the capacity obtained by the i-th battery after the
lithium battery is discharged. +e calculation formula is
shown in
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+e average voltage distribution curve of the first cell is
defined as
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where d1
i , d2

i , . . . , dn
i represents the distance between the i-th

battery and other batteries calculated according to formula
(1).

4.2.2. Improved K-Means Algorithm Model. +e general
clustering algorithm divides the data of similar

N

Y
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Initialize k cluster centers
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Whether to converge

Output clustering result
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Figure 5: Flowchart of the K-means algorithm.
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characteristics into the same cluster. +e data characteristics
in the same cluster maintain a certain similarity according to
the division principle. In the application of lithium battery
distribution, the clustering algorithm used in lithium battery
distribution is different from the general clustering algo-
rithm. It cannot be directly applied to lithium battery
matching applications and needs to be optimized and
modified according to the actual need to meet the corre-
sponding need. In the application of lithium battery
matching, it is necessary to ensure that the number of
clusters in each cluster is equal. +is is because, in the
process of producing lithium batteries, the number of
lithium batteries in each battery is the same. It is urgent to
improve the K-means algorithm according to this special
requirement.

K-means algorithm is a widely used uncontrolled
clustering algorithm. In K medium-sized centers, N clusters
were randomly selected and the data was divided into N
clusters based on distance, similarity, and user criteria. +e
distance function shown in the following equation is often
used as a standard function of the K-means algorithm:

E � 􏽘
N

n�1
􏽐

x∈cn

x − un

����
����
2
. (4)

+e traditional K-means algorithm randomly
initializes K data points as the original cluster centers.
However, the K-means algorithm is very sensitive to cluster
centers and has strong randomness and chance. Different
random initialization methods will get different cluster
centers. Industrial production processes require a certain
degree of stability. However, in the K-means algorithm,
using different random initialization methods will have a
certain probability to obtain different clustering results,
which violates the principle of stability in the process.
+erefore, it is very interesting to study the initialization of
the K-means algorithm. Kd tree is a very efficient initiali-
zation algorithm. +e initialization effect of K-means al-
gorithm is greater than that of random initialization.

+e clustering rules of the K-means algorithm are
modified in this paper to solve the problem of placing
lithium batteries in actual production. +e ultimate goal of
the algorithm is to divide battery data into N clusters.

5. Results and Discussion

+e accuracy of the improved K-means algorithm is tested in
the method of comparing batteries. +e batteries that have
been assembled should be connected and tested. However,
its analysis is too complicated, the experimental conditions
are limited, and parallel or series batteries cannot be ob-
tained, so the corresponding results cannot be obtained.

In actual production, the static tuning voltage is between
3860MB and 3880MB. Batteries with capacities over
2160MHz are suitable batteries. +e accuracy of battery cells
depends on the degree of aggregation of charge/discharge
curves of each cell. +e capacity is increased to 20MHz at a
time according to the certified battery, which will be the first
layer of battery matching. +e matching parameter of M is

set to 5. +at is, every 5 batteries are a battery pack after the
batteries are assembled.

In this paper, 5 batteries based on the general K-means
algorithm and 5 batteries based on the improved K-means
algorithm model are selected to test the energy storage
performance for comparing the energy storage capacity of
the batteries of the twomatching methods. At the same time,
two groups of batteries were selected for charge-discharge
cycles, and the capacity changes during multiple charge-
discharge processes were measured.

In this experiment, two groups of battery packs were,
respectively, subjected to cyclic charge-discharge experi-
ments and their capacity changes were recorded. First, the
battery pack is charged at 0.5 C. When the voltage reaches
42V, we must switch to constant voltage charging and stop
charging when the current is about 0.05C. +en, the battery
was put aside for a period of time for constant current
discharge with a discharge current of 0.5 C. +e capacity of
the battery pack is recorded. +e above process is repeated
continuously. +e change in capacity of the battery after 200
charge-discharge cycles is observed and compared, as shown
in Figure 6.

As shown in Figure 5, the battery capacity of the battery
pack based on the general K-means algorithm decreases
faster than the battery pack based on the improved K-means
algorithm model as the number of cycles increases. It can be
seen from this experiment that the performance of the
battery pack based on the improved K-means algorithm
model is better than that of the battery pack under the
general K-means algorithm.

6. Conclusion

Lithium battery coordination technology is a widely used
technology, which can effectively improve battery life and
stability. In this paper, we provide an improved K-means
algorithm model for configuring lithium-ion batteries. You
can integrate your model according to traditional
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Figure 6: Comparison of two matching methods.
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comparison methods, ensuring that each cluster has the
same number of cells and conforms to the actual production
process. +e method has remarkable effectiveness compared
with the actual method. At the same time, the improved
K-means algorithm can also be used in other applications
with the same requirements. Once clustering is complete,
you can ensure that the amount of data in each cluster is the
same. +e results of clustering show that after completing a
particular group, the distance within the group is smaller
than that of the typical K-means algorithm.

In this study, under the existing production conditions,
combined with the production process of lithium batteries, a
lithium battery matching algorithm model was designed.
Compared with the traditional lithium battery assembly
method, the performance of the battery assembly under this
method is significantly improved.

Data Availability

+e dataset can be accessed upon request to the corre-
sponding author.
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Although conventional business models have been increasingly affected in front of the big data technology application, it has also
brought new opportunities and challenges for enterprise development. In order to create a higher value, enterprises should keep
pace with the times and actively develop business innovation service models. *e greatest value brought by data is to help
enterprises find potential business value. It can provide a broader user market and channels, avoid homogeneous competition, and
realize the integration of upstream and downstream value chains. In addition, it abandons the extensive development under the
traditional model and allows enterprises to return to real value services, which is also an irresistible trend of business model
transformation. *is paper studies and analyzes business innovation service models. First, the business model as required is
presented, and the management system and risk evaluation method are introduced. *en, the construction of the business service
model is discussed, and the typical big data technologies are reviewed. Next, according to the evaluation theory of business model,
the index system of business innovation service model is explored, which can examine the development of business model
objectively and comprehensively. Last, the operations of the business model under the big data are analyzed. *e research on the
business model in this paper can be provided with universality and has a certain practical value for the development of business
innovation service.

1. Introduction

Business model innovation takes customers as the starting
point and source, adopts initiative market orientation, and is
open to the bilateral market. It makes systematic innovation
in many key links of a business model such as value model,
operation model, marketing model, and profit model, en-
ables customer value grows by leaps, creates new markets or
restructures the existing industries, changes the competition
rules and nature, and helps firms get excess profit and rapid
growth [1, 2]. In order to better target user groups in the
Internet Age, enterprises center on users, take product
strategy as the fundamental principle, continuously optimize
the products and services, restructure their own business
models based on the user data analysis, and take into account

how to provide more innovative products or services with
new features given the existing market products and services
in order to better satisfy users’ demands [3]. *e business
model design of a company determines what products or
services it provides to its users. But users’ experience on
products or services changes all the time, which is a process
of motion capture. It has already been very difficult to ef-
fectively meet the personalized requirements of users with
only the resources of an enterprise [4]. Meanwhile, the
design of organizational structure of the enterprise shall also
pay attention to how to maneuver the idle resources in a
more efficient manner and quickly respond to users’ de-
mand. With the constantly expanding Internet application
scope, the data volume required to be processed increases
exponentially, which directly promotes the development of
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big data processing technique [5]. Such technology can
process plenty of multitype data in a real-time manner,
ensure the authenticity and safety of data, and accomplish
the data mining, which cannot be done by conventional
architecture. In the rapidly changing global information
market, decision-makers of enterprises are challenged to
quickly understand and analyze data. Lack of data in tra-
ditional business system results in weak supporting ability;
worse still, the characteristics of a single visualized icon and
complex information understanding make it unable to meet
the demands of enterprises’ data analysis [6]. Big data-driven
intelligent business service models can provide the tech-
nology and methods for corporates to quickly analyze data,
including data collection, management, and analysis, so that
the companies can convert it into use information to support
the decision-making. Based on the enterprise data ware-
house, it builds data cube, achieves the multidimensional
query of data, and obtains the hidden business information
by means of data mining and information mining tools so as
to help users acquire data from multiple perspectives, assist
in, and support the business decision-making in the entire
process [7, 8]. Nowadays, the pop-up contents from on-
shopping APPs and short videos are realized by big data
technique. For decision-makers, they can from the intelli-
gent business platforms under big data technology track
users’ focus of attention and analyze the user traffic so as to
promote the decision-making from a certain extent [9].

*is paper conducts research of the intelligent and
business innovation service models driven by big data, and
the key research content includes the following: first, the
business model as required is presented, and the manage-
ment system and risk evaluation method are introduced;
then, the construction of the business service model is
discussed, and the typical big data technologies are reviewed;
next, according to the evaluation theory of business model,
the index system of business innovation service model is
explored, which can examine the development of business
model objectively and comprehensively; and last, the op-
erations of the business model under the big data are
analyzed.

*e remainder of this paper is organized as follows:
Section 2 discusses related work, followed by design of
business innovation service model driven by big data in
Section 3. Section 4 shows construction of evaluation index
of business innovation service model. Research on business
model operation based on big data is presented in Section 5,
and Section 6 concludes the paper with a summary and
future research directions.

2. Related Work

*e concept of “business model” first appeared in the 1950s,
but it has not attracted extensive attention gradually until the
continuous development of Internet and big data technology
in recent years. *e rapid rise of numerous Internet en-
terprises has given a more intuitive understanding of the
importance of business model to all walks of life, and it is
even considered as the key element of the enterprise
competition and development now [10]. Business model

innovation is further development of the study on business
models. *rough the innovation of business model, enter-
prises can gain more resources and competitive advantages
and finally reach the purpose of enhancing strength and
acquiring profits [11]. Scholars have conducted related re-
search on business model innovation. *e innovation of
business model was to upset the plans of competitors, create
new value for customers, and create new wealth for stake-
holders to restructure the existing business models of the
industries [12]. It helps enterprises share the value created in
the industry more efficiently. Business model innovation by
overturning the existing rules and changing the competition
nature restructures the exiting business models and market
and achieves high-speed growth of enterprises while greatly
increasing customer value [13]. Business model innovation
subverts the existing business rules by redefining customer
segmentation criteria, customer demand, product
manufacturing, and delivery method or new products de-
velopment and introduces new ones [14]. An increasing
number of people have faith in that business model inno-
vation can bring stronger competitiveness and profit value to
enterprises than innovation of conventional products, ser-
vices, and techniques. One of the key factors that drive the
innovation of business model is the emergence of new
technology [15].With the popularization and swift growth of
Internet, the data generated by various application systems
are exploding. Big data is another technical revolution in the
information industry after cloud computing, business in-
telligence, and Internet, and it has a profound impact on the
decision-making, organization, and business process of a
company [16]. Big data has four major features: a large
amount of data, a great variety of data, a fast data processing
speed, and high data authenticity. Consequently, big data
can process plenty of multitype data in a real-time manner,
ensure the authenticity and safety of data, and effectively
analyze the information, which is valuable to enterprises.
However, many traditional and medium-sized enterprises
do not have much internal data or technology advantage.
*ey only have a blurry concept of data value, which they
hope to improve but do not know how to integrate with their
own strengths [17].*ose enterprises are still at a low level of
informatization. On the contrary, they still make use of the
conventional business intelligence model, which results in
slow, inaccurate, and untimely statistical analysis of the data
in product sales, purchase, and other processes in the
market. *e shortcomings mainly include insufficient
evaluation on business intelligence construction, lack of
specialized personnel in data processing, and incomplete
analytical results [18, 19].*erefore, only the combination of
big data technology and business innovation service model
can resolve the complicated and diversified data analysis
problems in various business models. With the help of data,
the production and operation vigor of enterprises are
stimulated.

Chen [20] analyzed the transition direction of traditional
manufacturing enterprises from the business model per-
spective in the big data background. It focused on three
prominent aspects of business model—customer value
proposition, business system, and profit mode—combined
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with applications of big data, and finally put forward trans-
formation direction for reference. Sun et al. [21] examined
incorporation of business analytics into enterprise informa-
tion system through proposing a model for business analytics
service-based enterprise information system. *e proposed
method contributed to the research of business service and
business innovation. Fernandez-Manzano and Gonzalez-
Vasco [22] commented on the implications of data man-
agement in social networks. *ey discussed the privacy and
security risks associated with this novel scenario and briefly
commented on tools that aid in securing the privacy of
business intelligence within this context. Loebbecke and Picot
[3] studied the potential mechanism of how digital and big
data analysis can promote enterprise and social transfor-
mation and outlined the potential impact of digital and big
data analysis on employment, especially in the context of
cognitive tasks.*e analysis and discussion of Yablonsky [23]
led to a multidimensional framework of innovations, with a
particular emphasis on a technology stack, business models,
products, services, and platform innovations. Wang [24]
thought management must transform enterprise-centric into
customer-centric with the big changing of the business ser-
vice, and a business innovation model was presented. Li [25]
analyzed in detail the organization and innovative ideas of the
business model of online travel service companies by taking
Ctrip as the object for the case study. Adopting the business
model canvas to analyze its business model, the paper finally
concluded four perspectives, namely concentration on dif-
ferentiated development, establishment of a perfect service
system, improvement on technological competence, multi-
dimensional channels both online and offline, and reinforce
the establishment of key resources. Duan et al. [26] studied
the relationship between business analytics and innovation by
theoretically and empirically investigating. At present, the
data accumulation of the whole industry is still in its infancy,
and the development of big data technology is also a big
bottleneck. *e value of big data has not yet been revealed
through mature operation mode. We need to treat this
problem rationally, any new technology will experience a
bubble stage at the early stage of development, and this is the
inevitable result of the massive influx of resources [27–30].
When people’s lives are completely recorded by data, data
driven will become an indispensable element of existence.*e
evolution of innovation model will gradually form a perfect
business system, and big data will play an increasingly im-
portant role in this business ecosystem. *e greatest value of
data is that it can help enterprises find potential business
value, provide a broader user market and channels, avoid
homogeneous competition, and realize the integration of
upstream and downstream value chains. It abandons the
rough development under the traditional model and allows
enterprises to return to real value services, which is also the
inevitable trend of business model transformation.*is paper
takes big data, artificial intelligence, and business model in-
novation of service-type enterprises as a whole. By integrating
the definition of business model innovation, enterprises
change a certain link or many links in their previous value
proposition, creation, and realization so as to better discover,
lead, and meet customer needs and create greater value.

3. Design of Business Innovation Service Model
Driven by Big Data

3.1. Business Innovation Service Model Management System.
We should determine all kinds of resources needed for
business model innovation and determine the key resources
and key innovation factors from the process of enterprise
value creation. We should also correctly locate the target.
Generally speaking, the purpose of business model inno-
vation is to create more value, which can be expressed as
value maximization or profit maximization. However,
according to the development status of each enterprise, the
specific objectives and manifestations of business model
innovation may be different. Business model innovation is
an active role of enterprise managers in the objective en-
vironment. In this process, based on some basic principles,
we must make the innovation mechanism simple and effi-
cient. *e management system of business innovation
service model is shown in Figure 1.

Enterprises should determine the innovation strategy.
Choosing an appropriate innovation strategy requires en-
trepreneurs to fully grasp innovation resources and have the
ability to adapt and take charge of the overall situation.
Generally, there are three innovation strategies that can be
selected by enterprises: cumulative innovation, explosive
innovation, and progressive innovation, as shown in
Figure 2:

3.2. Design Ideas andMethods. A business model is not a set
of static methods, and it will change with the external en-
vironment. *erefore, the design of enterprise business
model should first identify its environment and its own
characteristics; it is also necessary to analyze the macro
environment and industrial environment of the enterprise
market, as well as the business strategy of the company after
SWOT analysis under such environmental background.
However, in order to design the strategic means into a
systematic business model and make it competitive enough,
we must dig out the essence of user needs. After grasping the
needs of users, the business model improvement design can
be carried out: the first step is to compare the advantages and
disadvantages of the company after SWOTanalysis with the
needs of users to confirm that preliminary improvement
points can be formed; and the second step is to decompose
the business model to the business model of the company
and form the improvement solution according to the
business model.

3.3. Functional Requirements Analysis of Business Model
Innovation. *e business intelligence system based on big
data hopes to realize real-time monitoring and management
of enterprise business systems, including production, sales,
and inventory. *e requirements of each function focus on
the design and implementation of data warehouse based on
Hadoop. On this basis, ETL data processing, online analysis,
data mining, and data visualization are realized to help
enterprises realize the intellectualization of management.
*e system can regularly and incrementally obtain the data
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of each business system, realize regular data analysis
according to the demand, and provide visual reports for
relevant users for decision support. *e functional re-
quirements are shown in Figure 3.

3.4. Big Data Infrastructure Analysis. At present, many in-
dustries are building big data systems, but few can continue
to have vitality and form business models. Massive data
needs a scientific, standardized, and unified architecture.*e
big data infrastructure is composed of resource center, user
center, application center, and big data center. *e four
centers coordinate and depend on each other, so as to
complete the collection, cleaning, and processing of big data
for decision analysis and finally show it to management and
decision-makers in the form of graphical reports and pro-
vide analysis and decision-making purposes. In terms of
function, it is mainly divided into four parts: data warehouse

model design, data collection and summary, data warehouse
processing, and upper layer interactive management.
Among them, the big data center will provide the underlying
technical support for the realization of the above-mentioned
whole big data collection, processing, and analysis. *e
function diagram of big data center is shown in Figure 4.

*e whole process of building a big data service center
can be divided into the steps shown in Figure 5.

4. Construction of Evaluation Index of Business
Innovation Service Model

Nowadays, various business models emerge one after an-
other, and enterprises are facing an unprecedented turbulent
market environment. In the new market environment, en-
terprises have to innovate business models. How to objec-
tively and comprehensively evaluate the development of

Develop innovation
plan

Innovation principles
and opportunities

Innovative ability to
manage resources

Innovation management
implementation

Innovation plan
implementation

Innovation plan
supervision

Completion of
innovation objectives

Innovation effect
feedback

Identify innovation
strategies

Organizational
internal learning

Examine the external
environment

Emergency
Contradiction between reality and ideal

Areas with less fierce market competition
Changes in customer preferences

Commercialization of new technologies
Commercialization of new knowledge

Understand the
program background

Clarify the objectives of
innovation management

Identify business
model innovation

resources

Identify new key
gender elements

Goal orientation:
create more value

Information
resources

Financial
resources

Human
resources

Organizational
climate

External
environment

Figure 1: Business innovation service model management system.

Progressive innovation Explosive innovation
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New technique

Original technology

Innovation matrix

Similar to existing models New business model

Figure 2: Selection structure of business model innovation mode.
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innovative business service models is an urgent problem to
be solved. Based on the study of business model evaluation
theory, this paper constructs the evaluation index system of
business model innovation.

4.1. SelectionPrinciple andProcess of Evaluation Indicators for
Business Innovation Service Model. *e selection of evalu-
ation indicators for the innovation effect of business service
model will affect the accuracy of evaluation results and

Main functional requirements of
business intelligence based on big data

Data Warehouse
Establishment

Online analytical
processing Data mining Visual report

Generate visual
report

Association rules
based on WEKAOLAP data analysis

Establish data
warehouse

ETL data processing

ETL is executed
regularly

Figure 3: Diagram of functional requirements.
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 resources
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Figure 4: Big data infrastructure.
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indirectly affect the scientificity and accuracy of research
conclusions. *e establishment of business model innova-
tion evaluation index system is the core step of business
model evaluation. Scientific and effective methods must be
applied for strict screening and screening. *e principle
relationship of indicator selection is shown in Figure 6.

*ere are manymethods of index screening, such as time
difference correlation analysis, cluster analysis, and com-
prehensive induction. Comprehensive induction developed
relatively early. It combines objective statistical analysis data
with subjective scientific description data to ensure the
scientificity and effectiveness of index selection to a certain
extent. *erefore, comprehensive induction can be used to

screen the index system. *e specific process of establishing
the index system is shown in Figure 7.

4.2. Construction of Evaluation Index of Business Innovation
Service Model. *e basic viewpoint of stakeholder theory is
that the purpose of enterprise business model innovation is to
create more value for stakeholders. Based on this basic view, we
should carry out the innovation and reform of enterprise
business model around the goal of maximizing the interests of
enterprises and their stakeholders.*e first step is to analyze the
internal and external resources of the enterprise,make full use of
the existing enterprise resources, actively find the external re-
sources that may be used, and even actively explore some re-
sources that are not owned by the enterprise and necessary for
enterprise innovation.*e second step, a very important part of
business model innovation, is to redesign the organizational
system. *ere may be some personnel changes, but major
changes should be reduced as far as possible, so as not to cause
employees’ panic about job instability, so as to reduce the in-
ternal resistance of enterprise business model innovation.
Businessmodel innovation is not only amodel change but also a
process of organizational management innovation. *e third
step is to adjust the profit model of the enterprise. For stake-
holders to realize their rights and interests, it may be necessary
to broaden enterprise marketing channels, change marketing
means, apply new technologies to reduce commodity circula-
tion costs, etc. *rough the above steps to maximize the in-
terests of enterprises and meet the needs of maximizing
individual value, that is, to pursue the promotion of personal
value in the development of the enterprise, the personal value of
employees is based on the enterprise value. Without the en-
terprise, the embodiment of personal value becomes empty talk.
At the same time, the realization of personal value by employees
is also the fundamental driving force to promote the devel-
opment of the enterprise, and the two are interdependent and
pull each other.

Based on the stakeholder theory, this paper reclassifies the
enterprise stakeholders and puts forward the primary indicators
to evaluate the business innovation service model, such as
economic value, capital value, market value, product value, and
production value. *is paper proposes the initial index system
model of business innovation service model, as shown in
Figure 8.

*e function of business model innovation is to realize
the highly unified collective choice equilibrium between
individual rationality and collective rationality of many
transaction subjects within the enterprise boundary, so as to
realize this team production mode, reduce transaction costs
through this mechanism design, and realize Pareto optimal
balance.*e realization condition of this equilibrium state is
not only to establish a perfect value creation mechanism
through business model innovation but also to have a value
sharing mechanism of benefit distribution, which is the
essence of enterprise business model innovation. *e
flowchart of business model innovation is shown in Figure 9.

4.3. Selection and Improvement of Evaluation Index System of
Business Innovation Service Model. *is paper studies

Identify business objectives

Build big data pipeline process

Optimize data warehouse

Comprehensive customer analysis

Real time operational intelligence

Management data Lake

Create business value

Figure 5: Construction process of big data service center.
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stakeholder theory and analyzes the expectations and risks
of internal staff. After referring to relevant research data
and conducting exploration and analysis of operation
models of many enterprises, it has preliminarily built the

evaluation index system of business innovation service
model. For the evaluation indexes with part of similar
contents, just take one of them.*erefore, the new index set
includes 18 indexes: bonus, rent, enterprise scale, corporate

Interconnection and restriction

Direct relevance

External normalization

Quantification

Continuity

Regularity and stability

Reaction sensitivity

Strengthen
index

performance

Figure 6: Relationship diagram of indicator selection principles.

Literature induction and analysis
Investigation, research and induction

Literature research on business model

Research and summary on screening
methods of index system

Collect relevant index system

Preliminarily determine the index system

Interview with experts Preliminary screening index

Data mining
Expert supplement

Data inspection
Modification and improvement of index system

The index system was finally established

Figure 7: Specific process of determining the index system.
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reputation, personal income, employees work stably,
product, service, cooperation model, product ease of use,
meeting market demand, market competitiveness of
products, production and operation decision-making,
market share, social welfare, obtain employment, taxation,
and environmental pollution.

Besides, as it is difficult to acquire the data of many eval-
uation indexes and most indexes are difficult to quantize, this
paper have replaced some indexes with quantitative ones with
the same concept and add some necessary indexes. *e finally
determined evaluation index set includes enterprise profit-
ability, enterprise scale, corporate reputation, employee income,
employees work stably, product quality, product price, user
satisfaction, enterprise information interaction, distribution
strategy, new product innovation ability, master core tech-
nology, proportion of enterprise R&D investment, market
share, enterprise capital turnover, and taking advantage of the
original network and obtain employment.

In order to build the index system that can objectively assess
the business innovation servicemodel, it is necessary to conduct
deeper-level analysis on the preliminarily built index set and
make technical screening on the index set so as to build the
business model innovation evaluation model with the evalua-
tion layer. Comprehensive optimization chemotaxis algorithm
is a science-based computingmethod, and it takes the dialectical
decision-making of experts and typical data computing as the
basis and combines qualitative and quantitative analysis in the
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Figure 8: Initial model of business innovation service model evaluation index system.
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Figure 9: Business model innovation flowchart.
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entire screening process. It first filters the indexes with 6
methods in a sequential order and revises and improves the
built index system. One or more methods can be used re-
peatedly until the requirement if met. *e index system con-
firmed by this method has higher scientificity and rationality, as
shown in Figure 10.

According to the above principle of index system
screening, determine the initial index set and set up a
valuable index system Z � z1, z2, . . . , zk, . . . , zn􏼈 􏼉.

4.3.1. Filtering of Index Set

Step 1. Set filtering method
By means of set, filter unnecessary indexes and keep the

remaining indexes. Assume the initial index system
Z � z1, z2, . . . , zk, . . . , zn􏼈 􏼉. Assume invite K experts and
screen n indexes so as to preserve the important and indis-
pensable indexes. Assume that the 1st expert selects t1 indexes:
Z1 � z11, z12, z13, . . . , z1t1

􏽮 􏽯, the 2nd expert t2:
Z2 � z21, z22, z23, . . . , z2t2

􏽮 􏽯, and the Kth expert tk:
Zk � zk1, zk2, zk3, . . . , zktk

􏽮 􏽯.*en,Uk
i �iZi is the index system

recognized by these experts and Uk
i �iZk is the complete index

system all experts can accept. −Uk
i �iZk is the filtered index set,

which might be an empty set.
Z0 � Uk

i �iZk � Z0
1, Z0

2, Z0
3, . . . , Z0

k􏼈 􏼉 is the index system
selected.

Step 2. Weighted filtering method
In this process, indexes with small weight are filtered.

Assume the index system is Z � z1, z2, . . . , zk, . . . , zn􏼈 􏼉, and
the corresponding weight coefficient is ai � a1, a2, . . . , an􏼈 􏼉.
For the given a ∈ [0, 1],

Z
∗

� Za � Zi|ai ≥ a, i � 1, 2, . . . , n􏼈 􏼉 � X
∗
1 , X
∗
2 , . . . X

∗
n􏼈 􏼉,

(1)

where Z∗ is the filtering index system to a, which is a very
small positive number and the value of which shall be de-
termined by experts according to specific principles and
actual circumstance.

Step 3. Validity purification of index set
With this step, it can further improve the rationality of

the index system. Validity is a measurement on the accuracy
and effectiveness of the index results. Mark it as β, and the
computing result is as follows:

Assume the index system is Z � z1, z2, . . . , zk, . . . , zn􏼈 􏼉

and that there are S evaluation object persons.*eir score set on
index Zi is F

(i)
1 , F

(i)
2 , F

(i)
3 , . . . , F

(i)
S􏽮 􏽯. *ey divide them into 3

groups (high, medium, and low scores) according to the scores
F

(i)
1 , F

(i)
2 , F

(i)
3 , . . . F

(i)
S , and the number of people in high- and

low-score groups shall take up around 1/4 of the total people S.
Assume thatF1i is the average score of the high-score group

of Zi, F2i is the average score of the low-score group of Zi, and
Fi is the full score of Zi. *en, the validity of Zi is
βi � F1i/Fi − F2i/Fi, i � 1, 2, . . . , n, and the average validity of
index system Z is βi � 1/n 􏽐

n
i�1 βi. Generally speaking, when

the evaluation result of βi or β to zi is good, it shall be kept;
when βi is within the scope of 0.2 − 0.4, the evaluation result is
so-so and zi shall be corrected; and when βi is smaller than 0.2,
the evaluation result is bad and zi shall be modified or
eliminated.

Step 4. Reliability purification of index set
*is method is a kind of purification for the stability and

reliability of index set. *e so-called reliability refers to the
correlation coefficient of 2 evaluation results on the same index.
Assume that Y is the average value of the 1st evaluation on z1
and X the average value of the 2nd evaluation on z1.

X �
1
n

􏽘

n

i�1
Xi,

mY �
1
n

􏽘

n

i�1
Yi.

(2)

Enter various information

Initial establishment method

Set filter arc method

Weighted filtering method

Validity purification method

Reliability purification method

Fuzzy clustering method

Output index system

Figure 10: Specific procedures of comprehensive optimization
chemotaxis algorithm creation of initial indexes.
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*en, the reliability of the index system Z � z1,􏼈

z2, . . . , zk, . . . , zn} is

ρ �
􏽐

n
i�1 Yi − Y( 􏼁 − Xi − X( 􏼁

��������������������������

􏽐
n
i�1 Yi − Y( 􏼁

2
· 􏽐

n
i�1 Xi − X( 􏼁

2
􏽱 . (3)

Assume that the objects are evaluated in the stationary
normality and they have no significant changes in the 2
evaluations, then:

When ρ is within the range of 0.90 ∼ 0.95, this index
system has excellent stability and reliability; when ρ is within
0.80 ∼ 0.90, it has good stability and reliability; when ρ is
within 0.65 ∼ 0.80, it has so-so stability and reliability; and
when ρ is within 0.65, it has bad stability and reliability,
indicating that certain indexes in the system have significant
differences in these 2 evaluations. *e following methods
can be adopted in order to find these indexes:

Assume that R
(1)
i � Y

(1)
i1 , Y

(1)
i2 , Y

(1)
i3 . . . Y

(1)
im􏽮 􏽯 and R

(2)
i �

Y
(2)
i1 , Y

(2)
i2 , Y

(2)
i3 . . . Y

(2)
im􏽮 􏽯 are the evaluation vectors made by

the evaluation objects on Zi, i � 1, 2, . . . , n. Cluster R
(1)
1 ,􏽮

R
(1)
2 . . . R(1)

n , R
(2)
1 , R

(2)
2 . . . R(2)

n }. If the predesigned input values
R

(1)
i andR

(2)
i are in different classes, take outZi and thenmake

qualitative analysis. If the differences of the 2 evaluation results
are caused by Zi, then modify or eliminate Zi.

Step 5. Fuzzy clustering method
*is method is a kind of purification on the between-

index compatibility. With this method, it can merge the
indexes with bigger compatibility into one term or modify it
or reduce the compatibility between indexes in order to
make the index system more independent, scientific, and
simple. Assume that all data involved are acquired under the
stable state and the fuzzy relation matrix of index system
Z � z1, z2, . . . , zk, . . . , zn􏼈 􏼉 is

Q �

q11 K q1n

M O M

qn1 K qnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (4)

where Q1i represents the similarity coefficient between Z1
and Zi and can be calculated with the following formula:

qij �
􏽐

m
k�1 rik − ri( 􏼁 − rjk − rj􏼐 􏼑

���������������������������

􏽐
m
k�1 rik − ri( 􏼁

2
· 􏽐

m
k�1 rjk − rj􏼐 􏼑

2
􏽱 , (5)

where rik is the evaluation vector of the evaluation object Pt

(representative typical evaluation object) to Z,

ri �
1
m

􏽘

m

k�1
rik,

rj �
1
m

􏽘

m

k�1
rjk.

(6)

According to the relevant fuzzy theories, assume that
(a) qii � 1, ∀i ∈ [0, 1]; (b) qij � qjk, ∀i, j, qij ∈ [0, 1]; and

(c) qij ≤ qjk ≤ qik, ∀i, j, k � 1, 2, 3, . . . , k, . . . n.

Calculate a< b � min a, b{ }. At this time, matrix
Q � (qij)n×n is called as the fuzzy equivalent matrix
Q � (qλij)m×n, where

q
λ
ij �

1, qij ≥ λ,

0, qij < λ.

⎧⎨

⎩ (7)

Apparently, different Z has different Qλ and λ. For the
given λ, it is a matrix formed by 0 and 1. If the elements in
the ith column are completely equal to those in the jth
column, then zi and zj are of the same class. In this way, for
different λ, it has different classes. Such λ shall be selected. It
leads to small differences in the index within the same class,
but the differences between classes are significant. Such λ is
the optimal, and the cluster corresponding to the optimal λ is
called as the optimal cluster and is marked as

ZPt �
Z

(1)
1 , Z

(1)
2 , Z

(1)
3 . . . Z

(1)
n1􏽮 􏽯, Z

(2)
1 , Z

(2)
2 , Z

(2)
3 . . . Z

(2)
n2􏽮 􏽯 · · ·

Z
(c)
1 , Z

(c)
2 , Z

(c)
3 · · · Z

(c)
nc􏽮 􏽯 · · · Z

(1)
pt KZ

(c)
Pt􏽮 􏽯

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

(8)

where Zi
pt � Zi

1, Zi
2, Zi

3KZi
ni􏼈 􏼉 is called as the subclass of Zpi.

Assume that there are S evaluation object persons.
Zpt | t � 1, 2, 3, . . . k, . . . s􏽮 􏽯. Zpi is the optimal cluster to the
evaluation objects; obviously Zi belongs to a certain subclass
of Zpi. If Zi1, Zi2, Zi3. . . Zib all belong to the same subclass,
then Zi1, Zi2, Zi3. . . Zib are called as the same class.

Assume that Zi1, Zi2, Zi3. . . Zib are of the same kind as k

elements in Zpt | t � 1, 2, 3, . . . k, . . . s􏽮 􏽯. *en φ � k/s and
1≤ k≤ s is the clustering degree between Zi1 and Zi1, Zi2,
Zi3. . . Zib. Obviously, 0≤φ≤ 1. If φ≥ 8, merge Zi1, Zi2,
Zi3. . . Zib into a term; if φ< 0.8, do not merge but keep them.
Adjustments shall be made to the indexes, which can be
merged into 2 or more terms in order to merge them into
just one term.

*e above clustering is taken into account from a
quantity perspective, and whether to merge terms requires
analysis from a qualitative angle. For the indexes to be
merged, efforts shall be made to reduce the compatible parts.
Due to fuzziness, the boundary between indexes is not clear;
therefore, the reduction of compatible components is rel-
ative. At the end, get the evaluation index system model of
business innovation service model, as shown in Figure 11.

Finally, give weight to the evaluation index of business
model, including expert sorting method or comprehensive
weighting method. Analyze the data collected with the
optimal weight combination so as to provide more targeted
opinions and suggestions for the healthy development of
enterprises.

5. Research on Business Model Operation
Based on Big Data

Generally speaking, operation is a series of human inter-
vention activities aimed at product promotion. How to use
big data to realize the operation of intelligent business
service mode is a relatively new research topic.*e operation
scope of business intelligence services under big data
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proposed in this paper includes construction industry big
data standards, daily data operation, data-driven operation,
content operation, user operation, publicity and promotion
operation, and other services, as shown in Figure 12.

5.1. Construction of Industry Big Data Standard.
Standardization construction is the basic pillar of the big
data center. Only through the construction and use of
standards can we ensure the interconnection of various
kinds of service information and reduce risks. *e con-
struction of industrial big data standards mainly provides
support for the organization, preservation, classification,
resource exchange, and other related work of big data
warehouse, takes into account the digital resource technical

standards of different institutions, enhances the capacity of
co-construction and sharing of digital resource content, and
ensures the long-term benign and sustainable development
of public cultural big data service system. At the same time,
the industry standards shall comply with the definition
principles of digital resource type, user type, terminal type,
and network environment and formulate standards and
specifications based on national standards, industry stan-
dards, and technical standards of co-construction units, so as
to achieve inheritance, compatibility, practicability, and
expansibility.

5.2. Daily Data Operation. *e daily operation of data
mainly ensures the safe and stable operation of big data and
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Figure 11: Evaluation cross index model of business innovation service model.
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ensures the maintenance of big data system and infra-
structure. *e operation center shall regularly test the ef-
fectiveness of big data warehouse, data lake, and
microservice to ensure the normal operation of source code
and data integrity. In case of system problems, it shall
feedback and deal with them in time.

Big data security protection is also an important part of
daily data operation. Enterprise big data often contains a
large number of personal private contents, including per-
sonal avatar, mobile phone, address, family members, and
other sensitive information. *e operation center needs to
consider the personal information security of the data and
shall not provide it to a third party without the consent of the
person to whom the information belongs. Even if the data is
not personal information, the damage caused by informa-
tion loss is huge.*erefore, it is necessary to establish the big
data service information security management system and
various operation and maintenance security management
systems, conduct regular security inspection and evaluation,
and establish continuous tracking and improvement
schemes for potential security risks and related problems.
During operation, the operation center shall actively take
necessary technical measures for security control, regularly
repair loopholes, and prevent malicious tampering of ex-
ternal services and important data facilities and make di-
saster recovery backups in different places regularly to
ensure rapid recovery after being attacked and tampered
with. In enterprises, big data services cover a wide range and
the number of users is huge. *erefore, it is necessary to
establish and improve the fault emergency response
mechanism.

5.3. Data-DrivenOperation. Data-driven operation refers to
the process of using the results of big data service analysis to
drive the improvement of operation quality. Big data enables

the operation center to collect, store, organize, analyze, and
visualize any real-time data and generate operable intelli-
gence. *is intelligence provides impetus for the sustainable
development of the industry and is the information infra-
structure available to each organization. Data-driven op-
eration needs to focus on three aspects: data planning, data
acquisition, and data analysis. Its dimensions include all
aspects, which can be improved from the following four
parts:

(1) According to the analysis of operation data, help
relevant departments to establish an assessment and
evaluation system and present it through the
platform

(2) Use big data to collect, analyze, and solve problems
and provide services more in line with users’ needs

(3) Guide and help users more accurately, and efficiently
enjoy the sense of gain brought by intelligent
business services according to big data

(4) According to the user’s use data and evaluation
feedback, form iterative suggestions for system im-
provement, and submit them to the operation center
for service optimization and upgrading

Data-driven operation is also the self-optimization and
improvement of the big data algorithm. *rough data ac-
cumulation and learning, big data can upgrade and improve
the original algorithm through self-learning of data, so as to
predict the future trend of the market and make scientific
decisions for enterprises.

5.4. Content Operation. *rough big data services to
achieve efficient content operation, business intelligence
services will have repeatable processes to create effective
content. Content operation mainly includes content audit,

Business model operation
 scope under big data

Construction industry big data standard

Daily data operation

Data driven operation

Content operation

User operation

Operation of publicity and promotion

Figure 12: Operation scope of business intelligence model based on big data.
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content production, and content display. Content audit is
mainly responsible for quality and quantity to ensure that
business intelligence services have sufficient and high-
quality content. Content production consists of internal
team, external structure, and author. Content display refers
to the specific presentation form of content. It can be
displayed through self-media such as channels and col-
umns or through external media to realize the internal and
external dissemination of information. *e three parts
jointly realize the content operation of intelligent business
service mode, so as to provide various information services
for enterprises. *e specific framework is shown in
Figure 13:

5.5. User Operation. Users are the foundation of an enter-
prise or product, and all business departments focus on user
services. User operation plays the role of a thread in the
enterprise and coordinates the resources between various
departments. Its most important job is to control the needs
of users. After discovering the problems and analyzing the
causes of the problems, user operations should distribute
requirements to relevant business departments. If multiple
parties need to work together, user operations need to co-
ordinate resources and the relationship between various
departments. Monitoring the implementation process and
results of the scheme is also an extremely important work
and puts forward reasonable improvement suggestions for
the scheme in real time.*e evaluation index link is set in the
process, that is, whether the time, money, and other labor
costs paid for doing a thing meet the psychological expec-
tations. *rough this process, the user operation realizes the

rapid transformation of value. *e specific workflow is
shown in Figure 14.

5.6. Publicity, Promotion, and Operation. Publicity and
promotion operation mainly refers to the integration of
various online and offline business services within the en-
terprise and targeted publicity and promotion. *is is a big
data model promotion process, and the purpose is to achieve
full coverage of services. Publicity, promotion, and operation
include the basic work of processing, integration, review,
uploading, and initial promotion of resources of various
departments in the enterprise. On the basis of continuous
operation and promotion, it is needed to focus on the
construction of enterprise characteristic service system to
expand the effect; then focus on promoting users to become
the application, creator, and provider of the system; and
finally promote the system to become a new operation mode
benefiting the whole enterprise.

6. Conclusions

*is paper has mainly studied the business intelligence
service model based on big data technology. It has firstly
summarized the defects of conventional business models
and the characteristics of big data. *en, it has combined big
data technology with business innovation service model,
designed the big data-driven business innovation service
model, including management system, risk assessment, and
functional and nonfunctional demands, and analyzed the big
data architecture. After that, it has studied the construction
of big data-driven business innovation service model,
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analyzed the construction process, and established the
evaluation index system of the completed business models so
as to evaluate its development status in a comprehensive and
objective manner. Finally, it has studied and analyzed the
operations of business model under big data so as to provide
certain ideas for business model innovation. *e methods
and evaluation index system in this paper on data mining
and analysis and business model design have certain uni-
versality and significance in helping enterprises to realize the
big data business innovation service model.
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Urbanization construction is an important part of China’s economic development. New urbanization is a new development
direction proposed by China in order to adapt to social development. China’s urbanization construction must be changed.
 e construction of new urbanization is not only committed to expanding the scale of cities and towns but also promotes the
industrial upgrading of cities and towns and improves the e�ciency of urban production to meet the needs of economic
growth. Under China’s high-quality economic development model, various problems of ecological environment pollution
and low productivity have emerged. New urbanization has become an e�ective strategy to promote high-quality economic
development.  e research results of this paper show that (1) the level of coordinated development among urbanization
systems is low, and the population agglomeration and industrial economic development, urban land resource utilization,
urban public welfare development, and urban ecological environment development are not coordinated during the process of
population urbanization, it is necessary to strengthen the development capacity of the economy, space, society, and green
urbanization, and only the coordinated development of various systems can promote the high-quality development of
urbanization. (2) From 2006 to 2017, the urbanization development coe�cient of the �ve northwestern provinces and regions
has increased year by year, and the high-quality development level of urbanization has gradually increased. Except for the
urbanization system development coe�cient of urbanization from 2016 to 2017, which was higher than 0.3 and was in a
relatively imbalanced stage, the coe�cients of the other provinces were all lower than 0.2 in each year, which was in a highly
imbalanced stage. (3)  e loss value of the intelligent computing development evaluation model proposed in the article is the
lowest among the detection models. When the number of iterations is 20, the �nal loss value of the article is 0.1. With the
increase in the number of iterations, the accuracy rate is basically in a stable growth state, when the number of iterations is 20,
and the accuracy rate reaches a peak value of 99%, which is close to 100%.  e experimental results can also show that the
performance of the intelligent computing development evaluation model structure is better than the evaluation of high-
quality urbanization development.

1. Introduction

As a strong driving force for high-quality development,
urbanization is not only an important driving force for
population agglomeration within urban space but also an
important support for industrial agglomeration and
technological innovation. In the process of urbanization
construction, policy dividends have opened up prerequi-
sites for industrial agglomeration. At this stage, my
country’s urbanization construction is still in a critical
period of improving quality.  e article shows that the

problem of low quality of urbanization in my country is
becoming increasingly prominent and proposes that the
high-quality development of urbanization should be pro-
moted by improving total factor productivity, strength-
ening urban quality construction, building characteristic
small towns, and cultivating new types of farmers [1].  e
article puts forward the current development status of my
country’s urbanization and gives relevant suggestions [2].
Based on the panel data of 30 provinces in China from 2004
to 2018, this paper constructs an evaluation system for the
rapid development of townships [3]. Using the GIS
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technology and the coordination degree model, the spatial
pattern of urbanization quality and resource utilization
coordination in 288 cities above the prefecture level in
China is analyzed, and the potential reasons are being
discussed [4]. Based on the new perspective of “urbani-
zation quality improvement,” this paper summarizes the
connotation of urbanization quality in developed areas by
analyzing the experience and practice of village renovation
in the Southwest Village of Zengcheng County [5]. )is
paper describes the great significance of the government’s
strong support for township construction [6]. Based on the
analysis of relevant literature at home and abroad, the
article gives a brand-new goal for the development di-
rection of my country’s towns and villages [7]. According to
the relationship between urbanization development and
industrialization development since my country’s reform
and opening up, this paper makes a quantitative analysis of
I/U and N/U [8]. )is paper calculates the development
index of new urbanization and industrial structure in
Shandong Province and establishes a coupling coordina-
tion degree model of new urbanization and industrial
structure [9]. )e article analyzes the overall trend of ag-
glomeration in the economic pattern of Northeast China
and shows that the development characteristics of
Northeast China are different, and the role of urban ag-
glomerations needs to be strengthened [10]. )is paper
analyzes the economic development status of cities and
towns in the five northwestern provinces over the past five
years and makes a simple forecast for the future economic
development [11]. )e article explains the necessity and
importance of township construction for national eco-
nomic development [12]. )e article illustrates that pro-
moting high-quality development is an inherent
requirement of new urbanization and an objective re-
quirement of rural revitalization [13]. Based on the
Guangxi research, this paper believes that private enter-
prises should adhere to the new development concept,
firmly grasp, and make good use of five opportunities,
namely, high-end industry, population urbanization, green
development, social informatization, economic globaliza-
tion, and exploring the new era of enterprise high A new
path for quality development [14]. By analyzing the de-
velopment path of urbanization, this paper considers the
agglomeration efficiency and the fairness of urban and rural
spaces in a thoughtful manner [15].

2. Construction of Development
Evaluation Model

2.1. Research Purpose and Significance. With the continuous
deepening of the urbanization process, the shortcomings of
the traditional urbanization model have become prominent,
the ecological environment has been seriously damaged, the
development of cities and rural areas is not coordinated, and
the construction of urban infrastructure is not perfect. )is
kind of large-scale urbanization construction is not in line
with the current development concept of our country, and it
also leads to the problem of spatial disequilibrium in the
quality of urbanization in different regions. )ese problems

need to find new solutions. )roughout the construction
process of my country’s urbanization, urbanization is based
on large-scale population space migration. Today, my
country is seeking to transform from “seeking wealth” to
“strengthening the country”, and the concept of guiding
urbanization construction is no longer the best way. De-
velopment” and “rapid development” are “how to better seek
new development”. )e current is in the new period of the
“14th Five-Year Plan”, and it is also the historical meeting
period of the first two-hundred-year “great goals of strug-
gle”, and at this critical period, perfecting the new-type
urbanization development strategy has great practical sig-
nificance for my country to realize socialist modernization
and cope with the complex international situation. Rural
areas have also achieved balanced development.

2.2.Construction of the Indicator System. Combined with the
characteristics of the current era of increasing double cir-
culation, the article constructs a development evaluation
system, as shown in Table 1 [16].

3. Evaluation and Analysis of High-Quality
Urban Development

3.1. Calculation and Evaluation of Urbanization Efficiency.
In order to test the effect of new urbanization on high-
quality industrial development, the following model is
constructed [17].

IDQit � β0 + β1urbit + β2Zit + ui + vi + εit, (1)

where i is the individual or each province, t is the year, IDQit
is the comprehensive level of high-quality industrial de-
velopment, urbit is the comprehensive level of new urban-
ization, Zit is the control variable, and ui is the individual
fixed effect, which is used to control changes over time. )e
individual heterogeneity of vit is the time dummy variable,
and εit is the random disturbance term.

Test the effect of new urbanization on high-quality in-
dustrial development:

IDQit � α0 + α1urbit + α2zit + ui + vi + εit. (2)

)e regression results of the new urbanization on the
intermediary variable [18]are as follows:

Mit � β0 + β1urbit + β2Zit + ui + vi + εit,

IDQit � c0 + c1urbit + c2Mit + c3zit + ui + vi + εit.
(3)

Considering the multiple correlations of resource ele-
ment structure transformation in the process of urbaniza-
tion, the mainstream spatial panel model can be set as SAR
and SEM types.

Urbanit � α + ρ􏽘
n

j�1
WijUrbanit + cRstruit + δXit + εit,

Urbanit � α + cRstruit + δXit + εit.
(4)

Build a dynamic space panel model:
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Urbanit � βUrbanit−1 + ρ􏽘
n

j�1
WijUrbanit + cRstruit

+ δXit + εit,

εit � λ􏽘
n

j�1
Wijεit + μit.

(5)

Ratio of service sector to industrial output is as follows:

RstruBij � 􏽘
n

j�1

vijt

vit
In

lpijt

lpjt

􏼠 􏼡. (6)

3.2. Variables and Data Description. Based on the two di-
mensions of time and cross section, the panel data con-
taining m evaluation indicators in n regions in Tyears are
split, so that there is one cross-sectional data every year [19].

X
T

� xij􏼐 􏼑
n×m

. (7)

)e T-year cross-sectional data are sorted by time and
region to form a nT × m global evaluation matrix [20].

X � X
1
, X

2
, · · · , X

T
􏼐 􏼑

nT×m
� xij􏼐 􏼑

nT×m
. (8)

For positive indicators,

xij �
xij − minxij/i

maxxij/i − minxij/i
× 99 + 1, 1≤ i≤ nT, 1≤ j≤m.

(9)

For negative indicators,

xij �
maxxij/i − xij

maxxij/i − minxij/i
× 99 + 1, 1≤ i≤ nT, 1≤ j≤m.

(10)

Calculate the information entropy of the j-th index [21]:

Table 1: Indicators of high-quality urban development.

First-level indicator Secondary indicators )ree-level indicator

High-quality urbanization
development system

Population of town

)e resident population ratio of the town (%)
Urban population density (person/Km2)

Proportion of employment in the secondary industry (%)
Proportion of employment in the tertiary industry (%)

Economic
urbanization

Provincial per capita GDP/national per capita GDP
Value of nonagricultural industries/number of business people in

nonagricultural industries
Nonfixed output value/fixed output value

Population urbanization rate as a percentage of nonagricultural industry
structure

)e ratio of population urbanization rate to GDP growth rate
)e ratio of total import and export to GDP (%)

FDI to GDP ratio (%)
OFDI to GDP ratio (%)
Fiscal deficit ratio (%)
Inflation rate (%)

Spatial urbanization

Ratio of construction area to total area (%)
Per capita built-up area (m2/person)

Ratio of urban construction land to total area (%)
Per capita road area (m2/person)

Completed building area (10000m2)

Social urbanization

Per capita social consumption
Urban registered unemployment rate

Income ratio of urban and rural residents
Human capital

Ratio of urban and rural Engel coefficients
Ratio of personnel in urban and rural health institutions

Number of patents granted
R&D input intensity

Science and technology fiscal expenditure
Social security investment level

Green urbanization

Green coverage
Daily treatment capacity of urban sewage (10,000 cubic meters)

Domestic garbage removal volume (10,000 tons)
Forestry investment/GDP

Industrial pollution investment/secondary GDP
Per capita park green space (square meters)

CO2 emissions per capita
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ej � −
1

ln(nT)
×∑
nT

i�1
fij × ln fij( ), 1≤ i≤ nT, 1≤ j≤m. (11)

Calculate the information entropy redundancy of the
j-th indicator [22]:

gj � 1 − ej. (12)

Indicator weight calculation [23]:

ωj �
gj

∑mj�1 gj
. (13)

Calculate the high-quality development level of the
economy [24]:

Fi �∑
m

i�1
ωj × xij. (14)

Urban high-quality development index[25]:

hstruc �∑
5

j�1
Wjθj( ). (15)

4. Simulation Experiments

4.1. Spatial and Temporal Analysis of Development. In order
to understand the changing trend of the coordinated de-
velopment of the urbanization system, the experiment se-
lected �ve di�erent towns in �ve di�erent provinces in the
northwest region and recorded the changes in their devel-
opment coe�cients in recent years.  e experimental results
show that from 2006 to 2017, the urbanization development
coe�cient of the �ve northwestern provinces and regions
has increased year by year, and the high-quality develop-
ment level of urbanization has gradually increased. In terms
of provinces and regions, the development coe�cient of
urban one ranks �rst among the �ve provinces and regions
in the northwest.  e development coe�cient of town one
was 0.240 in 2006 and has been on an upward trend since
then, reaching 0.320 in 2017. Urban 2 was 0.191 in 2006,
showing an upward trend in ¡uctuations. In 2017, it was
0.240, ranking fourth. Urban 3 was 0.163 in 2006 and has
been on an upward trend, reaching 0.210 in 2017, ranking
last among the �ve northwestern provinces. In 2006, the
urban area 4 was 0.240, showing a ¡uctuating upward trend,
and it reached 0.260 in 2017, ranking second.  e devel-
opment coe�cient of town �ve in 2006 was 0.220, showing
an upward trend, and it reached 0.250 in 2017, ranking third.
 e statistics of the urbanization development coe�cient are
shown in Figure 1.

As shown in Figure 1, although the urban development
coe�cient of the �ve northwestern provinces is on the rise,
the level of development schedule is low. Except for the
urban development coordination degree in 2016–2017,
which was higher than 0.3, which was in a relatively im-
balanced stage, the urbanization development coordination
degree of other provinces in each year was lower than 0.2,
which was in a highly imbalanced stage.  e Northwest is in

a stage of serious imbalance as a whole, indicating that the
quality of urbanization in the Northwest is low.  e level of
coordinated development among urbanization systems is
low, and there is an inconsistency between population ag-
glomeration and industrial economic development, urban
land resource utilization, urban public welfare development,
and urban ecological environment development. In the
process of population urbanization, people constantly em-
phasize economy, space, society, and green.  e develop-
ment capacity of urbanization is very important for the rapid
development of cities and towns. Only by achieving stable
and coordinated development among various regions, we
can correctly achieve the goal of high-quality development of
urban construction.

As shown in Figure 2, from the perspective of the urban
economic development coe�cient, the overall value is
between 0.2 and 0.4, which is in a relatively high imbalance
stage.  e coe�cients of Urban 1, Urban 2, and Urban 5
and 3 provinces are relatively stable and are also in a
relatively high imbalance stage.  e coe�cients of Urban 3
and Urban 4 ¡uctuate and decrease and tend to be stable.
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Figure 1: Regional urbanization development coe�cient of the �ve
northwestern provinces.
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Figure 2: Urban economic development coe�cient.
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 is is related to the weak economic foundation of the �ve
northwestern provinces and regions.  e key to the quality
of urbanization development lies in economic develop-
ment. As the basic guarantee for urban development, the

economy is a necessary factor to determine whether the
high-quality urban development is successful. From the
industrial development of the northwest provinces, we can
see that except for the urban four and two industries in the
northwest provinces, the growth rate of the four and two
industries is positive and has a downward trend.  is re-
¡ects the unstable foundation of high-quality development
of urbanization and inhibits the high-quality development
of urbanization.

As shown in Figure 3, from the perspective of the urban
spatialization development coe�cient, the development
coe�cient of the northwest provinces shows a gradual
upward trend, evolving from a high imbalance to a moderate
coordination. e coe�cients of Town 1 and Town 4 are in a
moderate coordination stage in each year.  e coe�cients of
Town 5 and Town 2 have evolved from high imbalance to
moderate coordination. Although the coe�cient of Town 3
is on the rise, it has been in a relatively high imbalance stage.
Judging from the gradual increase in the development co-
e�cient of population and spatial urbanization in Northwest
China, the level of urban spatial development has gradually
met the needs of population urbanization, but the degree of
coordinated development still needs to be improved. Be-
cause the northwest is located in an ecologically fragile area,
especially in the second, third, and �fth cities, the urban
spatial development is greatly a�ected by natural factors, and
it is more necessary to make scienti�c planning in terms of
land resource utilization to improve the level of spatial
urbanization.
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Figure 3: Urban spatialization development coe�cient.
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Figure 4: Descriptive statistics result from graph.

0

0.5

1

1.5

2

2.5

3

3.5

ur
ba

ni
za

tio
n

le
ve

l

go
ve

rn
m

en
ta

l
su

pp
or

t

en
vi

ro
nm

en
ta

l
ru

le
s

Ta
le

nt
en

vi
ro

nm
en

t

Te
ch

no
lo

gi
ca

l
in

no
va

tio
n

traditional urbanization

new urbanization

instrumental variable

Figure 5: Statistics of regression results.

Mathematical Problems in Engineering 5



4.2. Analysis of Empirical Results. In order to explore the
impact of new urbanization on high-quality industrial
development, the experiment uses a fixed-effect model for
regression analysis. By comparing the impact of tradi-
tional urbanization and new urbanization on the quality
of industrial development, we can find out the important
factors that affect the high-quality development of cities
and towns. )e experimental results are shown in Fig-
ures 4 and 5.

According to the data in Tables 2 and 3, in the stage of
traditional urbanization, the results show that the coef-
ficient of influence of traditional urbanization on high-
quality industrial development is 0.315, and it can sig-
nificantly promote development at the level of 1%. Tra-
ditional urbanization focuses on the expansion of
population and space. To a certain extent, population
aggregation and spatial expansion are conducive to the
expansion of industrial scale and the improvement of
efficiency and to improve the overall development quality
of cities and towns. In the new-type urbanization stage,
the influence coefficient of new-type urbanization on the
high-quality industrial development is much higher than
that of traditional urbanization, and at the level of 1%, its
promotion effect is much greater than that of traditional
urbanization. As far as control variables are concerned,
the influence coefficient of government support on high-
quality industrial development is not at a significant level
in the traditional urbanization stage, indicating that
government support has little impact on high-quality
industrial development at this stage, while the influence
coefficient in the new-type urbanization stage is small and
more significant. Under the environmental rules, the
difference between the coefficients of traditional towns
and new-type urbanization is relatively small, indicating
that environmental rules have little influence on the
construction of new-type urbanization, and the influence
of the talent environment and technological innovation
on traditional and new-type towns is within the control
range.

4.3.Model Validation. In order to verify the performance of
the model, the experiment was compared with the other two
models, and the evaluation results of urban development
were analyzed. )e loss value and exact value are set under
the model. Among them, the experimental set is a set of
samples set aside during the model training process, which
can be used to adjust the hyperparameters of the model and
to initially evaluate the ability of the model, and the test set is
used to evaluate the generalization ability of the final model,
but it cannot be used as the basis for algorithm-related
selections such as parameter tuning and feature selection. In
order to make the model run better, each model is set for 20
iterations. )e model test loss value is shown in Figure 6.

According to the experimental results in Figure 6, it can be
known that the loss value of the intelligent computing de-
velopment evaluation model proposed in the article is the
smallest value in the test model. When the number of itera-
tions is 20, the final loss value of the article is 0.1.)e final loss
value of the development evaluation model is 0.3, the final loss
value of the grey relational development evaluation model is
0.48, the loss value of the intelligent computing development
evaluation model decreases slowly with the increase of the
number of iterations, showing a relatively stable state, and the
other two models have a more tortuous decline. )erefore, in
terms of loss value, the model proposed in this paper has a
lower loss value and higher robustness.)e correct rate curves
of the three different models are shown in Figure 7.

According to the data in the figure, we can know that the
correct rate of the intelligent computing development
evaluation model proposed in the article is the one with the
largest value in the test model. With the increase in the
number of iterations, the correct rate is basically in a steady
growth state. When the number of iterations is 20, the
accuracy rate peaks at 99%, which is close to 100%. )e
accuracy rate of the grey relational development evaluation
model is the lowest among the three models. When the
number of iterations is 20, the accuracy rate reaches 78%.
)e accuracy rate of the AHP development evaluationmodel
is 92%, which is between the two models. Due to the limited

Table 2: Descriptive statistics.

Variable Sample size Mean Standard deviation Min Max
Industrial high-quality development level 360 0.3955 0.0988 0.1780 0.6941
New urbanization level 360 0.3387 0.1326 0.1655 0.7702
Governmental support 360 0.2523 0.1112 0.1998 0.7582
Talent environment 360 0.2642 0.1257 0.0989 0.2221
Environmental rules 360 0.1614 0.1203 0.2160 0.0110
Technological innovation 360 0.1249 0.1327 0.1402 0.2287
Industrial agglomeration 360 0.1987 0.2348 0.3964 1.6003

Table 3: Benchmark regression results and instrumental variable regression.

Variable Traditional urbanization New urbanization Instrumental variable
Urbanization level 2.72 1.94 2.26
Governmental support 2.01 2.97 3.16
Environmental rules 1.59 1.79 1.01
Talent environment 2.62 2.31 2.41
Technological innovation 1.63 1.59 2.01
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data set and the number of experiments, the two indicators
cannot accurately compare the performance of the model.
 erefore, the article also introduces the F1 indicator, which
can better re¡ect the speci�c performance of the model on
di�erent test sets. Based on the above model veri�cation
results, the performance of the three models is compared
and analyzed, and the results are shown in Table 4.

As shown in the data in Table 4, we can know that the
performance of the intelligent computing development
evaluation model structure is better than the other two
models in terms of accuracy, F1, and loss value.  erefore, it
can be shown that the intelligent computing development
evaluation model structure is very important for urbani-
zation.  e quality development assessment performed
better than the other two models.

5. Conclusion

 e current international environment is complex, and
economic globalization has entered a period of adjustment.
Under the background of the new development pattern, my
country should give the correct development concept to
solve the problem of high-quality development of the do-
mestic economy.  e key lies in the coordinated develop-
ment of urban and rural areas. On the one hand, it is
necessary to strengthen the implementation of the rural
revitalization strategy, further improve the total factor
productivity of agriculture, improve the level of rural re-
vitalization, release more rural labor force, and promote the
transformation e�ciency of migrant workers into citizens.
On the other hand, based on the construction of new ur-
banization, accelerate the high-quality development of ur-
banization and strengthen the coordinated development of
urban and rural areas. Based on the panel data of �ve
provinces and regions in Northwest China in recent years,
this paper constructs an indicator system for high-quality
urbanization development and concludes that my country’s
new-type urbanization and industrial high-quality devel-
opment levels are gradually improving, but there are re-
gional di�erences between the two. is result shows that my
country’s industrial development is gradually transforming
into a high-quality direction, but the current level of de-
velopment needs to be further improved. In the future re-
search work, we should focus on the following aspects:

(1) Accelerating the construction of new urbanization
provides an important support platform for the high-
quality development of the industry. First, under the
guidance of the government, accelerate the reform of
the household registration system to realize the real
citizenization of migrant workers and promote more
rural laborers to gather in cities and towns. Second,
speed up the urban infrastructure construction and
expand the space for industrial agglomeration to
realize the free ¡ow of factors, so as to realize the
balanced development of cities and towns and solve
the problem of unbalanced labor distribution.

(2) In the process of promoting new-type urbanization,
reasonably introduce industries and build industrial
parks according to the factor endowments of each
region.  rough continuous adjustment and opti-
mization of industrial layout and structure, resource
elements can be reasonably circulated, thereby re-
ducing industrial production costs, improving pro-
duction e�ciency, and promoting high-quality
industrial development.

Table 4: Model test comparison results.

Model category Correct rate
(%) F1 Loss

value
Intelligent computing
development evaluation model 96.23 0.8843 0.0647

Analytic hierarchy process
development evaluation model 90.25 0.7406 0.1945

Grey relational development
assessment model 86.23 0.6452 0.2453
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Figure 7: Model accuracy test.
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Figure 6: Model loss value test.
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(3) In the critical period of improving the quality of
new-type urbanization, through the construction of
new-type urbanization, continuously lead the tech-
nological innovation of industrial enterprises, and
provide strong support for promoting the high-
quality development of the industry. In the infor-
mation age, more emphasis is placed on the diffusion
of information technology, so as to optimize re-
source efficiency and promote high-quality indus-
trial development.
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A sports-assisted educationmethod based on a support vector machine (SVM) is proposed to address the problem of complex and
variable sports actions leading to easy ghosting of target detection and high dimensionality of feature extraction, which reduces the
low accuracy of sports action recognition. �e ViBe target detection algorithm is improved by using Wronskian function and the
“4-linked algorithm” seed �lling algorithm, which e�ectively solves the ghosting problem and obtains clearer human sports
targets. By using the genetic algorithm to fuse the eight-star model with sports action features extracted by the Zernike moment,
redundant features are reduced and di�erentiability between di�erent classes is ensured. Sports action classi�cation was achieved
by using a one-to-one construction of an SVM classi�er. �e results show that the proposed method can e�ectively recognize
sports movements with an average recognition accuracy of more than 96%, which can assist physical education and has a certain
practical application value.

1. Related Work

With the popularity of arti�cial intelligence technology in
various industries, machine vision is playing an increasingly
important role in people’s lives. As a hot research direction
inmachine vision, sports action recognition is widely used in
sports analysis and sports-assisted education, which is based
on target detection. Sports action features are extracted to
analyze them, and an automatic classi�er is used for rec-
ognition. At present, commonly used target detection al-
gorithms mainly include hybrid Gaussian background
modeling, visual background extraction (ViBe), and average
background model. [1]. For example, Farag Wael detected
autonomous vehicles by hybrid Gaussian background
modeling to achieve fast real-time target detection. Zhao
Xiaolei et al. applied the ViBe algorithm to achieve multi-
scale target detection in high-resolution remote sensing
images [2]. Zhao Weidong et al. achieved the target de-
tection of steel defects by the average background model [3].
Compared with hybrid Gaussian background modeling and
the average background model, the ViBe algorithm has good
fault tolerance, high computing speed, and detection

accuracy [4]. �erefore, the ViBe algorithm is used as the
target detection algorithm in this paper for sports action
recognition. In terms of feature extraction, the main feature
extraction methods include the eight-star model, Zernike
moments, and other approaches. Liu Jing et al. extracted
hyperspectral remote sensing image features. An eight-star
model is used to improve the recognition e�ect of images [5].
Wang et al. used Zernike moments to extract MRI image
features and used SVM classi�cation to identify them for
rectal cancer T-stage prediction [6]. Sports actions are
complex, andmultifeature fusion is bene�cial to improve the
accuracy of subsequent action recognition. �erefore, in this
paper, a genetic algorithm is used to fuse the eight-star
model with features extracted from Zernike moments. For
image classi�cation recognition, it mainly includes a dy-
namic time regularization algorithm and probability-based
statistical recognition methods. Based on the former, it is
usually not used for complex sports action classi�cation
recognition due to its susceptibility to noise [7]. �e clas-
si�cation methods based on probability statistics include
hiddenMarkovmodels and SVMmodels.�e SVMmodel is
highly useable and generalizable in dealing with high-
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dimensional pattern recognition and nonlinear problems,
and it is applicable to this paper for sports action classifi-
cation [8]. 'us, SVM is selected as a classifier to classify
sports actions through target detection and multifeature
fusion, so as to achieve sports-assisted education.

2. Basic Algorithms

2.1. Target Detection Algorithm

2.1.1. An Introduction to ViBe Algorithm. A ViBe algorithm
is a pixel-level detection algorithm with the characteristics of
occupying a small hardware memory and a high recognition
rate, and its specific steps are as follows:

(1) Background modeling: let M(x) be the set of back-
ground pixel values v(x) of the pixel point x. 'en,
the background model can be obtained as

M(x) � v1, v2, . . . , vN􏼈 􏼉. (1)

(2) Foreground detection: the new pixel value v(x) with
M(x) is compared. If v(x) is close to the sampled
value inM(x), v(x) belongs to the background point.
Suppose SR(v(x))∩ v1, v2, . . . , vN􏼈 􏼉 is a sphere space
with v(x) as the center and R as the radius and
SR(v(x))∩ v1, v2, . . . , vN􏼈 􏼉 denotes finding the cross
section in the space. In Figure 1, C1 and C2 are the
components of (C1,C2) in the two-dimensional Eu-
clidean space, # is the number of intersecting ele-
ments of the set, and min is the decision threshold,
then the decision process is expressed as

v(x) ∈
foreground if# SRv(x)∩M(x)􏼈 􏼉<Min

background otherwise
.􏼨

(2)

If the number of M(x) in the space<min, x is a
foreground pixel point.

(3) Background model updating: PG is the pixel point in
the random point x eight neighborhood in the
background model, as in Figure 2(a), input Pt, as in
Figure 2(b), and PG needs to be updated when Pt(x)

is judged to be the background. Spatial randomness
is the random replacement of pixels PG(r) in the
PG(x) eight neighborhoods by Pt(x).

2.1.2. ViBe Algorithm Improvement. 'eViBe algorithm has
the advantage of constructing a background model from the
first frame of the video sequence, but at the same time, it also
has the problem of ghost regions. To solve this problem, this
paper improves it by the means of Wronskian function [9]
and the “4-linked algorithm” seed filling algorithm [10], as
shown in Figure 3. In addition, the steps of improvement are
as follows:

(1). After preprocessing the collected data, the ViBe
algorithm is used to detect the motion target

(2). 'e pixel values are judged according to equation
(3) to obtain the ghosting area:

|W| �
Ft
′(x, y)

F’
t− 1(x, y)

􏼠 􏼡

2

−
Ft
′(x, y)

F
’
t− 1(x, y)

⎛⎝ ⎞⎠ � 0, (3)

where Ft(x, y), Ft− 1(x, y) are the gray values of the
pixel point (x, y) at moments t and t − 1

C2

V1

V3

V5

V6

V (x)

V2

V4

SR (v(x))

C1

Figure 1: Pixel classification diagram in Euclidean space.
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Figure 2: background model update strategy. (a) 'e background
model randomly selects PG. (b) New frames in the video sequence.
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Figure 3: ViBe algorithm improvement process.
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(3) 'e ghost region is filled with the “4-linked algorithm”
and acquire the moving target by median filtering

2.2. Feature Extraction Algorithm

2.2.1. Eight-Star Model. 'e process of extracting sports
action features from the eight-star model is as follows: we
assume that the silhouette pixel points are N, and we cal-
culate the sports pose silhouette centroid coordinates
(xc, yc).

xc �
1
N

􏽘

N

i− 1
xi,

yc �
1
N

􏽘

N

i− 1
yi.

(4)

According to (xc, yc), the motion target is divided into
four parts: top, bottom, left, and right, and the Euclidean
distance from the extreme value point of the silhouette
contour of each part to the center of mass is calculated as

di �

������������������

xi − xc( 􏼁
2

+ yi − yc( 􏼁
2

􏽱

, i � 1, 2, . . . , 8. (5)

We connect the center of mass of each part with the
contour extreme point, and we calculate the angle between
each line and the horizontal line as shown in

θi � arccos
xi − xc

di

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼠 􏼡 ×

180
π

. (6)

By internalizing the sports action gesture silhouette in a
semicircle, the eccentricity is used to determine the am-
plitude of sports movements as shown in

e �

�����

1 −
a
2

b
2

􏽳

, (7)

where b is the short semiaxis of the ellipse, i.e., silhouette
height, and a is the long semi-axis of the ellipse, i.e., sil-
houette width. Based on the above information, the sports
action feature vector extracted by the eight-star model can be
obtained as

F � d1, d2, d3, d4, d5, d6, d7, dg, θ1, θ2, θ3, θ4, θ5, θ6, θ7, θg, e􏼐 􏼑.

(8)

2.2.2. Zernike Moments. Zernike moments are calculated by
computing the orthogonal set of the projection of the image
f(x, y) on the set of complex-valued functions Vpq(x, y)􏽮 􏽯

on the unit circle x2 + y2 � 1 in the following form:

Vpq(x, y) � Vpq(ρ)e
jqθ

,

Rpq(ρ) � 􏽘

(p− |q|c2

s− 0
(− 1)

s (p − s)!

s!(p +|q|/2 − s)!(p − |q|/2 − s)!
ρp− 2s

,

(9)

where ρandθ are the length of the pixel point (x, y) in the unit
circle from the origin and the angle information with the x-
axis and Rpq(ρ) is the radial polynomial of (x,y).

From Zernike moment polynomial properties, it is
known that there exists a unique expression of f(x, y).

f(x, y) � 􏽘
∞

p− 1
􏽘

∞

q− 0
ZpqVpq(ρ, θ), (10)

where Zpq is the Zernike moment, which is defined in

Zpq �
p + 1
π

Bx2+y2 ≤ 1f(x, y)V
−
pq(ρ, θ)dxdy. (11)

'e eigenvectors corresponding to Zernike moments are
log|Z11|, log|Z20|, log|Z31|, log|Z33|, log|Z40|, log|Z42|, and
log|Z44|.

2.3. Classification Recognition Algorithm. SVM is a classi-
fication algorithm that performs nonlinear classification by a
kernel method. 'e core idea of the SVM algorithm is to use
mathematical methods to construct the optimal classifica-
tion surface in the original space or the projected high-di-
mensional space, so that the given binary categories can be
distinguished [11]. 'e specific procedure is as follows:

Suppose the input data is x and x is mapped to a high-
dimensional space by a nonlinear mapping function
ϕ(x): Rd⟶ F as shown in Figure 4. 'e estimation
function is then used to linearly estimate:

R(w) �
1
2
‖w‖

2
+ C 􏽘

n

i�1
J
ε

yi, di( 􏼁, (12)

where C is the penalty coefficient, and the larger its value, the
stronger the penalty; ε is the insensitive loss function; and di
is the true output of SVM. For finding the minimum value of
R(w), i.e., by introducing the dot product function K(xi, yi)

with the use of Wolfe pairwise solution [12], the dual so-
lution of equation (15) is

min
1
2
‖w‖

2
+ C 􏽘

n

i�1
ξi + ξi

∗⎛⎝ ⎞⎠. (13)

'e constraint of equation (16) is [13]

yi − w − xi( 􏼁 − b≤ ζ + ζ i, i � 1, 2, 3 . . . n, (14)

w − xi( 􏼁 + b − yi ≤ ζ + ζ∗i , i � 1, 2, 3 . . . n, (15)

ζ ≥ 0, ζ∗i ≥ 0, (16)

where ξ, ξ are relaxation variables.
Introducing the Lagrange multiplier method, the esti-

mated function f(x) can be transformed as [13]

f(x) � 􏽘
n

i�1
ai − a

∗
i( 􏼁K xi, x( 􏼁 + b. (17)

'e constraint is 0< ai <C, 0< a∗i <C, where K(xi, x) is
the kernel function of SVM.
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'e estimation function is then used to linearly estimate
in

R(w) �
1
2
‖w‖

2
+ C 􏽘

n

i�1
J
ε

yi, di( 􏼁, (18)

where C is the penalty coefficient, and the larger its value, the
stronger the penalty; ε is the insensitive loss function; and di
is the true output of SVM. For finding the minimum value of
R(w), i.e., by introducing the dot product function K(xi, yi)

with the use of the Wolfe pairwise solution [12], the dual
solution of (19) is

min
1
2
‖w‖

2
+ C 􏽘

n

i�1
ξi + ξi

∗⎛⎝ ⎞⎠. (19)

'e constraint of (20) is [13]

yi − w − xi( 􏼁 − b≤ ζ + ζ i, i � 1, 2, 3 . . . n, (20)

w − xi( 􏼁 + b − yi ≤ ζ + ζ∗i , i � 1, 2, 3 . . . n, (21)

ζ ≥ 0, ζ∗i ≥ 0, (22)

where ξ, ξ are relaxation variables.
Introducing the Lagrange multiplier method, the esti-

mated function f(x) can be transformed in [13]

f(x) � 􏽘
n

i�1
ai − a

∗
i( 􏼁K xi, x( 􏼁 + b. (23)

'e constraint is 0< ai <C, 0< a∗i <C, where K(xi, x) is
the kernel function of SVM.

Although SVM has a strong ability to be used and
generalized, it still has some limitations when facing com-
plex and changing sports. 'erefore, this paper selects SVM
as a classifier to build a classification model to identify sports
actions and then assist in sports education.

3. Multifeature Fusion-Based SVM Sports
Action Recognition Classification Method

3.1. Feature Fusion. Feature extraction is central to the
implementation of sports action recognition [14]. In this
paper, we combine the characteristics of sports action,

consider the comprehensiveness of feature extraction and
the description of local features, and use the eight-star model
and Zernike moments commonly used in sports posture
multifeature extraction to extract sports action multi-
features. In order to reduce the redundancy of features and
the dimensionality of the feature vector, this paper uses a
genetic algorithm-based approach to fuse the above
extracted features [15]:

(1) We use the binary method with “0” and “1” code to
indicate the unchecked and selected features

(2) initialize the generated population and calculate the
fitness function of all features, randomly select in-
dividuals for inheritance, and eliminate unselected
individuals according to a predetermined strategy,
such as the random traversal sampling method

(3) We use crossover probability of 0.7 [16]and a vari-
ance probability of 0.5 [17] to generate new
individuals

(4) continue iterating until the algorithm satisfies ter-
mination condition

3.2. Recognition Model Construction. Using a one-to-one
approach, a multiclassifier with radial kernel function SVM
is constructed, and the specific implementation process is
shown in Figure 5, which indicates that six SVMs are re-
quired for the input of four classes of samples. Set class a as
positive samples and class b as negative samples and train to
get the classifier SVMab. When classifying votes, the test
samples are input to the classifier to get the cumulative
values of votes corresponding to the four categories, and the
maximum cumulative value corresponding to labels is used
as the classification result. Taking SVMab as an example, if
the output is determined to be class a, the voting score of a is
sum(i)� sum(i) + 1, and the maximum value corresponding
to the label is found from it.

'e above classifier is applied to human sports action
recognition to construct a feature fusion multiclass classifier
as shown in Figure 6. 'e training samples are input to the
model for training, the best model is saved and input to the
test samples, and the category corresponding to the maxi-
mum cumulative value is selected as the classification result
output, which is the model recognition result.

Figure 4: SVM classification principle.
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4. Simulation Experiments

4.1. Experimental Environment Construction. 'e experi-
ment runs on 64-bit Windows 7 operating system with
Inter(R) Core(TM) i5-2450M CPU@2.5GHz CPU, 8GB
RAM, Microsoft Visual Studio 2010+Opencv2.4.1 software
development environment, and Visual C++ as the devel-
opment language.

4.2. Data Source and Preprocessing. 'e test and competition
datasets are selected as the experimental datasets for evalu-
ating the target detection effectiveness of the proposed
method [18]. Among them, the test dataset contains 111 video
frames with a resolution of 320∗ 240 and a frame rate of 25

fps, and the competition dataset contains 396 video frames
with a resolution of 720∗ 480 and a frame rate of 29 fps.

KTH, Weizmann, and UCF-Sport datasets, which are
commonly used for human motion pose recognition, are
selected as experimental data [19, 20]. KTH contains
160∗120 resolution, 25 fps frame rate, 599 videos, and 6
kinds of actions; Weizmann contains 180∗144 resolution,
25 fps frame rate, 90 videos, and 10 kinds of actions; UCF-
Sport contains 720∗480 resolution, 10fps frame rate, 150
videos, and 10 kinds of actions.

Since videos in the above dataset usually contain clips
without human behavioral activities and video frames
without motion targets, which increase the model compu-
tation and recognition time, invalid video frames are

Training 
sample 

feature sets

Multi-featur
e descriptors

Test sample

Fusion Descriptors

Fusion 
Descriptor 
Classifier 

Max
(Voting results) 

Recognition 
results

Figure 6: SVM classification recognition model based on multifeature fusion.
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Figure 7: Video frame normalization results. (a) Original frame rate. (b) Motion target detection result map. (c) Normalized silhouette map.
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removed in this experiment. Taking the KTH dataset as an
example, we first calculate the area of the motion target
silhouette area in each frame of a video, set 1/2 of the
maximum area value as the threshold value, and then classify
the video frames smaller than the threshold value as invalid
video for deletion processing.

In addition, considering that the human motion changes
with the motion distance from camera position, there is a
difference in the size of the target detection motion area. To
eliminate this discrepancy, experiments are performed using
a bilinear interpolation method [21], as shown in (24), with
scale normalization for each video frame.

newR∗newC � M∗
n

m
× M, (24)

wherem∗ n is the motion target region,M is the height, and
newR∗ newC is the preprocessing result. 'e normalized
result of the original video frame is shown in Figure 7.

4.3. Evaluation Indexes. In this experiment, precious, recall,
false positive rate (FPR), and F-measure are selected as
evaluation metrics of the proposed method, which are
calculated as follows [22, 23]:

precision �
TP

TP + FP
,

recall �
TP

TP + FP
,

FPR �
FP

FP + TN
,

F − measure �
2 × precision × recall
precision + recall

,

(25)

where TP, TN, FP, and FN correspond to true positive, true
negative, false positive, and false negative, respectively.

4.4. Experimental Results

4.4.1. Target Detection Algorithm Verification. To verify the
results of the proposed method on target detection and the
suppression effect of ghosting, experiments are tested on test
and competition datasets, and the results are shown in
Figures 8 and 9. From figures, it can be seen that the
conventional ViBe algorithm detects the ghost shadow in the
background of the target, and there is an occluding reflective
shadow. 'e ViBe algorithm improved by the Wronskian
can eliminate the ghost shadow and reflective shadow well,
which has no effect on multimotion targets. 'is shows that
the proposed algorithm has a good detection effect in the
target detection process.

In order to quantitatively analyze the effectiveness of the
proposed method in target detection, the performance of the
algorithm before and after the improvement is experi-
mentally analyzed, and the results are shown in Table 1. As
can be seen from the table, compared with the traditional
ViBe algorithm and the Wronskian algorithm, the proposed
algorithm performs better in terms of precious, recall, false
positive rate, and F-measure indexes, which indicates that
the improvement of the algorithm in this paper is effective.

4.4.2. Multifeature Fusion Results. To verify the effect of the
proposed method on the multifeature fusion, the 39 feature
quantities of walking, running, and jumping movements
extracted from the eight-star model and Zernike moments
are experimentally fused with normalized and normalized
features, and the results are shown in Figure 10. As can be
seen from the figure, there is a certain interval between the
feature data of walking, running, and jumping after the

(a) (b) (c)

(d) (e) (f)

Figure 8: Comparison of test dataset target detection results. (a) Frame 15 original image. (b) Frame 15 ViBe algorithm result. (c) Frame 15
result of the proposed algorithm. (d) Frame 64 original image. (e) Frame 64 ViBe algorithm result. (f ) Frame 64 result of the proposed
algorithm.
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multifeature fusion, which indicates that the differences
between different categories of sports actions after the
multifeature fusion are obvious and easy to classify.

4.4.3. Identification Results. To verify the effectiveness of the
proposed method, experiments are tested on the pre-
processed Weizmann and UCF-Sport data. Among them,
three common movement postures of walking, running, and

jumping are selected for testing on the Weizmann dataset,
with walking and running movements recorded by 10
volunteers individually and jumping by 9 volunteers; three
commonmovement postures of golf, diving, and gymnastics
are selected for testing on the UCF-Sport dataset. Figure 11
shows the test results of the proposed method on the
Weizmann dataset. From the figure, it can be seen that the
proposed method can effectively identify sports targets and
accurately classify the sports movements of walking and
jumping, but there is a classification error of misidentifying
running as walking. 'e reason for this is that some of the
key frames of running and walking are similar in posture
profile, so the separability of extracted features needs to be
improved, which in turn leads to classification errors.

Figure 12 shows the test results of the proposed method
on the UCF-Sport dataset. As can be seen from the figure, the
proposed method has good recognition results for videos
with a single background and can well recognize the sports
action of playing golf, but there are false recognition cases
for sports actions such as diving and gymnastics with
complex backgrounds, the cause of which is that sports such
as diving and gymnastics have more action transformations
that are not conducive to feature extraction, which in turn
leads to wrong recognition of individual video frames.

To further verify the effectiveness of the proposed
method, experiments compare the recognition results of the
proposed model with those of the commonly used sports
recognition methods on the experimental dataset. Table 2
shows the recognition results of different recognition

Table 1: Comparison of performance metrics of different algorithms.

Algorithm ViBe Precision Recall False positive rate Comprehensive evaluation
ViBe algorithm 0.721 0.812 0.020 0.764
Wronskian model 0.675 0.837 0 017 0.748
'e proposed improved algorithm 0.796 0.898 0 011 0.844
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Figure 10: Multifeature fusion results.

(a) (b) (c)

(d) (e) (f )

Figure 9: Comparison of target detection results for the competition dataset. (a) Frame 179 original image. (b) Frame 179 ViBe algorithm
result. (c) Frame 179 result of the proposed algorithm. (d) Frame 253 original image. (e) Frame 253 ViBe algorithm result. (f ) Frame 253
result of the proposed algorithm.
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methods on the KTH dataset for walking and running,
Table 3 shows the recognition results of different recognition
methods on the Weizmann dataset for walking, running,
and jumping, and Table 4 shows the recognition results of
different recognition methods on the UCF-Sport dataset. As
can be seen from the tables, compared with SIFTfeatures and
multifeatures recognition methods on different experi-
mental datasets, the recognition accuracy of the proposed
method has been improved to different degrees, and the
average recognition accuracy reaches more than 95%, which
has good recognition results.

4.4.4. Example Validation. To verify the generalization
ability of the proposed method, experiments are tested on
the above standard experimental dataset in addition to the
self-built video dataset. A 48-megapixel camera is used to
capture three sports postures of walking, running, and
striping in both indoor and outdoor scenes, and the pro-
posed method is used to test them. 'e average recognition
rate of the proposed method is shown in Table 5. As can be
seen from figures, the proposed method can detect the
complete motion target, and there is no shadow interference
and trailing shadow adhesion between the target and the
surrounding environment, which is conducive to the ex-
traction of physical signs, and the overall recognition effect is
good with an average recognition accuracy of more than
96%. However, due to the small difference between walking
and running movement transformation and posture, there is
still the problem of recognition error, but it has no effect on
the overall recognition effect and can better realize move-
ment recognition and then assist physical education.

5. Conclusion

In summary, the proposed deep learning-based sports-assisted
education method improves the ViBe algorithm by using
Wronskian function and the “ 4-linked algorithm” seed filling
algorithm, which effectively solves the ghosting problem and
can obtain clearer targets of human sports. By using the ge-
netic algorithm to fuse the eight-star model with sports action
features extracted by Zernikemoments, redundant features are
reduced, and differentiability between different classes is en-
sured. By using one-to-one construction of the SVM classifier,
sports action classification recognition is achieved with a
comprehensive recognition accuracy of more than 96%, which
can be used for actual sports action classification recognition.
'e innovation of this research lies in the systematic pro-
cessing of moving images from all links and the improvement
of classification algorithm, so as to comprehensively improve
the classification accuracy of moving images.

However, due to these conditions, there are some prob-
lems in this paper to be further deepened and improved.When
SVM is selected for classification, its kernel parameters and
penalty factors have a large impact on classification results and
affect the generalizability of the model, while the influence of
kernel function is ignored in this paper. 'erefore, in the
subsequent research, the SVM model should also be further
improved from the above aspects in order to enhance the
generalization ability and the classification effect of the model.

Data Availability

'eexperimental data used to support the findings of this study
are available from the corresponding author upon request.

test7,flag=3 Posture: jump

Figure 11: Test results on the Weizmann dataset.

test10,flag=6 Posture: Golf

Figure 12: Test results on UCF-Sport dataset.

Table 2: Comparison of identification results of different methods
on the KTH dataset.

Posture SIFT SIFT feature Multifeature 'is article algorithm
Walk 45.36 93.08 95.33
Run 60.28 90.73 95.01

Table 3: Comparison of identification results of different methods
on the Weizmann dataset.

Posture SIFT SIFT feature Multifeature 'is article algorithm
Walk 40.2 95.28 100
Run 48.21 89.43 95.04
Jump 63.52 97.92 100

Table 4: Comparison of identification results of different methods
on UCF-Sport dataset.

Video
library

SIFT
feature Multifeature 'is article

algorithm
'is article
algorithm

UCF-
sport 68.59 81.37 88.92 91.02

Table 5: Accuracy rate of sports posture recognition.

Moving posture Accuracy rate
Walk 97.36
Run 93.01
Jump 99.67
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Microarray data are becoming a more essential source of gene expression data for interpretation and analysis. To improve the
detection accuracy of tumors, the researchers try to use the lowest feasible collection of the most gene expression studies, and
relevant gene expression patterns are found. �e purpose of this article is to use a data mining strategy and an optimized feature
selection method focused on a limited dense tree forest classi�er to evaluate and forecast colon cancer data. More speci�cally,
merging the “gain information” and “Grey wolf optimization” was incorporated as a feature selection approach into the random
forest classi�er, to improve the prediction model’s accuracy. Our suggested technique can decrease the load of high-dimensional
data, and it allows quicker computations. In this research, we provided a comparison of the analysis model with feature selection
accuracy over model analysis without feature selection accuracy. �e extensive experimental �ndings have shown that the
suggested method with selecting features is bene�cial, outperforming the good classi�cation performances.

1. Introduction

Most colon cancers have become a considerable public
health issue, and most of these cancers have expanded
speedily worldwide. GLOBOCANDatabase 2018 examined
new 1,849,518 colorectal cancer (CRC) instances and
880,792 CRC-related deaths. �e CRC is 0.33% the main
cause of most cancer-associated deaths in the USA, 2019.
�e latest study by Wong Martin [1] suggests that about 25
percent of CRC instances contain a genetic propensity. At
initial stage, generic cancers classi�cation technique is
build totally on DNA microarray gene expression monitor
[2]. �ey additionally recommended similar microarray
data would possibly give a classi�cation technique for most
cancers. �e microarray technology, which largely

constructs the expression of genes, has widely utilized in
prognosis additionally assessment of colon-related malig-
nancies. Timely identi�cation of cancer is crucial in ac-
curate detection and therapy. Microarray-based data
contain hundreds of gene information, and subsample sizes
are often smaller. �ey had a di£cult time identifying the
most signi�cant genes using microarray data because not
every gene had adequate check-out facts and many of them
are redundant. �e two current strategies, feature trans-
formation and selection of acquiring feature genes for most
cancer classi�cation, were built totally on gene expression
data [3].

Feature transformation is a technique for creating a
unique set of modern datasets from existing ones to achieve
feature reductions, even if the author requires strong
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discriminating power, typically to not retain the biological
data in the initial sequence. )e loss of data is reflected in
data transformation interpretability, and it is not possible
to spot a list of cancer-related target genes unlike methods
for feature transformation and selection that do not gen-
erate a new set of features. Ghazavi and Liao take off
nonredundant and relevant functions and keep their ex-
ceptional classification performance accuracy [4]. Feature
selection now no longer contains replacing original fea-
tures hence lowering the dimensionality information
trouble to create a trust model of the dataset used. Even
though, the techniques with a characteristic selection have
received a similar interest aspect. )e selection techniques
may be separated into 3 major categories: filters, wrappers,
and embedded techniques [5]. )e filter method is a way of
selecting features that is dependent on any future machine
learning techniques and is based on a few statistical feature
performances. )ey were technically quick and completely
dependent on dataset characteristics. One of the most
significant dangers is the overlook function connections.
Wrapping-based methods were primarily focused on
finding algorithms, which iteratively evaluate data against a
set of machine learning rules to get the best subset of
features. For datasets with numerous properties, algo-
rithms are not only slower than filters but also computa-
tionally costly. Because they interact with the classifiers for
the selection of features, embedded methods are minimally
computationally expensive and faster than the other types
of feature selection algorithms. Different forms of random
forests, decision trees, and artificial neural networks are
popular embedded methods. Gain information (GI) and
Grey Wolf optimization were presented as strategies for
choosing variables (GWO). An classifier is then developed
for analyzing colon cancer. GWO is the most efficient
swarm intelligence-based metaheuristic method. GWO is
used in several optimization methods such as clustering
applications, design and tuning controllers, power dispatch
problems, robotics and path planning, scheduling prob-
lems, wireless sensor networks, and medical and bio-
medical applications [6]. While researching the usage of
GWO in various engineering problems, we found that
GWO has an ability to handle huge variable numbers and
to escape local solutions while solving a large-scale prob-
lem. Since GWO has the ability to handle a large amount of
variable with better solution, we intend to apply GWO for
microarray data as it is a more essential source of gene
expression data for interpretation and analysis.

For different environments, scholars have proposed
abundant selection algorithms. )ere are several optimi-
zation algorithms inspired from nature or purely mathe-
matical-driven methods. Some of them include monarch
butterfly optimization (MBO), which optimizes the search
strategy by decreasing the local optima, which in turn de-
creases the premature convergence and reduces the number
the local maxima. )is behavior is inspired from the
monarch butterflies [7]. )e slime mould algorithm is an-
other kind of optimization algorithm inspired from the slime
mould mode in nature. )is algorithm mimics its behavior
from the morphological changes of slime mould physarum

polycephalum in completing its lifecycle. )e entire lifecycle
is modeled into a mathematical one, and the authors found it
can be useful for optimization problems [8]. )ere is an
algorithm inspired from the orientation of moths called
moth swarm algorithm (MSA) [9]. MSA is modeled by
capturing the movements of moths in moonlight. )is can
be used to create a learning based on association yielding an
immediate memory, which utilizes levy-based mutation
ethics to increase the cross-population environment and
movement in spiral. Hunger Games Search (HGS) [10]
optimization is based on inheriting the characteristics from
hunger behavior of animals. )e hunger-driven behavior of
wild animals is inherited and modeled to a mathematical
model and applied to solve a range of optimization prob-
lems. )e RUNge Kutta optimizer [11] is different from
bio-inspired algorithms and is meant to solve a variety of
optimization problems in future. RUN utilizes the slope
variation logic that is computed by the Runge–Kutta method
as a searching mechanism. )e drawback in this method is
that this optimization works on large datasets only. )e
colony predation algorithm (CPA) is an efficient optimi-
zation method that focuses on utilizing a mathematical
method inspired from the hunting group of animals such as
prey encircling, prey dispersing, targeting hunters, animal
strategy, and adjusting strategy [12]. Weighted mean of
vectors is the most commonly used optimization algorithm
in the literature prior to the discovery of bio-inspired al-
gorithms. It works on the simple logic of assigning weights to
the elements present in the vectors using a normalized
function and computing the solution for the question set
[13]. However, scheduling problem with no-wait constraints
widely exists in the real-life process of steel production,
computer systems, food processing, chemical industry,
pharmaceutical industry, concrete products, etc. Many ex-
perts and scholars have studied optimization problems with
zero constraints. For instance, to overcome no-wait
scheduling idea with m-machine, a hybrid algorithm is taken
based on the genetic algorithm and simulated annealing. To
minimize the makespan of Flow Shop scheduling idea,
several variants of descending search and Tabu search al-
gorithm were proposed, and a strategy based on a dynamic
Tabu list was also proposed, which enhanced the algorithm’s
ability to jump out of local optimum to a certain extent. A
hybrid optimization algorithm based on variable neigh-
borhood descent and PSO was used to solve Flow Shop
scheduling with two optimization goals. To minimize the
weighted sum of maximum completion time and total
completion time, the literature proposed a TOB (trade-off
balancing) algorithm based on machine idle times. For Job
Shop scheduling optimization in which each job has its
optimization strategy, the literature proposed a hybrid ge-
netic algorithm, in which the genetic operation is treated as a
subproblem and transformed into asymmetric travelling
salesman problem. In the abovementioned commonly used
production scheduling algorithms, no consideration is given
to the great product structure differences, processing pa-
rameter differences, and the need for further deep processing
after assembly of jobs in the real-life manufacturing process
of nonstandard products.
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In fact, to quickly respond to the ever-changing market
and alleviate the pressure of nonstandard products in re-
search and trial production, some enterprises have estab-
lished dedicated production workshops to improve
production efficiency of less-than-truckload, personalized
products and nonstandard products. However, some order-
oriented SMEs organize production according to orders.
During the production process, there are a large number of
nonstandard products that demand scribing, hand lapping,
scraping, and precision templates. Big differences exist in
product structure and component parameters and jobs
demand further deep processing after assembly, so parts
cannot be predicted and prepared in advance, and pro-
duction must be advanced according to BOM (bill of ma-
terial) [14]. )e problem of requiring further deep
processing after jobs assembly is often referred to as inte-
grated scheduling problem (ISP). For ISP, literatures dis-
cussed a hybrid optimization method of bottleneck shifting
and genetic algorithm. )e literature pointed out that
common no-wait scheduling algorithms can only deal with
the case where the number of no-wait child nodes is 1.
However, in ISP, there are abundant cases in which further
deep processing is required after jobs assembly; that is, the
number of no-wait child nodes can be greater than 1 in ISP.
)erefore, ISP with no-wait constraints is more complicated
[15]. Some of the recent heuristic algorithms include
monarch butterfly optimization (MBO), slime mould al-
gorithm (SMA), moth search algorithm (MSA), hunger
games search (HGS), Runge–Kutta method (RUN), and
Harris hawks optimization (HHO). )ere are several opti-
mization algorithms in the literature using various nature-
inspired techniques for optimization but still GWO is not
utilized in the field of microarray detection and so we
proposed in this work. While researching the above pub-
lished works, it is clear that optimization is still a major issue.

Our Contributions include the following:

(1) A data mining strategy and a feature selection
method based on a threshold optimized forest
classifier are proposed to optimize the feature
selection

(2) Ensemble of “gain information” and “Grey wolf
optimization” was incorporated as a feature selection
approach into the random forest classifier, to im-
prove the prediction model’s accuracy

(3) Provided a comparison of model analysis with fea-
ture selection over model analysis without feature
selection

2. Literature Survey

A detailed review on gene selection proves that feature
selection is a significant thing for data mining procedure.
Xian et al. proposed a particle deletion using a strategy
with a computed fitness value through clustering, and the
corresponding particles are generated using the impor-
tance of feature and this ensemble of the two algorithms is
used to compute the crossover of both qualities of par-
ticles. Salem et al. published a study that used gene

expression profiles to classify human cancers [16]. In this
feature selection technique, from the initial microarray,
the information gain (IG) was used to identify genes. In
addition, the genetic algorithm (GA) was used for re-
ducing the features utilizing the IG. For cancer catego-
rization using genetic programming (GP) (or diagnosis),
data mining algorithms are used. Seven cancer gene ex-
pression datasets were utilized to verify the technique. )e
author established accuracy of 85.48 percent for colon
cancer and 88.87 percent for breast cancer (central ner-
vous system cancer), 96.05 percent (leukaemia72),
72.3 percent (lung cancer in Ontario), and 100 percent for
all cancers (lung cancer, Michigan)), 93.7 percent
(DLBCL, Harvard), and 100 percent (lung cancer,
Michigan) (prostate).

Bennett et al. provided an ensemble feature technique
that combines the support vector machine feature selection
reduction (SVM-RFE) technique with Bayes error filter
(BBF) for accuracy improvement as a hybrid genetic algo-
rithm strategy [17]. )e attributes were sorted using SVM-
RFE, and the superfluous sorted attributes were removed
using BBF. After that, the dataset was classified using the
SVM method. )e best classification accuracy for the
Leukaemia73 dataset was 96.1 percent.

On 10 datasets, the authors of Gunavathi et al. inves-
tigated the effects of GA combined with k-nearest-neigh-
bors (KNN) and are analyzed using SVM classifiers [18].
)ree filters were used to decrease the number of char-
acteristics identified by the GA. )e SVM ensembles with
KNN algorithms are utilized to predict the data at the end.
Accuracy of the SVM is nearly identical to that of the KNN
classifier on most datasets; the only exception was the
Leukaemia72 dataset, for which the authors used fivefold
cross-validation.

Canedo et. al. developed a new method of bifurcation of
classifiers. )e researchers utilized a voting mechanism to
classify the samples [19]. )ey used tenfold cross-validation
to apply their methods to ten microarray datasets, and
classification accuracy rates are well improved for several
datasets, and moreover, the authors tried to focus on the
level of possible parameter optimization in gene selection
using the GA. )is is considered the best performing area in
optimization methodology.

Using a gene expression dataset, in a combination of four
classifiers for cancer classification, a GA-based optimization
was utilized for gene selection. As classifiers, naive Bayes
feature selector, SVM hyperplane optimization, CUBIST,
and decision tree forests classifiers were employed [20].
Lymphoma, Lung, CNS, Colon, Leukaemia38, and Leu-
kaemia73 were the six datasets studied, with top prediction
rates of 97.1 percent, 99.03 percent, 81.3 percent, 87.8%, 100
percent, and 97.06 percent, respectively.

Salem and Hanaa highlighted the results of a study that
used gene expression to classify early breast cancer [21].
)eir method uses an IG approach to identify important
genes from both the initial microarray data and then gives it
as an input to a GA-based arithmetic material to enable the
optimization at a better speed. )e specificity of classifica-
tion was 100 percent.
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Bouazza and Sara Haddou presented findings from a
study that used SVM and KNN classifiers to classify cancer
[22]. )is study analyzed the data using various feature
selection techniques (such as Fisher, Relief, SNR, and
T-Statistics) on multiple gene regulation account sets of data
(Prostate, Colon, and Leukaemia) for both KNN and SVM
classifiers on 3 datasets of profiled gene expression. Merging
the SNR feature selection with SVM yielded the best results.
)e best classification accuracy rates were 95 percent for the
colon and breast data and 100 percent for leukaemia-based
data utilizing SNR feature selection with the KNN classifier.

Wang et al. [23] proposed an ensemble feature selection
method based on the sampling method. )e feature vector is
sampled using the threshold value set by a sample selector,
and the sampled features are ranked using the bootstrapping
method. Based on the ranking, the top-ranked features are
aggregated using a data aggregation function. High-di-
mensional microarray data are utilized to test the proposed
ensemble model, and the results show the efficiency of the
proposed algorithm is better compared to benchmark op-
timization algorithms. A detailed review of feature selection
methods for microarray data for cancer disease classification
is detailed by Esra’a Alhenawi [24].

)ere are several classification mechanisms proposed by
various researchers using different approaches. One such
novel approach is carried out by Konstantina et al. [25]. )e
authors utilized the transcriptomics dataset for modeling the
gene expression data. Deep learning-based time series
modeling is used for time series analysis to provide inference
on network regulatory. )e authors achieved an accuracy of
98%. Several experiments were carried out to show the ef-
ficiency of the proposed algorithm in gene expression time
series data.

A concept of altruism is proposed by Rohit Kundu et al.
[26]. Altruism concept is embedded in the WOA to ma-
nipulate the candidate solutions to reach the local optima
over the fitness value of the iterations. )is method of
alteration increased the fitness value of the WOA. )e
efficiency of altruistic WOA is tested on the microarray
dataset for optimized feature selection. )e authors used
eight microarray datasets from cancer data repository to
show the supremacy of the proposed algorithm in these
datasets.

)ere are three phases to the proposed technique.
After the data are provided in the feature learning process,
the IG filter identifies one of the essential features. )e
GWO algorithm then minimizes the volume of features
that have been selected. )e system’s final stage involves
using the SVM classifier to generate cancer classification.
)e following is a summary of the technique shown in
Figure 1.

3. Proposed System

)e ensemble model of gain information and grey wolf
optimization is the proposed system, and we utilized in this
research. Since the ensemble model provides better per-
formance than benchmark optimization algorithms, we used
this ensemble technique for performance improvement. )e

methodology of this analysis is depicted in Figure 2. Firstly,
the data collection plays a very crucial in the process. )e
data from the first stage were then moved to the second
stage, where they were classified. We employed two tech-
niques in the third stage to choose MDI and MDG features
for data training and testing. A comparative architecture
analysis was carried out.

3.1. Data Samples. During the collection process of the
concerned data, data on colon cancer gene expression were
collected fromAlon et al. [27].)ere are 63 samples (testing)
and approximately 2000 genes (attributes) among colon
cancer patients in the databases. )ere are 42 cancer cell
samples among them, as well as 22 normal biopsies.)e data
from colon tumor samples are shown in Table 1.

3.2. Classification Performance Evaluation in the Absence of
FeatureSelection. With all of the attributes in this technique,
an RF classification with tenfold cross-connection was
utilized to evaluate the model’s results.

3.3. Evaluation of Feature Selection with Classification.
MDG andMDAwere utilized as a feature selection approach
to predict the more relevant to the meaningful feature. We
then used selected features to build a robust model and
followed the same process as defined in the previous phase.

3.4. PerformanceMeasures. We compare the effectiveness of
the system without feature selection with the model with
feature selection in this procedure. To evaluate the classi-
fication’s consistency, we used recalls, accuracy, correctness,
and F1-score measures.)e neural network, which is used to
analyze the quality of classifiers, produces predictable
results.

Tables 1 and 2 show the confusion matrix’s inter-
pretation and the algorithm for calculating performance
indicators, evenly. Recalls, also known as sensitivity, are
the proportion to properly predict positive instances of
every discovery in the label class. )e precision metric
reveals which of the positive results are correct. )is
shows that the ratio of accurately predicted classes to total
classes is the accuracy of a classifier. )e F1-score is
calculated using a weighted average of accuracy and recall.
When there is an unbalanced class percentage, the F1-

Search
Algorithm 

Filter methodTraining data

Classification

Preselected features

The best

Feature subsets

Figure 1: Information gain process.
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score is frequently the most important than the precision
since it accounts for either false positives or false
negatives:

VI(xj) �
1
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ntree
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where VI (xj) denotes the value significance of xj. If
ignoring (or permuting) a variable decreases the random
forest’s accuracy, it is regarded as more significant. As a

result, variables that have a considerable mean drop in
precision are the most important for accuracy.

4. Feature Selection Algorithm Description

4.1. Gene Selection Using Entropy and Information Gain (Ig).
Entropy is considered a fundamental term in the infor-
mation theory that is used to calculate the homogeneity of
features. For instance, homogeneous samples have an
entropy of zero, while evenly split samples have one value
for entropy. A high feature dimensionality data and a
minimum size make data categorization exceedingly
challenging. A minimal percentage of millions of gene
characteristics analyzed are more relevant for given disease
data. As a result, only the most important features should
be kept. A thorough analysis of the gene profiles would aid
in the selection of the gene, which is the most significant for
problem identification.

E(Z)� -D+ log2(D+)-D-log2(D-) for a sample with nega-
tive and positive attributes.

)e entropy model can be summarized as the following
equation [28]:

Entropy(Z) � 􏽘
v

i�1
− Dilog2Di( 􏼁. (2)

where D i is the probability of categorical variables a priori,
and Z and k are indexes in the classification systems that
indicate a certain category.

Microarray data

Selection of a feature for performance
evaluation

The selection
feature utilize IG

The selection feature
utilizes GWO

Selection of a feature for
performance evaluation

Classification

Classification

K-fold validation
K-fold validation

Comparing a model with features selection vs a model without feature selection.

Figure 2: Framework of the proposed model.

Table 1: Confusion matrix.

Predicted
Actual

Positive Negative
Predicted positive True positives (TPs) False negatives (FNs)
Predicted negative False positive (FPs) True negatives (TNs)

Table 2: Performance measure representation.

Performance metrics Formula
Recall TP/TP + FN

Precision TP/TP + FP

F1-score 2∗Recall∗ Precision/Recall + Precision
Accuracy (%) TP + TN/TP + FP + FN + TN
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Consider the case of 2 classification issues in particular
(V is known for classes). We consider gene with n potential
values (j1, j2... jn). )e following is the entropy:

Entropy
k

j
􏼠 􏼡 � 􏽘

n

j�1
p(j) 􏽘

v

k�1
p

k

j
􏼠 􏼡log2 p

k

j
􏼠 􏼡􏼠 􏼡, (3)

where p(k|j) is called probability distribution in variation K
assuming variable J remains static and is computed across
full variables with subclasses. In calculating IG, entropy is
their most important factor [29]. )e entropy across all
variables in the sample of data is determined by the dis-
tribution of the features in the data sample. )e information
is then divided into feature sections. )e entropy of each
group to be measured independently, and the overall en-
tropy can be computed by combining the entropy data of all
groups.)e entropy of particular groupings of sample data is
then subtracted from their total entropy of the dataset
distribution [30]:

IG(J) � Entropy(S) − Entropy
k

j
􏼠 􏼡. (4)

When gene J and category K are unrelated, IG(J)�

Entropy(S) Entropy (k|j)� zero, while when they are related,
Entropy(S) > Entropy (k|j), resulting in IG(J)> 0. A greater
association between J and K is directly proportional to a
larger discrepancy between K and J. For classification, a
feature selection within a higher IG value is more relevant.
As an outcome, genes with higher IG values are chosen first
from the original set of high-dimension genes to serve as the
sample for feature gene selection [31].

)ose steps of the IG algorithm have illustrated the form
of the IG flowchart in Figure 2. )e suitable output is a
subgroup Y of the real variable W, with a group of attributes
W in the input data set. )e attributes that will be used for
classifiers are first analyzed. Second, for each class, the
entropy of all subsamples is calculated using (1). )e
probability of every value of one attribute is then computed,
but the conditional entropy for each attribute is calculated
using (2). For all attributes, the IG is calculated using (3).)e
resulting IG values are sorted ascendingly, with all values
over a particular threshold value being selected.

4.2. <e Mathematical Model of GWO. Mirjalili and Lewis
established the GWO method to discover proper, restricted,
and uncontrolled objective functions [32]. Grey wolves’
social hierarchy serves as inspiration for the GWO algo-
rithm. Artificial wolves in a virtual environment imitate
tracking, encircling, and attacking actions, among others.
)e GWO social hierarchy divides wolves into four groups:
alpha (α), beta (β), delta (δ), and omega (ω). )e best option
is to think of wolves. )e second- and third-placed options
are known as β wolves and δ wolves, respectively. Wolves
guide α, β, δ wolves’ hunting activity, which reflects opti-
mization procedures. )e remaining population is regarded
as ω, and their movements are conditioned by those three
dominant wolves. Figure 3 depicts the power hierarchy of a
wolf pack. )e wolf commands all of the subordinates,

according to the dominance hierarchy. Similarly, β and δ
wolves have an influence on the wolves in their social roles.

Grey wolves begin their hunting behavior by enveloping
their target. )e following equations are used to represent
the encircling behavior in mathematics:

D
→
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⇀

Xp

��→
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→
(t)

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌,

X
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⇀

.
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where t represents iterations, A⃗ and C⃗ are coefficient
vectors, X⃗p in X is the location vectors of a grey wolf, and Y
is the position vector of the prey. )e coefficients vector is
donated in the following way:

A
→

� 2 a
→

. r
⇀

− a
→

,

C
→

� 2.r2
→

.
(6)

)e variable of the constant vectors X
→

decreases linear
from 2 to 0 as a (t)� 2− (t− 1) (2/maxIter), where maxIter is
the maximum number of iterations.

Hunting behavior follows their circling in the prey. )e
movements of grey wolves are regulated by donates wolves
(α, β, δ):

Dα
�→

� C1
�→

Xα
�→

− X
→

, (7)

Dβ
�→

� C2
�→

Xβ
�→

− X
→

, (8)

Dδ
�→

� C3
�→

.Xδ
�→

− X
→

, (9)

X1
�→

� Xα
�→

− A1
�→

.Dα
�→

, (10)

X2
�→

� Xβ
�→

− A2
�→

.Dβ
�→

, (11)

X3
�→

� Xδ
�→

− A3
�→

.Dδ
�→

, (12)

X
→

(t + 1) �
X
→

1 + X
→

2 + X
→

3

3
, (13)

where β, ξ represents the number of iterations, D and C⃗
are coefficients vectors, X is the space vectors of a grey wolf,
and Y is the position vector of the prey. X

→
(t + 1) is the

resultant vector. )e coefficient vector is donated in the
following way.

)e above equations were utilized to arithmetically
model the wolf pack’s hunting behavior in this regard. In the
simulated environment, (7)–(13). Table 3 concludes with the

α

β

δ 

ω

Figure 3: Hierarchical orders of grey wolves in nature.
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GWO’s pseudocode. )e fitness value is calculated by diving
the survival rate by the highest survival rate.

4.3. Classification Algorithm Description. In this study, the
prediction of colon cancer was tested using random forest, a
well-known classification method for prediction models.
CART is a mixed classifier made up of unpruned decision
trees, whereas RF is a collection of unpruned data sets
(classification and regression trees). )e CART method is
described in great depth in this book [33]. When conducting
classification research, the RF forecast is the intermediate
majority of each tree category votes [34]. )e architecture of
an RF model for predicting colon class is shown in Figure 2.

5. Algorithm Description for Random Forest

Here, initial datasets are D(X, Y) and RF creates a simple
decision tree: where n is training observations, K is classes,
and (xi, yi) collection of cases whose class membership is
determined (X, Y). (xi, yi) can be used to represent the
combined classifier (X, Y). Find the best classifier that
minimizes error in comparison with the original dataset
[35].

6. Description of K-Fold Cross-Validation

Cross-validation is a recreation sample technique in the test
machine learning methods on a bounded set of data samples.
)e unique argument in the technique is k, which denotes
the number of sample groups that should be conquered into
a set of datasets. As a result, that approach is called as k-fold
cross-validation. )is technique is known as tenfold cross-
validation when the values of k are set to 10 [36].

)e steps for training K-fold cross-validation are as
follows:

(i) Divided full dataset into k equivalent sections, each
one of which is referred to as a fold. )e names of
the folds should be f1, f2 ...fk.

(ii) For i� 1 to k, preserve the fi bend in the validated
model and the subsequent k-1-fold in the classifi-
cation model.

(iii) Create a model given a dataset, and test its accuracy
using the validation data.

(iv) )emodel’s value is defined by the accuracy average
of all k-fold cross-validation occurrences.

6.1. System Requirements. Anaconda Enterprise 4.
CPU: 2× 64 bit 2.8GHz 8.00GT/s CPUs.
RAM: 32GB (or 16GB of 1600MHz DDR3 RAM).
Storage: 300GB.
)ese experimental data from the three phases are

summarized in this section: classification assessment with-
out feature selection, classifiers evaluations with feature
selection, and comparison analyzed evaluations. )e com-
plete dataset is divided into two groups for experimental
testing: normal and abnormal, using each of the 3000 genes.
Table 4 shows the correlation coefficient, as well as the
performance evaluation between the two groups in terms of
recalls, clarity, F1-score, and accurate scores. Our random
forest classification model can correctly classify 53 of 63
objects, as shown in Tables 5, yielding weighted recalls,
accurate, and F1-scores of 82.78 percent, 82.77 percent, and
82.775 percent, respectively.

Table 4: Confusion matrix without feature selection.

Actual
Predicted class

Abnormal Normal
Abnormal 35 5
Normal 5 12

Table 5: Performance analysis of the model without feature
selection.

Classes Recall Precision F1-
score

Accuracy
(%)

Abnormal 00.85724 00.89 00.90

84.870Normal 00.81 00.7277 00.7618
Weighted measure
(%) 82.58 82.85 82.67

Table 6: Confusion matrix with feature selection.

Actual
Predict classes

Abnormal Normal
Abnormal 38 2
Normal 3 22

Table 7: Performance of feature selection with the analysis of the
models.

Recall Precisions F1-scores Accuracy
(%)

Abnormal 00.95123 00.976 00.9628

96.166Normal 00.95240 00.90908 00.9702
Weighted measure
(%) 96.15 96.15 96.13

Table 3: )e GWO’s pseudocode.

(1). initialize GWO population of solution vectors
(2). define coefficient vectors A,

�→
C
→

and a
→

(3). evaluate fitness value f(xi), i� 1,. . .., nWolf
(4). determine Xα

�→
, Xβ

�→
, and Xδ

�→

(5). while iter<maxIter
(6). for i� 1:nWolf
(7). movement of grey wolves, according to Equation 18
(8). end for
(9) update coefficients A,

�→
C
→

and a
→

(10). calculate fitness values f(xi), i� 1,. . ..,n
(11). update Xα

�→
, Xβ

�→
, and Xδ

�→

(12). iter ←iter + i
(13). end while
(14). return Xα

�→
, f( Xα

�→
)
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Using all genes, this model is 84.870 percent accurate. To
eliminate the more relevant and redundant genes from every
dataset, we used mean decreased with accuracy and means
decreased Gini as feature selection methods. In Tables 6
and 7, the finally confusion matrix and efficiency measures
depend upon the top 33 genes, respectively.

)e models depending upon the top 35 identified genes
could accurately recognize 57 samples out of 61 samples with
a 95.161 percent accuracy. In addition, the models received

94.10 percent for weighted recalls, accuracy, and F1-scores,
and 94.10 percent for weighted recalls, accuracy, and F1-
scores. Table 7 shows a comparison of the model with and
without feature selection [37–47].

When the models with feature selection were utilized, all
of the measured parameters outperform their equivalents

Table 8: Comparison of analysis of the models.

Model
Evaluation metric

Precision (%) Recall (%) F1-score (%) Accuracy (%)
Models without feature selection 84.87 84.68 84.68 84.871
Models with feature selection 96.15 96.15 96.13 96.166

84.87 84.68 84.68 84.871

96.15 96.15 96.13 96.166

78
80
82
84
86
88
90
92
94
96
98

Precision Recall F1-score Accuracy (%)

Without feature selection
With feature selection

Figure 4: Comparison of analysis of the models.

Table 9: Comparison of the performance with different methods.

Publications Methods Number of attributes Accuracy (%) Time complexity Time (ms)
Simone A et al. [13] FDT 22 79.13 O(n log n) 0.54
Nguyen et al. [14] MAPH+PNN 5 85.19 O(n∗ n) 0.21
Lingyun Gao et al. [15] FCBFS + SVM 14 90.45 O(n log n) 0.43
Salem H et al. [16] GP+ IG+GA 60 84.68 O(n+ k) 0.34
Our proposed method IG+GWO 33 95.16 O(log n) 0.12

79.13%

85.19%

90.45%

84.68%

72.00
74.00
76.00
78.00
80.00
82.00
84.00
86.00
88.00
90.00
92.00

FDT PNN+ MAPH SVM+ FCBFS GP+ IG+GA

Accuracy

Accuracy

(%)

Figure 5: Graphical comparison of the model for various evalu-
ation metric. 0 20 40 60 80 100 120 140 160

0.1550

0.1540

0.1530

0.1520

0.1510

0.1500

Evolutionary Algebra (Generation)

Ch
an

ge
 o

f O
pt

im
al

 S
ol

ut
io

n

The Change Process of Coordination Degree d 

Figure 6: Process execution evolutionary timeline for the proposed
system.
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when the model without feature selection was employed, as
shown in Table 8. Figure 4 depicts the model’s overall
findings based on performance metrics in a graphical rep-
resentation. Table 9 shows that the time complexity of our
proposed system is the best.

Figure 5 shows a comparison of our suggested models
and previous techniques. Table 9 illustrates that our tech-
nique outperforms all other procedures with less informa-
tion about the expression of genes. Figure 6 describes the
process execution evolutionary timeline for the proposed
system.

7. Conclusion

A “gain information”- and “Grey wolf optimization”-based
ensemble model was incorporated as an optimal feature
selection approach into the random forest classifier to im-
prove the prediction model’s accuracy. Our suggested
technique can decrease the load of high-dimensional data,
and it allows quicker computations. Additionally, we pro-
vided the comparison of classification model analytics for
feature selection over prediction analysis without feature
selection. )e extensive experimental findings have shown
that the suggested method with selecting features is bene-
ficial, outperforming the good classification performances.
In fact, feature selection is an accurate method, and its time
complexity increases exponentially with the problem scale.
In order to alleviate the running time of large-scale instance,
multilevel window technology can be adopted. )at is, the
preprocessing scheme could be subdivided for multiple
levels of windows to reduce the number of jobs in a window.
By making full use of the time period in which the tasks of
the previous window are being processed, the tasks of the
next window are solved by using constraint programming
solver. )erefore, this work can serve as the research basis
for feature selection problem. [47].
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Based on the PSO-ELMmodel, we analyze the key elements of safety input to respond to accidents and construct and evaluate its
resource input optimization scheme. Based on the PSO-ELM cost prediction model, we analyze the key safety inputs for accident
response and construct and evaluate the optimal allocation of resources. )e results show that improving the technical level of
component lifting is the key point of safety management in the construction of assembled buildings; increasing the strength of
safety inspection before delivery of components, enhancing the technical performance of component safety status identification,
and reasonably planning the frequency of using special transportation vehicles for components are effective ways to achieve the
balance of safety, schedule, and cost of the project.

1. Introduction

With the leap-forward development of the economy, the
construction industry, represented by residential construc-
tion, has become one of the pillars of the national economy
[1]. With the continuous improvement of people’s quality of
life, the problems exposed by the traditional construction
industry have become more and more prominent. In the
past, residential construction mainly used on-site pouring
operation mode, and on the one hand, the ecological en-
vironment was seriously polluted, the use of resources was
inefficient, and the noise generated during the construction
process affected the life of the surrounding residents [2, 3].
On the other hand, construction safety accidents occurred
from time to time, and the quality of construction was
difficult to be guaranteed. In order to cope with such
problems, the government proposes to accelerate the process
of residential industrialization, improve the quality of
housing, and promote the transformation and upgrading of
the construction industry [4].

With the expansion of the construction scale of as-
sembled buildings, the construction activities of assembled

buildings are distributed in parallel to their component
production, logistics and transportation, on-site assembly,
and other operation spaces, which are very prone to con-
struction safety accidents at this stage with insufficient re-
serves of safety technology and management measures [5].
Facing the increasingly severe construction safety man-
agement situation, how to find effective technologies and
strategies to deal with safety accidents in the construction of
assembled buildings with limited investment in safety re-
sources is a key issue that needs to be solved [6].

As an important carrier of residential industrialization,
the development of assembled housing is an important way
to achieve green and efficient construction. In September
2016, Premier Li Keqiang emphasized at the State Council
executive meeting hosted by the State Council that “as-
sembled construction can accelerate the process of building
a new type of urbanization, and assembled construction
should be vigorously developed.” Assembled construction
has huge advantages over the traditional cast-in-place
model, and according to the statistics of an assembled house,
the construction schedule can be advanced by about 20%,
water resources can be saved by about 41%, labor can be
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reduced by about 9.5%, and construction waste can be re-
duced by about 56% [7–9].

Compared with traditional housing, assembled housing
has obvious advantages in terms of comprehensive quality
and social benefits, and because of its industrialized pro-
duction method, it is highly reproducible, greatly shortens
the construction cycle of residential projects, and is energy
efficient and environmentally friendly [10]. However, the
high cost of assembled housing is an inescapable problem,
and how to control the cost and be able to effectively reduce
it is the key to promote assembled housing. )is paper
studies the cost of assembled houses, analyzes the factors
affecting the cost of assembled houses, and establishes a cost
prediction model by combining the characteristics of as-
sembled houses, based on which it is important to forecast
the cost [11].

)e cost prediction model established in this paper can
quickly estimate the cost of assembled housing projects;
however, in the process of predicting the cost of pending
assembled housing projects, sufficient sample data are
needed to ensure the smooth prediction [12, 13]. )erefore,
the construction of the cost prediction model is conducive to
the improvement of the enterprise’s own engineering in-
formation database and the promotion of the enterprise’s
development in the direction of informationization and
digitalization to ensure the enterprise’s advantage in the
future intelligent era.

2. Related Studies

In recent years, domestic and foreign scholars have made
representative research results in the configuration of safety
inputs in traditional building construction [14], but it is
difficult to apply them directly due to the differences in
assembly building projects. Most of the current assembly
building construction safety management results stay in the
qualitative research stage, and some scholars try to introduce
quantitative analysis means such as gray clustering [15],
attribute mathematics [16], and finite element [17] to study
assembly building construction safety accidents so as to
propose management countermeasures [18, 19], and the
method can be used to analyze and identify key safety input
elements, but its drawback is that it cannot determine the
optimal ratios of elemental inputs, while the multiobjective
programming (MOP) method can be used to analyze and
identify key safety input elements [20–22].

)e authors of [23] systematically reviewed the evolution
of assembled housing in the UK and analyzed it through a
literature review, while suggesting that further research is
needed to enrich the field. )e authors of [5] used artificial
neural network algorithms to establish a dynamic decision
system to analyze the factors affecting the development of
industrialized housing and found that high cost is the most
important influencing factor limiting its development. )e
authors of [6] compared the costs of four different structural
systems of industrialized housing in the UK and concluded
that efficiency learning, technological innovation, the es-
tablishment of an efficient on-site construction organization
mode, and strengthening the production management of

prefabricated components can effectively reduce the costs
[7]. )e authors of [8] established a database of 179 pre-
fabricated assembled houses, and through a detailed case
study of five residential communities, the results showed
that standardized design can improve the design efficiency
and the production scale of prefabricated components.
Meanwhile, the authors of [9] found that projects using
assembly construction methods are concentrated in the
public sector, while the private sector still tends to build
using traditional construction methods requiring extensive
scaffolding, formwork, wet work on-site, and cast-in-place
concrete, despite the advantages of assembly construction
over the traditional construction. )e authors of [10] in-
troduced an Internet of )ings (IoT)-based multidimen-
sional BIM platform (MITBIMP) for real-time visibility and
traceability of prefabricated components and validated it
with an actual construction project in Hong Kong as a pilot
project, showing its good practicality to facilitate decision
making and real-time cost control by project builders. )e
authors of [11] designed and developed a virtual simulation
system to support the simulation of the whole process from
architectural design to prefabricated component production
and construction and installation in order to optimize the
construction process of assembled buildings for cost-saving
purposes. )e authors of [12] proposed an ice formwork
system based on high-performance concrete (HPCfr) with a
frost-proof design in order to solve the problem of high costs
required for the production of precast components, thus
reducing the number of labor as well as material wastage
during the production of precast components. )e authors
of [18] took a residential project as an example, and by
comparing the construction cost difference between pre-
fabricated assembly type and traditional cast-in-place type, it
was found that the prefabricated components and their
installation cost were the main factors of the high con-
struction cost of assembly type.

In summary, although scholars have achieved promising
results in the study of the cost of assembled housing, there
are still gaps compared with developed countries, and
further research is needed. Scholars’ research on the cost of
assembled houses mainly focuses on the analysis of influ-
encing factors, economic analysis, and the method of
comparing the cost of assembled buildings with that of cast-
in-place structures, which is a single method. )e use of
intelligent algorithms for cost prediction of assembled
houses is relatively rare, so it is necessary to study this aspect
to help understand the impact of assembled houses’ own
characteristics on their costs and to take targeted measures
for cost control.

3. Overview of Assembled Housing

)e assembled house is mainly built in an industrial way,
where the required prefabricated components are processed
in a component factory, transported to the construction site,
and assembled into a complete residential building through
professional joining operations [9]. During the construction
of the assembled concrete house, some parts of the building
and the prefabricated component connections still need to
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be poured because they are not installed in the strict sense of
“building blocks.”)e structural system of assembled houses
can be divided into concrete, wood, and steel systems
depending on the material of the components [3]. When
residences are built with the wood structure system, a large
amount of forest resources are required, which affects the
ecological environment; although residences with the steel
structure system can meet the requirements of residential
industrialization to themaximum extent, the excessive use of
steel causes very high engineering costs, which hinders their
large-scale development. Compared with the above two
structures, the concrete structure system is more in line with
China’s national conditions and the concept of ecological
protection, so the assembled concrete houses are more
frequently used in the field of assembled houses in China.
)is paper takes assembled concrete houses as the research
object, and for the sake of simplicity, the assembled houses
appearing in this paper refer to assembled concrete houses
exclusively.

4. PSO-ELM Based Cost Prediction Model for
Assembled Houses

4.1. Network Structure Design of PSO-ELM. )e extreme
learning machine is improved from the feedforward neural
network, and the design of the network structure is a very
important task when using the extreme learning machine for
assembled housing cost prediction. )e design of the net-
work structure is a very important task when using the
extreme learning machine for assembled house cost pre-
diction. )e so-called design of the network structure is first
to solve the problem of the number of input nodes, hidden
layer nodes, and output nodes in the network structure [6].
Up to now, there is not a perfect and exact theory to guide
how to determine the number of hidden layer nodes in the
network structure. Whether the design of the networkmodel
is reasonable is directly related to the convergence state of
the network model, and choosing a suitable network model
structure can significantly enhance the training ability of the
samples and improve the accuracy of the cost prediction of
assembled houses.

4.2. ELM Parameter Optimization Based on PSO Algorithm.
)rough the preliminary study of the limit learning machine
and the particle swarm algorithm above, two aspects need to
be considered in the optimization process of the limit
learning machine using the particle swarm algorithm.

4.2.1. Input Weights and Hidden Layer Bias Values. )e
input weights and hidden layer bias values of the ELM are
optimized by the PSO algorithm, and the input weights and
hidden layer bias values are used as the particles in the PSO
algorithm, and the length D of the particles is denoted as

D � K(n + 1),
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where K is the number of nodes in the hidden layer, n is the
number of samples in the input layer, ωm

ij , bm
j is the random

number in [−1, 1].

4.2.2. Adaptation Function. )e fitness is a measure to
evaluate the position of the particle and also indirectly
portrays the generalization performance of the limit learning
machine. )e input weight matrix and bias value of the limit
learning machine can be used to derive the output weight
matrix, that is, to derive the prediction value, and to judge
whether the prediction value meets the accuracy require-
ment, which is often expressed in the following mean square
error equation:

f �
1
n

􏽘

n

i�1
yj − 􏽢yj􏼐 􏼑

2
, (2)

where yj denotes the actual output value of the jth sample
and 􏽢yj denotes the predicted value obtained by the limit
learning machine.

4.3. PSO-ELM Based Cost Forecasting Steps for Assembled
Housing. In the process of limit learning machine predic-
tion, the input weights and bias values are searched in a
certain range with the help of the particle swarm algorithm,
and the mean square error equation is used as the fitness
function of the particle swarm algorithm while minimizing f
in equation (2), at which time particle θm is the optimal input
vector and bias value of the limit learning machine.)e steps
for optimizing the cost prediction of assembled houses using
the particle swarm algorithm for the limit learning machine
are as follows.

Step 1: collect sample data of assembled housing costs,
divide them into training samples and validation
samples, and form a sample matrix
Step 2: establish the limit learning machine network
structure model and determine the parameters of the
network model
Step 3: random training to obtain the weights and
hidden layer node bias values, using the input weights
and bias value range as the particle velocity and po-
sition seeking a range
Step 4: initialize various parameters in the particle
swarm algorithm, such as the maximum number of
iterations, population size, acceleration constant, in-
ertia weight, and particle dimension
Step 5: combine the training samples to obtain the
fitness of the particle and compare it with its own
optimal fitness and the global optimal fitness to obtain
the individual optimal position Pbest and the global
optimal position Gbest

Step 6: iterate and keep updating the velocity and
position of the particles until the stopping condition
(maximum number of iterations or minimum fitness
value) is met, exit, and decode them as the input
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weights and hidden layer node bias values of the limit
learning machine
Step 7: assign the output optimal parameters to the
extreme learning machine prediction model, train the
training samples with this model, and after training,
input the validation sample data for prediction

)e prediction flowchart based on PSO optimized ELM
is shown in Figure 1.

5. Cost Forecast for Assembled Housing

5.1. Model Training and Simulation. After the data nor-
malization process is completed, the data samples to be used
for cost prediction are divided into two parts: training data
and test data. )e first 30 groups of the sample data are
taken as training samples, and the remaining 5 groups are
taken as test samples. In the training sample, the training
sample is divided into two parts: p_ train and t_ train. p_
train record 11 cost prediction indexes of floor area,
structure type, number of floors, and height of floors in the
first 30 groups of samples, and t_ train records one-sided
cost data. In the test sample, t_ text records 11 cost pre-
dictors such as floor area, structure type, number of floors,
and number of stories in the test sample. In order to be able
to better verify the superiority of the extreme learning
machine optimized by particle swarm algorithm, three
machine learning algorithms, BP neural network, ELM,
and PSO-ELM, are used in the MATLAB platform to
model and simulate the cost of assembled houses
respectively.

5.1.1. ELM Model. To establish the standard ELM model,
first of all, we need to program in MATLAB2018a platform
to get the ELM algorithm program [24]. )e best perfor-
mance of the Sigmoid was found through simulation
analysis of the excitation function in the same number of
hidden layers and regularization [8].)erefore, in this paper,
the Sigmoid function is chosen as the excitation function for
the simulation prediction. After the two parameters are
determined, the prediction results are plotted using the plot
plotting function, and the obtained prediction results are
shown in Figure 2.

5.1.2. PSO-ELM Model. Before optimizing the input
weights wi and bias values bi in the ELM model using the
PSO algorithm, the parameters of the particle swarm al-
gorithm need to be set in conjunction with the study of the
parameters of the particle swarm algorithm in Chapter 4,
with the population size sizpop � 20, the maximum number
of iterations maxgen� 200, the inertia weight ω� 1, the
acceleration constant c1 � c2 � 1.5, and the mean square
error of the training sample as the fitness value of the
particles. After the parameters of the particle swarm al-
gorithm are set, the PSO-ELMmodel is established, and the
unilateral cost of the test sample is obtained as shown in
Figure 3.

5.1.3. BP Neural Network Model. When using the BP neural
network model for cost prediction, it is necessary to first
create a neural network using the function newff (), and the

Start

Setting parameters ω, B value
range

Set fitness function to
initialize particle

swarm optimization

Training sample
set

The particle fitness value is
calculated, and the individual optimal
value and global optimal value of the

particle are obtained

Update particle
velocity and position

End conditions met

The optimal parameters
of elm are obtained

Training elm

Sample prediction
and analysis

End

N

Figure 1: Flowchart of PSO-based optimized ELM prediction.
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Figure 2: Comparison of prediction curves of ELM model.
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excitation function on the neurons is chosen logsig ()
function. )e number of nodes in the hidden layer can be
initially determined by using the formula m� 2n+ 1, based
on which the number of nodes can be increased or decreased
according to the training error. )e number of hidden layers
is determined as 25, the maximumnumber of iterations is set
as 1000, the learning rate is 0.1, and the momentum factor is
0.01. Finally, the trained neural network is used to predict
the test sample, the plot() function is called to draw the
prediction image, and the prediction image of the test
sample is shown in Figure 4.

5.2.Analysis of PredictionResults. )e prediction effect of the
three prediction models, ELM, PSO-ELM, and BP neural
network, is put under the same coordinates, and their pre-
diction curves are compared as shown in Figure 5. Although
the prediction curve comparison graph can reflect the pre-
diction trend of each method, it cannot reflect the prediction
effect of the three prediction methods on the cost of as-
sembled houses quantitatively well, so this paper selects the
relative error z, the average absolute relative errorMAPE, and
the running time to reflect the effect of cost prediction, and
the specific results are shown in Table 1. Among them,

z �
yi − 􏽢yi

yi

,

MAPE �
1
n

􏽘

n

i�1
|z| × 100%,

(3)

where yi represents the actual cost of the i-th sample, 􏽢yi

represents the predicted cost of the i-th sample, n represents
the number of samples tested, z, and the magnitude of
MAPE reflects the predictive power of the prediction model,
with smaller values indicating stronger predictive power of
the model and vice versa.

From Table 1, we can see that the average absolute
relative error of all three prediction models is less than 10%

(the error range of investment estimation is ±10%), which
indicates that the cost prediction using these three methods
is successful and can be applied to the cost prediction of
assembled houses. )e main reason is that the BP neural
network model requires a large number of samples for cost
prediction to achieve high prediction accuracy, which makes
it more difficult to collect data for the developing assembled
housing projects. )e optimized ELM prediction accuracy
was significantly improved, indicating that it is practical to
optimize the extreme learning machine using the particle
swarm algorithm. )e running time of the BP neural net-
work-based prediction model is 9.83 s, that of the ELM-
based prediction model is 1.83 s, and that of the PSO-ELM-
based model is 3.56 s. )e running times of all three are very
fast.
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Figure 3: Comparison of prediction curves of PSO-ELM model.
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)e prediction time of the PSO-ELM model is slower
than that of the ELMmodel, but the prediction accuracy of the
former is higher.)e standard limit learningmachine does not
require iteration in the prediction process, and the input
weights and bias values are given randomly, and its operation
speed becomes very fast, but the PSO-ELM model uses the
particle swarm algorithm to optimize the randomly given
input weights and bias values by iterating continuously until
the best parameters are obtained, which reduces the instability
of the standard limit learning prediction.)rough the analysis
of the performance of the three prediction models, this paper
selects the PSO-ELM model as a better guide for the cost
prediction of assembled houses with better results.

6. Conclusions

)is paper considers that the response to safety accidents in
assembly building construction is no longer limited to the
traditional safety and civilization construction measures
specified in the scope, but also from the production of
components, logistics and transportation, on-site assembly
multispace, to achieve the optimal allocation of safety inputs
under the conditions of resource constraints. Strong con-
ditions are provided for the maintenance and renewal of
assembled residential buildings.)emethod of this paper on
the safety performance of components is the focus of more
attention to respond to safety accidents in assembly building
construction, should enhance the frequency of safety in-
spection before the delivery of components and the use of
the whole process of safety state identification technology
accounted for, to ensure the stable articulation of the safety
performance of each space components to lay a solid
foundation for the later maintenance.
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(e difference of decision-making knowledge among members is conducive to the successful realization of group cooperative
production. In the actual production, if the different knowledge environments between organizations can cooperate and penetrate
each other, the common knowledge of groups can be formed, which is a key step to successfully solve the social and economic
problems of public resources. (e final efficiency of cross-organizational knowledge collaboration is the key to measure the
success or failure of collaboration. Because the cross-organizational knowledge synergy efficiency of industry university co-
operation is the result of the cross-influence of many factors, the general linear regression model is difficult to describe the
relationship between these influencing factors and knowledge synergy efficiency. Based on the analysis of the importance of cross-
organizational knowledge sharing efficiency evaluation of industry university cooperation, this study constructs the efficiency
evaluation index system from different angles. At the same time, based on the field investigation of the index system, BP network
model is established to effectively evaluate the collaborative efficiency.

1. Introduction

For a single member, how tomake a decision or what kind of
decision to make mainly depends on the decision-making
knowledge of a single member, and even the decision-
making environment will affect the result of the decision. In
real life, it is not difficult to find that some people are good at
calculating and free riding. Events like this can be seen
everywhere, but more often, some people or organizations
cannot calculate clearly, so some people will introduce to
others the benefits of new collective action and how to take
collective action.(emain reason is that some people do not
really understand the interests, so there must be “under-
standing people” to tell the interests. In fact, as far as public
resources are concerned, the decision-making state of in-
dividual members can be summarized as whether there are
new collective action reserves and whether there are pay-
ment expectations of prisoners’ dilemma, which are the
decision-making knowledge state of individual members [1].
Obviously, there must be knowledge differences among

members, which is mainly reflected in the distribution of
new knowledge and collective action cooperation strategy,
because this is a necessary condition for realizing knowledge
cooperation, which is embodied in the following two aspects:
first, if there is no such new knowledge, it means that there is
no knowledge gap between members, so it is difficult for a
single member to spontaneously invest. (e noncooperative
equilibrium of individual decision-making has nothing to do
with the degree of knowledge. Second, if there is this new
knowledge gap and this new knowledge is widely distrib-
uted, it will be conducive to the development of individual
spontaneous investment, so as to realize cooperative pro-
duction and supply [2].

It can be seen from the above that before the formation
of new common knowledge, some “ignorant” are not free
riders in the real sense [3]. If they are punished too early,
they will bring more serious consequences, which cannot be
ignored. (erefore, in the process of transforming the ob-
tained information into new common knowledge, some
members must determine the accuracy and timeliness of the
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information, because it will directly affect the formation of
new common knowledge and is also an important link that
cannot be ignored. In the next process of the formation of
new common knowledge, the heterogeneity of other di-
mensions will play a leading role, which cannot be replaced
in the formation of collective cooperation strategies and
benefited new knowledge. Taking the preference difference
between members as an example, for members, the greater
the difference, the smaller the difference between the output
levels of public resources cooperated by members, and the
supply of public resources will be borne by the members
with larger preference [4]. If the output level is larger, the
members providing supply will tend to be consistent. Al-
though there is a monotonous relationship between one-
dimensional differences and cooperative production, it is
also possible to play the same role under the joint action of
multi-dimensional differences [5].

With the advent of the era of knowledge economy, a
single enterprise is also unable to learn and create knowl-
edge.(e specialized division of labor of knowledge learning
and innovation based on the enterprise is becoming more
and more obvious. Only through specific business experi-
ence and coordination of low-cost industry university co-
operation can enterprises continuously acquire and
accumulate proprietary knowledge. (erefore, as mentioned
above, how to choose partners, efficient knowledge collab-
oration in the alliance, and the ability to continuously ac-
cumulate and create new knowledge are of great concern to
many enterprises in the process of participating in the inter-
organizational knowledge collaboration of the alliance, and
it is also the core of collaboration efficiency [6].

2. Influencing Factors of Efficiency

2.1. Organizational Difference Elements. In general, the re-
alization of cross-organizational knowledge collaboration of
industry university cooperation often occurs between or-
ganizations with equal knowledge stock and knowledge
collaboration ability. However, due to the problems of in-
formation asymmetry and entry barriers of industry uni-
versity cooperation itself, there will be obvious deficiencies
in distinguishing the knowledge synergy ability of its
member organizations. For example, a series of problems
such as organizational knowledge management system,
knowledge stock, knowledge coding degree, knowledge staff
quality, and corporate culture are difficult to make accurate
judgments in a reasonable time [7]. If the knowledge col-
laboration capabilities of member organizations differ
greatly, it will increase the transaction cost, lead to dis-
harmony in the collaboration process, reduce the value of
synergy, and then reduce the efficiency of knowledge col-
laboration. On the other hand, due to the different survival
and development environment of different member orga-
nizations, their knowledge stock is different, and the paths of
knowledge learning and knowledge accumulation are also
different. (erefore, there are differences in the knowledge
required by different projects in industry university coop-
eration [8]. (is gap often leads to the inconsistency and
knowledge conflict of partners, improves the transaction

cost, and affects the synergy efficiency. For example, in the
collaborative innovation process of the atmospheric pollu-
tion control alliance initiated and established by environ-
mental protection, there are relatively complete agreed terms
before technology research and development to avoid
subsequent income disputes [9].

In the initial stage of industry university cooperation,
member organizations are often unfamiliar with each other,
and there are differences in the overall cognition of
knowledge synergy, especially in the expectation of synergy
benefits. (is is because each partner will recognize, assume,
design, and specify the key issues of the whole knowledge
sharing according to their past experience, which may
eventually lead to cognitive differences among partners on
many issues. It is manifested in the differences in the ex-
pectation of cooperation objectives, the expectation of
benefit acquisition, the confidence of cooperation, and the
understanding of knowledge itself. (erefore, in order to
improve the efficiency of collaboration, the selection of
partners in cross-organizational knowledge collaboration of
industry university cooperation is more critical, and the
matching and collaboration among member organizations
are the main factors to be considered [10].

Due to the implicit characteristics of knowledge, the
private knowledge owned by knowledge employees par-
ticipating in cross-organizational knowledge collaboration is
often difficult to measure, which will bring unpredictable
results to the efficiency of knowledge collaboration. On the
one hand, employees with richer knowledge have better
overall knowledge structure and stronger ability to modulate
and absorb knowledge. In the process of participating in
knowledge collaboration, they have stronger learning ability
and faster speed of acquiring knowledge, and are in an
advantageous position and higher benefit in collaboration,
which is the expected goal of all alliance organizations [11].
However, due to the complex environment of knowledge
collaboration, some knowledge workers are prone to leakage
of private knowledge, resulting in collaboration failure or
infringement of organizational intellectual property rights.
(erefore, the cognitive structure and psychological struc-
ture of employees will be analyzed to make a reasonable
impact on their cognitive and collaborative response to
knowledge structure.

2.2. Risk Elements. At present, under the condition of
market economy, the possibility of opportunistic behavior
increases in order to maximize interests and minimize costs.
(is opportunistic behavior is embodied in the following
aspects: first, in terms of technology and intellectual
property rights, there is a potential competition between
members in the same alliance. Sometimes, some members
will steal the core technology of other members, thus
weakening the competitive advantage of competitors; in
terms of cooperation, some members of the alliance hold a
negative attitude toward the operation of the enterprise,
which cannot guarantee the quality of the project, so it
brings irreparable losses to the alliance; in terms of credit,
due to the imperfection of the overall law of the alliance, the
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members unilaterally broke the contract, falsely reported
information, leaked secrets, and other acts, resulting in the
leakage and misappropriation of knowledge, leading to the
disintegration of the alliance; in terms of incentive, when the
benefits obtained by alliance members are not commen-
surate with the risks they bear, they will take measures to
damage other members of the alliance, so as to maximize
their own interests. (e existence of the above behavior
directly affects the interests and ultimate goal of the alliance,
and even poses a threat to the cooperation among the
members of the alliance, thus affecting the stability of the
alliance and causing the risk of disintegration of the alliance.

As shown in Figure 1, the cause of alliance opportunistic
behavior and alliance relationship risk is the specificity of
enterprise technology assets. For the development of the
enterprise alliance, a special investment must be set up for
the technology research and development of the alliance.
For example, in order to ensure the smooth progress of the
project, the alliance must provide some professional
technical talents and management personnel. If the human
resources of the enterprise cannot meet the demand, it will
directly affect the progress of the project. (erefore, the
human resources department should strengthen the
training of talents in this field; therefore, funds must be
injected into the decision. In practice, the technology al-
liance does not agree that enterprises have business ex-
changes with enterprises different from itself, because the
enterprise technical standards, enterprise culture, internal
information exchange mode, and R&D operation form
must be suitable for the corresponding adjustment of
partners. At the same time, in order to meet the R&D
requirements of enterprise projects, enterprises must
provide professional equipment. All these require invest-
ment. (ese investments only have high value within the
alliance and small value to the outside world, which is the
so-called specific transaction investment [12].

(erefore, enterprises’ choice of alliance operation mode
mainly takes into account the stability of the alliance, which is
the choice that alliance member enterprises have to face. (e
utilization and protection of resources by enterprises can
reflect that enterprises have to face the integration and
protection of resources in the alliance, which is the trade-off
made by enterprises in a dilemma, and the existence of op-
portunistic behavior is a major obstacle to this. (erefore, the
choice of alliance operation mode is the response of alliance
enterprises to opportunism and alliance risk relationship [13].

2.3. Environmental Elements. Environment is the element of
any activity. Obviously, the efficiency of inter-organizational
knowledge synergy of industry university cooperation is also
affected by the environment, that is, the interactive envi-
ronment among alliance members. In essence, industry
university cooperation is an economic community, which is
composed of multiple enterprises or institutions within a
certain space. Industry university cooperation contains rich
knowledge, which includes various types of knowledge ac-
tivities. (ese activities mainly include knowledge acquisi-
tion, learning, and creation. (is is a complex activity, in

which knowledge innovation is the foundation, knowledge
transfer is the key, and the application of knowledge is the
key. Such a structural form determines the enrichment of the
content of knowledge activities, and knowledge innovation
is the core of knowledge activities. From the perspective of
system engineering, the knowledge, knowledge activities,
and its management process contained in industry uni-
versity cooperation are a complex system, but it is a
knowledge collaboration system [14].

Industry university cooperation is an organizational
form with “local embeddedness,” “spatial agglomeration,”
and “industrial relevance.” It is not only a social system, but
also an economic system. From the perspective of social
technology system, industry university cooperation is also a
technical system, so it is a technical, economic, and social
system. (e technical activities and economic activities of
industry university cooperation are affected by various
factors, which makes the relationship between them more
complex. (e reason is that they are affected by cultural and
social factors. (erefore, to a more accurate extent, industry
university cooperation is not only a technical system, but
also a social and cultural system. (ese two systems have
their corresponding networks in technology alliance,
namely, value network and social network [15].

With the continuous development of economy, no
knowledge system of industry university cooperation can
maintain its own operation, which means that the tech-
nology alliance itself cannot carry out knowledge activities in
a “closed door” way. It must widely absorb foreign
knowledge and supplement its own shortcomings, so as to
form an inseparable and close relationship with foreign
knowledge. In this way, industry university cooperation can
timely absorb the latest scientific and technological
knowledge and production and management information,
so as to overcome the problems faced by industry university
cooperation in operation and promote itself to take the road
of sustainable development. To sum up, a complete
knowledge collaboration system of industry university co-
operation must be open.

2.4. Behavioral Elements. (ere are both interdependence
and competition among members of cross-organizational
knowledge collaboration. (e reason why industry univer-
sity cooperation can exist is that in order to maximize the
interests, members can reach a collaborative relationship in
the form of collaboration, so as to better seek interests.
(erefore, members of technology alliance need to apply this
way of collaborative cooperation to complete difficult tasks
in this complex environment. (is mutually beneficial re-
lationship between members has formed a trend. (is re-
lationship is mainly maintained by the equal coordination
relationship between organizations, not based on the price
mechanism, which has laid a solid foundation for the sta-
bility of industry university cooperation.

Behavior mechanism is the mechanism to deal with the
relationship between organizations. Because many knowl-
edge resources in the organization are often secret, if you
want to obtain the secret knowledge resources of other
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organizations, you must consult with them to reach an
agreement, and the behavior mechanism plays a vital role in
this process.(e behavior mechanism can not only make the
members of industry university cooperation better use of
their own learning resources, but also promote the har-
monious relationship with other organizations. Especially in
this social network, the exchange and flow of knowledge
resources must rely on a certain mechanism for protection,
so as to efficiently transfer knowledge resources and form a
good speed of cooperation.

(e transfer of knowledge resources cannot be directly
applied to the recipient, it needs to be sorted and recon-
structed, so the coordination and cooperation between the
two sides can promote the improvement of knowledge
synergy efficiency. At the same time, it can also improve the
speed of knowledge collaboration, so as to promote the
establishment of knowledge resource sharing among in-
dustry university cooperation members and make the col-
laboration of knowledge resources more convenient.
(rough the corresponding cooperation adjustment, it can
promote the cooperation and exchange between the
members of the technology alliance and increase their un-
derstanding of each other. At the same time, it can also
promote the members to be familiar with the industry
terminology, professional vocabulary, communication lan-
guage, and common transaction rules, so as to ensure the
smooth cooperation between the members of the industry
university cooperation. (e adjustment of industry uni-
versity cooperation norms and systems can promote the
ability, knowledge, and preference of industry university
cooperation members to lock in a certain range, so as to
ensure the consistency of rules and regulations, beliefs, and
language symbols in the process of cooperation, because
language and symbols are the main tools of social group
communication. Only by determining the language and
symbols between industry university cooperation members
can we ensure the realization of knowledge synergy. Under
the common language and symbol, the members of industry
university cooperation can promote the knowledge collab-
oration of technology alliance to achieve the expected re-
sults, ensure the smooth operation of industry university

cooperation, and promote the sustainable development of
industry university cooperation.

3. Efficiency Evaluation Index System

3.1. Importance of Efficiency Evaluation. (e maximum
expected goal of industry university cooperation members
refers to the best result obtained in a relatively ideal state of
knowledge collaboration, in which there are no negative
influence and interference factors and knowledge collabo-
ration obstacles. However, in practice, there will be various
interfering factors in the process of knowledge collaboration,
resulting in the reduction of its knowledge collaboration
efficiency. (ere are relative difference and distance between
the actual knowledge collaboration effect and the maximum
expected target effect. Knowledge collaboration efficiency is
difficult to achieve in practical operation. (e maximum
expected goal set belongs to the ultimate goal pursued by
cross-organizational knowledge collaboration of industry
university cooperation. It is unscientific to directly measure
the efficiency of cross-organizational knowledge collabora-
tion from the theoretical concept, because the maximum
expected goal of knowledge collaboration under the theo-
retical condition cannot be possessed or nonexistent under
the realistic condition. However, taking the maximum ex-
pected goal as an important standard to measure efficiency,
if the actual result of knowledge collaboration is close to the
maximum expected goal, it can indicate that the actual ef-
ficiency of knowledge collaboration is high; otherwise, it
indicates that the efficiency of knowledge collaboration is
low. In order to achieve the purpose of fair evaluation, a large
number of experts must participate in the evaluation pro-
cess. (e evaluation subject is required to be an expert or
scholar who is proficient in the law and evaluation law of
cross-organizational knowledge synergy efficiency of in-
dustry university cooperation, defines and understands the
goal of knowledge synergy efficiency in industry university
cooperation and innovation, and forms an evaluation team.
(e group members shall include industry scholars, entre-
preneurs, alliance managers, government departments,
middle-level cadres of enterprises, core knowledge workers,
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Figure 1: Conflict risk of knowledge collaboration.
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skilled workers, etc. Only in this way can the evaluation
activities of cross-organizational knowledge synergy effi-
ciency of industry university cooperation make appropriate
evaluation according to the law and goal of knowledge
synergy development.

In inter-organizational knowledge management
mechanism of industry university cooperation, the eval-
uation of knowledge synergy efficiency is an important
content of management. (e goal of cross-organizational
knowledge management behavior of industry university
cooperation is to improve the innovation ability and
adaptability of a single member organization by using the
collective knowledge of members based on the external
sharing way of tacit knowledge or explicit knowledge.
Building an effective cross-organizational knowledge co-
ordination mechanism can realize the repeated investment
of a single organization in knowledge innovation, avoid
problems, save certain knowledge resources, and carry out
knowledge innovation from a relatively high starting point,
so as to improve the practical efficiency of knowledge
innovation, and then enhance the knowledge competi-
tiveness of member organizations. However, in the process
of the operation of the knowledge collaboration mecha-
nism of industry university cooperation, how to judge and
measure the operation effect of the mechanism has become
an important problem in the application of the mechanism.
If there are problems in the operation mechanism itself, it is
necessary to consider whether an effective feedback
monitoring mechanism can be set, and the mechanism can
be corrected through the capture and feedback of existing
problems. In order to ensure the operation quality of the
knowledge collaboration mechanism, the knowledge
sharing evaluation mechanism is introduced, and the
evaluation mechanism is used as a feedback mechanism to
reflect whether there is coordination and consistency in the
strategies, objectives, and changes in the cross-organiza-
tional operation of the industry university cooperation.(e
member behavior coordination is carried out through the
feedback mechanism to ensure the smooth realization of
the organizational knowledge management objectives.

(e practical functions of the evaluation mechanism of
knowledge synergy efficiency are as follows: first, through
the evaluation mechanism, it can promote all organization
members to recognize the differences between cooperation
goals, behaviors, confidence, and various expected results,
and promote members to more rationally recognize and
evaluate the cognitive gap existing in knowledge synergy;
second, the evaluation mechanism urges the organization
members to think about the degree of trust, fairness of
benefit distribution, and cultural compatibility, so as to
provide support for creating a better knowledge coordina-
tion atmosphere and environment; third, give play to the
incentive role of the evaluation mechanism, coordinate and
optimize the behavior of managers and organization
members under the feedback results of the evaluation
mechanism, encourage them to carry out knowledge col-
laboration in a better state, and effectively improve the ef-
ficiency of knowledge collaboration. It can be seen that the
evaluation mechanism plays an important role in the cross-

organizational knowledge management of industry uni-
versity cooperation.

Based on certain standards and purposes, the evaluation
mechanism of knowledge collaboration efficiency adopts
scientific and reasonable methods to evaluate and judge the
value of the evaluation object. (e operation goal of the
mechanism is to optimize and improve the cross-organi-
zational knowledge collaboration activities of industry
university cooperation, so as to improve the efficiency of
knowledge collaboration to the greatest extent and ensure
the smooth completion of the goal of knowledge sharing.

3.2. Basic Idea of Efficiency Evaluation. In the cooperative
innovation of industry university cooperation, the process of
knowledge collaboration is very obvious, and it itself is a
complex process. (erefore, the purpose of paying attention
to the evaluation of knowledge collaboration process is mainly
to analyze and adjust the process in time, so we can achieve
the goal of improving the efficiency of knowledge collabo-
ration. In the cooperative innovation of industry university
cooperation, the evaluation subject of knowledge collabora-
tion efficiency must clarify the main objective system of the
whole process of knowledge collaboration, evaluate the sit-
uation or behavior of each stage of knowledge collaboration
on this basis, and revise the objectives and guidance plans of
each stage according to the evaluation results.

Because the process of inter-organizational knowledge
collaboration of industry university cooperation is cyclic,
this study can divide the knowledge collaboration process
in industry university cooperation innovation into four
stages according to time: preparation period, behavior start
period, operation integration period, and coordination
application period. Firstly, in the preparation period, the
potential difference between alliance organizations must
have a far-reaching impact on the process and efficiency of
knowledge collaboration. (erefore, the evaluation in this
period should reflect the compatibility of knowledge col-
laboration strategy matching between organizations, that
is, the driving problem, find out the key indicators that
affect the understanding difference of knowledge collab-
oration itself, and achieve the goal of driving organizations
to carry out knowledge collaboration behavior. (rough
evaluation, we can find out the differences and differences
between organizations in the value chain of knowledge
collaboration, and find out the root causes affecting the
efficiency of knowledge collaboration. Secondly, at the
beginning of behavior, different organizations in the alli-
ance form knowledge collaboration teams. (ese organi-
zations must face the complex environment and the basis of
knowledge collaboration efficiency, such as partner selec-
tion and income distribution.(rough the evaluation of the
corresponding indicators, we can find the existing prob-
lems. (ird is the operation integration period. (rough
the understanding of the above evaluation process,
knowledge collaboration does not necessarily produce high
efficiency in the innovation of industry university coop-
eration and needs to be adjusted and integrated in the
process of knowledge collaboration. (erefore, the key to
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improve the efficiency of knowledge collaboration lies in the
adjustment of the operation process, mainly including the
construction of organizational model, organizational stability,
and ability training. (ese are the efficiency evaluation of
integration for the problems in operation, which is in the core
position in the efficiency evaluation of knowledge collabora-
tion. Fourth is collaborative application period. During this
period, knowledge collaboration has beenmore mature, which
directly shows the efficiency of knowledge collaboration. Due
to the lag of collaborative efficiency, it is necessary to evaluate
the indicators in the coordination application stage. (ese
indicators reflect the continuity and sustainable development
of the later knowledge collaboration process. Although
knowledge synergy efficiency is directly related to the con-
tribution of member organizations, the cross-organizational
knowledge synergy efficiency of industry university cooper-
ation is more affected by the factors that are difficult to
quantify, and its knowledge synergy effect cannot be expressed
immediately. Its efficiency performance has the characteristics
of lag and delay. When evaluating the efficiency of knowledge
collaboration, we need to comprehensively consider the im-
pact of the interaction and relationship between member
organizations, which are difficult to quantify.

4. Efficiency Evaluation Based on BP
Neural Network

(e basic BP algorithm formula mainly includes the forward
propagation of signal and the back propagation of error.

4.1. Forward Propagation Process of Signal. Let the input
mode of the network be x � (x1, x2, . . . xn)T, the hidden
layer has h units, the output of the hidden layer is
y � (y1, y2, . . . yh)T, the output layer has m units, and the
target output is z � (z1, z2, . . . zm)T. Let the transfer func-
tion from the hidden layer to the output layer be f and the
transfer function of the output layer be g.

(us, yj � f(􏽐
n
i�1 wijxi − θ) � f(􏽐

n
i�0 wijxi).

Among them, w0j � −θ, x0 � 1.
zk � g(􏽐

h
j�0 wjkyj): output of the kth neuron in the

output layer.
At this time, the error between the network output and

the target output is ε � 1/2􏽐
m
k�1 (tk − zk)2. Obviously, it is a

function of wij, wjk.
(e next step is to find a way to adjust the weight to

reduce the ε.
From the knowledge of advanced mathematics, we know

that the direction of negative gradient is the direction in
which the value of function decreases fastest.

(erefore, you can set a step size and adjust units along
the negative gradient direction each time, that is, η, and the
weight can be adjusted as follows:
Δwpq � −ηzε/zwpq, η in neural networks, and it is called

learning rate.
It can be proved that the error will be gradually reduced

by adjusting this method.

(e adjustment order of BP neural network (back
propagation) is vk � 􏽐

h
j�0 wjkyj.

Partial derivative formula of composite function is as
follows.

If g(x) � f(x) � 1/1 + e− x, then g′(uk) � e− vk/(1+

e−vk )2 � 1/1 + e−vk (1 − 1/1 + e− vk ) � zk(1 − zk).
(erefore, the weight adjustment iterative formula from

hidden layer to output layer is as follows.
(e iterative formula for weight adjustment from input

layer to hidden layer is as follows.
Note: the jth neuron in the hidden layer is connected

with each neuron in the output layer; that is, it involves all
weights, so

zε
zyj

� 􏽘
m

k�0

z tk − zk( 􏼁
2

zzk

zzk

zuk

zuk

zyj

� − 􏽘
m

k�0
tk − zk( 􏼁f′ uk( 􏼁wjk.

(1)

As shown in Figure 2, first, set the number of layers of the
network by adding neurons in the middle layer to reduce the
error and improve the accuracy. Secondly, the number of
neurons in the middle layer was calculated. You can determine
the increased number by training and comparing different
numbers of situations. In addition, the setting of initial weight
is key, and its size has a great impact on learning efficiency.

4.2. 2e Learning Process and Steps of BP Network.
Weight each connection wij, vjt , θj, ct endowing interval
(−1, 1).

Select a set of input and target samples at random:
Pk � (ak

1
, ak

2
, . . . , ak

n
), Tk � (yk

1
, yk

2
, . . . , yk

q
).

Set input samples:

sj � 􏽘
n

i�1
wija

k
i − θj, j � 1, 2, . . . p,

bj � f sj􏼐 􏼑, j � 1, 2, . . . p.

(2)

Output of middle layer Lt � 􏽐
p

j�1 vjtbj − ct, t �

1, 2, . . . , q, Ct � f(Lt), t � 1, 2, . . . , q.
Using network target vector: Tk � (yk

1
, yk

2
, . . . , yk

q
),

calculate the generalization error of each element in the
output layer: dk

t .

d
k
t � y

k
t − Ct􏼐 􏼑 · Ct · 1 − Ct( 􏼁, t � 1, 2, . . . , q. (3)

Calculate the generalization error of each element in the
middle layer: ek

j。.

e
k
j � 􏽘

q

t�1
d

k
t · vjt

⎡⎣ ⎤⎦bj 1 − bj􏼐 􏼑. (4)

Modified connection right: vjt, ct.

vjt(N + 1) � vjt(N) + α · d
k
t · bj

ct(N + 1) � ct(N) + α · d
k
t

t � 1, 2, . . . , q, j � 1, 2, . . . p, 0< α< 1.

(5)
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Using the generalization error of each unit in the middle
layer: ek

j , modified connection right: wij, θj。.

wij(N + 1) � wij(N) + β · e
k
j · a

k
i

θj(N + 1) � θj(N) + β · e
k
j

i � 1, 2, . . . n, j � 1, 2, . . . p, 0< β< 1.

(6)

Finally, the next learning sample vector is randomly
selected and provided to the network until the training
sample is trained.

5. Conclusion

(e research shows that the efficiency evaluation of cross-
organizational knowledge collaboration of industry uni-
versity cooperation, as a complete system, is complex. In the
industry university cooperation, multi-selection neural
network model is used as the basic model for the evaluation
of knowledge collaboration efficiency. Neural network
model can also be applied to management practice, econ-
omy, and other fields. It has the advantages of fast and
reliable calculation. (rough this model, the relationship
between knowledge collaboration efficiency index and
knowledge collaboration efficiency can be described rela-
tively objectively. In order to realize the objective description
of the essence and law of knowledge collaboration, it is
necessary to build a perfect index system. However, the
operation of the index system composed of many indicators
is difficult to achieve. A single index can describe one or

more attribute characteristics of the knowledge synergy
efficiency evaluation system. (erefore, in the process of
constructing the index system, select more representative
main indexes for analysis and processing to ensure the
rationality and scientificity of the construction of the
evaluation index system, which is the basis of scientific
evaluation and judgment of the actual efficiency of
knowledge synergy. At the same time, based on the evalu-
ation of knowledge collaboration efficiency and related
factors, this study selects three main elements in the analysis
of knowledge collaboration efficiency, namely, organiza-
tional differences, knowledge collaboration real environ-
ment, and behavior elements, and realizes knowledge
collaboration efficiency through the integration and oper-
ation of the three elements. (e result of knowledge col-
laboration efficiency is the result of its comprehensive effect.
According to the final evaluation results, this study can
calculate the cross-organizational knowledge synergy effi-
ciency of production learning cooperation within a certain
confidence interval.
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Anisotropic in situ ground stress is an objective stress state of rock mass that should be taken into account when calculating the
plastic zone of the circular hole surrounding rock. �e point stress method and approximate plastic condition method for
calculating plastic zone are derived, and the �nite element numerical calculation is carried out. Di�erent analytical and �nite
element approaches are employed for calculation based on the representative parameters. �e outcomes of the calculations are
thoroughly examined. �ere are four shapes of plastic zone, among which the butter�y plastic zone can be obtained only by
approximate plastic condition method and �nite element method. �e distribution of plastic zone calculated by using the point
stress method and the Ruppneyt formula is identical, with only small deviations.�emodi�ed Fenner formula should not be used
to calculate the plastic zone under in situ stress anisotropy since it would result in an underestimation of the maximum plastic
radius. �e detailed calculation and results comparison of this paper can provide a reference for more comprehensive and
reasonable evaluation of the surrounding rock plastic zone.

1. Introduction

�e in situ stress state of surrounding rock changes as a
result of the excavation of circular hole (e.g., roadway and
tunnel). When the redistributed stress meets the yield
condition, the surrounding rock enters the plastic state [1, 2].
�e distribution shape and size of the plastic zone serve as
the foundation for evaluating the stability of the surrounding
rock, as well as an essential basis for supporting design [3, 4].

�e in situ stress �eld was simpli�ed to uniform dis-
tribution in early elastic-plastic analyses of surrounding
rock, and the theory represented by the modi�ed Fenner
formula was proposed. Many scholars later optimized and
improved this method in combination with the physical and
mechanical properties of geotechnical materials, resulting in
the development of a series of analytical calculation methods
[5–8]. It is able to obtain a detailed analytical calculation

theory of stress, strain, displacement, and plastic zone dis-
tribution. �e plastic zone of circular hole surrounding rock
is axisymmetric under isotropic stress conditions.

�e true in situ stress �eld, on the other hand, is gen-
erally anisotropic. Due to the stress redistribution e�ect, it is
di�cult to solve the exact mechanical �eld under the con-
dition of anisotropic in situ stress after the surrounding rock
enters the plastic state. Obviously, the distribution of the
plastic zone is axi-asymmetric, and researchers have pro-
posed some approximate solutions [9–13]. �e shape and
size of the plastic zone obtained by di�erent methods di�er
due to di�erent assumptions and mathematical solutions.

In practice, the choice of calculation methods is cur-
rently subjective, and there is a lack of comparative analysis
of di�erent methods. Considering anisotropic in situ stress
state, the point stress method and approximate plastic
condition method for plastic zone calculation are derived.
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Based on the representative parameters, calculation is per-
formed using four analytical methods: modified Fenner
formula, Ruppneyt solution, point stress method, and ap-
proximate plastic condition method. Moreover, the non-
linear finite element software ABAQUS is used for
comprehensive calculations in this paper.

2. Analytical Solution

)e analytical solution is based on the reasonable me-
chanical model which is an idealized analysis model based
on practical engineering problems that grasps the me-
chanical essence and major principles while making ap-
propriate assumptions and simplifications. )e basic
assumptions for elastic-plastic analysis of circular hole
surrounding rock are as follows: the cross section of hole is
circular, the length of hole is much larger than its diameter,
and the mechanical model is simplified to plane strain

problem; geotechnical materials are homogeneous and
isotropic; they are infinite boundary media; the gravity stress
gradient is not considered, and in situ stress is regarded as
the initial pressure acting on the boundary. )e
Mohr–Coulomb strength criterion is adopted as the con-
dition for judging plastic yield. )e basic mechanical model
is shown in Figure 1.

Kirsch was the first to investigate the elastic stress dis-
tribution of a tensile-stressed infinite plate, while other
scholars updated and revised it, which later became well-
known as the Kirsch equation [14–16]. Airy function trial
methodology or the complex variable approach can be used
to obtain Kirsch equation; detailed solution process is given
in references [17, 18].

)e stress distribution of the hole surrounding rock in
the elastic state is as follows based on Kirsch equation:
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2.1. Modified Fenner Formula. It is the elastic solution of
isotropic stress condition when the lateral pressure coeffi-
cient in Kirsch equation is equal to 1. If the actual support
force is less than the critical support force, the surrounding
rock becomes plastic, and the radius of the plastic zone is
[16]

Rp � R
σv + c cotφ( 􏼁(1 − sinφ)

Pi + c cotφ( 􏼁
􏼢 􏼣

(1− sinφ)/(2 sinφ)

. (2)

)emodified Fenner formula, also known as the Kastner
formula, is shown above. )is approach is widely used and

has a straightforward calculation. )is assumption of in situ
stress isotropy, on the other hand, is clearly incompatible
with actual situations.

2.2. Ruppneyt Solution. Due to the stress redistribution ef-
fect, it is difficult to compute the exact mechanical field when
in situ stress anisotropy exists. )ere are some approximate
answers available at present, among which the Ruppneyt
solution is a representative calculating approach [19]:

Rp � R
σv 1 + K0( 􏼁 + 2c cotφ( 􏼁􏼂 􏼃(1 − sinφ)

2Pi + 2c cotφ
􏼨 􏼩
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σv 1 − K0( 􏼁(1 − sinφ)cos 2θ3
σv 1 + K0( 􏼁 + 2c cotφ􏼂 􏼃sinφ

􏼨 􏼩. (3)

Ruppneyt equation considering anisotropic in situ stress
conditions has an explicit expression and has been widely
applied in engineering [20].

2.3. Point Stress Method. A plastic radius equation was
proposed by Cai and Cai [21], and the results of the original
literature are modified in this study.

Assume that the circular hole surrounding rock is an
axisymmetric plane strain solution after entering the plastic
state, and the circumferential stress equation is as follows:

σθp � A Pi + c cotφ( 􏼁
r

R
􏼒 􏼓

A−1
− c cotφ. (4)

)e Kirsch equation is satisfied by the stress solution in
the elastic region. )e radial stress at the elastic-plastic
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interface is utilized to replace the support force, and the
boundary radius of the plastic zone is used to replace the
hole radius. )e following equation can be obtained:
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)e radius of the plastic zone is calculated using si-
multaneous (4) and (5):
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)is approach is called point stress method since it is
based on the equal circumferential stress of individual
points.

2.4. Approximate Plasticity Condition Method. Kastner
proposed to ignore the stress redistribution caused by
elastic-plastic deformation, i.e., the stress field of the hole
surrounding rock is still the same as Kirsch equation during
plastic deformation, and the boundary line equation of
approximate plastic zone is obtained based on the geometric
relationship of stress Mohr circle [22]. )is method has

recently been used in the stability analysis of roadway
surrounding rock [23–28]. Taking the supporting force into
account, the boundary line equation is rederived in this
study.

)e following equation can be obtained after a series of
operations such as the combination of similar terms and the
transformation of trigonometric functions (the specific
calculation and simplification process are omitted):
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Figure 1: Basic mechanical model.
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)e issue with this method is that the stress distribution
in the plastic stage is identical to that in the elastic stage,
making it a rough estimating method. )erefore, it is called
approximate plastic condition method.

2.5. Calculation Results of Analytical Methods. Typical cal-
culation parameters are adopted [29]: R� 2m, c � 25 kN/m3,
H� 600m,� 30°, and c� 1MPa. )e plastic zone boundary
lines are depicted in Figures 2–4 using the Ruppneyt so-
lution, point stress technique, and approximated plastic
condition method, respectively.

3. Finite Element Method

Finite element software ABAQUS is used for numerical
calculation in order to evaluate the accuracy of the analytical
solutions derived by various ideas and methodologies. )ere
are two stages of the numerical simulation: in situ stress
balance and hole excavation [30].

)e calculation parameters are identical to those used in
the previous analytical calculations. )e model’s width and
height are both 40m, and the hole is located in the center.
)e horizontal displacement at the left and right sides of the
model is zero, and the vertical displacement at the bottom is
also zero. )e gravity of the rock mass is taken into account
in the numerical simulation. As a result, a pressure of
14.5MPa is applied on the top boundary, and the pressure
on the left and right sides is determined according to lateral
pressure coefficient.)e element type of surrounding rock in
the model is CPE4 solid element. To achieve excellent

precision, the model has a total of 201,550 elements. Eight
groups of numerical simulation are carried out in this re-
search, with the calculated plastic zone distribution illus-
trated in Figure 5.

4. Comparison and Analysis

)e numerical results clearly show that the plastic zone has
four shapes: butterfly, curved rectangle with concave hori-
zontal direction and convex vertical direction, approximate
ellipse, and circle. Specifically, the plastic zone is butterfly
when K0 � 0.3∼0.5; when K0 � 0.6, it is a curved rectangle
with concave horizontal direction and convex vertical di-
rection; when K0 � 0.7∼0.9, the plastic zone is approximate
ellipse; and when K0 �1, it is round.

Among various analytic approaches, only the approxi-
mate plastic condition method can calculate the butterfly-
shaped plastic zone. At K0 � 0.3∼0.4, there is an obvious
butterfly plastic zone which is not noticeable at K0 � 0.5.
Ruppneyt solution and point stress method, although
considering the anisotropy of in situ stress, cannot reflect the
distribution characteristics of butterfly plastic zone.

When K0 � 0.7∼0.9, the plastic zone obtained from the
two analytical methods (Ruppneyt solution and point stress
method) and numerical simulation are approximate ellip-
tical. Specifically, when K0 � 0.7, the plastic radius calculated
by Ruppneyt solution is 3.45∼4.72m and the result of the
point stress method is 2.99∼4.77m; the numerical simula-
tion solution is 3.24∼4.73m. When K0 � 0.8, the plastic radii
calculated by these three methods (Ruppneyt solution, point
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stress method, and finite element method) are 3.78∼4.61m,
3.52 ∼ 4.65m, and 3.67∼4.66m, respectively. )ese three
methods are 4.09∼4.50m, 3.98∼4.52m, and 4.03∼4.59m,
respectively, at K0 � 0.9. Obviously, the results of these three
methods are very close.

Although the approximate plastic condition method can
also obtain the elliptical plastic zone when K0� 0.8 ∼ 0.9, the
plastic radius is significantly smaller than the results of the
previous three calculation methods. When K0� 0.8, the plastic
radius is 2.59 ∼2.73m and it is 2.64∼2.70m when K0� 0.9.

)e distribution of the plastic zone calculated using the
point stress method and the Ruppneyt solution is nearly
identical, with only minor differences. Specifically, when
K0 � 0.3, the vertical direction of the inner boundary of

circular hole has an elastic range (85°∼ 95°and 25°∼275°)
according to Ruppneyt solution.

When K0 � 0.3∼0.5, there are elastic zones in this po-
sition calculated by the point stress method, and the range is
larger than results of Ruppneyt solution. When K0 � 0.3, the
range is 59°∼121°and 239°∼301°. )e range is 64°∼ 116°and
244°∼296°when K0 � 0.4; the range is 73°∼ 107°and 253°∼
287°when K0 � 0.5.

When the lateral pressure coefficient is equal to 1, the
boundary line of the plastic zone is circular. )e plastic radii
calculated using the modified Fenner formula, Ruppneyt
solution, point stress method, and finite element method are
4.39m, 4.40m, 2.68m, and 4.32∼4.51m, respectively. )e
plastic radius computed by other methods is quite close, with
the exception of the approximate plastic condition method.
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Figure 2: Boundary lines of plastic zone based on Ruppneyt
solution.
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Figure 4: Boundary lines of plastic zone based on the approximate plastic condition method.
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Figure 5: Distribution of plastic zone based on the finite element method: (a) K0 � 0.3; (b) K0 � 0.4; (c) K0 � 0.5; (d) K0 � 0.6; (e) K0 � 0.7;
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When the anisotropy of in situ stress is strong, the
maximum plastic radius calculated by numerical simulation
is much larger than the result of modified Fenner formula
which is based on the assumption of in situ stress isotropic.

5. Conclusions

In this research, the plastic zone of circular hole surrounding
rock is calculated and compared using four analytical ap-
proaches (modified Fenner formula, Ruppneyt solution,
point stress method, and approximate plasticity condition
method) and finite element method. Some key conclusions
are reached through in-depth comparison and analysis with
various methods.

(1) Four shapes of plastic zone (butterfly, curved rect-
angle with concave horizontal direction and convex
vertical direction, approximate ellipse, and circle)
can be obtained by using the finite element method
and approximate plastic condition method. Other
analytic approaches cannot get butterfly shape.
)erefore, the approximate plastic condition method
has advantages in describing the shape of plastic
zone.

(2) In the distribution and evolution of the plastic zone,
the degree of in situ stress anisotropy is critical. )e
butterfly distribution appears when the horizontal
stress differs significantly from the vertical stress
(when K0< 0.5 or K0> 2), which is the key shape of
the plastic radius with a significant abrupt change.
)e modified Fenner formula will severely under-
estimate the plastic zone range at this time.

(3) When lateral pressure coefficient is close to 1,
Ruppneyt solution, point stress method, and finite
element method calculation results are similar. )e
shape of the plastic zone calculated by the approx-
imate plastic condition method is similar to that
calculated by other methods, but the plastic radius is
significantly underestimated.

(4) In the supporting design, the anisotropic in situ
stress conditions need to be carefully considered.
While using an anchor, the length of anchor should
be greater than themaximumplastic radius.When in
situ stress anisotropy is considerable, the appropriate
plastic zone calculation method and support scheme
must be carefully chosen.

Notation

R: Radius of circular hole
Rp: Radius of plastic zone of surrounding rock
r: )e distance between any point in the surrounding

rock and the circular roadway’s center
Pi: Support force
σv: Vertical in situ stress
σh: Horizontal in situ stress
θ: Angle, starting horizontally to the right and increasing

counterclockwise
K0: Lateral pressure coefficient

σr: Radial stress
σθ: Circumferential stress
τrθ : Shear stress
σθp: Circumferential stress of plastic zone
φ: Friction angle of rock mass
c: Cohesion of rock mass
c: Unit weight of rock mass
H: Depth of underground hole.
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)e convolutional neural network achieves excellent semantic segmentation results in artificially annotated datasets with complex
scenes. However, semantic segmentation methods still suffer from several problems such as low use rate of the features, high
computational complexity, and being far from practical real-time application, which bring about challenges for the image
semantic segmentation. Two factors are very critical to semantic segmentation task: global context and multilevel semantics.
However, generating these two factors will always lead to high complexity. In order to solve this, we propose a novel structure, dual
attention fusion module (DAFM), by eliminating structural redundancy. Unlike most of the existing algorithms, we combine the
attention mechanism with the depth pyramid pool module (DPPM) to extract accurate dense features for pixel labeling rather
than complex expansion convolution. Specifically, we introduce a DPPM to execute the spatial pyramid structure in output and
combine the global pool method. )e DAFM is introduced in each decoder layer. Finally, the low-level features and high-level
features are fused to obtain semantic segmentation result. )e experiments and visualization results on Cityscapes and CamVid
datasets show that, in real-time semantic segmentation, we have achieved a satisfactory balance between accuracy and speed,
which proves the effectiveness of the proposed algorithm. In particular, on a single 1080ti GPU computer, ResNet-18 produces
75.53% MIoU at 70 FPS on Cityscapes and 73.96% MIoU at 109 FPS on CamVid.

1. Introduction

)ese years, convolutional neural network is making great
progress for semantic image segmentation. Semantic seg-
mentation is a basic topic in the field of computer vision. It is
a pixel-level classification and plays an important role in the
fields of automatic driving, video surveillance, geographic
information system, medical image analysis, and so on [1],
[2]. Traditional segmentation methods are limited by feature
extraction methods, and the image segmentation effect is
poor in complex scenes. )e convolutional neural network
achieves good segmentation results in artificially annotated
datasets with complex scenes [3]. However, recent semantic
segmentation methods still suffer from several problems
such as low use rate of the features, high computational

complexity, and being far from practical application, which
bring about challenges for the image semantic segmentation
field. Current research mainly focuses on two aspects: ap-
plying different network structures to improve the seg-
mentation accuracy and reducing network parameters and
computational overheads to meet the real-time require-
ments with a relatively real-time segmentation accuracy [4].

Real-time segmentation algorithm has attracted more
and more attention. Recently, some new real-time semantic
segmentation algorithms have been proposed. )ere are two
methods. One is to use GPU efficient backbone, especially
ResNet-18, MobileNet, and so forth. Other algorithms have
developed complex lightweight coders trained from scratch,
and one algorithm BiseNet [5] has reached a new peak in
real-time performance. In short, the current mainstream
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semantic segmentation framework has some defects, which
cannot meet the good balance of high speed and high
precision simultaneously. In this paper, we propose a dual
attention network with deep high-resolution representation.

Figure 1 shows a comparison of speed and MIoU on the
Cityscapes [6] test set. Red color refers to our methods, while
green color refers to other methods. We achieve a good
speed-accuracy trade-off.

In practical applications such as automatic driving,
robotics, and security monitoring, real-time segmentation
may be more valuable than accurate segmentation. )e
lightweight network model aims to reduce the complexity of
parameters of the neural network model, while maintaining
the accuracy of the model. Lightweight networks not only
include in-depth research on network structure but also
include the application of model compression technologies
such as knowledge extraction and pruning. Together, they
promote the application of convolutional neural network
technology in mobile terminals and embedded terminals
and make due contributions to the development of all walks
of life [7–9].

However, the current mainstream semantic seg-
mentation framework has some defects in real-time se-
mantic segmentation field, which cannot meet the good
balance between high speed and high precision simul-
taneously. At present, deep learning has excellent results
in various image processing tasks, but a large number of
redundant parameter calculations seriously hinder its use
in practical projects. It is difficult to comply with real-
time requirements in both mobile terminals and em-
bedded devices [2]. For example, the parameters of
ResNet-101 are more than 170MB of storage resources.
For instance, images with a 224 × 224 resolution require
more than 7.6 billion floating-point operations, and the
parameter memory consumption is 170MB. )is will
seriously affect the user’s personal experience. )erefore,
it is particularly urgent to design a lightweight and ef-
ficient neural network.

Compared with the network based on pyramid structure,
multibranch network will not increase the output resolution
of high-level feature map by changing the reference network.
Its operation speed will be faster, but there is a defect that
makes it difficult to be applied to real-time semantic seg-
mentation; that is, the contradiction between its spatial
branch depth and speed is difficult to coordinate.

At present, the real-time algorithms based on multi-
branch networks use relatively simple high-resolution
branches. Although they run fast, their segmentation ac-
curacy is low. Some branch information will be extracted in
different network contexts. )e deep branches of the net-
work use separable convolution and other lightweight op-
erations to obtain semantic context information, and the
shallow branches use convolution to retain effective spatial
details. )e network model with this structure is lighter and
promotes the real-time application of semantic segmenta-
tion, but it is difficult to extract effective semantic context
information. In addition, there is a large gap between the two
pieces of feature information, so the fusion cannot produce
good results.

Although real-time semantic segmentation has made
good progress, there are still three main problems [4].
Firstly, the image may contain similar objects with different
scales, such as cars and houses. How to capture and integrate
different proportions of image features is very important for
semantic segmentation. In the mainstream semantic seg-
mentation framework, image classification network is
usually used to extract features, while pyramid feature fusion
is used to extract multiscale feature information, such as
spatial pyramid pooling module. In this case, a lot of
computing resources are generally required. Secondly, the
multiscale context extraction module of this pyramid
method is not flexible enough and needs to manually set the
kernel size, so it can only extract a limited feature scale range,
which is not conducive to the learning of network semantic
features. Finally, the deep convolution neural network has a
hierarchical structure, and the characteristics of different
levels are different. )e high level has rich semantics but
lacks accurate location information, while the low one
contains spatial detail information but lacks discriminative
semantic features. Because semantic segmentation involves
object positioning, there are different levels of feature fusion.
If the information flow in the model is not well controlled,
some redundant features, including background noise in low
level and rough boundary in high level, will be introduced
into subsequent features and may lead to network perfor-
mance degradation.

2. Related Work

)e segmentation accuracy largely depends on the choice of
backbone network. Generally speaking, the more accurate
the segmentation model is, the better the relative effect of
semantic segmentation is. )ere are three very important
indicators: accuracy, speed, and memory. )e performance
of these indicators depends on the CNN you choose and any
modifications you make to it. Networks have different trade-
offs on these indicators. In addition, these network struc-
tures can be modified, such as by reducing some layers and
adding some layers. Usually, adding more layers will im-
prove accuracy, while sacrificing some speed and memory.
However, researchers have realized that this trade-off is
subject to marginal effects; that is, the more layers are added,
the less accuracy improvement will be brought by adding
each layer.

)e segmentation accuracy and speed of some classifi-
cation network models are shown in Table 1.

Generally speaking, using a larger convolution kernel
will always lead to the highest accuracy, but it will lose both
speed and memory. However, this is not always the case,
because it has been found many times that using a large
convolution kernel will make the network difficult to di-
verge. Using smaller cores, such as 3× 3 convolution, the
effect will be better. ResNet [10] and VGGNet [11] both fully
explain this fact, as shown in the papers related to these two
models.

In this paper, ResNet-18, the lightweight form of ResNet,
is taken as the backbone network of semantic segmentation.
Compared with ResNet-50, ResNet-101, and ResNet-152,
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ResNet-18 has fewer network layers and output channels.
Although the information classification accuracy of the
network is sacrificed, it can significantly improve the run-
ning speed of it. ResNet-18 is also composed of convolution
layer, pool layer, and four blocks, but each block of ResNet-
18 is not composed of bottleneck units but of more light-
weight residual units. It can be seen that each block of
ResNet-18 contains two residual units, a number which is far
less than the number of units of each block in the backbone
network ResNet-101, making it run faster. According to the
data provided by ResNet [10], its detection speed is 31.54ms
and 156.44ms, respectively.

Now the mainstream image semantic segmentation
methods mainly focus on the improvement of network
performance. Although the segmentation method based on
deep convolution neural network has significantly improved
the performance of image segmentation, it still faces a lot of
computational overhead. However, for the real-time se-
mantic segmentation method, the biggest concern is how to
construct a real-time system with low delay. In order to solve
this problem, many researchers have studied the lightweight
image semantic segmentation model and summarized some
experience, which is also reflected in our paper. For example,
there are some achievements in the lightweight convolution
structure, such as 1× 1 convolution, decomposition con-
volution, grouping convolution, and depth separation
convolution.

3. Real-Time Semantic Segmentation
Network Architecture

3.1. Dual Channel Attention Mechanism Network.
)erefore, reducing the communication between high-level
and low-level feature maps is the most effective way to
improve their fusion efficiency. Inspired by the GAU

attention module in PANet, we strengthen its performance
and use it as part of the attention mechanism we proposed.
)e attention part of the upper channel is shown in Figure 2.
GDAM is a structure that can be used to enhance acquisition
ability of lower feature map. For high-level feature map,
GDAM first uses average pooling and max pooling to reduce
its resolution to 1× 1. )ere is one more maximum pooling
operation than the original GAU module. In paper [12], the
authors proved that global average pooling is not the optimal
choice for channel attention, and global maximum pooling
will also extract some unique features of objects, which can
infer more meaningful feature information. )en, com-
bining BN and sigmoid function uses 1× 1 convolution to
generate channel attention mask. For the low-level feature
map, GDAM uses 3× 3 combining BN and ReLU convo-
lution layer to optimize it; here 3× 3 convolution is com-
bined with 1× 3 and 3×1 convolution.

3.2. DARSegNet Semantic Segmentation Model. With the
asymmetric encoder-decoder and the dual attention
mechanism, the DARSegNet (deep asymmetric real-time
semantic segmentation network model) is illustrated in
Figure 3.

In this section, we first describe in detail our proposed
segmented network DARSegNet. In addition, we also ex-
plain the effectiveness of these two paths accordingly. Fi-
nally, we show how to combine the features of these two
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Figure 1: Comparison of speed and MIoU on the Cityscapes dataset.

Table 1: Classification performance of common network models.

Network Layers Top-1 error Top-5 error Speed (ms)
VGG-16 16 27.00 8.80 128.62
ResNet-18 18 30.43 10.76 31.54
ResNet-101 101 22.44 6.21 156.44

Mathematical Problems in Engineering 3
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paths with the feature fusion module and the overall ar-
chitecture of our DARSegNet.

DARSegNet combines the sequential and parallel
structure of the general network model and can provide
multiscale visualization. Because DARSegNet can provide
multiscale processing of image features, it can effectively
improve the accuracy of image segmentation. Compared
with other segmentation methods, the hierarchical convo-
lution module used in DARSegNet model can effectively
reduce the depth of the network model and improve the
coupling of the model under the condition of providing
receptive fields of the same size. )e global pooling layer in
the model can effectively reduce the computational com-
plexity and prevent overfitting in the training process. )e
module uses the attention mechanism, combined with the
high-level and low-level features of the network and the

introduced supervision strategy to correct the wrong details
in the features, which can obtain more accurate results in the
image segmentation task.

)e image segmentation model DARSegNet combines
the sequential and parallel structure of the general network
model and can provide multiscale visualization. Because
DARSegNet segmentation model can provide multiscale
processing of image features, it can effectively improve the
accuracy of image segmentation. Compared with other
segmentation methods, the hierarchical convolution module
used in DARSegNet model can effectively reduce the depth
of the networkmodel and improve the coupling of themodel
under the condition of providing receptive fields of the same
size. )e global pooling layer in the model can effectively
reduce the computational complexity and prevent overfitting
in the training process. )e module uses the attention
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Figure 2: Dual channel attention mechanism network.
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mechanism, combined with the high-level and low-level
features of the network and the introduced supervision
strategy to correct the wrong details in the features, which can
obtain more accurate results in the image segmentation task.

)e encoder-decoder model is improved, the basic
network structure of the encoder module is redesigned, and
the feature extraction ability of the encoder is improved. On
the one hand, an asymmetric convolution block (ACB) is
connected behind each convolution of the backbone net-
work. On the other hand, combining several atrous con-
volutions [13] with different expansion rates, according to
the idea of dense connection, a dense atrous spatial pyramid
pooling (DASPP) module is proposed; that is, ACB and
DASPP together constitute the encoder for feature extrac-
tion. In order to improve the efficiency of the decoder to fuse
high-level feature maps, a dual channel attention decoder
(DCAM) is proposed, which can significantly reduce the
information gap between high-level and low-level feature
maps by using the attention mechanism and provide
guarantee for the accurate fusion of high-level and low-level
feature maps. Experimental results show that the proposed
network and module can significantly improve the seg-
mentation accuracy of the network [14].

After summarizing the above, combined with our pro-
posed feature processing module, this paper proposes a new
asymmetric encoder network model DARSegNet.)emodel
in this chapter combines the general sequential and parallel
structure and can provide multiple scales of visual domain.
)erefore, the method in this chapter provides a feature of
multiscale processing, which effectively improves the ac-
curacy of the algorithm. In addition, compared with other
methods, the hierarchical convolution module of the seg-
mentation model in this chapter effectively reduces the
depth of the network model when providing the same size of
receptive field. )e global pooling layer included in the
model effectively reduces the computational overhead and

prevents the training from overfitting. )e module uses the
hop connection strategy, combined with the characteristics
of the lower layer of the network and the strategy of in-
termediate supervision to correct the wrong details in the
features, so as to get more precise and accurate results in
image segmentation.

)e encoder-decoder model is improved, the basic
network structure of the encoder module is redesigned, and
the feature extraction ability of the encoder is improved. On
the one hand, asymmetric convolution blocks (ACBs) are
connected behind each convolution in the backbone. On the
other hand, combined with several ATOS convolutions with
different expansion rates, according to the idea of dense
connection, a dense atrous (dilated) spatial pyramid pool
(DASPP) module is proposed; that is, ACB SegNet and
DASPP together constitute an encoder for feature extrac-
tion. In order to improve the efficiency of the decoder in
fusing high-level feature maps, a dual channel attention
decoder (DCAM) is proposed. )e decoder uses the at-
tention mechanism to significantly narrow the information
gap between high-level and low-level feature maps, which
provides a guarantee for the accurate fusion of high-level
and low-level feature maps. )e experimental results show
that the proposed network and module can significantly
improve the segmentation accuracy of the network.

3.3. Loss Function. We also use the auxiliary loss function to
supervise the training of DARSegNet. In order to make the
semantic segmentation model converge effectively, similar
to PSPNet [15], the model proposed adding supervision
information in the backbone network; that is, additional
auxiliary loss function is introduced to supervise and learn
the initial segmentation results generated by the model. )e
auxiliary loss function and the main loss function of the final
segmentation result use loss function, as shown in formula
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Figure 3: )e architecture of the asymmetric encoder-decoder and attention mechanism of the semantic segmentation model.
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(4). Softmax function is shown in formula (1), pred is the
prediction segmentation diagram, Yt is the truth segmen-
tation diagram, Cost (∗) represents the multivariate cross
entropy loss function, and its definition is shown in formula
(3), where n is the number of samples.

Loss function is an important part of convolution net-
work. It is used to calculate the difference between the
network prediction result and the true value, so as to update
the network parameters through the back-propagation al-
gorithm.)emost widely used loss function in deep learning
semantic segmentation is softmax cross entropy.

softmax Ζi( 􏼁 �
e

zi

􏽐 e
zj

, (1)

Loss pred, Yt( 􏼁 � Cost softmax(pred), Yt( 􏼁, (2)

Cost � −
1
N

􏽘
i

1 − Yt( 􏼁 × log(1 − softmax(pred)) + Yt(

× log(softmax(pred))). (3)

In general, additional supervision in the model training
stage can optimize the deep convolution neural network.

Lossf � α1Loss1 + α2Loss2. (4)

Here, Lossf, Loss1, and Loss2, respectively, represent the
final loss, main loss, and auxiliary loss; α1 and α2 represent
the balance parameters of main loss and auxiliary loss.
According to a large number of experiments [5], when α1 � 1
and α2 � 0.4, Lossf is the joint loss function.

4. Experiments

)is section is the experimental part. We will introduce the
effect of semantic segmentation, configuration environment,
network structure, and experimental results.

4.1. Experiment Environment. Facebook developed the
PyTorch framework based on Python and used the Python
version of the torch library in image processing. )e ad-
vantage is that it provides dynamic calculation diagrams,
which means that images are generated at runtime and are
easier to run on GPU. However, due to the short development
time and lack of reference materials, it is still to be developed.

)is paper selects the advanced PyTorch platform. )e
specific configuration is shown in Table 2.

)is section makes relevant experiments on the City-
scapes [6] and CamVid [16] datasets and compares the
performance with those of other advanced models. )e
software and hardware configuration of the experimental
platform is shown in Table 2.

4.2. Datasets

Cityscapes. It contains 2975 images for training, 500 images
for verification, and 1525 images for testing. It has 19 dense
pixel annotations. Cityscapes is a new large-scale dataset

containing street scenes from 50 different cities. In addition
to 20000 weak annotation frames, it also contains 5000 high-
quality pixel level annotation frames [6].

CamVid. CamVid (the Cambridge driving labeled video
database) dataset was released by the Engineering Depart-
ment of Cambridge University in 2008. It is the first video set
with target category semantic tags. It is the first video dataset
containing semantic labels of object classes. It is selected
from driving videos taken during the day and dusk. It
contains 701 color images and notes of 11 semantic classes.
)e dataset consists of four video clips, each of which
contains an average of 5000 frames with a resolution of
720× 960 pixels, about 40K frames [16].

4.3. Parameter Setting

Cityscapes Setting. Following [5], the SGD optimizer with
initial learning rate of 0.01, momentum of 0.9, and weight
attenuation of 0.0001 is used in this paper. )e learning
strategy with power of 0.9 is adopted to reduce the learning
rate, and data enhancement methods including random
clipping image, random scaling from 0.5 to 2.0, and random
horizontal flip are used. )e image is randomly cropped to
1024×1024 for training following [5]. We use the linear
warmup strategy, from 0.1× lr (learning rate) to 1× 1r which
only works in the previous 5000 iterations.

CamVid Setting.)e initial learning rate is 0.001, andmodels
are trained in 968 stages. )e image is randomly cropped to
960× 720 pixels for subsequent training stages. Other set-
tings followed Cityscapes.

4.4. Analysis of Network Training Process. )is section
mainly analyzes the network training process of DARSegNet
model and introduces and analyzes the loss rate, MIoU, and
PA in the network training process of DARSegNet in the
Cityscapes dataset.

4.4.1. Loss Rate Analysis of the Network Model. During the
training on the Cityscapes dataset, the change of loss rate of
DARSegNet model can be seen in Figure 4, in which the blue
one indicates the change of loss rate.

)e network convergence process is stable. In the first
10,000 iterations, the loss rate of the DARSegNet network
model decreases rapidly and steadily, and the networkmodel

Table 2: Real-time image semantic segmentation model
environment.

Item Configuration
OS Ubuntu 16.04
CPU Intel Core i7 4790K
GPU GeForce 1080TI 11GB
RAM 32G
Framework PyTorch 1.6
Programming language Python 3.6
GPU acceleration CUDA 10.2//cuDNN 7.6.5
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converges quickly. During 10,000 to 18,000 iterations, the
loss rate drop of the network model slows down rapidly. In
the process of 18,000 to 20,000 iterations, the loss rate of the
model fluctuated greatly. After 20,000 iterations of the
model, the loss rate slowly decreased in the oscillation. At
70,000 epochs, the loss rate of the training model was about
0.20, and then the loss rate dropped to about 0.10. After
80,000 iterations, the loss value stabilized, and the loss rate
hardly decreased.

4.4.2. Network Model MIoU Analysis. )e network model
has carried out 100,000 iterations in total. Around 25,000
iterations, MIoU fluctuates slightly, which is consistent with
the time of loss value oscillation of loss rate in Figure 5. After
that, MIoU increased rapidly and the effect was good. From
59,000 iterations to 60,000 iterations, MIoU rose very slowly
in the shock, and, after the shock, MIoU began to stabilize.
Near 80,000 iterations, MIoU increases to about 72%. In the
process of 90,000 to 100,000 iterations, MIoU has only very
small changes and tends to be stable as a whole. After
100,000 iterations, the MIoU value tends to be stable and
hardly decreases, and the MIoU value is about 75%. It can be
seen from the trend of the curve in Figure 5 that the MIoU of
the network model rises rapidly in the early stage, the
convergence speed of the model is good and tends to be
stable in the later stage, there is no obvious large fluctuation,
and finally it stabilizes at about 75%.

4.4.3. Pixel Accuracy Analysis of the Network Model. On the
Cityscapes dataset, the changes of the pixel accuracy in the
training are shown in Figure 6.

)e network model has carried out 100,000 iterations in
total. Around 25,000 iterations, MIoU fluctuates slightly,
which is consistent with the time of loss value oscillation of

loss rate in Figure 6. After that, MIoU increased rapidly and
the effect was good. From 59,000 iterations to 60,000 iter-
ations, MIoU rose very slowly in the shock, and, after the
shock, MIoU began to stabilize. Near 80,000 iterations,
MIoU increases to about 72%. In the process of 90,000 to
100,000 iterations, MIoU has only very small changes and
tends to be stable as a whole. After 100,000 iterations, the
MIoU value tends to be stable and hardly decreases, and the
MIoU value is about 75%. It can be seen from the trend of the
curve in Figure 6 that theMIoU of the network rises rapidly in
the early stage, the convergence speed of the model is good
and tends to be stable in the later stage, there is no obvious
large fluctuation, and it finally stabilizes at about 75%.

)e pixel accuracy of the network model increases
rapidly. Although there is a small fluctuation in the middle,
the pixel accuracy is stable around 0.948 in the end.

On the Cityscapes dataset, the comparisons of accuracy,
speed, and parameters of some lightweight segmentation
model are shown in Table 3.

Using a single GTX 1080Ti GPU card, with 32G
memory, DARSegNet achieves 75.53%MIoU and carries out
image segmentation test at the speed of 70 FPS. In the
Cityscapes test set, its performance is better than that of the
current SOTA BiseNet V2, with an increase of 0.8%, re-
spectively, while the number of parameters is reduced by
about 23%, and FPS is nearly twice that. )e visualization of
image segmentation results is shown in Figure 7.

4.4.4. Comparative Analysis of Experiments on the CamVid
Dataset. It can be seen that the method proposed in this
paper also achieves competitive accuracy and speed on
CamVid dataset and realizes a good balance between ac-
curacy and speed. As shown in Table 4, DARSegNet achieves
73.96% MIoU and 109 FPS test speed.

Loss
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Figure 4: Decline curve of loss rate during network training.

Mathematical Problems in Engineering 7



RE
TR
AC
TE
D

accuracy

0.000 10.00K 40.00K 50.00K 60.00K 70.00K 80.00K
iter

0.84
0.86
0.88
0.90
0.92

0.94
0.96

30.00K20.00K 90.00K
0.82

0

0.98

Figure 6: Changes in pixel accuracy during training.
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Figure 5: Changes of MIoU during training.

Table 3: Comparison on cityscapes test set.

Method Pretraining GPU MIoU Speed (FPS) Params
SegNet ImageNet TitanX 56.1 15 29.5M
ENet No TitanX 58.3 31 0.36M
ESPNet No TitanX 60.3 113 0.36M
CGNet No 1080Ti 64.8 17 0.50M
ContextNet ImageNet 1080Ti 66.1 18 0.85M
EDANet No 1080Ti 67.3 81 0.68M
ERFNet No 1080Ti 68.0 42 2.10M
BiseNet ImageNet 1080Ti 68.4 106 5.80M
ICNet ImageNet TitanX M 69.5 30 7.80M
DABNet No 1080Ti 70.1 28 0.80M
BiSeNet V2 No 1080Ti 73.4 156 49M
BiSeNet V2-L No 1080Ti 75.8 47.3 NULL
DARSegNet (ours) No 1080Ti 75.49 69.3 4.15M
DARSegNet (ours) ImageNet 1080Ti 75.53 69.5 4.15M
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According to the setting of [5], the split networkmodel is
trained with a combined dataset consisting of training set
and validation set. )e MIoU is measured using the test set.
To test the running speed of the network, an image with a
size of 720× 960× 3 resolution was input to each network,
and the FPS of each network was measured.

5. Conclusions

In this paper, we propose an effective real-time semantic
segmentation network model for asymmetric encoder
and decoder. )is segmentation result is efficient and in

real time and has been recognized. We improve the
performance by using asymmetric encoder structure and
dual attention module, increasing the receptive field of
backbone network. We introduce a novel attention
mechanism to increase the accuracy of semantic seg-
mentation without losing local details and balance the
speed. )e real-time segmentation performance is verified
by several experiments in the Cityscapes and CamVid
datasets. We also propose a lightweight decoder module,
which has better performance than the ordinary decoder.
)e next research will focus on improving the general-
ization performance.

Image

Ground 
truth

ICNet

BiseNet

DARSegNet 

Figure 7: Visualization results on the Cityscapes test set.

Table 4: Comparison of accuracy, speed, and parameters of the lightweight segmentation model on the CamVid test set.

Method Pretraining GPU MIoU (%) Speed (FPS)
SegNet ImageNet TitanX 55.6 15
ENet No TitanX 51.3 61.2
BiseNet ImageNet 1080Ti 65.6 175
ICNet ImageNet TitanX 67.1 34.5
SFNet (DF2) No 1080Ti 70.4 134
CAS No Titan Xp 71.2 169
BiSeNet V2 No 1080Ti 68.7 116
BiSeNet V2 No 1080Ti 73.2 32.7
SwiftNet No 1080Ti 72.6 75.9
DARSegNet (ours) No 1080Ti 73.27 109
DARSegNet (ours) ImageNet 1080Ti 73.96 109
)e best results in each class are shown in bold.
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All-round development strategy of quality education makes primary and secondary school students not only pursue the im-
provement of achievement but also carry out physical exercise. Physical training is the material basis for students to study other
disciplines, and the core is to improve students’ own physical quality and increase their physique. Having a strong body helps
students have certain physical strength to study in other courses. In recent years, in the background of the scienti�c era, college
students in China obviously have some problems, such as insu�cient awareness of physical exercise and serious decline in
physical �tness. Nowadays, teenagers are addicted to games and go out to become members of the low-headed people. Nowadays,
it is very unhealthy for teenagers to go out with their mobile phones as “low-headed people.” In order to avoid college students
getting rid of this living condition, colleges and universities carry out physical �tness tests every year to promote contemporary
college students to strengthen exercise. College students, as the main force in the future construction of the motherland, should
not only master professional knowledge but also improve their physical �tness. Good health is the greatest capital in one’s life.
Every year, some students fail to pass the physical �tness test in universities. It stands to reason that college students are in the age
of high youth, and physical �tness test should be a piece of cake for them. In the face of the inconsistency between the predicted
results and the actual results, this paper analyzes this. Based on the above situation, With the aim of improving students’ training
e�ciency and physical performance, the physical performance prediction model of deep learning is designed and analyzed to
predict the performance, analyze the in�uencing factors of the model and how to reduce the in�uencing components of the
factors, and analyze and compare the performance of various prediction models to �nd out the best model, so as to make the
predicted value closer to the true value.

1. Introduction

Contemporary college students in China are the main force
in revitalizing the Chinese nation and improving com-
prehensive national strength, and their physical quality is
closely related to the prosperity and development of the
country. Digital storytelling, student engagement, and deep
learning are applied to geography [1]. �is study aims to
provide insight into the usefulness of integrating digital
stories in teaching and learning activities in Geography in
higher education [1]. Using convolution neural network,
ion current is decoded in high-dimensional feature space,
which can visually re�ect the hidden signal of rapid

translocation movement of objects in nanoscale catheter
[2]. Deep learning classi�es galaxy morphology into 3-way
and 4-way CNNs [3]. In Deep Merge-II, robust deep
learning algorithms are constructed for cross-domain
merger galaxy identi�cation [4]. �e paper aims to address
the tracking algorithm based on deep learning and four
deep learning tracking models developed [5]. �is paper
presents a literature survey and discusses how SOA can be
enabled by as well as can facilitate the use of deep learning
approaches in di¢erent types of environments for di¢erent
levels of users [6]. Deep learning reduces blindness due to
retinopathy of prematurity [7]. In publisher correction, a
convolutional neural network is used to convert tabular
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data into images for deep learning [8]. We believe that deep
learning technology-based systems will be on the front line
of monitoring and investigation of microorganisms [9].
Deep learning is the automatic segmentation of middle
skull base structures in augmented navigation [10]. Deep
learning is an artificial intelligence (AI) function that
imitates the workings of the human brain in processing
data and creating patterns for use in decision making. Deep
learning is a subset of machine learning in artificial in-
telligence that has networks capable of learning unsuper-
vised from data that are unstructured or unlabeled, and it
also known as deep neural learning or deep neural network
[11]. We present a comprehensive exploration of the use of
GPU-based hardware acceleration for deep learning in-
ference within the data reconstruction workflow of high
energy physics [12]. Application of deep learning is de-
tection of obsolete scaphoid fractures with artificial neural
networks [13]. Deep learning now accurately predicts
physicochemical properties of peptides from their se-
quence, including tandem mass spectra and retention time
[14]. *is reiterates the idea that even if ML/DL algorithms
are trained to make some hydrologic predictions accu-
rately, they must be designed and trained to provide each
user-required output if their results are to be used to
improve our understanding of hydrologic systems [15].
Deep learning methods are applied to genotype data to
predict eye color and type-2 diabetes phenotypes [16]. Deep
learning and machine learning are applied to sketch image
retrieval [17]. Time series and deep learning algorithms are
applied to predict the gold price in India [18]. *e article
considers the possibilities of using the deep learning
convolutional neural network ResNet in computer vision
and image classification problems [19]. *e differences and
common points are abstract from the classification, and it is
found that there are sensitive points in the counter dis-
turbance, and the fluctuation of the sensitive points affects
the classification of the deep learning model [20]. A sys-
tematic literature search was undertaken of the Web of
Science, PubMed, Cochrane Library, and Embase, with an
emphasis on the deep learning-based diagnosis of pre-
cancerous lesions in the upper GI tract. *e status of deep
learning algorithms in upper GI precancerous lesions has
been systematically summarized [21]. *is paper also
discusses the challenges and expected future trends in the
application of deep learning to heart sounds classification
with the objective of providing an essential reference for
further study [22]. Supervised multitask deep learning
with convolutional neural networks (CNNs) on frontal
chest radiographs was able to predict many underlying
patient comorbidities represented by hierarchical con-
dition categories (HCCs) from the International Classi-
fication of Diseases, Tenth Revision, including those
corresponding to diabetes with chronic complications,
morbid obesity, congestive heart failure, cardiac ar-
rhythmias, and chronic obstructive pulmonary disease
[23]. *is article reviews deep learning applications in
biomedical optics with a particular emphasis on image
formation [24].

2. The Importance of Physical
Quality Education

2.1. Physical Training. Physical fitness is the material basis
of energy output based on the three functional systems of
human body, and physical fitness is improved through
repeated movements of skeletal muscles. Physical training
is an important part of sports training, which is divided
into general physical training and special physical
training. General physical training is the basis of special
physical training. Physical training refers to improving
the basic quality, extension ability, and sports level of the
body to make it a skill of the trainees. *e core task is to
strengthen one’s own physique, improve the technical
level of physical training projects, and obtain high scores.
*e fundamental purpose is to promote college students
to take physical exercise, improve their life types, and
make them develop good exercise habits. Its core sig-
nificance lies in participating in training to improve their
physical fitness and improve the performance level of
physical fitness test, so as to achieve the three views of
shaping their own posture, cultivating good temperament,
and establishing positive and healthy in this process. *is
paper takes college students as the main body, including
archery, yoga, running, rope skipping, and other sports
training.

2.2. Sports Attitude. In fact, the formation of sports attitude
is that people get their own sports concepts and corre-
sponding lifestyles under the environment of social devel-
opment by observing the imitation of people’s actions
around them. Among them, sports attitude is mainly to learn
from other people’s life experience as a third party to gain
their own insights. Sports attitude is parents’ expectation for
their children’s physical training. First, parents’ actual
support attitude towards children’s physical training, par-
ents' and children’s motivation to participate in sports to-
gether, the attitude of parents to support their children’s
sports equipment, the guidance and support of parents to
their children’s sports events, and the process support at-
titude of parents to their children’s physical training during
the epidemic. Second, the different attitudes include the
attitude support of parents accompanying together, the
different attitude support of unilateral parents accompa-
nying, and the potential attitude support of children par-
ticipating alone. It also explores the direct attitude
relationship between children’s performance and parents
accompanying in physical training outside school.*ird, the
linkage attitude includes the attitude synergy between
parents and their children’s education,*ere are four aspects
of sports attitude support: attitude adjustment of children’s
mutual assistance and growth in peer relationship, attitude
guidance of teacher-student relationship to children’s
physical education assistance, attitude integration of family
relationship in parent-child relationship, and attitude co-
ordination of family and society synergy in parent-coach
relationship.
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3. Prediction Algorithm and Model

3.1.LogisticRegressionModel. Logistic regression is based on
linear regression model with sigmoid function, and the
output value is the same as the input value.

Sigmoid function is as follows:

f(z) �
1

1 + e
− z. (1)

*e conditional probability calculation formula is as
follows:

p(Y � 1|x) �
exp(w · x + b)

1 + exp(w · x + b)
,

p(Y � 0|x) �
1

1 + exp(w · x + b)
.

(2)

*e input training set is as follows:

D � x1, y1( 􏼁, x2, y2( 􏼁, . . . , xn, yn( 􏼁􏼈 􏼉, (3)

where the likelihood function of xi ∈ R, xi ∈ 0, 1{ } is as
follows:

􏽙

n

i�1
ψ xi( 􏼁􏼂 􏼃

yi 1 − ψ xi( 􏼁􏼂 􏼃
1− yi . (4)

Logarithmic expression of the above function is as
follows:

L(w) � log 􏽙
n

i�1
ψ xi( 􏼁􏼂 􏼃

yi 1 − ψ xi( 􏼁􏼂 􏼃
1− yi

⎧⎨

⎩

⎫⎬

⎭,

� 􏽘
N

i�1
yilog π xi( 􏼁 + 1 − yi( 􏼁log 1 − π xi( 􏼁( 􏼁􏼂 􏼃.

(5)

*e final model result is as follows:

p(Y � 1|x) �
exp(􏽢w · x + b)

1 + exp(􏽢w · x + b)
,

p(Y � 0|x) �
1

1 + exp(􏽢w · x + b)
.

(6)

3.2. KNNClassification Algorithm. KNN judges whether the
new target prediction point belongs to this category by
calculating the existing sites closest to it and the category to
which the most sites belong.

*e characteristics in the sample set are as follows:

x � x
1
, x

2
, . . . x

m
􏼐 􏼑. (7)

*e Euclidean distance between samples is as follows:

d x
1
, x

2
􏼐 􏼑 �

�����������

􏽘

m

i�1
x

i
1 − x

i
2􏼐 􏼑

2

􏽶
􏽴

. (8)

*e shortest distance sample of 1 is as follows:

X X1, X2, Xk1􏼈 􏼉 � mink1 d xi, y( 􏼁( 􏼁. (9)

Quantity in each category is as follows:

Wy � n1, n2, L, nw􏼈 􏼉. (10)

Its maximum value is as follows:

maxWy � nmax. (11)

3.3. Support Vector Regression Model. Assume that the
training data set is D � (x1, y1), (x2, y2), . . . , (xn, yn)􏼈 􏼉.

Expression of planning problem is as follows:

min
1
2
w

2
+ C 􏽘

n

i�1
δi. (12)

Constraints are as follows:

s.t. yi w · xi + b( 􏼁≥ 1 − δi, δi ≥ 0, 1, . . . , n. (13)

Introducing Lagrange multipliers and transforming
them into dual problems,

minL(w, b, a) �
1
2

􏽘

n

i�1
􏽘

n

j�1
aiajyiyj xi · xj􏼐 􏼑 − 􏽘

n

i�1
ai. (14)

Constraints are as follows:

s.t. 􏽘
n

i�1
aiyi � 0, 0≤ ai ≤C, i � 1, 2, . . . , n. (15)

*e optimal solution problem is transformed into the
optimal solution:

w � 􏽘
n

i�1
aiyixi,

b � yj − 􏽘
n

i�1
yiai xi · xj􏼐 􏼑.

(16)

*e optimal hyperplane obtained is

f(x) � sign 􏽘

n

i�1
ayi xi · xj􏼐 􏼑 + b⎛⎝ ⎞⎠. (17)

Output real value as

yj � 􏽘
n

i�1
ayi xi · xj􏼐 􏼑 + b. (18)

3.4. Deep Neural Network. *e structure of the deep neural
network is shown in Figure 1.

*e input of each moving track is enhanced after
summation, and the correlation function is as follows.

*e Sigmoid activation function takes the form of

f(z) �
1

1 + exp(− z)
. (19)

*e corresponding derivative function is

f′(z) � f(z)(1 − f(z)). (20)
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*e Tanh activation function takes the form of

f(z) � tanh(z) �
e

z
− e

− z

e
z

+ e
− z . (21)

*e corresponding derivative function is

f′(z) � 1 − (f(z))
2
. (22)

*e ReLU activation function takes the form of

f(z) � max(0, z). (23)

*e corresponding derivative function is

f′(z) �
1, z> 0,

0, z≤ 0.
􏼨 (24)

4. Experiment

4.1. Influence of Various Factors on Model Performance

4.1.1. Effect of Quantity Set on Model Performance. In this
experiment, the ADFM model is trained on the above three
data sets. Data set 1 represents the experimental results of 5
skipping groups, data set 2 represents the experimental
results of 5 archery groups, and data set 3 represents the
experimental results of 10 running groups. *e analysis of
the above results shows that on the three data sets, the more
data, the better the prediction effect of the ADMF model.
*e experimental results of the ADFM model on three data
sets are shown in Figure 2.

In the data set, the physical performance of 5 groups of
students participating in different projects is randomly se-
lected to predict the prediction accuracy of the model, as
shown in Table 1.

4.1.2. Influence of Physical Fitness on Model Performance.
Self-physical quality is an important feature that affects
physical performance. *erefore, in this experiment, dif-
ferent students’ physical quality and the potential charac-
teristics of different courses have different weights and

different influences on students’ performance. *e experi-
mental results are compared with those in Table 2.

*e data in the above table are counted into a two-di-
mensional bar chart, as shown in Figure 3.

4.1.3. Effect of Liking for Sports Events onModel Performance.
Different students have different affection for sports events,
which also has certain influence on the performance of the
model. We study and analyze the performance of the model
with three different affection degrees: special affection,
general affection, and disaffection. *e experimental results
are as shown in Table 3.

*e data in the above table are counted into a two-di-
mensional bar chart, as shown in Figure 4.

4.2. Model Comparison

4.2.1. Effect of Activation Function on Model. Because this
paper is a combined and single-structure model and because
ReLU and Tanh are better applied in the deep learning

Table 1: Comparison of predicted and true values.

Group Sports Predicted value
(%)

Actual value
(%)

1 3 km long-
distance 90.12 88.3

2 Running 92.2 89.1
3 100-meter sprint 93.1 90.2
4 Skipping rope 95.21 91.1
5 Archery yoga 94.23 89.7

Table 2: Comparison of experimental results.

Method Rmse Mae Mape
Dmf 1.503 1.106 0.564
Admf 1.266 0.872 0.255

O
ut

pu
t

Input Layer

Hidden Layer

Output Layer

Figure 1: Structure diagram of deep neural network.
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Figure 2: Prediction effect of different data sets.
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Figure 3: Comparison of experimental results.

Table 3: Comparison of experimental results.

Degree of liking Rmse Mae Mape
Especially liking 1.208 0.886 0.332
Generally like 1.084 0.621 0.219
Dislike 0.651 0.449 0.105

Table 4: Comparison of the prediction of skipping rope by the number of activated culverts.

Activation function Accuracy Precision Recall F1 AUC
Tanh 0.912 0.886 0.923 0.752 0.802
ReLU 0.890 0.885 0.943 0.771 0.819

don't like it
generally like it
Especially like it

0 0.2 0.4 0.6 0.8 1 1.2 1.4

rmse

mae

mape

Figure 4: Comparison of experimental results.

Mathematical Problems in Engineering 5



model, this experiment only compares the hidden layer
neuron activation function with ReLU activation function
and Tanh activation function. *e experimental results of
the prediction model for skipping rope, archery, running,
and yoga by activation function are shown in Tables 4–7.

*e data comparison table of the overall impact of the
two activation functions on the four projects is counted as a
bar chart, as shown in Figure 5.

4.2.2. Influence of the Number of Hidden Layers on theModel.
For DNN and PNN single-segment neural networks, we set
the number of hidden layers and the number of neurons in
each layer to be the same and change the number of hidden
layers. *e experimental results of the prediction model of
hidden layer number for skipping rope, archery, running
and yoga are shown in Tables 8–11:

Table 5: Comparison of prediction of archery events by activation function.

Activation function Accuracy Precision Recall F1 AUC
Tanh 0.932 0.876 0.915 0.789 0.823
ReLU 0.880 0.885 0.945 0.799 0.854

Table 6: Comparison of prediction of running events by activation function.

Activation function Accuracy Precision Recall F1 AUC
Tanh 0.905 0.891 0.941 0.738 0.844
ReLU 0.911 0.902 0.952 0.747 0.865

Table 7: Comparison of yoga project prediction by activation function.

Activation function Accuracy Precision Recall F1 AUC
Tanh 0.918 0.876 0.954 0.763 0.802
ReLU 0.895 0.892 0.949 0.799 0.819
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Figure 5: Comparison diagram of activation function.

Table 8: Comparison results of hidden layer number on skipping
project prediction.

Number of layers Accuracy Precision Recall F1 AUC
1 0.75 0.86 0.95 0.91 0.81
2 0.76 0.85 0.94 0.88 0.82
3 0.61 0.65 0.73 0.72 0.69

Table 9: Comparison results of hidden layer number on archery
project prediction.

Number of layers Accuracy Precision Recall F1 AUC
1 0.74 0.86 0.92 0.88 0.81
2 0.76 0.85 0.84 0.85 0.82
3 0.68 0.65 0.85 0.78 0.69

Table 10: Contrast results of prediction of running events by
hidden layer number.

Number of layers Accuracy Precision Recall F1 AUC
1 0.77 0.86 0.95 0.98 0.86
2 0.73 0.88 0.86 0.88 0.84
3 0.75 0.75 0.73 0.87 0.76

Table 11: Comparative results of hidden layer number on yoga
project prediction.

Number of layers Accuracy Precision Recall F1 AUC
1 0.78 0.68 0.85 0.95 0.83
2 0.79 0.73 0.87 0.90 0.82
3 0.68 0.75 0.88 0.72 0.79
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Compare the overall model performance indicators of
the above projects with different hidden layers, such as
Figure 6.

4.2.3. Influence of Model Structure on Model. In this paper,
seven mixed structures are used to predict the results of
physical fitness test. In this experiment, we compare dif-
ferent feature combinations and observe the influence of

structure on model performance. *e experimental results
are shown in Table 12.

According to the influence of different structures on the
model, it is compared and counted into a bar chart, as shown
in Figure 7.

4.3. Contrast Experiment. *e model presented in this
chapter is compared with the traditional methods used in
predicting students’ physical performance including KNN,
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Figure 6: Contrast diagram of hidden layer number.

Table 12: Structural comparison.

Structure Accuracy Precision Recall F1 AUC
FM 0.813 0.861 0.891 0.791 0.815
DNN 0.824 0.854 0.8act82 0.832 0.824
DeepFM 0.841 0.860 0.883 0.814 0.803
PNN 0.852 0.866 0.873 0.853 0.815
DNN+PNN 0.887 0.871 0.838 0.856 0.887
FM+PNN 0.876 0.875 0.841 0.814 0.882
FDPN 0.868 0.882 0.859 0.816 0.792
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Figure 7: Structural comparison diagram.
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MF, NCF, and DMF. *e test was carried out on the sample
set, and the final experimental results are shown in Figure 8.

Different parameters affect the performance of FDPN,
DNN+PNN, and FM+PNN models. *rough a large
number of experiments with different neuron numbers, the
learning comparison of students’ physical fitness

performance prediction models is obtained, as shown in
Figures 9–11.

5. Conclusion

With the development of social intelligence, our research on
the prediction of students’ physical performance has made
great significance in the aspects of accurate management and
scientific decision making. *is paper discusses a variety of
prediction models to study and analyze the prediction of
physical fitness test scores in colleges and universities. *e
results are as follows:

(1) In the experiment of the influence of data set on the
model, the amount of training data in data set 2 and
data set 3 is obviously lower than that in data set 1.
*e analysis of the above results shows that on the
three data sets, the more data, the better the pre-
diction effect of the ADMF model.

(2) Taking students’ physical quality and students’ love
for sports as independent variables, students with
good physical quality and love for sports will nat-
urally have better physical test scores.

(3) In the comparative experiment, we select different
numbers of neurons to carry out the experiment. It
can be seen that when it comes to deep neural
network training, the number of neurons needs to be
continuously compared by model training and
learning, and the optimal number of neurons should
be selected.

(4) In the experiment of exploring the influence of
model structure on the model, the results show that
the effect of single structure is slightly worse, and the
combined feature learning of two structures is
slightly better than that of single structure. *e
FDPN model has a good prediction effect and can
improve the performance of performance prediction.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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In recent years, vocabulary emotion processing has become immensely popular and the requirements for language emotion
analysis mining and processing have become signi�cantly abundant. �e sentiment extraction and analysis work has always been
very challenging; especially, the Chinese word segmentation operation is di�cult to deal with e�ectively, the multiple com-
binations of implicit and explicit words make the task of sentiment analysis mining more di�cult, and, in particular, the e�ciency
of machine analysis of language sentiment is feeble. We use some expressions and sentiment vocabulary dictionaries combined
with hybrid structures and use information synergy methods to get in touch with sentiment analysis methods. We use the relevant
sentiment to evaluate the explicit or implicit emotional association of the emotional connection of the vocabulary and add the
unique emotional word matrix to analyze the related clustering results of the emotional words to continuously optimize and
upgrade the performance, so that our sentiment analysis results are systematic in terms of e�ciency and signi�cantly improved.

1. Introduction

In recent years, the processing of language vocabulary
sentiment has gradually increased and sentiment analysis
mining processing is an important source of reviewing
the author’s opinion and attitude. We focus on the study
of the time span and causal connection of emotion. Com-
bining the dual connection of time and causality, a corre-
sponding data model can be established and emotional data
analysis can be performed on it to predict related events.
Using deep learning series algorithms to analyze data units
such as image networks, statistical results are obtained. �e
algorithm operation of the convolutional network has be-
come the preferred method in the application of analytical
images. Metrics tuning of deep learning performance has
huge bene�ts, enabling the perfect combination of �exibility
and uniformity. We use POS (part of speech) tagging and
maximum entropy (ME) modeling to develop text-based
sentiment detection models to explore mutual sentimental
connections between words and objective transactions and
perform multiple analyses of word sentiment data.

2. Introduction to the CLSTM Model

�e application of the LSTM model has the following ad-
vantages: (1) It is convenient for sequential modeling work.
(2)�ememory function of the model is relatively powerful,
and it can carry out long-term memory. (3) �e model
implementation scheme is relatively simple. (4) It solves
some problems of long sequences, such as gradient dis-
appearing and exploding. �e CLSTM model is a neural
network prediction model based on deep learning. On the
model’s attention mechanism, it can quickly distinguish
between regular words and analysis words with emotional
tendencies and compare with the traditional LSTM model.
Its advantages are used in time. It is more obvious, and
the classi�cation and analysis e�ciency of vocabulary is
greatly improved. �e CLSTM model is constructed to re-
alize the language emotion analysis of deep learning, im-
prove the accuracy of emotion extraction and analysis,
optimize the processing and analysis results, and then realize
the function of language emotion analysis [1]. �e CLSTM
model is shown in Figure 1.
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2.1. Calculation of the Model. To realize the specific classi-
fication mechanism of the CLSTM algorithm, the specific
implementation formula of the related algorithm is as
follows:

T � t1, t2, . . . , tn( 􏼁, (1)

it � σ wi · ht−1, xt􏼂 􏼃 + bi( 􏼁, (2)

ft � σ wf · ht−1, xt􏼂 􏼃 + bf􏼐 􏼑, (3)

Ot � σ W0 · ht−1, Xt􏼂 􏼃 + b0( 􏼁, (4)

􏽥ct � tan h wc · ht−1, xt􏼂 􏼃 + bc( 􏼁, (5)

Ct � ft · Ct−1 + it · 􏽥Ct, (6)

ht � ot · tan h ct( 􏼁, (7)

ut � tan h wsht + bs( 􏼁, (8)

at � softmax u
T
t , us􏼐 􏼑, (9)

v � Σtatht, (10)

y � softmax(v). (11)

2.2. FinalOutput of theModel. &e CLSTMmodel combines
the advantages of CNN and LSTM. CNN effectively extracts
the n-gram features of the text, and LSTM has the ability to
effectively capture contextual information. &e CLSTM
model combines these two advantages and derives its own
unique advantages and uses the unique neural network data
elements to effectively distinguish text data [2].

Among them, in the convolution layer, feature maps
have different color information; if feature maps have the
same color, it means that the convolution kernel has selected
a unified operation value, and the same color will be au-
tomatically spliced to form a new vector. At this time, we can
get the matrix formula as

w � C1; C2; . . . ; Cn􏼂 􏼃. (12)

“Semicolon” represents vector splicing, that is, a value
obtained by the convolution behavior of different convo-
lution kernels in the feature map, and the dotted line part
represents the generation of a new vector. A filter f ∈ Rm·k

with a step size of 1 can completely get w ∈ R(n− m+1)·n; then,
we should apply the new vector and gradually input it into
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Figure 1: CLSTM model with attention mechanism.
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the LSTM, and finally, the softmax layer can output the
classification probability.

In the training set, the preprocessing operation is per-
formed, the text is vectorized, and feature extraction is
performed. Finally, through the system display of the model
training, a suitable model is obtained for sentiment analysis
of related language texts [3]. &e left-path process is the
preprocessing training work. We conduct research on the
training model just because we need to test the optimal
results of the algorithm, so we use the optimal algorithm
model to output the formula. After the left-path training
model is gradually formed, we can get the right-hand
training set of the standard model. &erefore, the left-hand
training model must be used to determine the best model,
and then the right-hand process must be carried out. &e
operation process is shown in Figure 2.

As mentioned earlier, CNN can be combined with LSTM
to form a new CLSTM model. Here, we also call it a CLSTM
model that introduces residual connections. In the past, we
may have encountered a series of problems, such as loss of
network parameter update data or disappearance of vocab-
ulary gradients, not to mention that better analytical work can
be achieved after concatenating the residuals. &e residual
connection of the CLSTM model is shown in Figure 3.

W1 is the text representation word vector, and the
output-related features of the language can be expressed as
Ci � Ci

1 · Ci
2, . . . , Ci

n􏼈 􏼉; after the residual connection makes
–wi−1 and ci as the module input, the output is
hi � hi

1 · hi
2, . . . , hi

n􏼈 􏼉, and the calculation formula is as
follows:

h
i
j � C

i
j + w

i−1

j , (j � 1, 2, 3, . . . , n). (13)

3. Improvement of the CLSTM Model

&e specific implementation of the superimposed applica-
tion of this model is shown in Figure 4.

&e superposition of the algorithm is used not to ran-
domly perform mixed operations, but to find the compre-
hensive performance advantages of the superposition
algorithm through specific applications. In Figure 4, what we
need to add is the specific operation of the hybrid operation
of the CLSTM algorithm and PML and experimental steps
need to be added to reflect the effectiveness and superiority
of its superposition algorithm.

3.1. )e PMI Model Algorithm Design. Here, we add a ref-
erence to the degree of language lexical association and use
the SO-PMI algorithm to calculate the emotional trend
weighted value of language vocabularies, record the language
emotion comparison differences of related vocabularies, and
calculate whether the emotional correlation and the degree
of connection are close [4]. &e formula for calculating the
similarity of language vocabulary is as follows:

PMI w1, w2( 􏼁 � log2
P w1&w2( 􏼁

P w1( 􏼁P w2( 􏼁
􏼠 􏼡. (14)

Here, P(w1&w2) represents the probability of w1 andw2
appearing at the same time and P(w1)P(w2) represents the
probability of w1 andw2 appearing alone. In fact,
PMI(w1, w2) � log2(M · df(w1&w2)/df(w1)df(w2)) in
the article is composed of the basic formula
PMI(w1, w2) � log2(p(w1&w2)/p(w1)p(w2)), combined
with p(word) � df(word)/M. In this formula, p(w1&w2)

represents the probability of word 1 and word 2 appearing
together and p(w1) and p(w2) represent the probability of
each word appearing alone.&e basic idea is to use statistical
methods to calculate the common probability of two words
appearing in a text, and the size of the probability reflects the
degree of association between the two words.

After performing the SO-PMI algorithm, we can get the
emotional tendency of the language emotion of words,
which can be roughly divided into neutral words, positive
words, and negative words. We then add and subtract
weights to determine neutral words as 0, positive words as 1,
and negative words as −1 [5]. In general, if the final cal-
culation result of the weight value is positive, the sentence
can be judged to be a positive sentence; if the final calculation
result of the weight value is negative, it can be judged that the
sentence is a negative sentence. &e algorithm can make
sentiment analysis results more accurate than before in the
application of word linking [6]. &e implementation process
is roughly as shown in Figure 5.

3.2. Introduction of the Auxiliary Algorithm Formula

3.2.1. Gradient Descent Algorithm. In this paper, the gra-
dient descent algorithm is used simply to solve the problem
of the optimal solution of the vocabulary in the current
gradient, and the algorithm will explore the optimal solution
of the vocabulary along the negative direction of this gra-
dient. With the deepening of the training of the deep
learning model, the difficulty level and complexity of the
vocabulary will gradually deepen. &erefore, we use the
negative direction to explore, so that the loss function de-
creases the fastest. &e Taylor calculation formula of the
relevant f (x) is as follows:

f(x + a d) � f xk( 􏼁 + ag
T
k d + o(a), a> 0. (15)

Here, the unit vector is d
→

and θ is the angle between d
→

and −gk
�→; then,

g
T
k

�→
d
→

� − gk
�→ cos θ. (16)

When θ� 0, g
T
k

�→
d
→

will reach the minimum value and the
speed of f (x) will reach the maximum value.

&e descent algorithm is shown in Figure 6.

3.2.2. SentimentWord Feature Formula Application. A piece
of text is composed of many words, so we say that words are
the basis of text composition [7]. In particular, the emotional
vocabulary that appears in the text will greatly affect the
language emotional tendency of the entire sentence. &e
amount of emotional vocabulary has a great effect on the
appeal of the language. We supplement the emotional
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dictionary here, which can make the emotional attribute
f sentiment(si) look like the following formula:

fsentiment si( ) �
􏽐

m
k�1 estimate wordi,k􏼐 􏼑

m
. (17)

Here, word represents vocabulary, wordi,k is the kth
word in the si sentence, and m represents the number of
words. When estimate(wordi,k) � 0, the word is not an
emotional word, and when estimate(wordi,k) � 1, the word
is an emotional word. When using the relevant sentiment
calculation formula, we can still add some auxiliary for-
mulas, so on the basis of it, we have added the scoring
formula calculation associated with it.

fkeyword si( ) � 􏽘
n

j�1
keyword wij􏼐 􏼑,

keyword wij􏼐 􏼑 �
1; wij a keyword,

0; wij not a keyword.

⎧⎨

⎩

(18)

Here, wij represents the jth word in the sentence si;
we traverse it, and if it is a keyword, the feature score can
be +1.

Of course, the analysis of all languages is inseparable
from the huge language storage database. Under the relevant
operations of deep learning, we use relevant equipment to
remove language redundancy and extract relevant infor-
mation [8]. After a series of word segmentation operations,
the language is carried out. Sentiment classification, com-
bined with the weighted value operation of the previous
technology, can make a better judgment, so as to realize the
extraction of the text language [9].

wc is the central reference vocabulary of the model
application, which can effectively discriminate the context
content wo and make probabilistic analysis. &e relevant
formulas applied by the model are as follows:

p w0|wc( ) �
exp u

T
o vc􏼐 􏼑

􏽐i∈vexp u
T
i vc􏼐 􏼑

. (19)
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Figure 3: CLSTM model with residual connections.
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vc is the center word vector, and ui is the background
word vector. We can make the corresponding flow chart, as
shown in Figure 7.

Extracting and analyzing common vocabulary and
selecting this formula can restore the emotional data of the
original text to the greatest extent.

p xi( 􏼁 �

�����

Z xi( 􏼁

t

􏽳

+ 1⎛⎝ ⎞⎠ ×
t

Z xi( 􏼁
�

�����
t

Z xi
′( 􏼁

􏽳

+
t

Z xi( 􏼁
. (20)

xi represents the original vocabulary, Z(xi) represents
the probability that the sampled vocabulary is extracted
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Figure 4: Superposition application of the CLSTM model algorithm.
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from the entire data set, and t is the threshold of the
sampled vocabulary, which is 0.001 by default. &e larger
the value unit, the greater the difference in the sampling
probability. For the same vocabulary, the larger the t value,
the greater the probability of the sampled value being
deleted [10].

3.3. Actual SO-PMI AlgorithmOperation. We can introduce
relevant calculation algorithms of the probability theory.
Assuming that the total number of text data is M, what we
need to count is the specific number of text words, that is to
say, the frequency problem in the text data set [11]. We can
set it as df(word), which has the corresponding probability
calculation formula of

p(word) �
df(word)

M
. (21)

&en, we can convert the SO-PMI algorithm to the
formula, and the new word similarity calculation formula
can be obtained as

PMI w1, w2( 􏼁 � log2
M · df w1&w2( 􏼁

df w1( 􏼁df w2( 􏼁
􏼠 􏼡. (22)

In this calculation, we use the base 2 logarithmic for-
mula, so that the statistical result is always between 0 and 1,

so the similarity of words can be easily expressed. If the PMI
value is greater than 0, it can indicate that the words have a
correlation; if the PMI value is equal to 0, the words are
independent of each other; if the PMI value is less than 0, the
words have no correlation [12].

We now continue the introduction of the formula, and
we get the calculation formula of emotional tendency. At the
beginning, we need to select words with clear emotions as
reference objects and calculate the PMI difference, so as to
judge the difference of language emotional tendency [13].
&e relevant calculation formula is as follows:

SO − PMI(w) � 􏽘

k

i�1
PMI key − pi, w( 􏼁 − 􏽘

k

i�1
PMI key − ni, w( 􏼁.

(23)

Here, key − pi represents the ith positive word in the
vocabulary statistics and key − ni represents the ith derog-
atory word in the vocabulary statistics.

&e following three judgment results for judging the
Chinese language vocabulary are given as follows:

If the value obtained by SO-PMI is greater than 0, the
sentiment tendency of the word w is positive.
If the value obtained by SO-PMI is equal to 0, the
emotional tendency of the word w is neutral.

Application
of machine
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Deep learning
technology
application

word
segmentation

Generalized
Extracted

Text
Language

Intelligent
Classification
and Judgment

of Semantic
Context

Remove text
redundancy
and extract

the weighted
value of key

emotional words

Figure 7: De-redundancy exclusion operation of machine learning.

Gradient Descent Algorithm

Input value: loss function f (x)

Output: the minimum value of f (x) and the minimum value point x

1.The initial point is X0, the convergence error is ε, the number of iterations is N, and k=0
2. If|gk|<=ε, stop the iteration when the reciprocal of x is equal to xk, then there is
min f (x)=f (Xk), otherwise there is dk=-gk
3. ak will calculate the step size related operations

4. xk+1=xk+akdk
5.When k=k+1, if k>=N, stop the iteration, the reciprocal of x will be equal to xk, and go to step 2

Figure 6: &e detailed process of the gradient descent algorithm.
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If the value obtained by SO-PMI is less than 0, the
sentiment tendency of the word w is negative.

At the beginning of this algorithm, the first thing to do is
the preprocessing of the text.

At this time, we need to extract candidate words
according to the emotional language vocabulary database
and judge whether the words in the text are emotional words
[14]. If it has become an emotional vocabulary, the operation
process can be directly skipped. If the text contains words
that are not emotional words, the formula is used for cal-
culation and evaluation.

&e SO-PMI value between the word and the benchmark
word is calculated. If the result is greater than zero, it can be
judged as a positive value and then added to the analysis
operation; if the result is less than zero, it is judged as a
derogatory word and added to the analysis. After all the
judgment operation steps are finished, the algorithm can be
judged to be finished. Due to the diversity and complexity of
the Chinese language vocabulary, we can synonymously
divide the selected positive and derogatory words in con-
sideration of the benchmark value.

Please note the following: when the target algorithm
starts to execute, the corpus must be preprocessed and
analyzed, then the part-of-speech judgment criteria are
added after the word division and classification work, and
finally, the regions are allocated [15]. &is is based on the
difficulty of the Chinese language. &e Chinese phrase
system is too large, and it is inevitable that there will be some
omissions in the emotional thesaurus. Moreover, in today’s
society in the Internet age, the number of emotional vo-
cabulary updates is far greater than the number of thesauri
stored. &erefore, we need to design an algorithm to judge
the emotion of words.&e SO-PMI algorithm in the figure is
one of them. &e specific implementation of the SO-PMI
algorithm is shown in Figure 8.

4. Simulation Experiments

4.1. Data Budget Processing. In order to realize the superi-
ority of related operation analysis of superimposed appli-
cations, we perform superimposition processing on the
SO-PML algorithm, taking 5000+ Chinese language emotion
data as an example, using the following methods to deeply
analyze language emotion [16]. &e specific experimental
methods are as follows:

Option 1: we model and cite the CLSTM model sep-
arately to analyze Chinese lexical sentiment
Option 2: the CLSTMmodel uses the auxiliary gradient
descent algorithm to calculate the optimal solution for
the Chinese vocabulary
Option 3: combined application of the CLSTM model
in the auxiliary gradient descent algorithm and the
emotional vocabulary formula is performed
Option 4: &e comprehensive application of the CLSTM
model superimposed on the SO-PMI algorithm, the
auxiliary gradient algorithm, and the emotional vocab-
ulary formula calculation is done at the same time

4.2. Comparison Results of Experimental Algorithms. In the
above scheme, we carried out data comparison operations,
respectively, and obtained the comparison results of the
Chinese language sentiment analysis, as shown in
Tables 1–4. Comparing the data in the table, we can clearly
see that the data in scheme 1 is significantly lower than that
of the other three schemes. We analyzed about 3000 words,
but the algorithm’s sentiment extraction and analysis effi-
ciency is only 50.7%, which is far lower than other algo-
rithms [17]. Scheme 2 adds an auxiliary gradient descent
algorithm to the CLSTM model to process the optimal
solution of the vocabulary, and the rate and accuracy of
analyzing vocabulary sentiment are slightly improved, but
the overall change is not large and there are still major
problems. Scheme 3 then analyzes the changes brought by
the emotion formula to the CLSTM model. It can be seen
that there are obvious changes compared to Scheme 1, but
the analysis of the emotional state after too many words is
still unsatisfactory. After all the tests, we finally designed the
fourth scheme and it was successfully selected. It has its
uniqueness in addition to the advantages of other algo-
rithms, which greatly improves the efficiency of sentiment
analysis. &erefore, this scheme has obvious advantages
compared with other schemes, and its computing speed and
the accuracy of the language sentiment analysis make its
comprehensive level the best [18].

We compared the line graphs of the analysis times for
scenarios 1–4. &e number of words from left to right in the
figure is 100, 500, 1500, and 3000, respectively. We can
clearly see the overall superiority of this scheme. When the
number of vocabulary is larger, the more obvious the ad-
vantage is [19]. In this line chart, the larger the change of the
line, the more obvious the distinction between the pros and
cons of the model. We can clearly see from Figure 9 that
when 100 text data is used as the standard, the line is ba-
sically a horizontal line with little change. When 3000 text
data is used as the standard, the variation of schemes 1–4 is
huge, which better verifies the superior performance of our
selected algorithm.

&e comparison effect is shown in Figure 10.
Here, we take the 3000 language vocabulary benchmarks

as an example and list the line chart to compare the data of
schemes 1–4 in detail. It can be clearly seen that the com-
prehensive performance of scheme 4 is significantly better
than the other schemes [20]. &e effect is shown in Figure 9.

4.3.Analysis of theSO-PMIAlgorithmModel for Superposition
Application. In the above case analysis, using this algorithm,
when the number of the Chinese language vocabulary is
about 2000, it can make the language sentiment analysis
efficiency and language sentiment analysis accuracy achieve
the best comprehensive performance.

Based on the comprehensive application of the CLSTM
model superimposed on the SO-PMI algorithm proposed by
the verification, that is, in the case of scheme 4, the number
of 2000 Chinese language vocabulary is cited as the
benchmark and the deep learning analyzes the emotional
distribution of the vocabulary, conducts a comprehensive
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performance analysis on it, and shows the superior per-
formance of the algorithm [21].

When the number of Chinese language vocabulary is
2000, its comprehensive performance index is shown in
Figure 11.

When the number of words reaches 2000, it can meet the
role of general article language sentiment analysis.&e speed
of language sentiment analysis is significantly improved
compared with the previous algorithm. Based on 2000
words, the application waits about 4.5minutes to meet
people’s general needs, which is the time to wait [22].

Text length is an important indicator of language senti-
ment analysis. If the text length is too short, it is difficult to

reflect the superior performance of each algorithm. If the text
is too long, it will increase the burden of the algorithmmodel.

&erefore, we counted the distribution of language text
length in general life, and Figure 12 is a graphic represen-
tation of its distribution.We control most of the text within a
reasonable range (this article uses 3000 as the range), so the
algorithm can effectively perform related sentiment analysis
work [23]. &e distribution of language texts in daily life is
shown in Figure 12.

Similarly, we analyze the actual emotional needs in this
field. &e language emotion function can be applied to
emotion retrieval, emotion summary, emotion question an-
swering, and many places such as movie reviews, product

Start

text preprocessing

Extract candidate
words

Have an
emotional vocabulary

Emotional
Vocabulary

Database

Calculate the SO-PMI value between
the word and the benchmark word

benchmark
vocabulary

addition of
compliments

the addition of
derogatory terms

Finish

Yes

No

>0 <0

Figure 8: SO-PMI algorithm implementation.

Table 1: Chinese language sentiment extraction and analysis in scheme 1.

&e number of emotion words extracted Sentiment analysis rate (min) Language sentiment analysis accuracy (%)
100 0.5 70.8
500 3.0 65.4
1500 10.1 59.6
3000 21.7 50.7
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Table 2: Chinese language sentiment extraction and analysis in scheme 2.

&e number of emotion words extracted Sentiment analysis rate (min) Language sentiment analysis accuracy (%)
100 0.4 78.9
500 2.8 70.5
1500 8.5 64.9
3000 16.4 60.5

Table 3: Chinese language sentiment extraction and analysis in scheme 3.

&e number of emotion words extracted Sentiment analysis rate (min) Language sentiment analysis accuracy (%)
100 0.25 81.2
500 1.5 74.3
1500 6.0 65.9
3000 14.8 61.7

Table 4: Chinese language sentiment extraction and analysis in scheme 4.

&e number of emotion words extracted Sentiment analysis rate (min) Language sentiment analysis accuracy (%)
100 0.11 98.8
500 0.6 89.3
1500 3.5 82.7
3000 8.1 77.6
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Figure 9: Comprehensive comparison of 4 algorithms on 3000 language vocabulary benchmarks.
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evaluations, microblogs, and news. It can be seen that its
application field is broad, and the information given above
shows that the comprehensive performance of the algorithm

is superior and it is easy to meet the needs of language
sentiment analysis in people’s daily life [24].&e overall block
diagram of the language statistics is shown in Figure 13.
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Figure 11: Comprehensive performance analysis of the 2000-word-based algorithm.
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Figure 12: Statistical distribution display of language text length.
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Figure 13: &e main adaptation map of language emotion.
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We need to transform traditional algorithmic sentiment
analysis methods, improve the extraction and analysis of key
words, and expand the coverage of key sentences to improve
their representativeness. At the same time, emoji is also a
major direction of its sentiment analysis. We also need to
increase the related construction tasks of the symbol dic-
tionary and combine it with text language analysis, expand
the sentiment dictionary on the SO-PMI algorithm, and
formulate a corresponding set of sentiment rules calculation.

5. Conclusion

As mentioned above, the deep learning of this research is
used for Chinese language sentiment extraction and analysis,
through the reference of the original CLSTM model, plus
the calculation of the auxiliary gradient algorithm and the
emotional vocabulary formula f sentiment(si) and the
synthesis of the SO-PMI algorithm model. &e application
can substantially improve the efficiency and accuracy of
language emotion extraction and analysis. &e algorithm we
propose performs de-redundancy operations on some un-
necessary neutral words and can extract and analyze lan-
guage sentiment after a series of word segmentation
operations. Compared with other single algorithms, the
comprehensive performance of this algorithm is the best,
which significantly improves the efficiency and accuracy of
sentiment analysis. Under the premise of 2000-word vo-
cabulary, the algorithm fully meets the needs of daily life. In
the traditional language sentiment analysis work, we add the
new text extraction opinion vocabulary to explore the
mutual emotional connection between vocabulary and ob-
jective affairs [25]. Combined with the extraction of opinion
relations in the application of tree kernels, a new kernel
reference is developed, multiple analyses is performed on the
emotional vocabulary data model, and finally, the overall
performance improvement of the efficiency of language
sentiment analysis is achieved. &e algorithm also has im-
perfections. Our emotional vocabulary is imperfect, and the
Chinese text language is extremely difficult to analyze. In
addition, there are some special sentence structure analyses,
such as antonyms. We still need to increase the extraction of
key sentence patterns and explore more advantageous al-
gorithms to make the extraction of text information more
representative.
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Computer-aided network (CAI) teaching method is to establish a volleyball teaching forum on campus network, upload graphic
materials related to volleyball teaching, combine inside and outside classes, and combine teaching with self-study. *is article
studies the volleyball teaching of physical education in colleges and universities by comprehensively using the computer-aided
teaching method, and discusses its role in improving the teaching quality, interest, and self-study ability, to improve the teaching
effect. *e results show that the computer network teaching method is an effective supplement to the teaching mode of students’
autonomous learning and cooperative learning. It is an effective way to fully mobilize students’ subjective initiative and improve
the effect of volleyball teaching. At the same time, it is considered that the key to popularize and develop this teaching method is to
improve the computer operation standards of physical education teachers.

1. Introduction

With the continuous promotion and application of com-
puter network technology in various fields, the reform of
physical education classroom teaching with computer-aided
instruction (CAI) as the main feature is imperative [1].
Demonstration effect is one of the important characteristics
in the process of physical education teaching. Students can
constantly correct and improve their actions through
teachers’ demonstration, to achieve a better physical edu-
cation teaching effect [2]. Teachers’ energy is limited, as well
as the limitations of space, class time, and class size, which
may be the factors limiting the effectiveness of physical
education teaching. How can students see enough presen-
tations and have enough time to learn and imitate [3]? How
to stimulate students’ enthusiasm and interest in learning
and make sports a habit in their daily life have become an
urgent problem to be solved in college students’ physical
education at this stage [4].

With the increasing maturity of computer network
technology and its popularization in various fields, physical
education teaching methods based on classroom teaching
and supplemented by computer teaching have emerged [5].

At present, the main way of physical education teaching is
that teachers personally demonstrate in class and students
imitate teachers’ actions [6]. Teachers need to remind and
correct students’ actions and practice repeatedly to achieve
better results [7, 8], [9–11]. *erefore, at this stage, several
problems need to be solved in physical education teaching:
how to give students enough time to learn and imitate
correct actions; how to improve students’ enthusiasm and
interest in sports; and how to make sports become a part of
students’ daily life. Students’ enthusiasm for learning and
interest in sports will become an indispensable part of their
daily life [12].

*e purpose of computer network (CAI) teaching is to
mobilize students’ passion and love for physical education
learning, improve students’ volleyball technical ability, make
students good at finding problems in the learning process,
cultivate students to think independently, analyze problems,
solve problems, find the fun of volleyball in the course of
lessons, understand volleyball more deeply, discover the laws
of volleyball, and develop the awareness of their exercise
[13]. *e main way of online teaching as described in this
article is to upload image materials, text materials, and video
materials in the volleyball section of the campus network for
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students to learn [14, 15]. *e machine network teaching
method supplements the insufficient part of in-class
learning, enhances students’ independent learning ability,
fully mobilizes students’ subjective initiative, and then
achieves volleyball teaching effect [16, 17]. *erefore, in this
article, we choose students who took volleyball as a physical
education elective to conduct a study to explore how the
computer network (CAI) teaching method can improve
teaching quality, cultivate students’ interest in volleyball and
their ability to learn volleyball by themselves, achieve
teaching purposes, and provide teaching opinions [18, 19].
In view of this, this study takes volleyball elective students as
the experimental subjects to explore the promotion effect of
the computer network (CAI)-assisted teaching method on
improving the teaching effect of students’ volleyball tech-
niques, and to provide a reference for the reform and de-
velopment of physical education courses in higher education
institutions [20].

2. Detailed Construction and Analysis of the
Teaching Model of Volleyball
Bucketing Technique

2.1. Pre-Course Preparation Stage. *e pre-course prepara-
tion stage is the first step of constructing the teaching mode
of the Internet + volleyball bucketing technique, and it is also
the front-end preparation. *e design diagram of the pre-
course preparation stage is shown in Figure 1.

It is important to improve the complete learning ex-
perience in the pre-course preparation phase as an indis-
pensable part of the constructed Internet + volleyball
bucketing technique teaching model. *e analysis of
learners’ situation is mainly about the school network
coverage and students’ ownership of mobile devices, the
availability of the basics of snapping learning, and the ability
to use computers. Whether the student learning environ-
ment has network coverage and the student’s ability to

simply use the computer are important factors affecting the
quality of learning, and the learning of the Inter-
net + bucketball technology learning resources integrated
into the teacher is based on the network and the equipment
to provide support. Internet mobile terminal devices are the
receivers at the end of the students, such as computers,
smartphones, and tablets. *ese devices provide online
technical support and are the key factor in achieving
“Internet+.”

In the new context of building a new teaching mode of
buckling technique, the analysis of teaching content is di-
vided into the analysis of traditional teaching materials and
teaching progress, and the analysis of Internet learning
resources of buckling technique. *e dunking technique can
be divided into five parts such as preparation posture,
running, jumping, aerial strike, and landing. *rough
watching experts’ video resources, interviewing experts, and
reading textbooks, it is found that it is more difficult to learn
the consistency of swinging arm, control of human ball
distance, and the striking part when learning arm whipping
action; to master the height of the step and pace rhythm
when learning running and jumping, and to learn the timing
of jumping, aerial strike, and the control of the human ball
distance when learning complete dunking.

2.2. Pre-Class Self-Learning Stage Based on Learning Task List.
*e pre-class self-learning stage based on the bucketing task
list (Figure 2) is the most critical part of building the
Internet + volleyball bucketing technique teaching model,
and this stage is an important stage for students’ knowledge
self-construction and ability development.

*ere are four main steps in the production of the online
learning platform of bucketing technique: the first step is the
collection of Internet video resources of bucketing technique
(including Gif motion pictures), videos recorded by famous
teachers, text, patterns, and picture resources of bucketing
technique learning.*e second step is to process and classify

Pre class preparation stage

Learner situation 
analysis

Analysis of spiking 
teaching content

Analysis of spiking 
teaching objectives

Analysis of spiking 
learning 

environment

1. Network 
coverage and 
ownership of 

mobile terminal 
equipment 2 

Student situation 
and basic analysis 3 

Computer 
application ability

Analysis on 
the division of 

teaching 
materials and 

syllabus
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network 
related 

resources

1 cognitive goal 2 
motor skill goal 3 

emotional goal

Network 
resource 
learning 
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ent

Offline: 
learning 
environm

ent for 
practical 
courses

Figure 1: List of preparation contents in the pre-course preparation stage.
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the resources by using information technology (such as
editing software and image processor) and auxiliary tools
according to the teaching progress of bucketing technique
and students’ situation. In the third step is to analyze the
teaching content, carry out the teaching expected results
vision, and integrate the resources, such as the layout of
video text and pictures of the swinging arm whipping action.
*e fourth step is to create a web page using Dreamweaver to
compile the classified snapping technique required to vi-
sualize intuitively and classify with clear knowledge points
(Figure 3.

*e video resources should not be too long and can come
from the videos on Youku, Akiyip, Tencent, or other plat-
forms about teaching content, the videos recorded by fa-
mous teachers on the teaching of bucketing technique, and
the bucketing teaching videos quoted by other online
learning platforms. *e viewing time of the integrated video
resources is limited to 10 minutes in learning, and cultivate
their feelings about sports.

Online learning resources must be selected and self-built
according to the requirements of the syllabus and teaching
objectives, and coincide with the teaching content of offline
face-to-face teaching, and the online learning resources
constructed should fully reflect the richness, sharing, and
openness of the Internet resources.

*e editing of board settings and content is the key point
of the effectiveness of web page production. *e whole
layout of the web page should be simple and clear, not too
cumbersome, and students can form a clear cognition
through learning. *e author’s web page for learning the
snapping technique is shown in Figure 4.

3. Analysis of the Effects of Teaching
Volleyball Bucketing

3.1. Research Object and Method. *e research object is to
study the application of the computer network (CAI)
teaching method to assist volleyball teaching in colleges and
universities. For the determination of the experimental
group and control group, four teaching classes of volleyball
elective courses in our school were randomly selected, two
classes as the experimental group and the other two classes as
the control group (Table 1).

Before the experiment, a diagnostic survey was con-
ducted in all four classes to understand the initial level of
students’ volleyball. *e results showed that the students’
volleyball skills in the four classes were basically in syn-
chronization, and more than 80% of the students did not
know how to play volleyball; three experts were asked to
evaluate the basic volleyball skills of the two groups of
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Analysis of spiking technology, production, release 
and recycling of task list

Selection of Internet spiking technology learning 
content and production of platform

Selection of online communication platform and 
creation of environment
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Figure 2: List of teacher and student behaviors in the pre-class self-study stage.
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students before the experiment, and the experts thought that
there was no significant difference between the skills of the
two groups of students; and both groups of students qual-
ified to complete the study and assessment of the com-
pulsory freshman physical education course, which were
50m running, front throwing solid ball, 12minutes running
(men 2400m, women 2000m). *e results were analyzed
and the students in both groups completed their freshman
physical education courses, including 50m run, solid ball
throw, standing long jump, and 12minutes run (2400m for
men and 2000m for women). *e analysis of the results
showed that there was no significant difference in the special
physical quality between the two groups of students. From
the above raw volleyball technical level, technical evaluation,
and special physical quality of students, the test conditions
were the same, and the experimental and control groups
were determined reasonably and effectively [21–23].

*e teaching experiment was conducted on the campus
network of Jiaotong University with multimedia audio,
video, text, and picture resources, mainly including vol-
leyball teaching videos by Professor Ge Chunlin of Beijing

Sport University, volleyball training videos by Wang Jiawei,
former head coach of the national men’s volleyball team, and
teachers’ teaching videos. Both the control group and the
experimental group were taught by the author of this article,
and both the control group and the experimental group were
taught 32 hours (90minutes/2 hours/week, 16 weeks in
total). *e on-site survey revealed that 100% of the students
in the experimental group had easy access to the campus
network, which provided the necessary material basis for the
smooth implementation of the teaching experiment.

*e experimental group adopted the “computer network
(CAI) teaching method” to assist in teaching. *e teacher
first taught according to the traditional physical education
process, except that on the basis of students’ basic mastery of
passing andmatting techniques, students were allowed to try
to serve and dunk the ball according to the online materials,
log on to the homepage of “Zhixing BBS Forum” on the
campus network and enter the “Volleyball World” section.
“*rough the comparison with the correct movements, they
can find out their shortcomings and give feedback to the
forum in time, so that teachers can understand the students’
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video 

resources
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knowledge of 
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Internet spiking technology web learning resources :
learning resources 1ę
learning resources 2
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Figure 3: Diagram of the process of creating a web page for learning Internet bucketing techniques.
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situation in real-time and formulate corresponding teaching
contents and methods, and focus on practicing in the next
class. Repeat this process many times until the examination
[24].

*e control group used the traditional physical educa-
tion teaching method, i.e., the combination of explanation
and demonstration and practice to correct errors, to teach
the four techniques of volleyball matting, passing, serving,
and dunking, and finally, the test was conducted uniformly
with the experimental group.

*erefore, it is important to measure and assess the
students’ learning effectiveness. *e assessment of the scores
of the experimental and control classes’ sinking techniques
was evaluated by qualitative and quantitative methods. *e
assessment of the qualitative scores was mainly evaluated by
the scores of the two volleyball experts invited, while the
quantitative assessment was to specify the number of sinking
balls and count the number of valid balls.*e paired samples
t-test with a 95% confidence interval was used to evaluate the
scores of the experimental and control classes’ snapping
technique, and the results of the analysis are shown.

According to the analysis results of Table 2, the results of
the deduction of the experimental class show significant
differences in the quantitative evaluation after the experi-
ment, while the clocking performance of the control class
also shows significant differences. But the number of spike in
the experimental class is lower than that of the control class
before the experiment. *e number of the deduction of the
experimental class is higher than that of the control class
after the experiment, and the increase is larger, which in-
dicates that the Internet plus volleyball spiking technique
teaching mode is applied in the teaching of smash skills. It
can improve the effect of students’ learning spiking. From
the analysis of the technical evaluation results, there is a
significant difference between the test results of Expert 1 and
Expert 2. From the analysis of the test results, we can see that
the technical assessment scores of the experimental class
before the experiment were lower than those of the control

class, but the technical assessment test results of both the
experimental class and the control class after the experiment
were better than those of the control class, and the difference
between the mean values of the experimental class and the
control class before and after the experiment were 2.58 and
2.11, showing a difference, which can indicate that the
growth of the level of the bucketing technique of the ex-
perimental class was greater than that of the control class
[25, 26].

3.2. Results and Analysis. *e assessment of the experi-
mental and control classes was conducted separately so that
they could not interfere with each other.*e four techniques
of pad, pass, serve, and dunk were scored independently and
the scores obtained were averaged.

In the comparison of the scores of the four techniques of
padding, passing, serving, and dunking of the players in the
experimental and control classes, the players’ mastery of
these four techniques could be seen (Table 3). *e experi-
mental group and the control group showed significant
differences (P< 0.05) in the scores of three techniques,
namely, matting, passing, and serving, which indicated that
the computer network (CAI)-assisted teaching method was
beneficial to the players in learning and mastering these
three volleyball techniques, while the statistical difference
between the scores of the two groups in the spiking tech-
nique was not significant and not statistically significant.*e
reason for this is that the dunking technique is more likely to
be affected by the players’ perceptual ability, which makes it
more difficult to master, and the CAI-assisted teaching
method cannot fully play its supporting role in the teaching
class.

Table 4 shows that the comparison between the exper-
imental group and the control group is also obvious,
according to the standard of student’s performance set by
the school’s Academic Affairs Office, the students are
classified as: 90–100 as excellent; 80–90 as good; 70–80 as
moderate; and 60–70 as poor. *e specific assessment data
were 15 students in the experimental group and 6 in the
control group with the excellent grade; 30 students in the
experimental group and 22 in the control group with the
good grade; 11 students in the experimental group and 24 in
the control group with the medium grade; and 2 students in
the experimental group and 6 in the control group with the
poor grade. It can be seen that the computer network (CAI)-
assisted teaching method has helped students in the

Figure 4: Screenshot of the dunking technique learning page.

Table 1: Sex and age distribution of experimental subjects.

Boys/
person

Girls/
person

Total/
person Age/year

Experience
group 28 36 64 20.00± 0.62

Control group 33 31 64 20.00± 0.45
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experimental group to improve their performance, and the
number of students who got excellent and good grades in the
final examination was significantly higher than that of the
control group, which can be said to have achieved the ex-
pected vision of the teaching experiment.

Students use the BBS system to access the volleyball
forum for computer network-assisted teaching. Students can
access the campus network in various ways: laptops, tablets,
and even cell phones, and learn volleyball techniques and
knowledge freely anywhere and anytime. *e frequency of
students’ access to the BBS system (Table 5).

*erefore, the establishment of a volleyball BBS on the
campus network is an effective way of computer network
(CAI)-assisted teaching method. *e main function of the
forum is to allow students to discuss and communicate
freely, in this section of the volleyball BBS, about volleyball
techniques that cannot be adequately conducted in class. Of
course, this free discussion and speaking are only possible
within the teacher’s control. Teachers can use their class time
to upload more videos, pictures, texts, and other materials
related to the classroom content to the volleyball BBS in the
form of postings. At the same time, students can also
spontaneously search for more volleyball information of
interest on the Internet and upload it under the intervention
and guidance of teachers for other students who log on to
this forum to share, thus changing the scope of traditional
volleyball classroom teaching and making volleyball tech-
niques, tactics, physical training, theoretical knowledge, and
many other aspects fully shared on the Internet, becoming
an indispensable supplement to physical education class-
room teaching in the new situation *is has become an
indispensable supplement to physical education classroom
teaching in the new situation (Table 6).

*rough the Internet (for example, the establishment of a
small website for everyone), volleyball teaching can make full
use of its convenient and widespread characteristics, with
classroom teaching as the main focus and volleyball forums as
a supplement, guiding students to pay attention to volleyball
forums and develop the habit of browsing volleyball forums to

achieve better teaching results. At the beginning of the forum,
teachers should fully mobilize students’ enthusiasm and as-
sign browsing the volleyball forum as a class assignment. At
the same time, teachers should pay attention to the quality of
posts, which should be relevant, practical, and interesting, so
that students can get more knowledge and increase their
interest in volleyball by browsing the forum. *e teaching
mode of the forum is a good solution to the problem of
continuity of teaching based on in-class teaching, which
makes teachers and students fully interact and form a virtuous
cycle, gradually making the forum not only a platform for
spreading knowledge, but also a communication platform for
students to actively participate in the construction of the
forum and join the ranks of spreading volleyball knowledge,
and participation in the forum is not limited to students who
take the course, but any other students interested in volleyball
knowledge can participate in it. Any other students who are
interested in volleyball knowledge can participate in it, which
also makes the forum teaching mode have a wider meaning.
*rough the summarization of the questionnaire results and
the statistics of the data, it is found that the volleyball forum is
a good solution to the problem of the limitation of classroom
teaching, and it is a teaching method for students to receive
volleyball knowledge delightfully.

Table 2: Comparison of the results of the before-and-after bucketing technique test between the experimental class and the control class at a
glance.

Content Before experiment (n� 18) After experiment (n� 18) After x� before x t value P

Spiking skill evaluation 1 Experimental class 2.13± 0.29 4.75± 0.10 2.68 −16.520 0.000
Spiking skill evaluation 1 Contrast class 2.16± 0.38 4.29± 0.36 2.12 −17.655 0.000
Spiking skill evaluation 2 Experimental class 1.51± 0.56 4.18± 0.31 2.78 −16.498 0.000
Spiking skill evaluation 2 Contrast class 1.68± 0.58 3.35± 0.46 2.71 −7.446 0.000
Up to standard Experimental class 1.52± 1.03 4.19± 0.88 2.69 −7.665 0.000
Up to standard Contrast class 1.68± 1.45 3.36± 1.01 2.29 −3.178 0.000

Table 3: Difference test of the four technical scores (x± S) between the experimental and control groups.

Group Number of people Cushion Pass the ball Serve Spiking
Experience group 64 82.68± 5.88 88.5± 3.6 83.55± 8.98 66.23± 8.29
Control group 64 78.8± 5.69 80.9± 6.9 76.59± 6.89 66.66± 5.58
t −2.686 −2.088 −3.088 −0.107
sig. 0.019 0.032 0.003 0.896
Note. ∗indicates a significant difference in technical scores between experimental and control groups (P< 0.05).

Table 4: Comparison of the total scores of the final examination of
the experimental and control groups.

Fraction
Experience group Control group

Number of
people

Percentage
(%)

Number of
people

Percentage
(%)

90∼100
(excellent) 24 26.9 8 11.5

80∼90
(good) 32 52.8 25 38.6

70∼80
(average) 15 19.8 29 44.5

60∼70
(poor) 3 3.6 8 10.9
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4. Conclusions

Computer network-assisted instruction is an effective
supplement to the traditional physical education teaching
mode, and the teaching experiment effect is remarkable.
*e application of computer network-assisted volleyball
teaching is a further improvement of traditional teaching
methods. It is a teaching method to optimize the teaching
effect by using modern teaching means. Computer network
(CAI)-assisted teaching method can fully mobilize stu-
dents’ subjective initiative, improve students’ ability to
learn volleyball technology, cultivate independent thinking
ability, enable students to find problems in observation,
analyze problems in thinking, and solve problems in
practice, which is helpful for students to further understand
volleyball, find rules and cultivate the consciousness of
lifelong physical exercise.

Teachers should pay attention to the improvement of
their quality, establish the awareness of modern sports
information, combine professional knowledge with mod-
ern educational technology, create a network teaching
sports resources, and let more students learn sports
knowledge better through the network. If possible, teachers
should receive systematic computer network course pro-
duction training to improve their network course pro-
duction level. Schools should allocate more sports network
resources, such as campus network services, establish
sports network media courses, and realize the moderni-
zation of college sports teaching.
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*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Table 5: How and how often students use the BBS system to log
into the volleyball section.

Investigation
content

Option
content

Effective
number (62
persons)

Percentage
(%)

Mobile terminal
login

Used 25 42.8
Not used 37 59.8

Fixed computer
login

Used 62 100
Not used 0 0

Login frequency of
BBS volleyball
section

Less than
once a week 0 0

Once a week 22 38.5
Twice a week 28 49.8
More than
three times a

week
12 17.6

Table 6: Reasons for students to visit BBS volleyball section.

Reason for visit Effective
number (62)

Percentage
(%)

Acquire relevant knowledge of
Volleyball 62 100

Keep in touch with teachers and
classmates 38 61.1

Participate in the discussion of
relevant volleyball games 31 50

Have problems that need teachers’
help to solve, 29 49.2

Others 6 11.2
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Physical education performance in primary and secondary school classroom education seems mediocre, and many students treat
it as a minor subject. With parents and schools paying attention to physical education, physical education performance is very
important now, whether in primary and secondary schools or universities. Nowadays, college students have less and less physical
exercise, and sports achievements are one of the index achievements for evaluating scholarships. Many teachers also arrange
appropriate physical training reasonably in order to improve students’ sports achievements. Forecasting sports achievements is
the key to making scienti�c sports training plans. According to the study of college students’ group sports achievements, we can
predict students’ follow-up learning achievements, collect, sort out, and study students’ sports achievements information
regularly, so as to better guarantee the quality of college sports teaching. �is paper compares and analyzes the sports
achievements of various schools from the aspects of strength, endurance, and sensitivity. At the same time, it compares and
analyzes the sports achievements of major universities. Finally, from the perspective of physical education, this paper analyzes and
studies the situation of individual schools and then �nds out the pedagogical factors that make them achieve excellent physical
education results and puts forward the teaching strategies to improve physical education results, as well as the positive in�uence of
physical education teachers on teaching, school physical education results, and students’ physical quality. When teaching courses,
use big data mining technology to �nd quali�ed students to study the actual teaching needs, recommend an e�cient learning
curriculum system to students with reference to research conclusions, and give rich material resources. Teachers can teach
students in accordance with their aptitude with reference to their usual learning situation, instead of “one size �ts all.”

1. Introduction

In today’s new era, physical education is particularly im-
portant. Under the expectation of the country, schools, and
parents, students’ physical education achievements in
schools always a�ect students’ general subject achievements.
For the prediction of students’ sports achievements, teachers
arrange a series of di�erent sports trainings to teach students
in accordance with their aptitude. Literature [1] expounds
the in�uence of extracurricular sports on academic
achievements. References [2, 3], respectively, use particle
swarm optimization and PSO-SVM learning methods to
predict sports performance. Literature [4] proposes a sports
performance prediction algorithm combining gray

prediction features with CNNs and optimizes the sports
competition performance prediction model of extreme
learning machine based on the Drosophila algorithm in
literature [5], so that the performance prediction can achieve
higher prediction accuracy and computational e�ciency.
Reference [6] uses factor analysis to study and analyze the
performance of the prediction model. Literature [7] puts
forward a prediction model with higher accuracy, which
provides a new research idea for the prediction of sports
achievements. Using the information technology in refer-
ence [8], this paper predicts and analyzes the sports training
plan and quantitative load arrangement. Based on the
machine learning in literature [9] and literature [10], this
paper predicts and analyzes the college sports achievements.
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For the calculation of students’ endurance scores, the
management system of students’ exercise prescription based
on BP neural network in literature [11] is used. -rough the
hybrid genetic neural network in literature [12], the special
performance of athletes is predicted. Literature [13] ex-
pounds the neural network prediction model to predict the
performance of speed skating. Literature [14] expounds the
application and prospect analysis of artificial neural network
in competitive sports. Literature [15] studies the analysis of
influencing factors of sports performance and the ways to
improve sports performance mentioned in literature [16].
Literatures [17, 18] analyze various factors affecting sports
performance. -is paper analyzes the influence of school
factors on students’ sports achievements [19]. Literature [20]
uses intelligent technology to improve the reference value of
academic performance and models based on the LSTM
model in literature [21] and puts forward the main factors
affecting academic performance and judgment methods.-e
trend of performance change is proposed to analyze the
factors affecting performance in the literature [22]. Litera-
ture [23] expounds the application of multiple linear re-
gression in college achievement prediction. Literature [24]
predicts and empirically analyzes CET-4 scores, while lit-
erature [25] judges the difficulty of learning and studies and
analyzes the accuracy of scores.

2. Influencing Factors and Improvement
Methods of Sports Achievements

2.1. Influence of Physical Training on Sports Performance.
Physical fitness plays a significant role in promoting human
health, developing physical fitness, and improving immu-
nity. -e diversity of training also determines the enthusi-
asm of students to carry out physical training in physical
education. Due to the relative lag of physical training, there
are few studies on the influence of physical training methods
on sports achievements. Under the background of the new
curriculum standard of physical education and health,
students cannot do without physical training if they want to
have sports skills and get strong physique. Offering physical
education courses in schools can effectively improve stu-
dents’ strength, speed, sensitivity, and other sports skills and
promote students’ healthy development. Training in this
area has a positive role in promoting. It should be pointed
out that in the teaching process, teachers should, according
to the characteristics of sports events, focus on developing
students’ physical fitness. According to different training
purposes, physical training to improve students’ fitness
ability can usually be subdivided into general physical
training and special physical training. Among them, general
physical training is the basis of special physical training. -e
main purpose is to improve the individual’s physical
function level and promote the all-round development of
physical quality, while special physical training is highly
related to special physical training, which mainly develops
the specific sports quality needed to complete specific skills
and tactics in special projects, and is the basis for improving
and enhancing special sports ability. Reasonable training of
physical fitness can certainly promote the best sports

performance. -e framework diagram of the physical fitness
system is shown in Figure 1.

2.2. EffectiveMeans to Improve Sports Performance. In recent
years, with the implementation and promotion of physical
education entrance examination in all parts of the country,
the scores of physical education entrance examination have
been improved in some areas, which make the importance of
preparing for physical education entrance examination in-
creasingly prominent. -is paper analyzes the present sit-
uation of endurance quality of junior high school students. It
is found that the third grade students’ knowledge and un-
derstanding of endurance events are not complete, their
scores in endurance events are relatively poor in physical
examination, and their enthusiasm for physical training is
not high at ordinary times. A large number of students feel
that endurance events have great room for improvement.
Junior three students are not interested in endurance quality
training, and their grades improve slowly. -e reasons can
be summarized as three aspects: monotonous practice
methods, insufficient venues and facilities, and insufficient
attention from schools and parents. For endurance training,
change the traditional trainingmethods, increase the interest
of training content, and stimulate students’ training interest
and participation enthusiasm. Increase the publicity of
endurance quality, improve students’ understanding of
endurance quality, and strengthen the communication and
contact between schools and parents through the combi-
nation of home and school. Increase capital investment,
improve equipment and site construction, improve teachers’
teaching ability and professional quality, and create good
conditions for students’ endurance quality training. -e
framework diagram of endurance training is shown in
Figure 2.

2.3. .e Influence of Physical Condition on Performance.
Students’ training performance is determined by their
comprehensive physical condition. In the research, it is
difficult to judge that a certain physical health index has a
direct impact on sports performance. -is time we studied
the influence of a single index on 1000m long-distance
running. -e morning pulse is analyzed, as shown in
Figure 3.

In Figure 3, we can see that the morning pulse is unstable
because the physical strength and physical condition are
exhausted during training, so the performance drops ob-
viously in the subsequent training.

3. Deep Learning Sports
Performance Prediction

Deep learning framework diagram is shown in Figure 4.

3.1. Neural Network. BP neural network is the fastest and
most flexible algorithm among all neural networks, which
can accurately describe the curve change characteristics of
the system. Let the input of the system be x (i), i� 1, 2, . . ., n,
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and the expressions of the input vector and output vector of
the hidden layer of the neural network are as follows:

Si � 􏽘
m

i�1
wijx(i) − θj, (1)

bj � exp 􏽘
n

i�1
wijxi − θj

⎛⎝ ⎞⎠. (2)

-e input vectors and output vectors of the output layer
are as follows:

L � 􏽘

p

j�1
wjkbj − θk, (3)

xi�1 � exp 􏽘

n

i�1
vjbj − c⎛⎝ ⎞⎠. (4)

3.2. Optimize Neural Network Algorithm. According to the
luminous form of fireflies to attract other fireflies [26],
different positions of fireflies represent different solutions of
the problem and the luminous brightness corresponds to the
fitness function. -e greater the fitness value, the stronger
the luminous brightness. -e firefly with weak brightness is
getting closer and closer to the firefly with strong brightness
and keeps approaching the firefly with the strongest
brightness. Because the position of the firefly with the
strongest brightness indicates the optimal solution of the
problem, the following assumptions are made first:

Brightness is determined by the fitness function of the
problem: on the basis of satisfying the above assumptions,
the brightness M0 and attractiveness of fireflies are defined
to represent the brightness of a firefly itself, so the received
brightness of fireflies is as follows:

M � M0e
−cr

, (5)

where c is the light intensity absorption factor and r is the
distance.

-e attractivity calculation formula is as follows:

β � β0e
−cr

. (6)

If r� 0, the attractivity is β0.
If the two fireflies are i and j, respectively, and the

condition M0(i)>M0(j) is satisfied, then i is attracted by j
and changes its position; that is, there are

xit + 1 � xit + β0e
−cr

xjt − xjt􏼐 􏼑 + z∈i, (7)

where z，∈i is a random number.

-e attractivity coefficient is improved, and the change
rule is as follows:

β0 �
βbegin×σβ,β0 > μ

μ, β0 < μ

⎧⎨

⎩ , (8)

c � cbegin×σc
. (9)

At the initial stage, the value of β0 is relatively large and
the search range is large, as the number of moves increases.
With the increase in iteration times, the attractiveness be-
comes smaller, and the optimal position can be found
quickly.

3.3. Sports Performance Prediction Model. -e data value of
sports achievements can be regarded as a group of irregular
time series, and the fitting state model of sports achieve-
ments described by a multivariate statistical characteristic
equation is as follows:

X

P(X)
􏼠 􏼡 �

a1, a2, a3, . . . , an

p a1( 􏼁, p a2( 􏼁, p a3( 􏼁, . . . , p an( 􏼁
􏼨 􏼩. (10)

-rough discrete analytic processing of data, the in-
formation entropy of distribution characteristics of sports
achievements is as follows:

H(X) � E I ai( 􏼁( 􏼁 � 􏽘
m

i�1
p ai( 􏼁log2 p ai( 􏼁. (11)

-e auxiliary spatial test cumulant of time series X for
sports achievements is as follows:

C �
xn − x( 􏼁 xn−d − x( 􏼁 xn−D − x( 􏼁

xn − x( 􏼁
3 . (12)

Take the average value

〈x(n)〉 �
1
N

􏽘

N

n�1
x(n). (13)

For the statistical sequence x (n) of sports achievements
with multivariate variables, the statistical characteristic
quantities of sports achievements expressed by scores and
generalized integro-differential equations are as follows:

c1xT � E xn{ } � 0,

c2xT � E xnxn + T{ } � r(T),

ckxT1, T2, T3, . . . , Tk−1 � 0, k≥ 3.

(14)

Constraints are as follows:

δx(ω) � ln φx(ω) � −
1
2
ω2σ2. (15)
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-e constraint variables of environmental factors are

ck �
1
j

k

dk

wk

ln ∅xω􏼢 􏼣
w�0

� −j
k dk

wk

ln ∅xω􏼢 􏼣
w�0

� −j
k∅k

x0.

(16)

In order to maintain the initial data characteristics of
sports achievements, the statistical model is reconstructed:

-e information characteristic state equation of statis-
tical sports achievements obtained by the mathematical
method of least square estimation is as follows:

E (u(t)), utt( 􏼁 � 􏽚
d

IR

1
2

|∇ut|
2

+|ut|
2

􏼐 􏼑 +
1
6
|ut|

6
dx. (17)

-e control objective function of sports performance
prediction is as follows:

maxxa,b,d,p 􏽐
a∈A

􏽐
b∈B

􏽐
d∈D

􏽐
p∈P

xa,b,d,pVp
,

􏽘
a∈A

􏽘
b∈B

􏽘
d∈D

􏽘
p∈P

xa,b,d,pR
bw
p ≤K

bw
b S, b ∈ B.

(18)

Rp denotes prediction factor and Kb denotes prediction
plus carrier.

-e probability density functional coefficient of sports
performance prediction is as follows:

K � 4βτPσ− a
( 􏼁

1/2
. 2− a/2

Pσ− a
− βN0􏼐 􏼑

−1/a
+ 1 +

�
2

√
. (19)

-e confidence degree of the accuracy of sports per-
formance prediction is as follows:

c1e
λ1t

+ c2e
λ2t λ1 ≠ λ2( 􏼁,

f x1, x2, i( 􏼁 − g y1, y2, i( 􏼁

+ 􏽚 h x1, x2, i( 􏼁 − g y1, y2, i( 􏼁( 􏼁xdu< x |x − y|
2

+ x|x − y|
2

􏼐 􏼑.

(20)

-e eigendecomposition values of the self-similar re-
gression model meet the following requirements:

Y(P, Q, ) � Y[re d(P, Q, β), Q, β]. (21)

4. Experiments

4.1. Contents of the Experiment. A 1000m long-distance
running of 30 college students in a university is selected as an
experimental object.-eneural network adopted has three input
nodes and one output node. -e population of the particle
swarm optimization method is m� 20, and the initial value of
inertia weight is 1. With the gradual decrease in iteration times,
the inertia weight is reduced to 0.5. When the iteration times
reach the maximum, the iteration stops. Comparing the pre-
diction data of this method with other common neural network
optimization methods, the results are shown in Table 1.

In the data of Table 1, the prediction error and con-
vergence time of the BP neural network algorithm are ob-
viously better than those of the other two sports
performance prediction methods. Judging from the pre-
diction error of college students’ sports achievements, the
prediction error of this method is always lower than that of
the other two methods, which shows that BP neural network
method has the best prediction effect.

Ten college students were randomly selected to predict
the performance of 100-meter sprint, which were com-
pared by the BP neural network method, GDX method,
and LM method under deep learning. Channel theory
formula is a method of buying and selling stocks by
technical means and empirical judgment. -is formula
smoothes and corrects the trend line, which reflects the
running law of stock price more accurately. When the
stock price rises to the pressure line, investors sell the
stock, and when the stock price falls to the support line,
investors make up accordingly. -e difference between the
predicted results and the actual demerits is tested as
shown in Figures 5–7.

It can be seen from Figures 5–7 that the difference
between the actual value and the predicted value of sports
achievements predicted by the BP neural network algorithm
is not big, and the other two algorithms have large errors,
which shows that the prediction efficiency and accuracy of
sports achievements predicted by the BP neural algorithm
are higher.

4.2. Simulation Experiment. -e samples are selected from
the sports achievements of college students, including 3 km
long-distance running, 100m sprint, skipping rope, archery,
and yoga. Various sports can also test the universality of the
prediction model under deep learning. All the data are
analyzed according to three methods, and the waveform
description diagram of sports performance prediction is
obtained as shown in Figure 8.

-e prediction effect of sports performance is universal
in various events, as shown in Table 2.

-e results of five sports events were compared with the
prediction model such as genetic algorithm [27] and particle
swarm optimization algorithm [28] as shown in Table 3.

-e fitting accuracy is the deviation between the pre-
dicted value and the actual value in the past five years after
we make a time series model and determine the model
parameters.

Taking the sports performance statistics collected above
as the test sample set, the simulation analysis of the sports
performance prediction model is carried out, and the
comparison results of prediction errors under different al-
gorithms are obtained as shown in Figure 9.

Test the performance of the model to evaluate whether
the model for predicting sports performance has practical
applicability. -e test results are as shown in Table 4.

4.3. Model Comparison. -e prediction accuracy of the
model is compared, as shown in Figure 10.
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Figure 5: GDX prediction method.

Table 1: Prediction results of different neural network methods.

Method BP GDX LM
Number of
iterations

Prediction
error

Convergence time
(s)

Prediction
error

Convergence time
(s)

Prediction
error

Convergence time
(s)

100 0.021 4.1 0.028 8.3 0.031 15.1
200 0.032 5.2 0.041 15.3 0.042 16.2
300 0.043 5.6 0.047 15.9 0.053 16.9
400 0.048 6.3 0.052 16.6 0.068 17.3
500 0.052 7.1 0.055 17.5 0.072 18.1
600 0.059 7.9 0.062 18.3 0.079 18.9
700 0.064 8.6 0.066 18.8 0.084 19.6
800 0.071 9.2 0.074 19.4 0.091 20.4
900 0.079 9.6 0.082 20.1 0.099 22.1
1000 0.083 10.1 0.089 20.9 0.103 25.6

Actual value
predicted value

1 2 3 4 5 6 7 8 9 10
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Figure 6: LM prediction method.
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Figure 8: Time domain waveform diagram of sports achievements.

Table 2: Versatility testing.

Numbering Sports events Fitting accuracy (%) Prediction accuracy (%)
1 3 km long-distance running 90.12 88.3
2 100m sprinting 92.2 89.1
3 Skipping rope 93.1 90.2
4 Archery 95.21 91.1
5 Yoga 94.23 89.7

Table 3: Test results of the universal model.

Numbering Model Fitting accuracy (%) Prediction accuracy (%)
1 Multiple regression model 84.65 82.4
2 Genetic algorithm 82.3 81.3
3 Particle swarm optimization algorithm 85.6 84.8
4 Firefly optimizes BP neural network algorithm 96.5 97.4
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Table 4: Performance comparison of three methods.

Performance BP LM GDX
Convergence speed Fast Medium Slow
Model structure Simple Medium Medium
Anti-noise strength Strong Medium Medium
Data requirements Medium High High
Prediction accuracy High Low Low
Application range Wide Medium Medium
Development prospect Big Medium Medium

First time second time third time fourth time fifth time average

multiple regression
genetic algorithm

particle swarm optimization algorithm
firefly optimization algorithm

78.00

80.00
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98.00

100.00

%

Figure 10: Comparison of prediction accuracy of different models.
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4.4. Comparison of Optimization Algorithms. Comparison
diagram combined with the firefly algorithm and neural
network BP algorithm for optimization and improvement is
as shown in Figure 11.

5. Conclusion

Reasonable physical training in schools can improve stu-
dents’ physical quality on the one hand and get higher
physical performance on the other hand. In order to improve
students’ overall academic performance, teachers make
different physical training plans according to different
physical indicators of each student, so as to make students’
predicted physical performance reach the best. Combined
with the deep learning method, this paper constructs an
optimization model that can make the predicted value of
sports achievements achieve high precision and low error, as
follows:

(1) -e BP algorithm, LM algorithm, and GDX algo-
rithm are compared with the difference of prediction
error and convergence time. It is obvious that the
error value of the BP neural network algorithm is
obviously lower than that of the other two algo-
rithms, and the convergence time is also higher than
the other two algorithms.

(2) According to the three algorithms, the difference
between the actual value and the predicted value of
sports achievements is compared, and it is obvious
that the actual value and the predicted value of sports
achievements predicted by the other two algorithms
are quite different.

(3) According to the simulation experiment, different
sports items are selected to test the universality of the
model. -e fitting accuracy and prediction accuracy
of the firefly optimized BP algorithm are obviously
more than 5% higher than those of the three models.

(4) By comparing the performance of three algorithms
under deep learning, it can be concluded that the BP
neural network model is more practical.

(5) Select five different samples, mathematical model,
neural network algorithm, optimization algorithm,
and other four different models to test and compare
the prediction accuracy. -e error under the
mathematical model is the largest, and the firefly
algorithm based on the neural network algorithm is
the best.
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Traditional residential lighting systems have the problem of high energy consumption. Based on arti�cial neural network (ANN),
combined with particle swarm optimization algorithm, and genetic algorithm to optimize the initial weights and thresholds, an
improved ANN prediction model for residential energy-saving lighting is proposed, and an actual residential lighting project is
taken as an example to verify it. �e results show that the proposed method can quickly predict the number of residential lighting
lamps under the premise of meeting the standard illumination of residential lighting. �e prediction accuracy can reach 98.45%,
which has the characteristics of high prediction accuracy and small error. Compared with the ANNmodel and ANFIS model, the
average relative error of the proposed prediction model is reduced by 2.29% and 0.87%, respectively, which has certain ef-
fectiveness and superiority. It provides a new idea for residential energy-saving lighting.

1. Introduction

In line with the concept of scienti�c and sustainable de-
velopment, people’s awareness of energy conservation and
environmental protection has gradually been raised, which is
manifested in water conservation, energy conservation, and
emission reduction. Moreover, residential buildings are the
essential material form of human beings, and their energy
conservation and environment protection can save social
resources to a large extent, which has important signi�cance
for the environment protection and pollution abatement.
Energy-saving and environmental protection of residential
buildings can be realized in various ways. For example,
N. �ejo Kalyani et al studied di�erent organic materials
synthesized by organic light-emitting diodes. A new organic
light-emitting diode (OLED) is prepared, and energy-saving
lighting is realized [1]. Sadeghian Omid et al analyzed the
potential of di�erent energy-saving schemes and their en-
vironmental impact, discussed the use of renewable energy
and energy-saving lamps and other direct energy-saving
schemes, and realized the energy-saving and emission

reduction by using alternating energy storage system control
strategies and technologies [2]. Under di�erent climate
conditions, Maučec Damjan et al. carried out sensitivity
analysis on di�erent input parameters where global sensi-
tivity analysis technology based on elementary e�ect is
adopted. �e main design parameters a�ecting energy
saving are determined, and the energy saving of timber
structure building is realized by adjusting these parameters
[3]. Grobe Oliver Lars innovated the windowing irregular
re¦ection and transmission, and thus, the solar radiation is
redirected, selectively admitted, or blocked. Also, the
modeling technology of optical complex fenestration is
proposed. Finally, the design of energy-saving green
buildings is realized [4]. In the environment of the oil crisis
and global warming caused by emissions of greenhouse
gases, Vasiliu A et al. took Romania residence as the research
object and adopted a cross-dialectical analysis method to
analyze passive energy-saving buildings, such as low energy
consumption, green house, and net zero-energy buildings.
�us, they thought that residential building designed
according to Nzeb standard can meet the low energy
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consumption residential minimum requirements [5]. Rijal
Hom B et al collected 19,081 pieces of thermal comfort data
from 94 households in 69 apartments in Japan, connected
indoor comfort temperature with outdoor temperature,
quantified changes in the thermal environmental comfort
temperature of Japanese residential buildings with seasons,
and established a domestic adaptability model of Japanese
high-insulation residential buildings. Adaptive thermal
comfort energy-saving building is designed [6]. Based on
data mining techniques, Himmetoğlu Salih et al. proposed a
multifactor PSACONN analysis framework to study the
influence of climate and building enclosure structure on
building heat (heat and cold) energy consumption at the
design stage. It is found that the estimation accuracy of this
framework reaches 99% and 98%, respectively, which can
effectively find the envelope combination that provides the
minimum energy consumption for different climate regions
and realize the residential energy saving [7]. Wu Weidong
et al. reconstructed the reference building envelope and
renewable energy system with zero-energy consumption,
constructed the control function, and optimized the solution
to obtain the optimal reconstruction scheme, which provides
guidance for the reconstruction of zero-energy residential
buildings [8]. Among them, under the premise of ensuring
the standard lighting intensity, using limited resources to
create a good lighting environment and realize energy saving
is the most common way at present. However, as the
characteristics of three-dimensional spatial distribution and
dynamic time change of residential lighting, there are many
nonlinear relationship problems in residential lighting,
which is a great challenge to the design of residential energy-
saving lighting.

2. Basic Methods

2.1. ANN Networks. ANN network is a complex network
system that simulates human brain behavior and consists of
a large number of neurons. It has intelligent processing
functions such as learning and computing. -ere are many
ANN network models, including the Hopfield model and BP
model. For the convenience of explanation, the BP network
model is used to illustrate where the input and output of BP
network model can be expressed by activation function or
transfer function, and neurons at each layer have a certain
threshold and internal state [9]. In the BP model, there are
three layers: input layer, hidden layer, and output layer.
Furthermore, each layer of neurons only receives the neu-
rons’ output of the previous layer, and output information is
generated through the weight of each layer and changes of
each neuron, which are shown in Figure 1.

As can be seen from the figure, input Xj and output Oj of
the neuron at layer j can be expressed as

Xj � 􏽘
i

Wji • Oi,

Oj � F Xj􏼐 􏼑,

(1)

whereWji is the weight of layer j and layer i; f is the activation
function, usually an S-type function.

f(x) �
1

1 + exp[−β(x − θ)
, (2)

where β is the slope of the activation function; θ is the
neuron threshold.

For k samples, BP network training output error is

εk � tk − Ok, (3)

where tk and Ok are the target output and real output of k.
-e total error function is

E �
1
2

􏽘
k

tk − Ok( 􏼁
2
. (4)

In the whole BP network training, the adjustment rule of
weight is as follows [10]:

ΔWkj � −η•
zE

zWkj

, (5)

where η is the learning rate. By substituting the above
formula into (4), the adjustment rules of weight can be
obtained.

ΔWkj(n + 1) � η•δk•Oj, (6)

ΔWji(n + 1) � η•δj•Oi. (7)

Node δj of hidden layer and node δk of output layer can
be expressed as

δj � Oj 1 − Oj􏼐 􏼑• 􏽘
k

Wkj•δk,

δk � tk − Ok( 􏼁• 1 − Ok( 􏼁.

(8)

In practical application, the momentum factor is
usually introduced to adjust weight, so (6) and (7) can be
rewritten as

ΔWkj(n + 1) � η•δk•Oj + α•Wkj(n),

ΔWji(n + 1) � η•δj•Oi + α•Wji(n),
(9)

where a is the momentum factor, and its value range is
(0,1).

01

02

03

ith layer jth layer kth layer

Figure 1: Schematic diagram of BP network model.
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-e threshold values of the hidden layer and output layer
can be used as the expansion of neuron input of this layer,
and its adjustment rules can be expressed as

Δθj(n + 1) � −η•δj + α•Δθj(n),

Δθi(n) � −η•δi + α•Δθi(n).
(10)

BP network has powerful computing capacity and can
process more data quickly, but it also has certain limitations.
For initial weight and threshold assignment, the different
assignment has a certain influence on the performance of the
network. In order to avoid this problem, this paper combines
the highly complementary searching ability to conduct
search optimization on the optimal assignment of initial
weights and thresholds, so as to improve the prediction
accuracy of the ANN network [11].

2.2. Improvement of ANN Algorithm. -e specific operation
process of adopting PSO and GA to optimize the initial
weights and thresholds of the ANN network is as follows:

(1) Combine initial weights and thresholds of the ANN
network according to the binary real-number coding
method. -e parameters to be optimized in each
coding group represent genes, and each coding
group is an individual. In reverse solution, binary
numbers can be converted into decimal numbers
through (11) [12].

F ai1, ai2, n, ail( 􏼁 � Ri +
Ti − Ri

2l − 1
􏽘

i

j�1
aij2

j− 1
, (11)

where ai1, ai2, n, ail is the i section with l length, and
ai1 � 0 or ai1 � 1. Ti and Ri are the endpoints of the
definition domain i.
-e population containing S individuals is denoted
as M, and the genome of individual u is Mu, which
are denoted as

M � M1, M2, . . . Ms( 􏼁,

Mu � Mu1, Mu2, . . . Muσ( 􏼁,
(12)

where σ is the total number of weights and
thresholds.

(2) -e purpose of ANN network training is to make the
predicted value y approximate the real value b, so the
fitness function can be determined as [13]

F � 􏽘
0

y0 − b0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌. (13)

(3) Calculate individual fitness values and population
fitness values of PSO and GA initial populations,
respectively, and select the optimal value as the
optimal value group to form the initial parent
population.
Where the update formulas for the position and
speed of PSO are

vi,j(t + 1) � ρvi,j(t) + c1r1 pbesti − xi,j(t)􏽨 􏽩

+ c2r2 gbest − xi,j(t)􏽨 􏽩,

xi(t + 1) � xi(t) + vi(t + 1),

(14)

where ρ represents inertia weight; c1 and c2 are
particle accelerations; r1 and r2 are random vectors;
pbesti represents the local optimal value of the current
particle; gbest represents the global optimal value.

(4) For the initial parent population, the PSO algorithm
and GA algorithm are adopted to update the pop-
ulation, respectively, which means that the PSO
algorithm updates the population by updating in-
dividual speed and position space [14]. GA algorithm
realizes population renewal through selection, mu-
tation, and crossover operation [15].

(5) When the PSO algorithm and GA algorithm meet
the termination conditions, the best individual is
selected and input it into the ANN network for
training;

(6) Calculate the network error, and stop the iteration
when the termination condition is met.

-e process can be illustrated in Figure 2.

2.3. Prediction Model Construction of Residential Energy-
Saving Lighting Based on Improved ANN. According to the
residential energy-saving lighting requirements, the specific
design of the PSO algorithm and GA algorithm optimizing
and improving the ANN network model is as follows.

2.3.1. Network Layers. -e theory proves that a three-layer
neural network structure can achieve any nonlinear map-
ping [16]. -erefore, this paper sets the residential energy-
saving lighting prediction ANN network as a three-layer
network model that includes an input layer, hidden layer,
and output layer.

2.3.2. Neurons of Input Layer. -e function of the input
layer is to receive the input model data and transmit it to the
hidden layer. According to the residential energy-saving
lighting requirements, it can be seen that the efficiency of
lamps, luminous flux of light source, average reflectance
ratio of wall surfaces, the installation height of lamps,
working area, maintenance coefficient of lamps, effective
floor reflectance, and effective ceiling reflectance have a
significant impact on residential energy-saving lighting
[17–21]. -erefore, the above 8 types of data are selected as
input data, and the number of neurons in the input layer is 8.

2.3.3. Neurons of Output Layer. -e prediction of residential
energy-saving lighting is mainly to determine the number of
lamps and illumination value, so the number of neurons in
the output layer can be determined as 2.
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2.3.4. Neurons of Hidden Layer. For a three-layer ANN
network, the number of neurons X in the hidden layer is
generally determined by the following equation [21]:

x �
�����
m + n

√
+ a, (15)

where m and n are the number of nodes in the input layer
and output layer, respectively; a is a constant between 0 and
10. Combined with PSO and GA algorithm to optimize
ANN parameters, the number of neurons in the hidden layer
is 15.
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Based on the above analysis, the structure of the im-
proved ANN network is shown in Figure 3.

-erefore, according to the actual situation of residential
lighting, the realization process of residential energy-saving
lighting prediction is shown in Figure 4. Firstly, the model
sample data are determined, and the samples after pre-
processing are divided into the training set, testing set, and
cross-validation set according to a certain proportion.
Moreover, the initial weights and thresholds of the network
are optimized. -us, the network structure and related
model parameters are determined, and the optimal ANN
networkmodel is obtained. Finally, the number of lamps and
illumination of residential energy-saving lighting are pre-
dicted through the optimal ANN network model.

3. Simulation Experiment

3.1. Experimental Environment. In this experiment, the
improved PSO prediction model is constructed on MAT-
LAB2014 software. -e operating system is Windows7, and
the CPU is Intel(R) Core(TM) i7-7770hq 2.8GHz. More-
over, the memory is 8G.

3.2. Data Sources and Preprocessing. Data in this experiment
are the lighting-related data of dozens of residential
buildings of different sizes from May to December 2020 in
Xi’an, Shaanxi, including 100 sets of data, such as indoor
area, isometric efficiency, and the number of lamps [22, 23].

Considering that the dimensions of sample data are dif-
ferent and the span of data is large, it is easy to cause difficulties
in subsequent model analysis. To solve this problem, deviation
standardization is adopted to normalize sample data in the
experiment, as shown in the following equation [24]:

A �
(A0 − Amin)

(Amax − Amin)
, (16)

where A is the data whose value range is [0,1]; A0 is the
original data value; Amax and Amin are the maximum and
minimum values of A0.

-ere are 70 groups of samples randomly selected from
the experimental samples as the training set, 15 groups of
samples as the testing set, and 15 groups of sample data as
the cross-validation set.

3.3. Evaluation Indicators. In the experiment, average rel-
ative error (MAPE) is selected as the indicator to evaluate
model performance, and its calculation method is as follows
[25]:

MAPE �
1
n

􏽘

n

i�1

actual(t) − forecast(t)

actual(t)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
∗ 100%. (17)

3.4. Experimental Results

3.4.1. Model Verification. To verify the effectiveness of the
proposed model, the predicted results of the model on the
number of lights and illuminance are tested experimentally
and compared with the actual values, which are shown in
Figure 5 where the predicted value curve of the proposed
model for the number of lights and illumination has a good
fitting effect with the actual value curve, which almost co-
incides with each other, indicating that the proposed model
has a good prediction accuracy.

Figure 6 shows the error convergence curves on the
training set, testing set, and cross-validation sample set
before and after the ANN model is improved. It can be seen
that when it is iterated for 9 times before improvement, the
mean square error of the ANN model is 44.45. When it is
iterated for 14 times after improvement, the mean square
error is 5.89. -erefore, PSO and GA algorithms can im-
prove the convergence speed of the ANN model.

Figure 7 shows the linear regression diagram of the
proposed model before and after improvement. As can be
seen that the fitting accuracy of training samples and cross-
validation samples before model improvement is R� 0.9768,
the fitting accuracy of validation samples is R� 0.9538, and
the overall fitting accuracy is R� 0.9845. After model
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Neural network
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process

Figure 4: Prediction process of residential energy-saving lighting based on improved ANN.
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improvement, the fitting accuracy of training samples, cross-
validation samples, validation samples, and overall fitting
samples is R� 0.99999. -erefore, after optimizing the ANN
network by PSO and GA algorithms, the prediction accuracy
of the model can be improved, and the proposed model has a
high prediction accuracy of residential energy-saving lighting.

In conclusion, the improved ANN model has a high
prediction accuracy for residential energy-saving lighting,
which reaches 98.45%. In addition, the convergence speed of
the model is fast. It can predict and calculate the number of
lamps and illuminance degree of residences under the design
requirements of the residential energy-saving lighting pre-
diction model.

3.4.2. Model Comparison. To further verify the validity of
the proposed model, the experiment compares the predic-
tion effect of the proposed model with the common pre-
diction model ANN and fuzzy neural network model
(ANFIS) on the experimental data set, and the results are

shown in Table 1 where the ANFIS network structure and
initial parameters are determined by the fuzzy C-means
clustering algorithm. After debugging, the initial number of
clusters is set to 2; the target error is set to 0.1; the classi-
fication matrix index is set to 10; and the maximum number
of iterations is set to 100. At this time, ANFIS has good
prediction accuracy. Compared with ANN and ANFIS
models, the prediction error of the proposed model is 1.28%,
and the average relative error decreases to varying degrees,
which means that the proposed model has better perfor-
mance and is more suitable for solving the residential en-
ergy-saving lighting problem.

3.4.3. Example Verification. To verify the prediction effect of
the proposed model in the actual residential energy-saving
lighting, a senior residence is taken as the research object for
verification. Compared with the prediction results of the
ANN network and fuzzy neural network before improve-
ment, the results are shown in Table 2. Here, the predicted
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Figure 7: Linear regression diagram of models. (a) PSO network. (b) Improved PSO network.

Table 1: Comparison of average relative errors of models.

Indicator Improved ANN (%) ANN (%) ANFIS (%)
MAPE 1.28 3.57 2.15

Table 2: Comparison of prediction results of different models.

Model Number of lamps/lamp Illumination/lm Standard illumination/lm
Neural network calculation method 76 912 750
Fuzzy neural network calculation method 71 795 750
BP network calculation method optimized by PSO-GA 69 765 750

Table 3: Comparison of illumination index values of different models.

Category Average
illumination (lx)

Minimum
illumination (lx)

Maximum
illumination (lx)

Minimum illumination/
average illumination

Minimum illumination/
maximum
illumination

ANN 912 729 1101 0.81 0.66
ANFIS 795 680 930 0.86 0.73
Improve
ANN 765 704 832 0.92 0.85

Table 4: Comparison of GR values of different models.

Category GR observation point 1 GR observation point 2 GR observation point 3 GR observation point 4 GR observation
point 5

ANN 34 32 34 35 35
ANFIS 31 32 30 32 30
Improve ANN 30 28 30 29 30
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results of the proposed model, ANN network model, and
fuzzy neural network model all meet the standard value of
illumination requirements of relevant national specifica-
tions. On this basis, the use of lamps in the proposed model
is the least (69 lamps), and the value of illumination is closer
to the standard value. -erefore, compared with the ANN
model and fuzzy neural network model, the proposed model
meets the requirements of residential energy-saving lighting
and has certain effectiveness and superiority.

3.4.4. Simulation Results of DIALux Modeling. To verify the
generalization ability of the proposed model, DIALux
lighting software is used for modeling and simulation.
DIALux lighting software can provide a variety of param-
eters for calculation according to the actual residential
building requirements and can be compared and analyzed
according to the input set value. DIALux lighting software is
used to simulate the residential illumination values, and the
results are shown in Table 3. Compared with the ANNmodel
and ANFIS model, the average illuminance value of the
proposed model is the smallest and closest to the standard
illuminance (750lx), which is 765lx. Furthermore, the illu-
minance uniformity is the largest, which is 0.85. So it in-
dicates that the proposed model can provide a better lighting
environment with more uniform illumination and energy
saving under the premise of ensuring lighting requirements.

Table 4 shows the comparison of GR values of glare index
of different models at 5 observation points. As can be seen
from the table, the GR values of the five observation points of
the ANN model are all over 30, and there are three ob-
servation points that GR values of the ANFIS model are all
over 30. -e GR values of the five observation points of the
proposed model are all within 30 (including 30), which
meets the maximum glare index (30) stipulated by the state.
-erefore, the proposed model meets the requirements of
the national specification.

4. Conclusion

To sum up, the PSO and GA algorithms can optimize the
initial weights and thresholds of the ANN network, and
then, the proposed residential energy-saving lighting pre-
diction model based on machine vision can improve the
model convergence speed and prediction accuracy. -e
prediction accuracy can reach 99.999%. Compared with the
ANN model and ANFIS model, the prediction average
relative error of the proposed model is reduced by 2.29% and
0.87%, respectively. Under the premise of meeting the
standard illumination of residential energy-saving lighting,
the proposed model can use fewer lamps, and it can get
closer to the standard illumination value, which has certain
effectiveness and superiority.-e innovation of this research
is to apply artificial intelligence algorithm to energy-saving
lighting, which provides a new way and way for scientific
optimization of lighting. However, due to the influence of
external factors, there are still certain limitations, which are
mainly the number of data samples. To meet the require-
ments, the next step is to expand the collection range of

sample data to improve the accuracy of model training and
the generalization ability of the model.
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Embedded machine vision algorithm development platform is of great significance. Based on the elaboration of visual com-
munication design, this paper further details the design of fractal visual art graphics based on computer-aided algorithms to design
edge detection schemes, where edges represent sudden changes in the signal and are able to characterize the rich information of an
image. In response to the problems of poor robustness and difficult parameter selection of the currently widely used edge detection
algorithms, the platform encapsulates joint edge detection graphic components in a higher-order processing library to achieve the
requirements of high-precision detection and to realise enhanced edge detection effects. Finally, the experimental analysis shows
that the proposed algorithm has a more accurate detection effect and can meet the user’s high-precision detection requirements.

1. Introduction

As the times have developed, Internet information tech-
nology has also developed rapidly and has become popular
in many areas of society, especially in the application of
mathematical and web design [1]. With the rapid devel-
opment of society, people’s needs are constantly growing,
and in the specific visual communication design, the indi-
vidual needs of web users need to be taken into account, as
well as the rationality of web design and other requirements
[2]. For this reason, visual communication design in the
Internet era often requires consideration of a wider range of
requirements *e so-called visual communication design
mainly refers to the implementation of information-based
communication design based on the combination of art and
communication, while the use of visual symbols for auxiliary
expression is also very important and has a strong appli-
cation type [3]. At the beginning of visual communication
design, a variety of forms of expression exist, which, in
summary, include four main forms: painting, sculpture,
architecture and design [4]. As the development of visual
communication design is inevitably linked to many media, it
has been influenced to a certain extent by the rapid

development of the Internet, which has also given rise to a
variety of new forms [5]. For this reason, in the specific
visual communication design, the visual intention needs to
be fully considered, including its own intention as well as the
client’s intention [6]. Only in this way can designers be
comprehensive in their visual communication design and
thus help to ensure that the visual communication design
meets the individual needs of web users.

*ere are two main types of machine vision systems
available, one relying on general purpose computers for
processing and computing, and the other based on em-
bedded architectures [7]. Commonly used machine vision
systems generally carry out data processing via general-
purpose computers, but with the increase in the number of
inspection objects and the demand for real-time inspection,
machine vision systems based on embedded architectures
help to reduce the burden on data transmission and com-
puter resources, enabling real-time monitoring, multipoint
detection, distributed computing, and highly modular
multitasking [8], and are increasingly being used in
manufacturing industries.

Existing algorithm development platforms are often
incompatible with system versatility and ease of use [9].
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Some platforms use sequential function diagrams and ladder
diagrams in order to meet generality, which still require a
certain level of programming literacy on the part of the
developer, and the design process is more complex and the
interaction is more cumbersome, not intuitive or easy to use.
*e algorithm development platforms that can meet the ease
of use are often industry-specific platforms, which cannot be
downloaded across platforms and have to be redesigned by
software developers for functional iterations, and generally
suffer from poor generality and low reuse rate [10]. As users’
needs are polymorphic and algorithms are designed for
thousands of people, the value of personalised services and
customised solutions is increasingly evident in the
manufacturing industry, with more and more customised
solutions being used to replace standardised products in the
field of machine vision. Existing platforms can no longer meet
the requirements of a wide range of applications for em-
bedded systems [11]. *e ideal vision algorithm development
platform should reduce the difficulty and complexity of
machine vision system development for developers, enable
easy iteration and updating of system functions, and meet the
diverse functional requirements of different situations [12].

*erefore, the research of an algorithm development
platform for embedded machine vision is of great signifi-
cance. Users can perform interactive programming in a
graphical development environment, complete the rapid
development of vision systems, and download them to the
embedded devices with a single click, with low error rate,
high versatility, and high reliability, which has become the
future development trend of embedded machine vision
systems [13]. In this study, a machine learning-like algo-
rithm was used to develop a high-precision tool recognition
system to meet the requirements of high-precision detection
and achieve enhanced edge detection. Aiming at the
problems of poor robustness and difficult parameter se-
lection of the currently widely used edge detection algo-
rithms, this research designs an edge detection scheme,
combined with edge detection graphics components and
encapsulated in a high-level processing library to meet the
requirements of high-precision detection.

2. Joint Edge Detection Graphic Element

*e joint edge detection graphical element not only solves
the problem of poor algorithm robustness by using a
composite wrapper model and an adaptive algorithm, but
also solves the problem of difficult selection of edge de-
tection threshold parameters by using an automatic pa-
rameter finding algorithm, making it very adaptable to
images that change due to irresistible factors [14].

*e graphical component combines the common Rob-
erts, Sobel, and Prewitt edge detection operators in a
composite package, and uses the Canny algorithm to per-
form non-maximum suppression and double thresholding
on the gradient images obtained under the different oper-
ators to output more accurate single-edge results [15]. First,
the target image is segmented by N equal parts (default is
four equal parts) based on the adaptive algorithm, and the
segmented subimages are processed separately. *en, the

gradient image is obtained for each subimage under different
operators, and the upper and lower threshold combinations
corresponding to the Canny algorithm are automatically
found based on the gradient image, respectively [16]. Finally,
more accurate single-edge information is obtained based on
the Canny algorithm, and the optimal edge of each subimage
is selected by an objective evaluation method and combined
to obtain the complete output edge as shown in figure 1 [17].

2.1. Automatic Parameter Optimization. *e aim of the
automatic parameter finding algorithm is to solve the
problem of difficult parameter selection during the actual
development of the algorithm and to improve the dynamic
adaptability of the algorithm. Although not all graphical
elements are suitable for automatic parameter selection, and
human debugging of some image algorithms is still irre-
placeable, the parameter auto-optimisation algorithm en-
capsulated by the joint edge detection graphical element is a
good solution to the problem of difficult threshold selection
in Canny edge detection.

*e parameter optimization algorithm of the joint edge
detection graphic element introduces the image entropy
[18], which can characterize the aggregation property of the
image grey-scale distribution, and proposes the method of
maximum entropy ratio of class groups to achieve the au-
tomatic threshold optimization of the Canny algorithm.
According to the maximum entropy theory, it is known that
the greater the variation of the grayscale value of a class
group, the greater the entropy, so the optimal segmentation
threshold is found by calculating the maximum value of the
entropy ratio between intraclass and interclass.

Let the number of image pixels be N, the range of gray
levels be [0, L− 1], and the number of pixels corresponding
to gray level i be ni, with probability.

pi �
ni

N
, (i � 0, 1, 2, . . . , L − 1). (1)

In the gray level range, k is set as the most segmentation
threshold, and the threshold k is used to classify the nonedge
C0 and the edge C1 into two categories, C0 in the range [0, k]
and C1 in the range [k, L− 1]. *en, the image entropy of
nonedge C0 and edge C1 is expressed as

H0 � − 􏽘
k

i�0
P
log Pi

ρ0
;

H1 � − 􏽘
L−1

i�k+1
P
log Pi

ρ1
,

(2)

where the probabilities ρ0 and ρ1 of nonedge C0 and edge C1
are

ρ0 � 􏽘
k

i�0
Pi,

ρ1 � 􏽘
L−1

i�k+1
Pi.

(3)
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*e total mean image entropy H is

H � − 􏽘
L−1

i�0
Pilog Pi. (4)

*e expression for the entropy ratio Δη of the nonedge
class to the edge class is

Δη �
η22(k)

η21(k)
, (5)

where the interclass entropy variance η22(k) is defined as

η22(k) � ρ0 H0 − H( 􏼁
2

+ ρ1 H1 − H( 􏼁
2
. (6)

*e intraclass entropy variance η21(k) is defined as

η21(k) � ρ0 􏽘

k

i�0
i − H0( 􏼁

2
+ ρ0 􏽘

L−1

i�k+1
i − H1( 􏼁

2
. (7)

When k is the optimal partitioning threshold such that
the interclass entropy is maximized while the intraclass
entropy is minimized, the derivative of k in (7) is therefore

zΔ η(k)

zk
� 0. (8)

*e k value solved according to (8) is used as the upper
threshold TH1 in Canny’s algorithm, while the lower
threshold is chosen based on the empirical coefficient of
proportionality, i.e., TH2� αTH1, and the final α value was
chosen as 0.4 after several experiments.

2.2. Edge EvaluationModel. *e selection of the best edge in
the joint edge detection graphical component relies on a
reference-free evaluation method, i.e., there is no baseline
reference edge information, and an evaluation model is built

to objectively score the edge result image and select the
highest score as the final output. *e edge detection eval-
uation model is based on the connected component analysis
method [19], where the ratio of the 4- to 8-connected
component scores reflects the degree of edge line connec-
tivity, and the influence of the degree of edge line con-
nectivity on edge detection is reflected in the error and miss
detection.

In order to score the edge result image specifically, the
quantitative model fitting of the principle of connected
components is used as an evaluation model to complete the
selection of the edge algorithm in this paper. An edge map is
a binary image with pixel values consisting of only 0 and 1.
For the total number of edges A, 4-connected components B,
and 8-connected components C in the edge map, mathe-
matical induction shows that the magnitude of the values of
C/A and C/B is linearly and positively correlated with the
effect of the extracted edges.

Let the edge score be G, the edge evaluation index be
M�B/C, N�A/C, and the weight coefficients be α and β,
respectively; then, the linear model of the edge score G with
M and N can be expressed as

G � α × M + β × N. (9)

For each set of edge results, the ratio of 4- to 8-con-
nectedness scoreM and the ratio of total number of edges to

Start

Grayscale

Median filtering

Maximum contour 
calculation

A

A

Normalized size

Convert to HSV space

Color tracking

End

Figure 2: Image preprocessing and feature extraction.
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precision
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Edge 
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Figure 1: Flowchart of edge detection algorithm.
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8-connectedness score N were calculated, and a subjective
score was assigned to each of the 100 edge results and fitted
to the model. *e final ratio of α to β is approximately
(4.8e2)e2):1. *e evaluation model formula in equation (10)
shows that the ratio of 4- to 8-linked scores M is the main
variable for the edge score G, with a correlation coefficient r
of 0.98.

G � 4.8M + e
−2

N. (10)

3. Enhanced Effect Validation

After obtaining a dataset with a sufficient number of sam-
ples, the image needs to be preprocessed first; the purpose of
which is to improve the image quality and exclude the re-
dundant images other than the tool, to segment the tool from
the complex background; the program flowchart is shown in
Figure 2.

In order to remove the redundant parts other than the
backpack part, the backpack region is first segmented from
the background using binarization. *en, the backpack
location is further determined based on the maximum
contour extraction method, and the image is cropped
according to the location coordinates to achieve the back-
pack region extraction. In the next step, the image is scaled to
a uniform size of 128×128 by dragging and dropping the
image crop graphic component, taking into account the

uniform size of the training samples of the machine learning
model. Finally, the tool is separated from the backpack using
a colour tracking method. *e image is first converted to the
HSV colour space, which is more suitable for tracking a
given colour as HSV is an intuitive colour model that de-
scribes the image by hue H, saturation S, and luminance
V. In the X-ray image, the tool colours are distributed in the
range (70, 43, 46) to (130, 255, 255), and the tool seg-
mentation is achieved using the threshold settings in the
colour tracking graphic element.

To verify whether the above joint edge detection graphic
element provides enhanced edge detection, two experiments
were selected for analysis and testing. *e house image
shown in Figure 3 was selected for the edge detection ex-
periment. Figure 3 shows the results of the Robert’s operator,
Prewitt operator and Sobel operator edge detection com-
bined with the Otsu threshold selectionmethod compared to
the edge detection algorithm encapsulated by the graphical
element, respectively. It can be seen visually that the
composite edge detection elements of the platform can ef-
fectively suppress spurious edges and obtain better conti-
nuity of edge results.

Experiment 2 selected Figure 3 for contrast edge de-
tection, and the experimental comparison results are shown
in Figure 4. Since the pixel values of an edge image consist of
only 0 and 1, the edge detection algorithm to be evaluated
can be considered as a binary classifier, and the result of its
classification is also the result of edge detection. In order to

Figure 3: Comparison of edge detection results of Experiment 1.
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better characterize the edge detection performance of the
detection algorithm, a receiver operating characteristic
(ROC) curve was introduced for algorithm performance

evaluation, which was used to illustrate the relationship
between the correct and incorrect edge detection rates
[20–22].

*e measure of correct edge detection results is the edge
information reference map, which represents an ‘ideal’ edge
detection effect and often requires constant debugging and
subjective judgement by the human visual system. *e
reference map for Experiment 2 is shown in Figure 5 and the
total number of benchmark edges is calculated to be 2066
[23–25].

A comparison of the performance of the four algorithms
based on the ROC curve is shown in Table 1, where the area
enclosed by the axes under the ROC curve is defined as the
metric AUC for the mathematical morphological gradient
method, and the closer the value is to 1, the more realistic the
detection algorithm is. As can be seen, although the edge

Eosin DAB

HematoxylinOriginal image

Figure 4: Comparison of the edge detection results of Experiment 2.
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Figure 5: ROC plot of edge detection algorithm.

Table 1: Algorithm performance comparison table.

Evaluating indicator Roberts Prewitt SobEL Primitive
algorithm

AUC 0.707 0.712 0.762 0.854
Running time/s 0.995 0.874 1.23 1.854
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detection algorithm in this paper sacrifices runtime to a
certain extent, the detected edges are more accurate than the
single operator Canny edge detection combined with the
Otsu threshold selection method.

4. Conclusions

In summary, in the network era, visual communication
design is not only very rich in content but also has very
significant features, specifically navigation design content,
page and graphic design, features specifically freedom, and
interactivity and timeliness. Traditional recognition
methods generally achieve the classification problem
through image feature description and detection, but due to
the high complexity of images in practical applications,
traditional methods are difficult to perform the detection
work. *is paper therefore builds on traditional vision al-
gorithms to develop a high-precision tool recognition sys-
tem using machine learning-like algorithms in an algorithm
development platform. In this way, in the rapidly developing
information technology network era, to better visual com-
munication design, designers need to continuously conduct
in-depth research in order to improve the level of visual
communication design.
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To rationally allocate teaching resources in English teaching, a teaching resource optimization and allocation management
method is proposed based on a convolutional neural network (CNN) and Arduino device. By constructing a 9-layer CNN
classi�cation and recognition model and the English education resource library of the Arduino device and applying them to the
recognition program design of the Arduino device, the rational optimization and allocation of teaching resources are realized.
Simulation results show that the recognition accuracy of the proposed method is over 90% for Arduino devices, and the
recognition accuracy is over 80% for real English teaching scenarios, whichmeans that the proposedmethod has a certain practical
application value. Moreover, the interaction mode between English learners and English teaching resources is innovated, which
contributes to the optimization and allocation of English teaching resources. �us a new idea is generated to integrate the English
teaching resources.

1. Related Work

With the globalization of economics, the communication
and connection between countries have been closer and
closer. As an international language, English is widely used
in the world and it has become one of the main languages for
communication between countries. In order to promote the
communication between countries, China has launched a
nationwide English education campaign. However, due to
regional di�erences, English education resources in China
are unevenly allocated. In recent years, online education has
solved the problem of uneven allocation of English teaching
resources to a certain extent. Ronkowitz Kenneth et al.
believed that online education is conducive to integrate the
online courses into higher education and balance the allo-
cation of educational resources, which plays a positive role in
promoting the education system [1]. SerranoSolano Beatriz
et al. took Galaxy as an e-learning platform and realized
accessible online education by providing a training material
library of high-quality community library [2]. On this basis,
data, tools, and other teaching resources are easy to obtain,

and learners’ teaching resources can be shared. Çoban
Atakan applied the Algodoo program to the teaching and
evaluation process of physics courses, thus application that
can arouse students’ attention to the course is designed,
which improves learners’ learning motivation and facilitates
the sharing of educational resources [3]. Zhang Rongbo and
Afrouz Rojan et al. constructed the construction paradigm of
the online education evaluation model by analyzing the
application of the current scienti�c paradigm. �e proposal
of a new education concept has promoted the development
of a new paradigm, and the paradigm constructs a series of
educational evaluation models frommacro, Miso, and micro
levels, which play a positive role in the research of various
aspects of related �elds [4, 5]. Ren T and Kim Jihyun et al.
improved the ease of use of online networks and further
optimized teaching resources with the aid of arti�cial in-
telligence (AI) technology [6, 7]. Arnab Kundu reviewed the
role of self-e©cacy in online education, and thus, an overall
framework for strengthening participants’ self-e©cacy is put
forward. At this time, online education becomes e�ective
and impressive. In addition, participants’ self-e©cacy is easy
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to be improved, and the rational allocation of teaching
resources is realized. 'e results show that online education
plays a positive role in the optimization and allocation
management of teaching resources [8]. However, the above
studies only focus on the preliminary allocation and man-
agement of educational resources and do not conduct an in-
depth discussion. To solve this problem, a teaching resource
optimization and allocation management method for En-
glish teaching is proposed based on the CNN and Arduino
device, so as to deeply study the optimization and allocation
of teaching resources.

2. Introduction to CNN

CNN is a classification and recognition algorithm proposed
based on biological vision, which is often used for the
classification and recognition of images, texts, audio signals,
and other fields. 'e basic results are shown in Figure 1 [9].

'e input layer is used to preprocess input data. 'e
convolution layer is responsible for learning and extracting
sample features of input data, and when invalid data sample
features are filtered, the mathematical description is shown
in formula (1). 'e pooling layer includes average pooling
and maximum pooling operations, as shown in formulas (2)
and (3), respectively, which are responsible for reducing the
amount of data to avoid overfitting problems of the model.
'e full connection layer is the output layer of the CNN,
which acts as a classifier and is used to output the final
classification calculation results. Its mathematical descrip-
tion is shown in (4).

y � f 􏽘 wijx + b􏼐 􏼑, (1)

Sj �
1
t

􏽘
i∈Rj,ri≤t

ai, (2)

y � f(β down(x) + b), (3)

y � f(wx + b). (4)

In formula (1), x and y are the input and output image
features; Wij stands for two-dimensional convolution kernel;
b represents the offset term; and f(•) is the activation function.

In formula (2), t represents the sequential threshold of
activation value. In addition, pooling domain Rj belongs to
the jth feature graph, and the index value i of activation value
is inRj.Ri and ai represent the sequence and activation value
of i, respectively. In formula (3), x and y represent pooled
input feature and output feature of the convolution layer,
respectively; β and b represent multiplicative and additive
bias terms, respectively; and down(•) stands for pooled
function. In formula (4), y represents the fully connected
output; f(•) represents activation function; x represents the
input of full connection layer; W stands for weight; and b
means offset term.

CNN usually adopts the cross entropy function as the
loss function, and its calculation formula is shown in the
following formula [10, 11]:

H(p, q) � − 􏽘
x

p(x)log q(x), (5)

where p and q are actual value and predicted value, re-
spectively. 'e higher the value, the better the model
performance.

CNN is characterized by parameter sharing and trans-
lation invariance and is mainly delinearized by activation
function [12, 13]. 'e activation functions mainly have the
following centralized forms [14, 15]:

sigmoid function : f(x) � sigmoid(x),

tanh function : f(x) � tanh(x),

ReLU function : f(x) � max(0, x).

(6)

Among them, the sigmoid function and tanh function
usually have the problem of “gradient dispersion” and are
more suitable for shallow networks. However, the ReLU
function almost completely transmits the gradient to each
layer of the network losslessly, so that the weight of each
layer of the network can be trained [16].'erefore, the ReLU
function is adopted as the activation function of the CNN
model. For image recognition tasks, the parameter sharing
and translational invariance of the CNN can effectively
reduce nonessential parameters of the network and retain
important parameters, so as to make the network achieve a
better learning effect.

3. Optimization and Allocation of English
Teaching Resources

3.1. Overall Design. Based on the above analysis, the method
of optimizing and allocating English teaching resource is
divided into two parts: the first is to use the CNN design
recognition program; the second is to collect and organize
existing English education resources to build an Arduino
device resource library. Figure 2 shows the processes.

3.2. Design of Arduino Recognition Program Based on CNN

3.2.1. Design of Recognition Program. 'e basic idea of the
design of the Arduino recognition program based on the
CNN is to collect the data set composed by images of
Arduino devices to train the CNN , so as to obtain an
optimal CNN recognition model whose output value is
closest to the actual value. 'en, the model is used to classify
and recognize the samples to be tested, and categories can be
output. 'e specific idea is shown in Figure 3.

According to the characteristics of Arduino devices,
there are two convolution layers and three full connection
layers set for the preliminary CNNmodel. Among them, the
last full connection layer adopts the Softmax function, as
shown in the following formula:

Si �
e

Zi

􏽐ce
Zc

, (7)

where Zi represents the output value of node i, and c

represents the number of output nodes. When the value
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overflows, the Softmax function can be optimized by sub-
tracting the maximum value D from the output value.

softmax zi( 􏼁 �
e

Zi− D

􏽐ce
Zc−D

,

D � max(z).

(8)

3.2.2. Optimization of Recognition Program. To explore a
more reasonable CNN structure and improve the classifi-
cation and recognition performance of the model, the CNN
model is adopted to optimize the network structure of the
mode. 'ere are one convolution layer and pooling layer
added, and one full connection layer reduced. 'e steps of
optimizing CNN construction are as follows:

(1) Convert input images to meet the requirements of
CNN input images. Assume that the initial threshold
of image gray value is T0, the part greater than T0 is
A1, and the part less than T0 is A2. Calculate the
normalized gray histogram ht and normalized cu-
mulative histogram H(t′) of A1 and A2, respectively,
as shown in the following formulas:

h(t) �
n(t)

M∗N
, (9)

H t′( 􏼁 � 􏽘
t′

t�0
h(t), (10)

where t and t′ are pixel gray level; n(t) is pixel point
with gray level t; M and N are the numbers of pixel
rows and columns, respectively. 'en, gray mean X1
and X2 of A1 and A2 can be expressed as follows:

X1 �
􏽐

T0
t�0 t•h(t)

H T0( 􏼁
,

X2 �
􏽐t�T0

t•h(t)

1 − H T0( 􏼁( 􏼁
.

(11)

Calculate and update the threshold as follows:

T1 �
1

X1 + X2
. (12)

(2) Set the depth of the convolution kernel of the three-
layer convolution layer to 64, 128, and 256. In ad-
dition, both height and width are set to 7, and the
move step is 1.

(3) Adopt maximum pooling and obtain the final
classification results by the Softmax regression
model.

As can be seen, the optimized CNN model is con-
structed. Inputting the data set into the constructed CNN
model for iterative training, the optimal classification rec-
ognition CNN model can be obtained.

During model training, the loss function is used to
describe the performance of the model. When the value of
the loss function is large, there is an obvious gap between the
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Figure 2: Optimization and allocation of English teaching resource
based on CNN.
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output value of the model and the actual value. At this time,
the back propagation algorithm should be used to adjust the
model parameters and continue training the model. When
the loss function value is small and the iteration termination
condition is met, it indicates that the model has reached the
best state. At this point, the model is the best classification
recognition model, and the model is saved and output.
Figure 4 shows the training process of the optimized CNN
model.

3.2.3. Construction of English Education Resource Library for
Arduino Devices. Arduino is easy to learn and can adapt
products to the environment by connecting different sensors
in different environments, so as to immerse learners in the
world of learning [17]. At present, Arduino learning re-
sources are abundant. To achieve targeted learning and
training for learners, English education video resources are
collected and sorted out from the Internet. 'us an English
education resource library for Arduino devices is built.
When CNN successfully identifies Arduino devices, the
Arduino recognition program automatically pushes links of
relevant English education resources in the resource library
to learners. Learners can click the links to open and view
corresponding English learning resources in the browser.

4. Simulation Experiment

4.1. Construction of Experimental Environment. 'is ex-
periment is carried out on the Windows7 operating system.
Tensorflow deep learning framework is used to construct the
CNN classification recognition model, and Python language
is used to design the model.

4.2. Data Sources and Preprocessing. In this experiment, 10
English education resource libraries of Arduino device
images collected on-site are selected as experimental data,
including Arduino UNO board, L298N drive board, Hall
sensor, active buzzer, rocker, serial wireless transparent
transmission module, PIR human body sensor, potential
device, and ultrasonic module and LCD [18, 19]. Each
device collects 500 images, and a total of 5000 images are
collected.

CNN is adopted to learn and extract data features, but
the number of images collected in this experiment is still
small. In order to expand sample data and improve the
applicability of the model, the experimental data set is
expanded. Firstly, more sample images are obtained by
searching similar images on the Internet, and then the
sample images are further expanded by converting image
angles and rotating images. 'rough the above-

image data conv 1 pooling 1 conv 2 pooling 2

conv 3pooling 3Full connection output 1

Full connection output 2 Adjust network parameters
by back propagation

Whether to end the training

Whether the scheduled
training times has been

reached

model

No

Yes

Yes

No

Figure 4: Training process of CNN model.
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mentioned processing, there are 8200 sample images
obtained.

4.3. Evaluation Indicators. Generally, there are accuracy,
precision, recall, and F1 values selected as evaluation indi-
cators, which are used to evaluate the performance of
classification models. In this experiment, only accuracy is
selected as an indicator to evaluate the classification per-
formance of the model. 'e calculation methods are as
follows [20]:

Accuracy �
(TP + TN)

(P + N)
. (13)

Here, TP and TN represent true positive and true
negative; P and N represent all positive and negative; and FP

and FN represent false positive and false negative.

4.4. Parameter Settings. CNN parameters include the
number of the network layer, iterations, batch size, and
learning rate, whose setting has a great influence on the
recognition accuracy of the CNNmodel [21, 22]. In order to
ensure the recognition accuracy of the model as far as
possible, the experiment determines the values of the above
parameters through debugging.

4.4.1. Number of Network Layers. 'e more network layers
of CNN, the more complex the model structure and the
more extracted feature information. However, too many
network layers will greatly increase the model training
time, resulting in overfitting problems [23]. 'e fewer
network layers, the simpler the model structure and the
shorter the model training time. However, too few net-
work layers will make the number of extracted features
limited, and the error function is prone to non-
convergence and falls into local optimization, resulting in
low accuracy of final model recognition [24, 25]. To
determine the number of network layers of the model,
there are 5,6,7,8, 9, and 10 layers set up for model
training, and the results are shown in Table 1. When the
CNN has 9 layers, the recognition accuracy is the highest.
When the number of network layers is less than or greater
than 9, the model cannot achieve the ideal effect.

'erefore, the network layer of the CNN model in this
experiment is set as 9 layers.

4.4.2. Number of Iterations. Table 2 shows the accuracy of
the model with different iterations. When the number of
iterations is 6000, the accuracy of the model is the highest,
reaching 86.32%. 'e accuracy of the model greater than or
less than 6000 times decreases. 'us when the number of
iterations increases, the recognition accuracy of the model
firstly increases to a critical value and then decreases, and the
critical value in this experiment is 6000. 'erefore, the it-
erations of the CNN model in this experiment is set to 6000.

4.4.3. Batch Size. Table 3 shows the recognition accuracy of
the model with different batch sizes. With the increase of
batch size, the recognition accuracy of the model increases
gradually, and the increased range of model accuracy in-
creases first and then decreases. When batch size reaches
100, the accuracy of the model does not increase significantly
and tends to be stable. 'erefore, the batch size of the CNN
model is set to 100 in this experiment.

4.4.4. Learning Rate. If the learning rate is too high, the
model will not be converged. However, if the learning rate is
too low, the optimization speed will be reduced. 'e ac-
curacy of the observation model with different learning rates
is set, and the results are shown in Table 4. Here, when the
learning rate is 0.01, the accuracy of the CNN model is the
highest, which is 72.36%. When the learning rate is less than
or greater than 0.01, the accuracy reduces greatly. 'erefore,
the learning rate of the CNN model is set as 0.01 in this
experiment.

'rough the above experiments, the parameters of the
optimized CNN model are finally set as follows: 9-layer
network structure, 6000 iterations, batch size of 100, and
learning rate of 0.01.

Table 1: Accuracy of model with different network layers.

Number of network layers 5 6 7 8 9 10
Accuracy (%) 45.37 48.64 40.62 56.22 91.3 Overfitting

Table 2: Accuracy of model with different iterations.

Number of iterations 2000 3000 4000 5000 6000 7000 8000 9000 10000
Accuracy (%) 56.12 69.32 64.56 70.12 86.32 65.74 50.36 60.35 72.13

Table 3: Accuracy of model with different batch sizes.

Batch size 10 30 50 70 100 150
Accuracy (%) 55.23 76.08 85.11 84.36 90.12 90.46

Table 4: Accuracy of model with different learning rates.

Learning rate 0.1 0.01 0.001
Accuracy (%) Nonconvergence 72.36 48.67
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4.5. Experimental Results

4.5.1. Model Verification. To verify the optimization effect of
the proposed method on CNN structure, the recognition
accuracy of the model before and after optimization for the
English education resource library of the Arduino device is
compared. Table 5 shows the recognition results of the
model before CNN structure optimization, and Table 6
shows the recognition results of the model after CNN
structure optimization. As can be seen from Table 5, the
recognition accuracy of CNN structure before optimization
on different device images is high and the recognition ac-
curacy of larger devices reaches more than 90%, such as the
Arduino UNO board and the L298N driver board. 'e
recognition accuracy of smaller devices is also more than
80%, such as the active buzzer. 'erefore, the recognition
method of Arduino devices based on CNN has certain ef-
fectiveness and can accurately identify Arduino device
images in different scenarios, which is conducive to rea-
sonable optimization and manage English education re-
sources. As can be seen from Table 6, the overall recognition

accuracy of the model after CNN structure optimization for
Arduino device images is 90% or more, and the recognition
accuracy of the Arduino UNO board, LCD, and PIR human
induction sensor is more than 95%. Compared with the
model before optimization, the optimized CNNmodel has a
better recognition effect. 'erefore, the optimization of the
CNN model is effective, and the recognition accuracy of the
model can be improved.

4.5.2. Method Verification. To verify the application effect of
the proposed method in the actual English teaching envi-
ronment, a bow alarm based on the proposed method is
constructed for English teaching activities. 'e alarm will
sound when learners’ head is down or close to the desk. At
the beginning of the experiment, there are 30 students
scanning Arduino devices through a mobile phone mini
program and the mini program recommends English
learning resources to students according to the scanning
results for them to learn by themselves. Table 7 shows the
usage of the recognition program. As can be seen, the

Table 5: Recognition results of the model before CNN structure optimization.

Total number of
devices

Number of successful
recognition

Number of failure
recognition

Success rate of
recognition (%)

Arduino UNO board 128 116 12 90.6
Potential device 108 97 11 89.8
LCD 114 103 11 90.4
Serial wireless transparent transmission
module APC220 119 107 12 89.9

Active buzzer 109 89 20 81.7
Ultrasonic module 154 135 19 87.7
L298N drive board 122 110 12 89.8
Hall sensor 130 110 20 84.6
Rocker 141 124 17 87.9
PIR human body sensor 152 136 16 89.5

Table 6: Recognition results of the model after CNN structure optimization.

Total number of
devices

Number of successful
recognitions

Number of failure
recognitions

Success rate of
recognition (%)

Arduino UNO board 200 192 8 96
Potential device 200 186 14 93
LCD 200 196 4 98
Serial wireless transparent transmission
module APC22O 200 187 13 93.5

Active buzzer 200 179 21 90.0
Ultrasonic module 200 181 19 90.5
L298N drive board 200 190 10 95
Hall sensor 200 182 18 91
Rocker 200 185 15 92.5
PIR human body sensor 200 194 6 97

Table 7: Recognition results under real English teaching scenarios.

Number of successful recognitions Number of failure recognitions Success rate of recognition (%)
Arduino UNO board 27 3 90
Active buzzer 24 6 80
Ultrasonic module 25 3 83.3
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recognition program of the proposed method also has a high
recognition accuracy in the real English teaching scenarios,
which is more than 80%. Compared with the laboratory test
environment, the success rate of recognition is lower, but it
can still meet the design requirements and has certain
practicability.

5. Conclusion

In conclusion, the number of network layers of the CNN
classification model is 9. Among them, there is only 1 input
layer. In addition, the number of convolution layers and
pooling layers both are 3, and the number of full con-
nection layers is 2. On this basis, the proposed optimi-
zation and allocation method of English teaching
resources can realize the recognition of Arduino devices
and recommendation of English teaching resources.
Moreover, the interaction way between English learners
and English teaching resources is innovated, which pro-
motes the optimization and management of English
teaching resources. As can be seen that the recognition
accuracy of the proposed method is more than 90% for
Arduino devices, and the recognition accuracy is more
than 80% for real English teaching scenarios, which has
certain practical application value and is helpful for the
optimization and allocation management of English
teaching resources. 'us a new idea has emerged to in-
tegrate English teaching resources. 'is paper takes deep
learning as the main line and the optimal allocation of
teaching resources as the carrier and applies it to the field
of teaching, so as to provide a new reference way for the
informatization of teaching points.
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With the increase in information on various cloud computing platforms, there are more and more teaching documents and
videos, which provide su�cient resources for people to learn. Facing the large-scale digital teaching resources, how to quickly and
accurately retrieve the required content has become an important research direction in the information �eld. Especially in the face
of heterogeneous, dynamic, and large-scale teaching resources stored in the cloud computing platform, the traditional cloud
computing resource retrieval has poor performance and low work e�ciency. To solve this problem, a cloud computing platform
retrieval method based on genetic algorithm is proposed, which is suitable for intelligent retrieval of teaching resources. Firstly, the
teaching resource storage system based on cloud computing platform is analyzed, and the overall architecture of the system and
the network topology of cloud storage data are given.  en, a resource retrieval method suitable for cloud computing platform is
designed by genetic algorithm, and the convergence performance of genetic algorithm is improved by ant colony algorithm.
Finally, the selection algorithm in genetic algorithm is optimized by using random numbers and increasing the number of cycles.
 e experimental results show that the proposed intelligent retrieval method has greatly improved the Recall and Precision
compared with the traditional retrieval methods.

1. Introduction

With the increase in information on various cloud com-
puting platforms, there are more and more teaching doc-
uments and videos. Di�erent from local storage, users using
cloud data can greatly improve work e�ciency and reduce
hardware investment costs [1–4]. Many products and ser-
vices based on cloud computing are constantly being in-
troduced, and the scale and �elds involved in the computer
industry are constantly expanding. “Cloud Computing-
Aided Instruction” (CCAI) has become a new means for
colleges and universities to set up modern teaching [5–7],
which has e�ectively improved the teaching quality tech-
nically.  e features of CCAI mode are very bene�cial to the
information management of teaching, reduce the capital
investment and maintenance costs, improve the network

security, and help to build a personalized teaching
environment.

However, with the continuous growth of digital teaching
resources on the cloud computing platform, how to quickly
and accurately retrieve the required content has become an
important research direction in the information �eld [8, 9].
In most cases, these network resources are unorganized, or
each has a di�erent organizational structure, which brings a
lot of pressure for users to inquire about resources. Although
the emergence of search engines has eased the pressure of
resource inquiry, most search engines are not satisfactory in
recall and precision. Most of the time, users cannot �nd the
resources they need from a large number of inquiry results.
In this case, the user experience is poor, and the user still has
not got rid of the trouble of too much information. Web
information retrieval belongs to the category of information
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retrieval and is an important development stage in the field
of information retrieval.

Genetic algorithm [10, 11] is a globally optimized in-
telligent probability search algorithm developed by referring
to the natural selection and genetic evolution mechanism of
organisms. *e genetic algorithm is an effective method for
finding the optimal solution in a large solution space.
Searching for an optimal query in large-scale information
retrieval system can also be regarded as a problem of
searching for the optimal solution in a large solution space.
*erefore, how to apply the retrieval method based on the
genetic algorithm to the cloud computing teaching platform
to improve the retrieval effect is the key research content of
this paper. *e results show that the genetic algorithm is
effective in query optimization, and it can overcome the
shortcomings of low Recall and Precision of the retrieval
system, so that users can accurately and efficiently obtain the
required network teaching resources.

2. Related Works

At present, the resource retrieval methods of cloud com-
puting teaching platform are mostly based on manual
classification or keyword matching technology [12, 13].
*ese two retrieval methods have not optimized the user’s
query requirements, which lead to the unsatisfactory re-
trieval results of these teaching platforms.

*ere are many disadvantages in the retrieval method of
manual classified catalog. *e first is inefficient. Adminis-
trators of resource management systems need to upload
resources based on manually categorized directories.
However, once there is any objection to the manual clas-
sification catalog, the administrator shall be contacted to
modify relevant catalog. *e second is poor compatibility.
Resources in one system are hard to reuse in another. To use
these resources, the administrator needs to enter them one
by one in another system. If we want to overcome these
shortcomings, we need to provide a unified resource storage
method, and the resource storage method based on cloud
computing platform is a good solution.

*e retrieval method based on keyword matching has
great limitations in the semantic disclosure of information,
and it is difficult to guarantee the accuracy and precision of
information. *e retrieval system simply matches the key-
words entered by the user. Many resources that should be
retrieved are not retrieved, while resources that should not
be retrieved are retrieved. *is requires query optimization.
Global analysis is an early query optimization method with
practical application value. Roul [14] proposed a global
analysis method based on Latent Semantic Indexing, which
realized effective semantic clustering and topic sorting of
web documents. However, when the document set is very
large, it is often infeasible in time and space to establish a
global dictionary of word relations, and the update cost after
the document set changes is huge.

At present, the popular local analysis methods mainly
include Relevance Feedback and Pseudo Feedback. Pseudo
Feedback is developed on the basis of Relevance Feedback.

Relevance Feedback is a very important mechanism for
query optimization in information retrieval. Because of the
remarkable effect of relevant feedback, it has been widely
applied and studied in information retrieval. Zhang et al.
[15] proposed a method to improve the query effect by using
relevant feedback. *is method expands and shrinks the
query at the same time, thus obtaining a high recall rate.
Pseudo-relevance feedback does not need to interact with
users. It directly regards the first N documents retrieved by
the first query as relevant documents and optimizes the
query based on this. Wang et al. [16] proposed a pseudo-
relevance feedback framework for information retrieval,
which combines relevance matching and semantic match-
ing. However, the selection of keywords in Pseudo Feedback
is more important. Generally speaking, keywords with
higher weights are selected for query expansion. *is se-
lectionmethod ensures the importance of keyword selection,
but it does not guarantee that keywords are related to the
topic.

Although information retrieval technology has made
some progress, the performance of retrieval engines in
large-scale network platforms still cannot meet users’ ex-
pectations. Because of the huge retrieval data set and the
diversity and complexity of the factors that affect retrieval
efficiency, the above optimization techniques are not ideal
in practical application. *e introduction of the genetic
algorithm provides a new way to solve information retrieval
problems. *erefore, a cloud computing platform retrieval
method based on the genetic algorithm is proposed. *e
main innovations and contributions are as follows: (1) try to
apply the genetic algorithm, which is suitable for finding the
best solution in large space, to retrieval optimization, and
design a resource retrieval method suitable for Spark
platform, so as to overcome the low Recall and Precision of
the retrieval system; (2) the ant colony algorithm is used to
improve the convergence performance of the genetic al-
gorithm, and the selection algorithm in the genetic algo-
rithm is optimized by using random numbers and
increasing the number of cycles.

3. Teaching Resource Storage System Based on
Cloud Computing Platform

3.1. Cloud Computing (eory and Related Technologies.
Cloud computing is a research hotspot in computer science
and technology at present, which has attracted the attention
of many enterprises and related Internet experts, and is an
important trend of computer network technology devel-
opment in the future. *e concept of cloud computing was
first put forward by Ehrlich Schmidt, CEO of Google Inc., at
the Internet Conference in 2006. A typical cloud computing
platform needs to have (1) a gridded data storage matrix
network; (2) firewall equipment; and (3) computing resource
equipment, allowing users to remotely use an expandable
cloud storage space by leasing, to realize cloud application
services [17], as shown in Figure 1.

A complete cloud computing architecture should in-
clude access layer, core layer, resource convergence layer,
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API interface layer, and application layer [18], as shown in
Figure 2.

3.2. Cloud Storage System Network Topology. *e teaching
resource system under CCAI mode needs to meet the re-
quirements of all-weather, all-geographical, and all-con-
nection. In this paper, C/S mode [19] is adopted to construct
the service system architecture of network teaching re-
sources, and all data are stored in the data server, as shown in
Figure 3. In the teacher’s office, upload or access the online
teaching server through the campus network. Students on
campus can access learning resources through campus
network in dormitory or library. On the other hand, off-
campus personnel can also remotely access the training and
learning resources through the Internet, thus realizing the
efficient sharing of limited teaching resources, breaking the
geographical space limitation, and reducing the input cost of
manpower and material resources.

At present, there are many excellent learning resource
banks, some of which are all open, and the construction of
these network resource banks has laid the foundation for the
improvement of network education. However, these
learning resources have a disadvantage; that is, they are
difficult to be compatible with each other, that is, different
systems have different learning resources, and the con-
struction standards of these resources are different, so they
cannot share resources. If you want to use the resources of
another system in one system, you need to rebuild the re-
sources according to the resource construction scheme of
this system. In this situation, the learning resource pool has
not been shared in the real sense.

4. Intelligent Retrieval of Teaching Resources
Based on Genetic Algorithm

4.1. Design of Resource Retrieval Method Based on Genetic
Algorithm. As mentioned above, faced with the heteroge-
neous and large-scale teaching resources stored in the cloud
computing platform, the traditional cloud computing

resource retrieval has poor performance and low work ef-
ficiency. *erefore, this paper uses the genetic algorithm to
realize the retrieval of cloud computing resources. First,
suppose that there are m hosts H in the resource retrieval
task, and n virtual machines V are installed on these hosts,
and each genetic individual is coded k0, k1, . . . kn−1􏼈 􏼉 by
coding mapping [20–22]. For example, as shown in Figure 4,
in the mapping relationship between virtual machines and
hosts, if the sequence length is 5, then the number of 0–5 ofV
is {1, 0, 2, 0, 2}. *e number in the sequence is the number of
host H, and then the population is initialized.

Let the total number of constituent objects of a retrieval
task be N and the fitness of each of the N constituent objects
be fi. *en, the probability of the i-th object being selected
for evolution is as follows:

P �
fi

􏽐
N
i�1 fi

. (1)

Let the position change of the retrieval task in a certain
period of time be δ(H). While the probabilities of selection
crossover and change of the genetic algorithm are Pc and Pm,
respectively, the expected value of the next generation be-
longing to the dynamic process of retrieval task is as follows:

Core layer

Access Layer

Resources convergence
layer 

API interface layer

Application layer

Figure 2: Cloud computing architecture.

Spark server
host node 1

child 
node

Spark server
host node 2

Figure 3: Network topology of the cloud storage system.

Figure 1: Principle of cloud computing services.
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E[m(H, t + 1)]≥m(H, t) ·
f(H, t)

f(t)
1 − Pc

δ(H)

L − 1
− Ο(H)Pm􏼢 􏼣,

(2)

where Ο(H) is the dynamic order of task [23]. *e longest
distance of transmission is L, and m(H, t) is the number of
objects in the next generation that need to be transmitted by
the retrieval task. f(H, t) and f(t) are the fitness and av-
erage fitness of the next generation of objects that need to be
retrieved.

In the process of retrieval task, in order to ensure the
integrity of the object and prevent the local data loss due to
the change of retrieval task, the probability of selecting
crossover operation must satisfy the following formula:

Ps ≥ 1 − Pc

δ(H)

L − 1
(3)

*en, according to formulas (2) and (3), we can get the
following:

E[m(H, t + 1)]≥m(H, t) ·
f(H, t)

f(t)
− Pc

δ(H)

L − 1
,

E[m(H, t + 1)]≥m(H, t) ·
f(H, t)

f(t)
· 1 − Pc

δ(H)

L − 1
􏼢 􏼣 1 − Pm( 􏼁

Ο(H)
.

(4)

In formula (4), generally, the value of Pm is very small
and then formula (4) can be further optimized to obtain as
follows:

1 − Pm( 􏼁
Ο(H) ≈ 1 − Ο(H) · Pm

1 − Pc

δ(H)

L − 1
􏼠 􏼡 1 − Ο(H) · Pm( 􏼁≥ 1 − Pc

δ(H)

L − 1
−Ο(H) · Pm

.

(5)

If f(H, t)/f(t)>C (C is constant), it means that the
operation has not reached the optimal solution calculated by
the algorithm. Let K be given as follows:

K � C · 1 − Pc

δ(H)

L − 1
− Ο(H) · Pm􏼢 􏼣. (6)

If K> 1, there are:

E[m(H, t + 1)]≥m(H, t) · K. (7)

From this, we can recursively get the following:

E[m(H, t + 1)]≥m(H, 0) · K. (8)

After the object of the retrieval task is iteratively cal-
culated by the genetic algorithm, the position change of the
resource object required by the retrieval task in a certain
period of time can be obtained. During the training of
position change, the ant colony algorithm is used to improve
the convergence performance of the genetic algorithm.

4.2.GeneticAlgorithmafterAntColonyOptimization. Let the
number of ants in the nest be R and the set of elements to be
optimized be D, where Dϕi

represents its i-th element. In
order to solve the initial population problem, the number of
all parameters to be optimized in this paper is n. Assuming
that there are K possible values of these elements φi, then
ζj(Dφi

)(0) is the pheromone of the jth element under the
initial condition.

According to formula (9), the t-th ant calculated its
parameters to distinguish the probability of each possible
value [24–26].

k ζt
j Dφi
􏼐 􏼑􏼐 􏼑 �

ζj Dφi
􏼐 􏼑

􏽐
n
i�1 ζj Dφi

􏼐 􏼑
. (9)

*en, elements are selected from the set Dϕi
with high

probability and adjusted according to the following formula:

ζj Dφi
􏼐 􏼑(t + Δ) � ζj Dφi

􏼐 􏼑(t) + Δζj Dφi
􏼐 􏼑, (10)

where Δζj(Dφi
) is the information increment on element φi,

representing the sum of pheromones left by all ants passing
through this element. Its calculation method is as follows:

Δζj Dφi
􏼐 􏼑 � 􏽘

R

k

Δζk
j Dφi
􏼐 􏼑. (11)

*e above process was repeatedly performed until the
maximum allowed number of iterations was reached, or all
the ants could obtain the unique element, thus obtaining the
optimized initial population-related parameters.

After the initial population is generated by the ant colony
algorithm, it is necessary to continue the genetic operation.
*e main contents of genetic operation are selection op-
erator, crossover operator, and mutation operator. *e
operation of the traditional genetic process will lead to
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4
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0

Host 
1
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Figure 4: Schematic diagram of virtual machine and host mapping.
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premature convergence, so this paper improves the selection
operator in the genetic operation in order to improve the
convergence speed of the addition algorithm and obtain a
better solution. *is paper improves the selection algorithm
based on traditional roulette. In the improved roulette
method, the selection operator will also cycle m times, but
the condition of the cycle is modified: whether m chro-
mosomes have been selected. If yes, these selected chro-
mosome markers will be used as the next generation,
otherwise keep turning. *erefore, the required individuals
will be generated only after M random numbers are gen-
erated in each cycle, thus ensuring the diversity of the next
generation population and improving the chance of selecting
the best chromosome.

4.3. Design of Fitness Function. In order to achieve the
performance balance (reduce the energy consumption) on
the premise of improving the work efficiency, this paper
combines the service quality constraint and the energy
consumption constraint to construct the fitness function.
Among them, the total QoS violation Qtotal of virtual ma-
chines is calculated as follows:

Qtotal � 1 −
MIPStotal L − MIPStotal M

MIPStotal L

, (12)

where MIPStotal L and MIPStotal M are all allocated millions
of instructions per second and those that are not allocated on
time, respectively.

Total system energy consumption E is calculated as
follows:

E � 􏽘
m−1

i�0
Hosti, (13)

where Hosti is the energy consumption of the i-th host in
cloud computing retrieval. A double index constraint
composed of quality and cost is adopted as the fitness
function. *e fitness function is defined as follows:

fitness � 1 − a × Qtotal − b × E, (14)

where a and b are the weights corresponding to service
quality violations and total energy consumption,
respectively.

5. Experimental Results and Analysis

5.1. Experimental Setup. In order to test the performance of
the proposed retrieval method based on the genetic algo-
rithm, it is compared with Pseudo Feedback and extended
retrieval method based on local context analysis (LCA).
Experimental data were from the CISI test set. *e CISI test
set is a test set on information science, which consists of 1460
documents and 112 searches. *e test set source url is http://
www.dcs.gla.ac.uk/idom/ir resources/test _ collections/. *e
test set contains the full text of the document, the retrieved
initial text, and a list of document relationships. In the list of
retrieved and document relationships, each retrieved related
document has been given.

Each document and the initial retrieval are preprocessed
(stop words eliminated). A word stem extraction algorithm
is adopted to extract the word stem and establish a keyword
dictionary. Extract keywords from the dictionary and cal-
culate their weights. At the same time, the retrieval of each
document is vectorized. *e cosine similarity calculation
method is adopted to calculate the similarity between the
initial retrieval and the documents, and the documents are
sorted in descending order according to the size of the
similarity. *e more advanced the document is, the closer it
is to retrieval. In genetic algorithms, generally speaking,
selecting a larger initial population can handle more solu-
tions at the same time, so it is easy to find the global optimal
solution. *e disadvantage is that it increases the time of
each generation selection [27, 28], so the population size is
generally 20–100. In the optimization process, the crossover
probability always controls the crossover operator which
plays a dominant role in genetic operations. *e crossover
probability controls how often crossover operations are
used. *e higher the frequency is, the greater the probability
for each generation to produce new individuals is, and the
better the diversity of the population is, and the faster it can
converge to the optimal solution region. However, too high a
frequency may also lead to premature convergence, gen-
erally taking the value of 0.4–0.9. When the maximum
evolutionary algebra is used as the termination condition of
the genetic algorithm, it is generally between 100 and 500
generations. In the experiment of this paper, the setting
parameters of the genetic algorithm were as follows: initial
population was 30, crossover probability was 0.4, mutation
probability was 0.3, and maximum evolution algebra was
100.

5.2. Evaluation Indicators. Recall and Precision are widely
used evaluation criteria of Web information retrieval effect
[29]. Recall is the ratio of the number of relevant documents
retrieved to all relevant documents in the document col-
lection, and Precision is the ratio of the number of relevant

Re
ca
ll

Pseudo Feedback
LCA
Ours

Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10Q1
Retrieve

0.0

0.2

0.4

0.6

0.8

1.0

Figure 5: *e Recall of three different algorithms (the first 10
documents).
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documents retrieved to the total number of documents
retrieved. Recall and Precision are defined as follows:

Recall �
number of related documents retrieved
all related documents in the document set

× 100%,

Precision �
number of related documents retrieved
total number of documents retrieved

× 100%.

(15)

In search engines, the first 10 or 20 documents usually
reflect the results of the first page and the first two pages.
*erefore, this paper uses the Recall and Precision of the first
10 or 20 retrieved documents as the evaluation indicators.

5.3. Result Analysis. Figures 5 and 6 show the Recall and
Precision (the first 10 documents) of 10 different searches
using three different algorithms, respectively. Note that, as
mentioned in the previous section, only the first 10 docu-
ments retrieved are counted here.

Figures 7 and 8 show the Recall and Precision (the first
20 documents) of 10 different searches using three different
algorithms, respectively. Table 1 shows the comparison
results of retrieval performance of the three algorithms.

As can be seen from Table 1, compared with Pseudo
Feedback and local context analysis-based retrieval exten-
sion method (LCA), the retrieval method based on the
optimized genetic algorithm has higher Recall and Precision,
that is, better retrieval performance. *e number of false
feedback detected is very large, and the proportion of the
relevant literature is relatively low; that is, its Precision is
relatively low. *is retrieval mode has poor user experience,
and users need to find the information they need by
themselves from a large number of check-out results.
However, the algorithm proposed in this paper does a good
job in this respect, and most of the checked-out documents
are related to the retrieval topic; that is, most of the checked-
out results are the information that users need. It does not
take users too much time to pick and choose the materials
they need from the results.

6. Conclusions

Aiming at the poor performance of traditional cloud
computing resource retrieval, this paper proposes a cloud
computing platform retrieval method based on the genetic
algorithm.*e genetic algorithm is used to design a resource
retrieval method suitable for cloud computing platform, so
as to overcome the problems of low Recall and Precision. In
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Figure 6: *e Precision of three different algorithms (the first 10
documents).
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Table 1: Retrieval performance comparison results.

Algorithm
First 10 documents First 20 documents
Average
recall

Average
precision

Average
recall

Average
precision

Pseudo feedback 0.18 0.45 0.22 0.27
LCA 0.23 0.55 0.34 0.4
Ours 0.29 0.69 0.4 0.47
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addition, the ant colony algorithm is used to improve the
convergence performance of the genetic algorithm, and the
selection algorithm in the genetic algorithm is optimized by
using random numbers and increasing the number of cycles.
*e proposed method has achieved good retrieval perfor-
mance in Recall and Precision, which verifies its feasibility.
However, because there are not enough teaching resources
in this system, the performance of the system has not im-
proved much. If more types of teaching resources such as
video resources and audio resources can be provided, the
Recall and Precision of the proposed retrieval method will be
obviously improved.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
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An innovative approach to education and teaching, with a deeper integration of teaching and learning through a deeper mix of
learning and study was proposed.*e new organisational format combines independent learning in the form of microlessons and
flipped classrooms with communication and cooperation in forums. In the context of the rapid development of Inter-
net + education, big data information technology, and the accelerated promotion of education informatization by the Ministry of
Education, this paper studies how to use the blended learning model to achieve the deep integration of information technology
and classroom teaching through the innovative form of “microlesson and flipped classroom,” so as to improve students’ in-
dependent learning ability. Taking the university course of dynamic web design as an example, this course aims to achieve the
teaching objectives of this course by using a deep learning model to guide the deep integration of information technology and
classroom in a blended learning mode.

1. Introduction

*e rapid development of information technology has
brought new development opportunities for teaching
informatization [1]. *e Chinese government’s work report
proposes to “formulate an “Internet +” action plan and
promote the rapid development of the mobile Internet,
cloud computing, big data, and the Internet of *ings ......,”
and the main points of the work of the Ministry of Edu-
cation’s also mention “speeding up the informatization of
education” [2–4]. *is has led to a deeper integration of
information technology and classroom teaching. However,
there is a one-sided or even wrong understanding among
teachers, who think that as long as they apply multimedia or
courseware in the classroom, they are integrating infor-
mation technology with classroom teaching, so the inte-
gration of information technology with classroom teaching
stays at the primary level [5–8].

University education is the key to higher education
teaching and is an important reflection of the quality and

level of talent cultivation in universities as well as the core of
talent cultivation [9]. However, the inquisitive scientific
literacy of our university students is relatively lacking, and
this literacy is precisely the important source for the for-
mation of university students’ ability to analyse problems,
solve them, and think critically [10–12]. *is literacy is
indispensable for the future entrepreneurship and innova-
tion of university students, and these also prompt us to carry
out teaching reforms [13].

Information technology is beginning to be used in all
areas of education, providing convenient and effective
teaching aid to better achieve subject teaching objectives [5].
It provides a convenient and effective teaching aid to better
achieve the teaching objectives of the subject.*emajority of
teaching activities are now based on information technology,
and the scope of its use in the scope of application of in-
formation technology in teaching is expanding [6]. At
present, research on the integration of information tech-
nology and the teaching of Civic studies in colleges and
universities has been conducted at home and abroad, and
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certain progress has been made, which can serve as a ref-
erence for further research. However, the current research
on the integration of the two has not been analyzed in-depth
from the nature of the curriculum of the college Civics
course, and there is no real in-depth integration between the
teaching of the college Civics course and information
technology in the content.

In recent years, more and more online education and
large-scale open network courses have emerged in China,
and the combination of various teaching methods such as
flipped classroom, catechism, and microlesson has been
widely popularized, which makes information technology
gain a broader application space and development oppor-
tunities in the field of education [14]. However, there is a one-
sided or even wrong understanding among teachers, who
think that as long as they apply multimedia or courseware in
the classroom, they are integrating IT with the curriculum,
which makes the integration of ITwith the curriculum stay at
the most elementary level [15].

Professor He Keban points out that the implementation
of the deep integration of information technology and
classroom teaching requires a deep understanding of the
specific content of the structural changes in classroom
teaching, the implementation of teaching models that can
effectively change the structure of classroom teaching, on the
basis of fundamental changes in the structure of classroom
teaching to achieve a significant improvement in the quality of
subject teaching and the overall quality of students [16–19]. In
this paper, we adopt a deep blended learning model of
“learning,” and use the innovative form of “microlesson and
flipped classroom” to realise the deep integration of infor-
mation technology and classroom teaching. In this paper, we
will adopt a deep blended learning model of “learning” and
“learning,” through the innovative form of “microlesson and
flipped classroom,” to realise the deep integration of infor-
mation technology and classroom teaching, and improve
students’ independent learning ability and their scientific
literacy in the spirit of exploration [20].

2. Blended Learning Model

A blended learning model is simply a combination of tra-
ditional learning styles and E learning, with the teacher
playing a leading role in guiding, inspiring, and managing
classroom teaching and learning, and with the student as the
main subject [21–24]. Blended learning is a very effective
mode of teaching and learning, but another phenomenon is
that we rarely see examples of successful blended learning.
Either the form of blended learning is relatively simple and
does not achieve good results, or the blended approach tends
to be more complex, making it difficult to carry out the
teaching process [25]. *e reasons for these phenomena are
mainly due to the fact that many teachers do not have a
deeper understanding of the blended education model and
do not grasp the key points of the blended learning model,
which is generally limited to the blending of online learning
with traditional learning, and is understood at a lower level,
so it is difficult to bring out the advantages of the blended
learning model [26].

Blended learning consists of several levels of application,
the third of which is the blending of learning and learning.
“A deeper blend of learning and learning is what blended
learning is really all about [27]. Generally speaking, we only
compare “learning” to studying, but in practice we always
ignore “learning,” and most teaching processes or e-learning
are limited to “learning.” Most teaching and learning pro-
cesses or e-learning are limited to the level of ‘learning,’ but
do not reach a deeper level of learning and learning in a
mixed mode [28].

3. Innovative Forms of Teaching

In the context of the teaching concept of deep integration of
information technology and university teaching, a deep
“learning” and “learning” hybrid learning model combining
microlesson and flipped classroom is proposed, which helps
to promote further reform of the teaching model and en-
hance students’ independent learning ability and exploration
spirit.

3.1. Teaching Methods. *e “teaching carrier” has changed.
In traditional classroom teaching, the process of transferring
professional skills and knowledge is mainly achieved through
the teacher’s lectures in the classroom, and the understanding
and digestion of professional knowledge are mainly achieved
by students through after-class assignments and exercises. In
the combination of microlesson and flipped classroom, this
form of teaching is greatly changed.*e transfer of knowledge
and skills is mainly achieved before class through new media
such as network technology and mobile terminals, while the
understanding and digestion of knowledge is completed in
class through the teacher’s Q&A (question and answer) and
cooperation among students. In the implementation of the
microlesson, students are allowed to learn the important and
difficult points of teaching through the microlesson first, and
then master and internalise the knowledge in the classroom
through the teacher’s guidance and students’ collaboration,
realising the classroom flip of learning before teaching.

3.2. Innovative Teaching Formats. An innovative approach
to education and teaching, with a deeper integration of
teaching and learning through a deeper mix of learning and
study, is proposed. *e new organisational format combines
independent learning in the form of microlessons and
flipped classrooms with communication and cooperation in
forums, which will not be limited to the traditional class-
room lecture format but will enable deeper development of
teacher-student discussions, student discussions, and stu-
dent independent learning, thus achieving a deeper level of
“learning” and “learning.”

3.3. Innovations in Appraisal and Evaluation Methods.
*e rapid development of information technology has led to
significant changes in examinations and assessment. *e
traditional assessment and evaluation method of a final
exam has resulted in incomplete and somewhat delayed
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assessment of students’ learning knowledge. With mobile
learning, a staged form of assessment can be used. A com-
bination of staged and task-based assessment can also be used.
*ree or five students are divided into a learning team, and
the project is required to be realised within a specified time
frame and to achieve the expected results. *e knowledge
learnt can be used in an integrated way, with team members
designing and implementing the project, and the team
completing the project, with assessment marks given through
the project and the implementation process. It is also possible
to incorporate a combination of mutual assessment among
students and teacher evaluation to achieve a multifaceted and
comprehensive assessment of students’ learning outcomes.

4. Key Perspectives on Blended Learning

*e current understanding of blended learning has resulted
in different definitions depending on the way in which
“blended” is used (online and offline learning; synchronous
and asynchronous learning); integration of learning resources
(traditional and networked or digital media resources); in-
tegration of learning participants (learners, teachers, experts,
and networked computers); etc. *e aim of this integration is
to ‘draw on the strengths of all’ and to complement each other
to achieve effective learning for learners. However, over-
generalised definitions tend to lose the inherent character of
‘blending’ and its practical implications. In summarising the
new stage of development of China’s education informati-
sation, Mr. Nan Guonong, a renowned expert in education
technology, took the theory of blended learning as the leading
theory in the further development stage of China’s education
informatisation, with the basic idea that “the best learning
effect can be achieved by combining the advantages of tra-
ditional learningmethods with those of digital learning so that
the advantages of both can complement each other.” Moskal
et al. [6] define blended learning as “a combination of face-to-
face instruction with online learning.”

In this study, the blended learning model is used as a
guiding theory for constructing a learning system frame-
work, and the deeper learning cycle (DELC) proposed by
Eric Jensen and LeAnnNickelsen (shown in Figure 1) is used
as a practical guide for the implementation of blended
learning, aiming to combine traditional teaching and online
teaching in a rational way so as to promote effective learning
and achieve the purpose of deep learning.

5. Take the Course “Dynamic Web Design” as
an Example

I have taught the dynamic web design course at university for
many years and have accumulated a wealth of teaching ex-
perience. I have explored the teaching format of “micro-
learning and flipped classroom” in the Dynamic Web Design
course. *e teacher records and edits the course video in
advance and puts it on the learning resources. Students are
encouraged to study in advance through the Internet and
other new media after class and can also communicate with
the teacher and discuss and communicate with each other
through the Internet. In the classroom, the teacher mainly

answers students’ questions to achieve a student-centred
approach and to highlight the characteristics of personalised
tutorials.

*e course will also set the task of implementing a
website, allowing students to find a team (3–6 people) in the
class freely and communicate with the team members
through the online platform as well as communicating with
the teacher online about the task, which greatly enhances
students’ enthusiasm to participate in the task and is also a
good way for students to grasp the knowledge in an integrated
way.

By comparing the results of the summative tests of this
course in the Computer Network Technology major in years
14 and 15 of the school, the blended learning mode is effective
in practical teaching. *e course, Dynamic Web Design, is
very hands-on, and the blended learning is effective in de-
veloping operational skills and overall competencies.

5.1. System Testing and Analysis of Results. *e system can
easily be built and deployed in minutes with a complete
online evaluation system by distributing Docker Mirror and
Docker Compose deployment profiles. By further extending
this, a highly available solution can be implemented for the
entire system, with a cluster structure in a highly available
state, as shown in Figure 2. On the other hand, with the
introduction of Continuous Integration (CI), any changes to
the system source code are fed back into the image in real
time, and when the version is tested and stable with few bugs,
a new version can be released directly, truly automating the
deployment andmaking it easy for users to test or update the
system [29].

5.2. Stress Test Results. *e stress test for this evaluation
system is for data from 5 000 people online at the same time.
*e system was deployed on the same server. As shown in
Figure 3, when deployed on a single machine, the system was
able to support more than 5,000 people online at the same
time and completed 250,000 requests in 2minutes, and due
to the increasing number of people, it is known that the
system carried more user requests in the final phase than in
the pretest period [30].

*e topic described has been presented comprehen-
sively. *e different figures, diagrams, tables, and schemes
have facilitated the reader’s understanding of the document.
Regarding the results, to assess these statistical data, it is
necessary to know details related to the trial and the sample
size.

Compared to the traditionally used online assessment
system, this system separates test maintenance and assess-
ment from the overall system, making it a new, almost
completely independent system. *e independent mainte-
nance of test questions brings a higher level of security. It is
well known that the least expensive solution to achieving a
fully secure computer system is to take computers con-
taining confidential information offline. By making test
maintenance and evaluation independent, the system allows
users to use a separate instance of Problem CI when creating
questions, and then access the public “*ousand Practices”
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system when it comes to the actual competition, with no
degradation to the end user experience of the platform [31].

In terms of their understanding of blended learning,
blended learning is a combination of traditional face-to-face
teaching and digital learning, but this combination is not a
mechanical superimposition of learning styles, but a rational
product of the process of informatization in education, a
new way of learning that emerges from reflecting on the
application of learning theories and technologies when at-
tempts to reform or replace traditional classroom teaching
with E-learning are not as effective as they could be. It is a
new way of learning that emerges when people try to reform
or replace traditional classroom teaching with E-learning,
reflecting on the way in which learning theories and tech-
nologies are applied, and bringing back traditional class-
room teaching to complement the strengths of E-learning. It

emphasises the integration of teaching-centred and student-
centred teaching modes, and focuses on effective commu-
nication between teachers and students in the classroom and
the self-construction of the content learned in online learning.
It no longer places one-sided emphasis on the role of the
online learning environment at the expense of classroom
teaching, on student-centredness at the expense of the
teacher’s leading role, on constructivism at the expense of the
guiding role of other learning theories, or on the application
of online resources at the expense of the role of traditional
media.

As shown in Figure 4, different students learn effectively
under blended learning. Many existing open source online
assessment systems lack an easy-to-use question generation
aid, and in order to generate questions, teachers often need
complex command line operations, which are not very user-
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friendly for nonexpert operators and pose problems of
misuse. While other systems often require users to under-
stand the details of the system’s assessment specifications,
Problem CI’s question editor offers the ability to perform
complex operations, but for most questions, the user does
not need to have any knowledge of the assessment principles
and only needs to upload data, select a comparator, set a time
limit, write a question, and other necessary operations to
construct a legitimate question.*e easy management of test
questions facilitates the use of teachers and also allows
students to use them for daily self-training and testing. *e
two main functions of the teaching aid system, “teaching”
and “learning,” are truly realised.

6. Conclusions

Blended learning mode, in fact, does not have a standard
definition, whether it is the use of MOOC, or big data
analysis technology or even just the teacher with students in
online case discussions, as long as the teaching methods can
make full use of the Internet and play with imagination are
all blended.

In this paper, good results have been achieved by ap-
plying it in the Dynamic Web Design course to enhance
student learning. It shows that the deep integration of in-
formation technology and classroom teaching based on a
deep blended learning model has implementable feasibility,
using a combination of microlessons and flipped classrooms,

using the concept of blended teaching, to achieve the pur-
pose of optimising teaching content, teaching format, and
teaching mode. In the future, this model will be further
applied in a number of courses to further explore this topic.
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At present, the protection of material cultural heritage is spread all over the world, but the protection of intangible cultural
heritage is relatively backward. With the development of information technology, database technology provides a new retrieval
method. �erefore, based on database technology, this paper constructs the database system of intangible cultural heritage, where
MySQL is used as the system database, Struts 2 framework is selected in MVC to realize the separation of business logic and data
display, and retrieval and query are realized through Lucene. In addition, the system takes Mongolian stringed instruments as the
carrier, constructs the metadata framework, and forms the database structure. Moreover, the system is divided into six functional
modules and the front and back functions of the system are managed. Finally, the system function test and performance test are
carried out. �e test results show that the system has good functionality, which is helpful to realize the e�ective protection of
intangible cultural heritage.

1. Introduction

Excellent national culture is the most profound soft power.
Since China carried out the reform and open policy, espe-
cially since the 16th National Congress, the party and the
state have paid more and more attention to inheriting and
carrying forward the national cultural tradition and pro-
tecting the national cultural heritage [1, 2]. According to the
convention for the protection of intangible cultural heritage
of UNESCO (United Nations Educational, Scienti�c and
Cultural Organization), the de�nition of intangible cultural
heritage is given from the international perspective, which
must be reconsidered in combination with the historical and
cultural background of China. Yuan Li, the author of “In-
tangible Cultural Heritage,” believes that human beings were
created in history and inherited in a living form, which has
important value in traditional cultural matters such as

literature and art, technology, and rituals. �e database of
intangible cultural heritage refers to the resource database
which has the functions of standardized description,
structured storage, diversi�ed retrieval and query, Web-
based access, and sharing. It is directly used for the pres-
ervation andmanagement of intangible cultural heritage and
directly assists the inheritance and protection of projects
about intangible cultural heritage.

At the same time, the management of cultural resources
in China is not perfect and there is still a lack of in-depth
research on information standards, digital protection of
copyright, integration, and sharing of resource [3–5]. With
the development of information society, although a large
number of national cultural researchers have devoted
themselves to the digital research of intangible culture, there
is not a complete and standardized platform for collecting,
storing, protecting, managing, and sharing traditional
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intangible cultural resources in China. More importantly,
the existing database systems about cultural communication
at home and abroad have poor scalability and low reus-
ability, so it is impossible to establish a universal and cus-
tomizable database for cultural resources [6]. We need to
establish a database system of intangible cultural heritage
with high expansibility in combination with the corre-
sponding standards, so as to provide a solid foundation for
the rescue, inheritance, and standardized management of
cultural resources.(erefore, this paper has taken the spread
of Mongolian string instruments as the carrier, where the
database system of China’s intangible cultural heritage
protection is constructed by using database technology.

2. Analysis of Key Technologies of
Database System

(e development of thematic database system is to reor-
ganize special data to form a new database. First of all,
complex information needs to be screened to ensure the gold
content of literature information. (e process of selecting,
sorting, and organizing documents is a process of knowledge
management, which is related to the quality of the whole
database. It needs to be completed by professionals. (e
screened data are divided into different subdatabases
according to their knowledge system and finally form a
thematic database [7, 8].

2.1. Selection of MVC Framework. MVC is a program de-
velopment and designmode, which realizes the separation of
business logic and data display [9], improves the main-
tainability, portability, extensibility, and reusability of the
program, and reduces the difficulty of program develop-
ment. (e MVC framework includes three cores: model,
view, and controller, and its structure is shown in Figure 1.

Model is the main part of MVC application, which
mainly includes business logic module (Action class in Web
project) and data module (POJO class). (e model has high
reusability and can provide data for different views, so it can
greatly reduce the code repetition rate [10]. View is the
interface for users to interact with it, which is generally
composed of JSP and HTML, while the controller itself does
not make any processing, which only receives the user’s

input request, and calls the model and view to complete their
requirements.

(e commonly used MVC frameworks are Struts and
Webwork, and their comparison is shown in Figure 2.

Struts 2 framework combines the advantages of the
above two frameworks, so this system adopts Struts 2
framework as the technical scheme to realize the separation
of business logic and data display. (e structure of Struts 2
controller is shown in Figure 3, which consists of three parts:
scheduler, interceptor, and business controller. (e con-
figuration file manages and maintains the relationship be-
tween them, and the Struts 2 controller works as follows:

(1) After the scheduler obtains the page http request, it
selects the corresponding interceptor group to pre-
process it and then calls the corresponding service
controller

(2) (e service controller calls the service logic layer
interface to process the request

(3) Return the result to the interceptor group, and then
return it to the page for rendering after processing it

Struts 2, as the controller component of the system,
reduces the coupling between front-end page presentation,
front-end data interaction, and page jumping and greatly
improves the scalability and maintainability of the system.

2.2. Database Selection. For the protection of intangible
cultural heritage, this system must use databases to manage
cultural heritage data. At present, the mainstream databases
commonly used are MySQL and Oracle [11], and the
comparison between them is shown in Figure 4.

As string instruments are an important part of intangible
cultural heritage, intangible culture with distinct personality
determines the regionality of data resources. At the same
time, the shape, color, structure, production technology,
traceability, and legend of each kind of Mongolian stringed
instruments are different, and the resulting data also contain
rich contents. In addition, the data resources of Mongolian
string instruments are diverse, including physical resources,
historical resources, heritage and protection resources, laws
and regulations resources, and inheritors’ archives re-
sources, which determines the variety of their data.
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Figure 1: MVC framework structure.
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(erefore, through the above comparative analysis,
MySQL database is simpler and more convenient in man-
agement and data recovery, whose database connection
speed is faster. In addition, it takes up less resources and
requires less hardware [12]. (erefore, according to the
requirements of database management in this system, this
paper uses MySQL as the system database.

2.3. Lucene System. Lucene is a full-text search engine
toolkit, which provides the functions of data index and full-

text search. It consists of three parts: infrastructure package
module, external interface module, and index core module.
(e index core module directly operates index files, which is
the focus of the whole system. Lucene index contains a
number of files, which are stored in groups according to
their respective segment.(e same group index files have the
same file name, but different extensions [13]. (ere is a
correspondence between index files and information files,
which means that the information files are arranged
according to the order of index files.

(e entire search process of Lucene is as follows:

Struts Framework Webwork Framework

Class Structure Design Design For Abstract Classes For Interface Design

Test Method Difficult To Complete Unit Test Unit Tests Can Be Completed

Dependence Dependent Servlet Servlet Independent

Thread Safety Thread Safety Required Thread Safety Is Not Required

Figure 2: Comparison of different MVC frameworks.
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(1) Build a text database, save all the information that
users may retrieve, and then determine the index text
model.

(2) Establish the index according to the database text. In
this process, it is necessary to correctly select the
index mode according to the scale of the retrieval
system.

(3) Make the search that the user first submits a search
request; the system analyzes the request and then
carries out corresponding processing through text
operation.

(4) Filter and sort the search results according to certain
rules, and finally return them to users.

3. Design of Intangible Cultural Heritage
Resources Database

3.1. Design of Overall Framework. In order to make the
system have good expansibility and maintainability, this
system adopts hierarchical design idea and divides the
system implementation into the following four levels: pre-
sentation level, business logic level, data persistence level,
and data level. (is system uses Java language and Tomcat as
the server, and the hierarchical framework of the system is
shown in Figure 5.

Presentation layer: it is responsible for receiving the
user’s request data and submitting it to the business logic
layer for processing. At the same time, the response data
processed by the business logic layer are displayed to the
interface to present dynamic Web content for users. In
addition, it provides a controller to call business logic and a
model for display. On the one hand, using the rich tag library
of Struts 2 framework can make it more convenient for the

presentation layer to accept page requests. On the other
hand, the powerful page jump control function of Struts 2
framework is used to manage all page jump control in the
configuration file, which makes the code more concise and
the management more convenient.

Business logic layer: in the middle of the presentation
layer and the data persistence layer, it is responsible for
receiving the request data submitted by the presentation
layer in the system and calling the corresponding business
logic for processing. After obtaining the data through the
data persistence layer for processing, the results are returned
to the presentation layer.

Data persistence layer: it is located in the middle of
business logic layer and data layer, which is responsible for
processing operations such as reading and writing data that
business logic layer needs to access, and separates business
logic layer from other operations. In the data persistence
layer, JavaBeans are used to encapsulate the data, which
makes the operation data as simple as the operation object,
enhances the reusability of the code, andmakes the code easy
to write, maintain, and use.

Data layer: the data layer is located at the bottom of the
hierarchical framework of the system, which is responsible
for the data processing in the system, including database
operation and the establishment of Lucene index. (rough
Lucene technology, the index of relevant data in the database
is established, so that the business logic layer can directly
obtain the required data from Lucene index, which greatly
improves the efficiency of database query. At the same time,
the response speed of the system is improved.

3.2. Database Metadata Framework. Metadata refers to the
data of data. It is a structured description of resource
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Figure 5: Overall structure of intangible cultural heritage database.
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information, which provides standard description and re-
trieval tools for various forms of data-based information
units and resource integration. It is the basis of constructing
database, digital museum, and multimedia library. Metadata
has specific definitions and applications in various fields.

(e metadata of Mongolian stringed instruments means
the data that describe the attributes of Mongolian stringed
instruments. By describing the resource data and resource
attributes, the organization and discovery of information
resources can be promoted, while the text, image, voice, and
other information can be sorted out at the same time. (e
various attributes of metadata resources of Mongolian
stringed instruments are described, and it is necessary to
manage the classification, naming, and value range of its
attributes by depending on its classification system, category,
and essence, that is, what kind of category it belongs to, what
naming requirements it has, and what range of range it is,
etc.

Establishing a database is to create a warehouse for
organizing, storing, and managing data. (e attribute
description of the metadata of the database about stringed
musical instruments is to informationize the relevant data
of the Mongolian stringed instruments and manage the
tasks of data collection, coding, transmission, storage,
retrieval, display, statistical analysis, etc., which provides a
theoretical basis for the subsequent database construction
service.

(e metadata elements of Mongolian stringed instru-
ments are described, and then they are combined into
different categories to establish the basic framework of
database structure. (e metadata framework of Mongolian
stringed instruments is composed of 16 different element
categories, and each element contains subelements, which
can be further split and nested, as shown in Figure 6.

3.3. Function Module Design. (e database system of
stringed instruments is mainly composed of the following
functions that are shown in Figure 7.

3.3.1. User Management Function. After all types of users
enter the system, they can view, modify, and add personal
information in the user management module. (rough this
module, users can set system permissions. Each user can add
and modify personal information and personal login pass-
word, query personal work log, browse, download, and
upload historical information. Senior administrators can
view the work content of research directors and researchers,
query user information, leave messages, and limit users’
rights.(ey can also manage the personnel of the database to
avoid data confusion and improve the accuracy.

3.3.2. Authority Management Function. It mainly refers to
the function of setting permissions for users who enter the
database system of stringed instruments. Users who enter
the repository system must have certain permissions that
have different operation functions according to different
levels. In order to ensure the security and order of the
system, it is necessary to divide the permissions for the users
who enter the system. As shown in Figure 8, the system user
rights are divided into senior administrator, research di-
rector, researcher, and visitor.

Senior administrators: they are the owner with the
highest authority and can be assigned to other users, to
improve the system settings, management directory and
resource integration, and other functions.

Research director: their authority is assigned by the
senior administrator to enable users to view data and browse

Basic Framework Of Mongolian Pull Instrument Database
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the status of data input, statistical analysis, and log
management.

Researcher: the authority is assigned by the senior ad-
ministrator, who can complete the input, upload, download,
and modification of resource data, as well as query the
historical input data. In addition, they can view the status of
its entry and approval.

Visitor: visitors are external users that are not allowed to
enter the background system, but can view the results of the
system at any time, and they are divided into VIP users and
ordinary users. (ey can view the published pictures, text,
video, 2D resources, and 3D resources at any time, while VIP
users can download some resources through payment points
and ordinary users have no right to download.

Senior administrators can modify, delete, and assign
permissions to users of various roles in the system. (e
superadministrator’s actions are automatically combined
with the log module, and all operations are automatically
entered into the log database.

(e string instrument database system needs to store and
manage all the input information.(ese resources need to be
classified and stored in an organized way. (e specific
classification can be set by the superadministrator. (e
directory management module is a module subsystem that
provides directory planning and directory creation and
maintenance for superadministrators.

3.3.3. Catalog Management Function. (e directory struc-
ture adopts the tree directory to realize the management of
the tree directory. (ere is no restriction on the directory
hierarchy that is allowed to create the top-level directory and
the lower directory at any level. (e module is provided for
the superadministrator of the system to create top-level
directory and subdirectory, modify directory name and
directory merge, and delete empty directory, as well as set
directory view permission, where tree display of all
directories supports expansion and collapse.

At the same time, the system provides the authority
assignment for all top-level directories, that is, it can be
assigned to some users in the role of scientific research
director, so that only the research director who owns the
top-level directory and his subordinate researchers can carry
out various operations in this directory. (e directory in the
system is to better store the included data resources, and
each directory sets the serial number, creation date, storage
type, and other fields. Finally, the system can generate the
data report based on the directory according to the date in
the directory.

3.3.4. Data Management Function. Data management
function mainly refers to the storage of the original data in
the system. (e original data in the database of stringed
instrument include text, picture, audio, video, two-dimen-
sional image, original scanning information of three-di-
mensional model, registration information, number
information, and feature information.

All kinds of information in the database are formed into
original pictures, videos, two-dimensional graphics, and
three-dimensional models through graphic processing
software, video editing software, and data modeling soft-
ware, which are stored in the database system through the
original data module. After inputting various additional
information of the data, the system can automatically
number each original data according to the predefined
numbering rule. (e number is unique and cannot be
changed which is used to index and locate the original data
in the database. All the information is input into the cor-
responding directory system (systematic directory generated
by the directory management module) according to the
method of symbol classification, which allows researchers to
view or modify the symbol information. However, if nec-
essary, the deletion of information must be approved by the
research director.

(e data management function stores all original text,
pictures, videos, audio, and 2D data and 3D data infor-
mation. (e system provides the view and full-text search of
them and supports a variety of formats to download. In the
dynamic thumbnail window, users can view the video,
audio, and 3D data.

3.3.5. Query and Retrieval Function. Query and retrieval
function are the most important function of the system
which can perform a variety of query and retrieval on all the
data stored in the numbered warehouse. (e methods in-
clude the following: first, users can select retrieval by module
of isomorphic tree directory management and obtain the
query results that meet the user’s needs through one or more
conditions. Meanwhile, they can also enter the query page by
entering keywords that can be one or more words.(e result
of the query is multiple data containing keywords, and each
condition is associated with a space.

(e relevant information of the query is arranged in the
form of update date and displayed as the name of the in-
formation. (e small window that appears after clicking the
selected information can support online preview and
download of all types of files.

Mongolian Stringed Instrument Database System

Senior
Administrator

Research
Director Researchers Visitor

VIP Users General User

Figure 8: Authority management function.

6 Mathematical Problems in Engineering



4. Realization of Database System

User is the core of module design. (e premise is to provide
an interface for users to operate, rather than to provide an
interface for operating users. Module is the basic medium of
interaction between system and user. It not only provides
users with excellent visual experience but also provides a
simple and standard interaction process, which can also
guide users to gradually form good operating habits, thus
greatly improve efficiency.

4.1. Foreground Systematic Management Module. (e fore-
ground system of string instrument database is a network
platform for users to visit, which can browse the contents
published publicly, such as Mongolian string instrument
information, inheritors, and intangible cultural heritage.(e
auxiliary functions of the system, such as the homepage
interface, the data browsing interface, and the information
searching interface, are designed according to the charac-
teristics of Mongolian stringed instruments, where the
positioning of the whole front desk system is clear, and the
function is comprehensive, so that users can better expe-
rience the charm of Mongolian string instrument.

4.1.1. Home Page of System. In order to meet the different
needs of users, according to the different visual areas of
different devices, the front-end web pages adapted to various
situations are quickly developed, and the goal of displaying
different interface layouts for different devices is achieved,
which creates a better learning and communication platform
for users.

4.1.2. Data Browsing. (e data browsing interface satisfies
the user’s classification browsing of data.(e user selects any
classification item to enter the relevant classification inter-
face, and the data information displayed in the interface,
such as inheritor information and data resources, is dis-
played in the form of a table, which is convenient for the user
to click and view. For example, when browsing the data

window of Mongolian stringed instruments, users can click
the switch button and realize the browsing of all Mongolian
stringed instrument information in the database.

4.1.3. Data Retrieval. (e global search module includes two
core functions: establishing function of Lucene index and
global search. Among them, the establishment of Lucene
index is the core foundation of global search. When users
search resource data globally, they are actually searching for
the established Lucene index, which makes global search not
only realize the powerful fuzzy search function but also
greatly improve the indexing speed. Global search is the core
function of this system, which enables users to get all similar
matching results conveniently and quickly. As shown in
Figure 9, the global search process is divided into the fol-
lowing two parts.

When users know the key words or some important
information of the queried data, they can retrieve the re-
quired related data through accurate query. Users only need
to directly input keywords to search, and the system will
automatically find the data information that meets the
search conditions. If users want to inquire about the in-
formation of the inheritors of Morin Khuur in Hohhot,
select “Hohhot” in the drop-down list of “Location” in the
window, then select “art inheritor,” and click “Query.”(en,
the search results are all art inheritors in Hohhot.

4.2. Background Systematic Management Module.
Background system is the foundation of information
management, which provides guarantee for the release,
update, and deletion of daily files and facilitates statistics and
management. It is a rapid operation and management
system for databases and files, which can update and adjust
front-end content more conveniently and quickly, whose
interface design mainly includes user login interface and
data management interface.

4.2.1. User Login. In the database system of Mongolian
stringed instruments, managers are the publishers and

Database

Get Data

Indexing

Lucene Index

User

Get User Requirements Present To User

Query Keywords Query Result Set

Search Index

Figure 9: Process of data retrieval.
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updaters of data resources and the guardians of the stability,
security, integrity, and high performance of the database
management system. After the manager logs in to the da-
tabase background system, they can enter the user name and
password in the user login interface and then can enter the
management interface to modify, delete, update, and publish
the metadata of Mongolian stringed instruments in the
database.

4.2.2. Data Management. Data management is the core
content of database background system, which directly af-
fects the presentation of Mongolian stringed instrument
data. (e metadata entry interface is a general framework
based on the data collection table of Mongolian stringed
instruments, where some of them are designed as a selective
drop-down menu, which can be added, deleted, or sorted by
administrators, while some conceptual and descriptive data
need to be entered manually.

5. Systematic Test

5.1. Test Environment and Tools

(1) Test tool: LoadRunner 11.0.
(2) Hardware test environment:

Server model: IBM System X3850.
Client model: Lenovo (inkPad X1 Carbon.

(3) Software testing environment:

Operating system: Windows Server 2008; Client:
Windows 7 Professional.
Database: MySQL 5.5.
Browser: Internet Explorer 6.0 and above.
Environmental temperature and humidity: the
temperature is 20°C and the relative humidity is
65%.

5.2. Functional Test of System. (e functional test refers to
testing various functions of the system and testing item by
item to check whether the system meets the requirements of
users. (e functional test of this system mainly includes the
following two parts:

(1) Interface test: Test whether the system interface is
reasonable, beautiful, and coordinated and whether
it is consistent with the design and easy to use, which
mainly includes navigation test, form test, and
overall interface test

(2) Link test: Test whether all links or function buttons
of each page jump to the target page according to the
design and whether the linked page exists to ensure
that all links are valid and correct

(3) Form test: Test the input contents of the search input
box for string, value, required items, and keywords to
check whether the submitted form parameters are
correct and whether the response to critical values is
accurate

(e front and back modules of the system are tested in
the above way, and the results are shown in Table 1.

5.3. Performance Test. (e purpose of performance testing is
to count the performance parameters of the system, which
mainly includes response speed, throughput, and other pa-
rameters. (e system performance is judged according to the
performance parameters to ensure an excellent experience.
Because the portal subsystem is a system that directly contacts
users, the number of users is large and the database is frequently
operated in the retrieval process, so the biggest load in this
system is the retrieval page. (e specific parameters of per-
formance test are configured as shown in Table 2, where JMeter
is used to multithread concurrent access single-category page,
test the average response time of the page, and simulate the
heavy load environment to test the performance of the system in
this environment.

Table 1: Results of systematic functional test.

Test item Test method Result Description

Interface
test

Style judgment Good (e style and color tone of interface are unified

Compatibility Common
(e compatibility effect of IE6/IE7 browser is not as good

as IE8 and above, the layout effect of input box in the page is not good enough, and the
layout is disordered in the case of incompatibility

User experience Good (e layout is reasonable, the page results are divided according to functions, and the
positions of operation buttons are uniform

Link test Run test cases
manually Pass Bugs are managed through Redmine, and all found bugs have been fixed and the test cases

have passedForm test

Table 2: Parameters of performance test.

Concurrent parameter configuration
Number of threads 100

(read startup completion time 0
Number of request sending cycles (times) 5

Request parameter configuration

Server Localhost
Port number 8080

Path /Fund/admin/project!list.action
Request mode GET
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(e test results are shown in Table 3.
As can be seen from Table 3, the system can still

guarantee a short corresponding time and a high throughput
under heavy load, which will not cause a large network delay.
(erefore, this system has high performance, can meet the
concurrent access of large amounts of data, and has a good
user experience.

(e test results also show that various functions and
the interaction between systems are designed and de-
veloped, where the flexible combination of functions in
the whole database system is realized, and the data
management in the field of Mongolian stringed instru-
ments crosses from traditional manual management to
modern management. At the same time, it accelerates the
accumulation of Mongolian stringed instrument re-
sources in industrial clusters, which improves the quality
of cultural exchanges and cooperation.

(rough the testing of the functional modules and
performance of the intangible cultural heritage database
system, its function can meet the functional requirements
of stable running performance and strong running en-
vironment security. (e intangible cultural heritage da-
tabase designed in this paper has the following
capabilities: first, it can effectively realize the classified
management, data query, collection, and download of
data resources in the database; meanwhile, users of the
background system can also add, modify, and delete data;
and finally, the background management of the system
runs normally.

6. Conclusion

(rough the establishment of intangible cultural heritage
database, the preservation, display, and education of
intangible cultural heritage resources can be better re-
alized. In this paper, Mongolian stringed instruments are
taken as the carrier and the intangible cultural heritage
protection system is designed, where MySQL is used as
the system database and Struts 2 framework in MVC
architecture is selected to realize the separation of
business logic and data display. (e test results show that
the system can meet the requirements of stable operation,
and its database has the following capabilities: first, it can
effectively realize the classified management, data query,
collection, and download of data resources in the data-
base; at the same time, users of the background system
can also add, modify, and delete data; and finally, the
background management of the system runs normally.
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Financial auditing in universities is highly specialized, with a huge knowledge system and rapid updates. Auditors will encounter
various problems and situations in their work and need to acquire domain knowledge efficiently and accurately to solve the
difficulties they encounter. *e existing audit information software, however, is mostly aimed at the management of audit affairs
and lacks the relevant functions to acquire and retrieve knowledge of specific audit domains. In this study, we use deep learning
theory as support to conduct an in-depth study on the key technologies of question and answer systems in the field of financial
auditing in universities. In the question-answer retrieval stage, the local information and the global information of the sentence are
first modelled using a two-way coding model based on the attentional mechanism, and then, an interactive text matching model is
used to interact directly at the input layer, and a multilayer convolutional neural network model cable news network (CNN) is
used to extract the fine-grained matching features from the interaction matrix; this study adopts two matching methods. We have
conducted comparative experiments to verify the effectiveness and application value of the entity recognition algorithm based on
this study’s algorithm and the question-answer retrieval model based on multi-granularity text matching in the university fi-
nancial audit domain.

1. Introduction

In recent years, China’s financial auditing of colleges and
universities has been developed in an unprecedented way by
combining national conditions, absorbing international
advanced ideas, and groping on the road of practice, con-
stantly improving and refining. With the flourishing de-
velopment of computer science and technology, audit
informatization has become a wave that promotes the de-
velopment and progress in the field of financial auditing in
universities, improving audit efficiency, and saving audit
costs [1].

Financial auditing in colleges and universities is a scout
to punish and prevent corruption. Financial audit of colleges
and universities refers to the auditing and supervision of the
assets, funds, profit and loss, and liabilities of state-owned
colleges and universities and their holding colleges and
universities independently, objectively, and impartially
according to laws and regulations, to judge whether they are

true and lawful and to give evaluation and audit opinions in
the form of audit reports [2]. *e purpose of financial audit
of universities is to verify and reveal the true operation status
of state-owned universities and their holding universities; to
investigate and deal with illegal and irregular behaviors in
financial income and expenditure; and to prevent the loss of
state-owned assets and to facilitate the macro-control of the
government [3].

In this process, the majority of university financial au-
ditors are eager to quickly and fully understand the
knowledge and new policies of all aspects of university fi-
nancial auditing, so that they can have justifications and
evidence to obtain the corresponding domain knowledge
efficiently and accurately in the face of university financial
auditing affairs [4]. As a result, university financial auditors
have a huge and urgent need for domain knowledge in their
work and are eager to learn domain knowledge quickly to
solve the problems they encounter [5]. *erefore, it is
necessary to provide them with a Q&A service that can
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answer questions and solve problems in a professional and
intelligent manner [6].

Financial auditors in higher education can satisfy their
need for domain knowledge acquisition using search engines
(e.g., Baidu and Google) to retrieve information on the
Internet [7]. However, traditional search engines return to
the user a large number of links to keyword-related Web
pages based on the keywords entered by the user, and there
are many unsatisfactory aspects, mainly in the following
areas [8].

Because traditional search engines cannot meet people’s
needs for accurate and efficient access to information, many
large companies, research institutes, and scholars at home
and abroad have turned their attention to more intelligent,
professional, and personalized automatic question and an-
swer systems and are constantly researching and exploring
them. Question answering system (QA) can answer ques-
tions in natural language (a sentence or a paragraph of text,
or even a named entity such as a person’s name or a place’s
name) based on the user’s input, which is more efficient,
accurate, and concise than traditional search engines that are
accurate, concise, and clear [9].

In view of the high degree of specialization in university
financial auditing, the huge knowledge system, and the large
workload of auditors who are eager to obtain domain
knowledge efficiently and accurately, it is necessary for us to
use advanced theoretical knowledge in natural language
processing and machine learning to build a question and
answer system for auditors in the field of university financial
auditing, which can answer auditors’ questions intelligently,
efficiently, professionally, and concisely and help auditors
obtain domain knowledge accurately, thus assisting auditors
to improve work efficiency and audit quality [10].

2. Related Work

In the 21st century, computer technology has developed
rapidly and widely spread to all aspects of production and
life [11]. At the same time, domestic universities have
absorbed the advanced ideas of international universities
and kept in line with them, so China’s auditing work has also
entered the era of information technology and is on par with
international standards [12]. *e financial audit of con-
temporary universities has significant characteristics, the
scope and field of audit are expanding, the content of audit
becomes more and more complex, the audit subject is also
developing along the trend of diversification, and the cor-
responding audit technology is also more scientific [13].

Reference [14] proposed a semantic Web-based question
and answer system built on the powerful and easy-to-use
structured data of freebase. A typical representative of a
semantic Web-based Q&A system is jacana-freebase [15],
where natural language interrogatives entered by the user are
transformed by the Q&A system into graph query state-
ments against the semantic Web knowledge base.

Reference [16] used a recurrent neural network to rep-
resent the interrogative sentences as word vectors, consid-
ering the dependent syntax of the interrogative sentences. In
addition, t implemented a question and answer system for

single-relationship problems using convolutional neural
networks, the main idea of which is to train matching rela-
tions between entities and entities, which are represented by
semantic vectors. Reference [17] proposed the concept of
word vectors, which is a distributed representation of
meaningful words using neural networks. Reference [18]
proposed a neural network languagemodel, i.e., modelling the
n-gram, which solves the problem of word vector dimensional
catastrophe. Reference [19] proposed the widely known
Centralne Biuro Obrotu Wierzytelnosciami (CBOW) word
vector model and Skip-gram word vector model using more
contextual information to share parameters through recur-
rent neural networks, and its open-source project word2vec
was more widely used by researchers, and the distributed
representation technique of words matured. In [16], based on
word vectors and word-level neural networks, the transfer
probability matrix is added to the named entity recognition
task to improve performance; Collobert constructed a mul-
tilayer convolutional neural network model for four anno-
tation tasks, with input raw sentences for vector
representation without artificial features. Kim proposed a
multichannel CNN model for the sentence classification task
[20].

3. Preprocessing of the Corpus

Corpus preprocessing is to remove useless and invalid
phrases from the large amount of unstructured text crawled,
so that the efficiency of domain entity recognition can be
improved and the recognition effect can be better. *e
corpus preprocessing mainly includes three stages: sentence
division, word division, and screening of deactivated words.

(1) Split-sentence processing.
(2) Word processing.
(3) Deactivation word screening.
(4) Dependency syntax analysis. Research has shown

that every word in a sentence is dependent in some
way on another word. Dependency syntax analysis
allows the identification of semantic dependencies
between words and the understanding of their re-
lational categories. In entity recognition tasks, de-
pendency syntax analysis can be used to capture
functional information about entities and improve
the quality of sequence annotation.

Typically, the dependency syntax analysis algorithm
starts at the root node and expands downwards from the top
to generate a dependency syntax analysis tree. For ease of
understanding, this study uses the Dependency Viewer tool
to build the dependency syntax analysis tree.

Taking the question “What are the steps in a fixed asset
audit?” as an example, the dependency syntax analysis gives
an example of the dependency syntax analysis tree in
Figure 1.

After dividing the corpus into sentences and words in the
field of university financial auditing, 8304 words were col-
lated, and after filtering them for deactivated words, a total of
5873 valid words were obtained.
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4. Question and Answer Search Model

We divide the Q&A system into two modules: entity rec-
ognition, as a pre-step of Q&A retrieval, plays an important
role for Q&A retrieval, and it can be used as an important
feature for Q&A matching. From our experimental analysis
later, we can see that the entity information identified in the
entity recognition stage can improve the accuracy of the
Q&A retrieval model.

In the question-answer retrieval phase, the goal of
question-answer matching is to find the most similar answer
from the candidate knowledge base to return to the user,
which can be abstracted into two academic tasks, one is
question-question matching (paraphrase identification),
which aims to calculate the semantic similarity of two in-
terrogative sentences and determine one is question-answer
selection, which aims to determine whether the answer can
answer the corresponding question and is a question-answer
relationship. Both can be defined as text matching tasks, and
this section presents them in a unified way, with the fol-
lowing abstract definition:

score � F x1, x2( 􏼁, (1)

where x1, x2 denotes the word sequence of the two input
texts, F denotes the implicit relationship function learned by
our model, for the question-question matching task, F de-
notes the degree of similarity, and for the question-answer
matching task, F denotes the degree of correlation between
the question and the answer.

4.1. Data Preprocessing. We crawled a huge knowledge base
of questions and answers in the field of university financial
auditing from Internet resources, processed it by some rules
(special character processing, spam identification, etc.),
generated question-answer knowledge in the form of
questions and answers and possible descriptions of all user
questions, and retrieved the knowledge base ques-
tion—answer is retrieved from the candidate set of all user
questions based on retrieval, and 10 items of each knowledge
are recalled and manually reviewed and marked as our

training data. *e format of the training data is shown in
Table 1.

“User question” indicates the question asked by the user,
“knowledge point title” indicates the knowledge base
question we crawled, “knowledge point answer” indicates
the answer to the knowledge point, and “label” indicates
whether the knowledge point answer can be used as the
answer to the user question. *e “label” indicates whether
the knowledge answer can be used as an answer to the user
question, with “1” meaning that it can be used as an answer
and “0” meaning that it cannot be used as an answer. *e
general question and answer matching only considers the
relevance of the user question and the knowledge answer,
but there may be some noise in the knowledge base we crawl,
so the effect of matching the user question with the answer is
not particularly satisfactory.

After constructing the training data, data preprocessing
is required as input to the model. Traditional methods re-
quire extensive data preprocessing including word separa-
tion, dependent syntactic analysis, and feature construction,
while the proposed question-answer matching model is
based on the deep learning end-to-end model, which does
not require excessive data preprocessing and manual feature
definition and extraction and only requires word separation
for the training data.

4.2.Multi-GranularityQuestionandAnswerMatchingModel.
We fuse information at different levels of granularity, and the
overall model structure is shown in Figure 2. *e model
consists of threemodules: an input layer, a representation layer,
and amatching layer. Based on the input matrix mapped in the
input layer, the representation layer maps the two input texts
into the same semantic space through two-way coded text
relationship modelling, interactive text relationship modelling,
entity information fusion, and attentional mechanism. Finally,
the matching layer uses cosine similarity for the question-
question matching (paraphrase identification) task based on
the semantic vectors modelled in the representation layer, and
the question-answer matching (answer selection) task is
computed using an implicit semantic relation function.

root Auditing of
fixed assets of step is what ?

HED
ATT

RAD

WP

Figure 1: Example of a dependency syntax analysis tree.

Table 1: Training data format.

User questions Knowledge point title Knowledge point answer Label
What is accounting statement audit? Definition of accounting statement audit Corresponding answer a 1
What is the significance of accounting statement audit? Definition of accounting statement audit Corresponding answer a 0
What are the steps of accounting statement audit? Audit steps of accounting statements Corresponding answer b 1
How to audit accounting statements? Audit steps of accounting statements Corresponding answer b 1
What are the key points of accounting statement audit? Audit steps of accounting statements Corresponding answer b 0

Mathematical Problems in Engineering 3
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4.3. Input Layer. *e input layer is the input to the whole
model, including the raw word sequence input, and the
input from the entity recognition results in Section 3.
Assume that the two sentences input are
S1 � w1, w2, . . . , wn􏼈 􏼉 and S2 � w1′, w2′, . . . , wn

′􏼈 􏼉. Using the
entity recognition results from the square in Section 3 as
E1 � e1, e2􏼈 􏼉 and E2 � e1′􏼈 􏼉, where wword ∈ Rdnord×|Vword| and
dword denote an entity that can consist of multiple words,
the word sequence input is mapped to a word vector
representation via a word vector matrix, where ei denotes
the word vector dimension, Vword denotes the lexicon
size, and wword is word learned through the model, as
shown as follows:

r
k

� w
nord

· v
w

. (2)

Similarly, the entity inputs are mapped by means of an
entity vector matrix wentity ∈ Rdentiliv×pennith

, dentity denotes the
entity vector dimension, which is small in order to be ad-
equately trained, typically 10, ventity denotes the number of
entity types, and wentity is also automatically learned by the
model to obtain an entity vector representation; see the
following equation:

r
e

� w
entity

· v
e
. (3)

4.4. Representation Layer. *e role of the representation
layer is mainly to encode the input and map it to the same
semantic space, as, for the input features of the matching
layer, mainly including the two-way encoding semantic
modelling based on attentional mechanism, interactive se-
mantic modelling, entity information integration, and other
major parts.

In terms of recurrent neural network (CRNN) model-
ling, the RNN model can retain the contextual information
of each word, and it is difficult to train the traditional model
because it is difficult to solve the problem of long-distance
dependency; therefore, we use the bidirectional long- and
short-term memory recurrent neural network model
(BiLSTM) for training, and the BiLSTMmodel can solve the
problem of long-distance dependency, and the bidirectional
LSTM model, which not only models the above information
of words but also preserves the below information of words,
enables a richer representation of word levels. For example,
in the questions “What is the objective of the financial audit
of the university?” and “what are the parts of the audit?” the
input of the hidden unit corresponding to “objective” can
not only retain “audit” but also include in the question
“What is the objective of the audit?”. *e BiLSTM model
maps the two-word sequences to vectors in the same se-
mantic space, as follows:

.

Cosine similarity Semantic relationship of argot

Attention mechanism Semantic fusion

Semantic modeling of 
two-way coding

Interactive semantic 
modeling

Entity information 
integration

Domain word vector mapping

Original word sequence input Entity recognition results

Matching 
layer

Presentation 
layer

Input layer

Figure 2: Structure of this matching model.
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i � LSTM

forward
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1 , r
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2 , . . . , r

w
n􏼈 􏼉( 􏼁,

h
bachward
i � LSTM

bachward
si r

w
1 , r

w
2 , . . . , r

w
n􏼈 􏼉( 􏼁,

hi � h
forward
i · h

backward
i ,

(4)

where si denotes the input word vector matrix, LSTM de-
notes the long- and short-term memory recurrent neural
network model operation, as described in detail in Section 2,
and hi denotes the forward and backward computation,
respectively, and hi denotes the concatenation of the forward
and backward computed LSTM representation vectors as the
semantic representation of the word.

We introduce attentional mechanisms. Combined with
our model and the characteristics of the domain, we in-
troduce two attentional mechanisms, one based on entity
information and one based on answers. *e two attentional
mechanisms are only different in representation, and the
principles are the same, so they are introduced in unison.
*e core idea of the attentional mechanism is to assign
different weights to different words in a sentence, with the
different weights representing the importance of the words,
which is calculated as follows:

αi � σ r
T
q Mqi

hi􏼐 􏼑,

hi
′ � αt × hi,

(5)

where M denotes the parameter matrix of the attentional
mechanism, which is learned automatically by the model; rT

q

denotes the context vector involved in the weight calcula-
tion, which can be either the entity vector or the hidden layer
vector of the BiLSTMhidden layer output bymax-pooling or
average pooling; σ denotes the nonlinear transformation
function; αt denotes the different weights of each word based
on the attentional mechanism; hi denotes the hidden layer
output of the BiLSTM; and hi

′ denotes the hidden layer
output after weighting based on the different weights. *e
attentional mechanism allows each word to be given a
different weight based on different contextual information
(different entities, different answers, etc.).

In terms of convolutional neural network (CNN) model-
ling, local features are generally extracted based on the original
word vector through the convolution and pooling operations of
the CNN model [21], while we use the output of each hidden
layer (forward and backward outputs are concatenated) in the
BiLSTM as the CNN model is calculated as follows:

ri
′ � f conv h

′Bi−LSTM
i􏼒 􏼓􏼒 􏼓 + bias, (6)

where conv represents the convolutional and pooling for-
mulas in the convolutional neural network, which are de-
scribed in detail in Section 2; h′Bi−LSTMi represents the output
of the bidirectional long- and short-term memory recurrent
neural network model, f represents the nonlinear function,
bias represents the bias, and ri

′ represents the text semantic
vector represented by the two-way coded text relationship
modelling. In summary, the two-way encoding model based
on the attention-based mechanism is shown in Figure 3.

4.5. Matching Layer. *e matching layer is mainly based on
the semantic representation of the representation layer for
matching score calculation. In our knowledge base, a knowledge
point has both questions and answers, and these data are mined
from the Internet without manual review, and if we simply
match from the question dimension or the answer dimension, it
may bring large deviations; for example, the questions are
similar, but the answers are not good enough to solve the user’s
problem. Based on this difference, different matching methods
are used for the two matching models.

4.6. Model Training and Parameter Tuning. Again, we de-
veloped the model based on the TensorFlow deep learning
development environment developed by Google. *e pa-
rameters of the model are word vector, entity type vector,
LSTM parameters, CNN parameters, implicit relation pa-
rameters, and fully connected layer parameters [24, 25],
where the implicit relation parameters represent the implicit
relation matrixM in the question-answer matching process,
and for all hyperparameters, we iterate through a gradient
search to find the best combination of parameters. *e final
model parameters are shown in Table 2.

5. Financial Audit Entity
Identification Experiments

To verify the advantages and disadvantages of the model
proposed in this study and the effectiveness of the features
introduced in this study, we have done two sets of experi-
ments, one set of experiments is to compare the effect of the
entity recognition model proposed in this study with the
traditional method [26] and the other set of experiments is to
compare the different features introduced in this study, and
the detailed analysis is as follows.

5.1. Experiments Comparing the Model in 1is Study with
Traditional Methods. As the area of study for this study is

Maximum pooling 
operation

Convolution 
operation

Attention 
vector

Bilstm coding

Word sequence

Semantic 
representation

CNN coding

Attention layer

Bilstm coding

Input layer

Figure 3: Two-way coding model with attentional mechanism.

Mathematical Problems in Engineering 5



RE
TR
AC
TE
D

the specialist field of financial auditing in universities, there
is no publicly available experimental dataset on the Internet.
To compare the experimental results and to validate the
results of this study, the dataset used in this study was
manually annotated by the author’s team.

To compare this model with other models, we have
selected three models that work well in other domains for
implementation and tested them on our dataset, of which the
CRF-based, BiLSTM-based, and LSTM-CRF-based models
use manual feature design and feature extraction as input to
the model, and BiLSTM-based and BiLSTM-CRF models
use raw word input and learn automatically through deep
learning models without introducing domain knowledge
features similar to those proposed in this study.*emodel in
this study is the BiLSTM and CRF model-based entity
recognition method that fuses domain knowledge proposed
in this study. *e experimental results are shown in Table 3.

From the experimental results, it can be seen that the
proposed multi-granular entity recognition model incor-
porating domain knowledge outperforms the traditional
model in terms of accuracy, recall, and F1 value in the test
set, fully validating the effectiveness of introducing domain
knowledge features on top of the popular BiLSTM+CRF
model. To illustrate the effectiveness of the different features,
we have also conducted corresponding comparison exper-
iments for different feature combinations.

5.2. Validation Experiments for Domain Knowledge. We
added different features such as lexicality, entity lexicon, and
indicator word information to the standard BiLSTM+CRF
model for experimental validation to illustrate the role of
different features separately, as shown in Table 4.

From the experimental results, it can be seen that a
variety of features introduced in this study can be useful for
entity recognition. *e lexical features can be seen as an
additional supplement to the word vector information; for
example, nouns are generally considered to be more likely to
be entities, and this information can be learned automati-
cally by the model, but as the word vector information is
already rich in semantics, the introduction of lexical features

is not very useful. In contrast, the introduction of entity
features improves the n value by 1.24% relative to the
BiLSTM+CRF model, while the recall rate improves by
1.47%, indicating that the candidate domain entity lexicon
can play an important role for some sparse entities. *is is
reflected in the significant increase in the recall rate; the
introduction of the indicator information improves the F1
value by 0.87% relative to the BiLSTM+CRF model, while
the accuracy rate improves by 0.92%, indicating that the
indicator information can correct those entities that are
easily misidentified and improve the accuracy rate. Finally, it
can be seen that the combination of the three features can
further improve the recognition effect compared with the
introduction of entity words or indicator words alone, in-
dicating that these features are complementary to each other
and the combination can improve the final entity recogni-
tion effect.

5.3. Question and Answer Search Experiment. In the ex-
periments, two types of evaluation criteria were chosen for
evaluating the model, one is the AUC, which is not related to
the selection threshold of the classification criteria, and the
AUC is usually used to evaluate the goodness of the di-
chotomous classificationmodel; the other is the metrics such
as MAP and MRR, which are related to the ranking of the
information retrieval, MAP denotes the mean accuracy rate.

Attentional mechanism plays an important role in the
model of this study, we introduced answer attention and
entity attentional mechanism, the difference between the
two is that the answer attentional mechanism calculates the
weight of each word in the question based on the coding
vector of the answer, while the entity attentional mechanism
calculates the weight of each word in the question based on
the coding vector of the entity. *e detailed results are
shown in Table 5.

From the experimental results, we can see that the in-
troduction of the attentional mechanism can improve the
model’s effectiveness to a certain extent, in which the entity
attentional mechanism improves the effect better than the
answer attentional mechanism, indicating that the entity
attentional mechanism can make the model pay more

Table 2: Table of model parameters.

Parameter
name

Word vector
dimension

Entity vector
dimension

LSTM hidden layer
dimension LSTM layers Convolution kernel

size
Value 128 128 128 1 [128.3]
Parameter
name Matrix size Dropout Wight Number of hidden layer

nodes
Number of hidden

layers
Value [128, 64] 0.8 0.8 128 2

Table 3: Experimental results of entity recognition models.

Model Accuracy (%) Recall rate (%) F1 value (%)
CRF-based 78.52 77.48 78.94
BiLSTM-based 80.01 79.87 80.12
BiLSTM+CRF+model 81.45 80.03 80.07
BiLSTM+CRF+Deixis 81.47 81.29 80.97
Paper model 80.14 83.47 82.59
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attention to the entity information and reflect the core se-
mantics of the user when performing the question
representation.

To illustrate the importance of the entity feature in-
formation identified in the question-answer matching
process, we compared the models without the introduction
of entity features and the models with the introduction of
entity features, respectively, and the detailed results are
shown in Table 6.

From the experimental results, it can be seen that the
introduction of entity features has an important role in the
improvement of the question and answer matching
model, with 0.74%, 0.85%, and 0.81% improvement in the
Auc, MAP, and MRR indexes, respectively, and the in-
troduction of entity features can incorporate the a priori
knowledge of entity features into the model, which can
automatically learn the role of entity features for the final
matching relationship through a large amount of training
data.

6. Conclusions

In this study, we propose a question and answer retrieval
model based on multi-granularity text matching, incorpo-
rating matching features of different granularities. Firstly, a
two-way code model, i.e., a long- and short-term memory
recurrent neural network (BiLSTM) and a CNN model, is
used to model the contextual and local information of the
sentence, while an attentional mechanism is introduced to
assign different weights to different words, allowing the
model to focus more on the expression of specific words;
then, an interactive text matching model is used in the input
layer directly; finally, by fusing the entity recognition in-
formation, entity features are introduced to enhance the
effectiveness of question and answer matching.
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With the rapid development of modern information technology, students’ education and computer technology begin to blend,
and the modern teaching mode is quite di�erent from the traditional education mode known in the past. In view of the current
college English teaching in the information age, this study puts forward the way of integrating computer information technology
with college English teaching, improves MLP algorithm, puts forward a new arti�cial intelligence algorithm, improves its
calculation e�ciency, and uses the optimized GA-MLP-NN (Genetic Neural Network Algorithm for the Multilayer Perceptron)
algorithm in college students’ oral correction program. Firstly, GA-MLP-NN algorithm is used to optimize college English
teaching so that more complex structures can be learned and dealt with. Incremental hidden layer unit neural network is added,
which makes the operation more accurate based on S-type recursive function. �en, the oral English system is established, using
the GA-MLP-NN neural network model. Finally, we evaluate the parameters of the model, design a comparative experiment and a
questionnaire survey to verify the rationality and feasibility of the guess, which proves that this method can deal with more
complex programs, and make students learn English more handy and close to students’ needs by using computer technology.

1. Introduction

Due to the development of computer information tech-
nology, many traditional industry models have undergone
tremendous changes. Traditional English teaching methods
are gradually declining in the era of rapid development of big
data industry. Traditional English teaching is facing great
challenges, which are both a crisis and a challenge for the
traditional teaching mode. In recent decades, computer deep
learning can imitate the learning process of the human brain
and obtain the inherent characteristics and natural rules of
data such as sound, video, and image, which can be applied
to all walks of life. Ding et al. [1] have designed a deep
learning method which can be used to assist and improve
college English online teaching by combining the multilayer
neural network model with K-means clustering algorithm. If
we want to improve the level of college English teaching, we
cannot avoid creating a good oral environment. �erefore,

the spoken English dialogue system based on computer big
data analysis and arti�cial neural network is very important.
Liu [2] proposed an evaluation model connecting speci�c
time-delay neural network (TDNN) layers by previous
feedback. By using di�erent feature representations of each
word, abundant information can be obtained and the
number of model parameters can be reduced. In oral English
teaching, it is inevitable to detect oral grammar. In college
English grammar detection, oral grammar is the content
with the highest error rate. Du [3] proposed in the research
of intelligent error correction of college oral English
grammar based on GA-MLP-NN algorithm that compared
with the traditional multilayer perceptron prediction, the
optimized algorithm signi�cantly improves the running
e�ciency of the model and shortens the prediction time.
During the university period, in the large-scale classroom
teaching, teachers often cannot interact e�ectively with every
student, which leads to a signi�cant reduction in teaching
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effect. *erefore, relevant research and investigation have
been done. Wang et al. [4] found that PDA classroom
teaching can achieve a central balance between teachers and
classmates, improve the interaction between teachers and
classmates, and increase students’ absorption of knowledge.
Yang et al. [5] found that there are still many problems in
English teaching mode based on multisource information
fusion algorithm through the investigation of college lan-
guage teaching. Tian [6] found that the intervention of
multimedia makes educational resources richer, pays more
attention to students’ status, and improves educational
management. Hu [7] pointed out that, after the integration
of computer information technology and foreign teachers’
courses, traditional teaching elements (textbooks and con-
tents) were replaced by new teaching technologies (multi-
media and network programs). Nael et al. [8] put forward
AraScore. *rough empirical research and investigation
using the baseline model, RNN, LSTM, and other language
models, it is found that using the ELECTRA language model
to realize the task at hand in language teaching is the best
system, which highlights the powerful performance of
computer deep learning in language teaching. Giosue et al.
[9] introduced an ATE system based on RNN, which was
tested in Italian and English, and concluded that it can solve
the complexity evaluation problem of different languages. In
the overall framework of English learning, considering the
integrity and overall situation of learning,Wu et al. [10] refer
to the combination of Einstein’s cognition, emotion, be-
havior, and attitude with modern classroom teaching to
form an overall goal classification framework suitable for
university teaching mode. Alshara et al. [11] apply the in-
terdisciplinary learning model in SEE portal to computer
network and education, which is used to overcome the
teaching and island model, so that software engineers can
communicate with relevant knowledge in the field of edu-
cation. Based on deep learning, Yan and Dong [12] analyzed
iSmart platform and offline classroom and constructed a
teaching mode combining the two. Brauer et al. [13], in the
HCI study, elucidate Web-based software application in-
teractions between Web analysts and users. Waiganjo [14]
has studied the views and attitudes of integrating infor-
mation technology into teaching in rural areas. *e gov-
ernment should strengthen ICTconstruction and strengthen
the popularization of information and communication
technology in schools. Ruby and David [15] provide a way to
make English learning learn and practice in an unknowable
environment, using NLN to provide standards. Li [16] ex-
plores the hybrid model of college English based on modern
educational technology and computer technology. Yuan [17]
analyzes the connotation of artificial intelligence technology
and the technical problems in ETIP and gathers contem-
porary information to prove that the construction of college
English education needs to follow the traditional educational
concept and add artificial intelligence technology to the
educational mode. Haet al. [18] studied the attitudes and
thoughts of students and teachers on oral corrective feed-
back and discussed the influence of language education,
teachers, and project designers on teaching. Mohammad and
Junji [19] developed the application of Wordhyve according

to image memory, which can regard learning experience as a
trigger to enhance the vocabulary of a second foreign lan-
guage and help users learn a language better by analyzing
logs. Zhang [20] proposes an innovative teaching model of
college English reverse classroom through intermediary
intelligent adjustment algorithm [21], in which virtual
multimedia teaching [22] needs to be used to replace out-
dated technology and specify specific teaching schemes
related to it. Yanhong YUE [23] established a quality-ori-
ented hierarchical process model of educational evaluation
analysis for college English teaching reform [24]. Pemba
et al. designed software, which can provide learning inter-
action, arrange small learning tasks that aremore suitable for
users’ English, and reflect the evaluation to the background
analysis of learning. Song [25] proposed that the English
multimedia teaching mode will become an inevitable trend
of English teaching reform and development. It is necessary
to stimulate students’ learning winter and learn more in-
dependently; the principle of taking teachers as the leading
factor and students as the main body avoids repetition and
improves classroom teaching efficiency. In the related lit-
erature description, the corresponding intelligent methods
are generally used to realize the application and analysis of
spoken English, and the corresponding neural network is
also used to realize the detection and application of English
grammar in order to improve the recognition rate. *ere is
also an analysis of the corresponding English application
scenarios, and relevant applications are carried out through
the curriculum characteristics.

2. Experimental Model

2.1. Computer Intelligent Computing and Neuroscience.
Neural network can be applied to computer image analysis
and the regression method can be used to make machines
imitate and learn human computation process. MLP algo-
rithm is one of many algorithms about artificial intelligence.
In machine learning, MLP algorithm can improve the
model’s data error and achieve comprehensive optimization
performance. However, there are also obvious drawbacks.
*e MLP calculation is too inefficient, resulting in a par-
ticularly slow machine learning and training process. In the
traditional multilayer perceptron model, the operation on
single data cannot achieve the desired effect, as shown in
Figure 1.

In order to solve the problem of low computational
efficiency of MLP algorithm, we propose another artificial
intelligence algorithm. On the basis of MLP algorithm, the
number of nodes of network nerves is improved when
working cooperatively at different levels. *e optimized GA-
MLP-NN algorithm can complete the function of multidi-
rectional computation at the same time, which greatly im-
proves the efficiency of the model in machine learning
training and greatly saves time and cost.

2.2. GA-MLP-NN Arithmetic. GA-MLP-NN algorithm
[26, 27] is a research technique for oral grammar correction.
It is one of the artificial intelligence algorithms that can deal
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with a large amount of data and information, realize mul-
tinode output, and solve practical problems:

A � f W
T
1 ∗X􏼐 􏼑, (1)

Y � f W
T
2 ∗A􏼐 􏼑. (2)

*e purpose of training is to reduce the fault tolerance of
data and achieve the ultimate goal of optimization. In the
training process, only the weights need to be adjusted out of
the appropriate range to achieve the goal.

*en, the minimum distance solution under the hidden
layer can be obtained:

W
T
2 ∗R − S2 � min . (3)

Using the transfer function in the model, we can de-
termine the range of parameter values for matrix R:

W
T
2 ∗ΔR − S − W

T
2 ∗A􏼐 􏼑2 � min . (4)

*e linear regression model used in the experimental
analysis is as follows:

WT � W1W􏼂 􏼃, (5)

Xr � [XR], (6)

Y � a + bX + ε. (7)

*e formula includes constant term, linear regression
coefficient, and error value. To sum up, it is the function
variables that have a great influence on the whole expected
experimental data. For the significance test of integrity, the
required calculation formula is as follows:

ESS � 􏽘 􏽢Yi − Y􏼐 􏼑
2
, (8)

RSS � 􏽘 Yi − 􏽢Y􏼐 􏼑
2
. (9)

*e entire multilayer perceptron of the model needs to
insert the known variables into the activation function, and
the expected result factor after the change is obtained
through the control of the model function. *e formula for
the activation function can be expressed as follows:

t −
R

�������������
1 − R

2
􏼐 􏼑(n − 2)

􏽱 . (10)

*e result can be expressed as

ϕ(v) � tanh(v), (11)

􏽢y � tanh d 􏽘
n

d�1,n�1
wdxn

⎛⎝ ⎞⎠. (12)

*e above model is studied by adjusting the range of
weight parameters in the function, and the final result is
approximate to the actual data:

w
k+1
j � w

k
j + β yi − y

k
i􏼐 􏼑xij. (13)

If the experimental results are close to or consistent with
the expected results, the current values can continue to be
used; otherwise, the weights and thresholds need to be
updated for adjustment. In this model, we set two variables,
which are the total number of data syntax and the syntax
error correction rate:

ht � f ht−1, xt( 􏼁, (14)

C � q h1, h2, h3 . . . , ht( 􏼁. (15)

*rough the decoding function of the model, the data
variables can be decoded, and the next syntax can be cor-
rected by using the obtained results.

In this process, the required calculation formula is as
follows:

yt � argmaxP yt( 􏼁, (16)

yt � 􏽙
T

t�1
p yt| y1, y2, . . . , yt−1􏼈 􏼉, C( 􏼁. (17)

In the whole model, because the data length is too long, it
may lead to information loss and other problems, which is not
conducive to computer model calculation. *erefore, we in-
troduce an intelligent learning system transformation mech-
anism to solve suchproblems.*emodel formula is as follows:

ht
′ � f ht−1′ , yt−1, C( 􏼁. (18)

2.3. TDNN Model. For college oral English teaching, we
also propose another spoken English recognition model,
which is an evaluation estimation model connected with

Neuron

Input 
layer

Hidden 
layer 

Output 
layer

Figure 1: Network structure block diagram of multilayer per-
ceptron system.
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specific TDNN levels by previous feedback. *e main way is
to obtain more abundant context information according to
the different performance characteristics of different target
words in the TDNN layer, so as to reduce the number of
model parameters, as shown in Figure 2 and Figure 3.

In Figure 3, T represents time and X represents the data
state when the system enters the hidden layer at time H. *e
matrices W, V, and N represent the weight matrix, and its
calculation formula is as follows:

ht � fuc Uht−1 + Wxt + b( 􏼁, (19)

Ot � Vht, (20)

C
∗
t � tanh Wcxt + Ucht−1 + bc( 􏼁, (21)

ct � ft°ct−1 + it°c
∗
t , (22)

ht � Ot° tanh Ct( 􏼁. (23)

Among them, ft， it, and Ot are three valve controllers,
and the valve control mechanism is a systematic method of
information selection and differentiation. Its value range is
between 0 and 1, so there is a certain information flow rate.
D denotes the dot product operation of the matrix, and C is
the time before the state of the memory cell.

In the literature on speech recognition, a time-delay
neural network is proposed, which is a multilayer neural
feedback system, and each layer has strong information
extraction ability. In the process of machine learning, there is
no need to mark and locate the learned ones. *e training
method of the neural network is backpropagation algorithm.

In the TDNNmodel, the model structure is similar to the
traditional model, so the time complexity of a single con-
volution layer can be expressed as

Time ∼ O M
2

× K
2

× Cin × Cout􏼐 􏼑, (24)

where M is the secondary side length of the feature graph
output of each convolution kernel of the model and K is the
main side length. As shown in the formula, enter Cin, output
Cout, and convolution kernel K2 are three influencing factors
that affect the feature properties of the feature map:

M �
X − K + 2∗Padding( 􏼁

Stride + 1
, (25)

Time ∼ O 􏽘
D

ρ�1
M

2
ρ × K

2
ρ × Cρ−1 × Cρ

⎛⎝ ⎞⎠, (26

Space ∼ O 􏽘
D

ρ
K

2
ρ × Cρ−1 × Cρ

⎛⎝ ⎞⎠. (27

In many NLP-related tasks, the current high-usage ap-
proach is to construct a data dictionary in the dataset, known
as a dataset. Each id of the data dictionary corresponds to a
word. Input different ids will be converted into word vector
sets corresponding to their ids, and then, all vector sets will be
spliced.Wis the sizeof the splicedwordwindow.*erefore, in
sequence t, we should enter the following format:

Et � et−w, . . . , et−1, et, et+1, . . . , et+w􏼂 􏼃. (28)

Finally, a more accurate linearized probability distri-
bution is obtained by using the activation function of the last
layer of the neural network layer. In this experiment, we used
the following objective functions:

L � −
1
N

􏽘

N

t�1
􏽐
C

c�1
yt, c log _yt,c. (29)

*us, although the traditional RNN network model can
process sequence data, it also has the problem of insufficient

Input

Pretreatment

Word
embedding

Output

Figure 2: Structure diagram of the word embedding model system of neural network.

O

V

h

U

x

W

Ot-1 Ot Ot+1

V
ht-1 W W W

U U U

Xt-1 xt Xt+1

Figure 3: Single-layer RNN network structure diagram.
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long-term memory. *erefore, the TDNN model proposed
by us can realize the input sequence in time, which greatly
solves the problem of insufficient memory. TDNNmodel is a
model based on BACK SPREAD algorithm, which is a fast
algorithm and makes every layer of TDNN model have
abstraction ability.

3. Experimental Simulation

3.1. Investigation and Analysis of College English Online
Teaching Mode Based on Deep Learning. In a Chinese uni-
versity, two classes were selected. Before entering the school,
their overall English level was the same, and they were
instructed by the same teacher. *e control class was mainly
taught by the teacher face-to-face, and the other experi-
mental class was mainly learned online.

We used the experimental control method to verify the
reliability of this method according to the final score and
questionnaire survey.

It can be seen from Table 1 and 2 that the application of
computer information technology in college English
learning can help students to improve their enthusiasm for
English, help them to have a further understanding of
English, improve the basic English literacy of common

Table 1: Student performance evaluation table.

Type Group Max
score

Min
score Average score

Listening
Experimental

group 98 82 88.3

Control group 86 66 70.2

Speaking
Experimental

group 93 81 87.5

Control group 83 64 70.35

Reading
Experimental

group 97 80 88.9

Control group 80 63 76.2

Writing
Experimental

group 94 78 86.3

Control group 73 46 66.19

Table 2: Questionnaire survey results.

Type Contents of the survey Satisfaction (%)
Experimental
group

Is there a new understanding
of the world in connection

with the international
community

73

Control group 56

Experimental
group

Satisfaction with one’s own
progress after learning oral
English, listening, reading,

and writing

85

Control group 76

Experimental
group

Are you satisfied with your
understanding of learning

tasks

88

Control group 69
Experimental
group Satisfied with the diversity of

English
82

Control group 62
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Figure 4: Test diagram of the first experiment.
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Figure 5: Test diagram of the second experiment.
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Figure 6: Gradient change diagram during MLP network training.
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students, clarify the bad habits and tasks, and make students
more targeted and clear when learning English.

3.2. Experimental Comparison Diagram. In order to reduce
the error, we compare the learning parameters in MLP
network and reduce the related neurons appropriately.

(1) Influence curve (different learning rates on network
convergence): SGD algorithm is used to train pa-
rameters. In the dataset, the gradient changes of
perceptron training andMLP training are compared.

(2) *e gradient change diagram during the training
process of perceptron network: CNN and MLP
models are used to compare the experimental results
in the verification set and dataset.

(3) Gradient change diagram of MLP network during
training.

Next, the recognition results of CNN and MLP on
training set and test set are discussed and analyzed.

*e data in Figure 4–9 show that it is useful to apply
functions to deep learning and optimize the college students’
English learning model. In the learning process, functions
play a role and are effective for the blending of computer
information technology and college English teaching.

3.3. Optimization Effect. By using progressive hidden layer
element neural network, s-type recursive function is used to
perform precise continuous operation. Using the weight
matrix in each layer, the change of function value is pre-
dicted based on s-type function.

It can be seen from Figure 10 that the trend of this
function is gradually rising, indicating that, under the tra-
ditional forward neural network, the operation of gradient
function based on S-type will be more accurate. In order to
improve the operation efficiency, the traditional S-type
hidden layer unit neural network is increased, and the

Perception Net
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Figure 7: Gradient change diagram in the training process of
perceptron network.
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Figure 8: CNN gradient change diagram.
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Figure 9: MLP gradient change diagram.
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number of layers and nodes in it is gradually increased, so
the algorithm of GA-MLP-NN is optimized.

4. Conclusion

*is study integrates computer information technology into
college English teaching and proposes an optimized artificial
intelligence algorithm. Ga-mlp-nn algorithm in spoken
English correction program is optimized, and multilevel
precise continuous operation is carried out by using pro-
gressive hidden layer unit neural network and S-type re-
cursive function. *e neural network model is constructed
and evaluated. In order to establish a more complete
learning system, experimental verification is designed to
make it more convenient for students to learn English in
college.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Cheongsam has the unique costume culture characteristics of the Chinese nation and is a classic style of traditional Chinese
costumes. At the same time, with the rapid development of science and technology, 3D virtual technology plays an increasingly
important role in the garment intelligent manufacturing industry.  erefore, how to combine 3D virtual technology with the
development of women’s cheongsam clothing products is of great signi�cance, which can overcome the limitations of time and
space and e�ectively improve the e�ciency of clothing pattern design. To solve this problem, a design method for national
costume based on virtual reality technology is proposed. First of all, the modeling and structural characteristics of cheongsam are
analyzed. Secondly, di�erent curve �tting methods are applied to human body feature recognition, and cubic polynomial �tting is
selected to complete the feature recognition of the human body model in a virtual environment.  en, in order to prevent the
penetration between clothing and the human body, the collision detection function based on the AABB bounding box is added,
and a method based on linear sensitivity is used to map 2D to 3D. Finally, the model of a cheongsam costume is created by using
the clothing simulation Marvelous Designer software, and the e�ectiveness of the proposed virtual cheongsam costume sim-
ulation design method is veri�ed by subjective evaluation indexes.

1. Introduction

 e traditional cheongsam in the Republic of China plays an
important role in the history of Chinese national costume. It
re�ects the evolution from tradition to modernity in the
modeling structure of Chinese traditional national costume
and is a typical representative of Chinese women’s tradi-
tional costume. With the progress of the times, people pay
more attention to the cultural heritage of costumes, and
national costumes gradually show vigorous vitality. In recent
years, the booming development of the Hanfu industry and
high-end customization industry in China is the best ex-
ample. However, with the popularity of COVID-19 in the
world, fashion designers cannot communicate face-to-face
with customers in the real world. In this situation, people
have an unprecedented demand for virtual �tting and virtual
dynamic display of clothing [1–6].

For fashion designers, reliable and real 3D clothing
simulation can accurately convey the details and wearing

styles of clothing and make consumers more intuitive to
understanding the shape of clothing. Clothing
manufacturing mode based on a 3Dmodel is also helpful for
enterprises to realize �exible production and reduce in-
ventory pressure and capital chain tension. For consumers, a
more intuitive clothing display can help them accurately
judge whether the clothing is suitable for their own con-
ditions, which greatly promotes clothing consumption
[7–10]. For schools, 3D clothing simulation can serve
teaching well. For the museum, 3D costume simulation can
help the inheritance and development of traditional national
costume culture.

In the aspect of 3Dmodeling, Poser, Marvelous Designer
(MD), CLO3D, Style 3D, and other software which are more
suitable for human body modeling and virtual clothing
design simulation in the clothing industry have been born
since the traditional Maya and 3Dmax [11–14]. In the �eld of
anthropometry, the popularization and application of phase
grating technology, 3d scanner, and reverse engineering
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technology have laid a good foundation for accurate an-
thropometry [15–17]. In two-dimensional plate making,
pattern design, and fabric design, various advanced systems
also provide support for small-scale, flexible customized
production of clothing. Each link of virtual clothing design
can be completed more accurately and quickly by new
technology step by step. Virtual garment last section system
can greatly reduce the cycle and cost of garment design. *e
key problems of virtual clothing design can be classified into
three aspects: feature recognition of the human body model,
real-time interaction, and fabric model. *is paper mainly
studies the first two problems.

First of all, the recognition of human body features is a
key link in the process of virtual clothing design. *e ac-
curacy of feature point recognition is directly related to the
progress of digital clothing research and development and
the quality of products. How to obtain the position of human
feature points accurately and quickly at the same time with
low cost is the research content of many scholars and sci-
entific research institutions. Li et al. [18] used the improved
Canny algorithm to identify feature points and combined it
with subjective artificial marking points to accurately
identify human feature points. Zhang et al. [19] proposed to
recognize 3D human feature points by a random forest
algorithm. Zou et al. [20] proposed to obtain human body
parameters by fitting the distance between feature points. At
present, the types of functions that can be used for curve
fitting include polynomial, exponential function, parametric
spline curve, B spline curve, Gaussian function, Fourier
function, and interpolation function. In this paper, different
curve fitting methods are applied to human feature recog-
nition. *rough the comparison of different effects, the
advantages, disadvantages, and adaptation surfaces of dif-
ferent ways are discussed, and finally, cubic polynomial
fitting is selected for human feature recognition.

Secondly, the real-time interaction between the human
body and clothing is another difficult problem that clothing
design needs to face in the virtual environment. In order to
avoid the situation where the cloth penetrates the human
body when the cloth collides with the human body, it is
necessary to add real-time interaction of collision detection
and response. Park et al. [21] combined multilevel modeling
methods to improve the accuracy of collision detection and
solved the problem of low collision detection efficiency
caused by the complexity of multilevel modeling. Nakai et al.
[22] used a two-stage filtering algorithm to realize the
continuous collision detection of objects, aiming at detecting
the continuous collision state and collision feedback so as to
improve the detection efficiency of continuous collision of
objects.

*erefore, aiming at these two problems, this paper
designs a cheongsam clothing simulation method based on
virtual reality technology. Due to the powerful technology of
MD clothing simulation, it is gradually being favored by
fashion designers. As a new 3D clothing software, MD has
plenty of room for innovation and development in the
clothing field.*erefore, this research will use theMarvelous
Designer 9 platform and Unity engine to realize virtual
clothing design. *e main work includes the following: (1)

Aiming at the problem of human model recognition, dif-
ferent curve fitting methods are applied to human feature
recognition, and different effects are compared; (2) Aiming
at the real-time interaction problem, the collision detection
method based on AABB bounding box is adopted to prevent
the penetration phenomenon between clothing and the
human body, and a method based on linear sensitivity is
adopted to map 2D to 3D, which canmore truly simulate the
influence of mouse drag on 3D clothing state.

*e rest of the paper is organized as follows: In Section 2,
the structural analysis of traditional cheongsam clothing is
studied in detail, while Section 3 provides the human feature
point recognition in virtual environments. Section 4 pro-
vides the collision detection techniques in virtual interac-
tion. Section 5 provides the virtual clothing design
presentation and evaluation. Finally, the paper is concluded
in Section 5.

2. Structural Analysis of Traditional
Cheongsam Clothing

*e modeling structure features of cheongsam are analyzed,
including cheongsam standup, cheongsam sleeve, cheong-
sam body piece, and cheongsam slit. First of all, whether it is
a traditional cheongsam or a modern cheongsam, standup
up is its representative feature and an important modeling
language of cheongsam. Standup is a subtle detail that plays a
finishing role in the whole cheongsam. By measuring the
standing up of 25 cheongsams in the Republic of China, it is
found that the circumference of the standing up is about
34 cm, and the maximum value is no more than 37mm.*e
greater the rise of the standup, the tighter the standup will be
to the top of the neck, creating a small amount of space,
which is not conducive to human movement. *erefore,
there is a certain limit to the amount of rise, generally
between 1 cm and 2.5 cm. In short, the internal structural
features of the cheongsam standup, although varying
slightly, are directly related to the modeling features of the
collar, reflecting people’s dress code and aesthetic
requirements.

Secondly, the sleeves of the cheongsam are roughly
divided from a structural perspective into loose sleeves,
modest sleeves, and semiwestern sleeves. As the sleeves and
body pieces of the traditional cheongsam are flat, this shape
requires that the sleeves and the body piece of the garment
must become a single unit.

*e fabric of the cheongsam in the Republican period
was mainly silk fabric, which was soft and delicate and not
easy to fix when cutting. In order to ensure the accuracy of
the values when cutting, a two-dimensional flat structure
was adopted. *e front and back body is symmetrical in the
horizontal direction with the shoulder and sleeve line, and
the left and right body are symmetrical in the vertical di-
rection with the front and back centerline.

Finally, in terms of construction, the slash is mainly to
facilitate the body’s movement. *e height of the slash
depends on the length of the cheongsam and the distance
that the legs can travel when the body is in motion.*e slash
does not need to be too high to allow for movement.
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Depending on the height of the hemline, the cheongsam can
be divided into long and short cheongsams, as shown in
Figure 1.

3. Human Feature Point Recognition in
Virtual Environments

3.1. Experimental Analysis of Human Bust Line Curve Fitting.
In the process of garment design and manufacturing, the
bust line is a key part of human body shape analysis, and the
curve structure is complex and difficult to fit, so the right
section of the 160/84A bust line is selected as the experi-
mental object for curve fitting in this paper. By comparing
the fitting effects of different fitting methods, the fitting
equations suitable for calculating the curvature and cir-
cumference of the human body at a later stage are sought
[23–25].

In terms of the selection of the fitted functions, the spline
curve, although a good fit, has a large number of equations
and high complexity, so the spline curve was not part of the
examination for this experiment. *e types of functions
finally chosen for the experiment were polynomial,
Gaussian, sine, and Fourier functions. Due to the relatively
even distribution of the point cloud data, the bust line was
divided roughly equally into 10 segments, the effect of which
is shown in Figure 2.

In this experiment, 12 fitting methods (4 functions,
multiple orders) were applied to the 10-segment bust sample
data for a total of 140 fitting trials, and the accuracy of each
order of the different fitting functions is shown in Table 1.

*e polynomial of the 3rd order was not only fitted with
an accuracy mostly above 0.99 but also with a relatively
simple equation and a small number of parameters, making
it easy to carry out the subsequent derivative integration
operation. In combination with the analysis of human
characteristics in the subsequent operation, the amount of
data selected was moderate and evenly distributed, so the
final choice was to fit a 3rd order polynomial for the cal-
culation of curvature, tangent point, slope, arc length, etc.

3.2. Human Feature Point Localisation in Virtual
Environments. *ere is a certain variability between people
because of regional differences caused by different growing
environments, height differences caused by different age
stages, and the influence of genetic material on human body
shape.*e object of this research is the individualized female
body shape in the production of clothing design. For the
identification of the main feature points, firstly, according to
the proportional relationship between human feature points
and height (assuming a height of 1.00), the human torso is
divided into regions consisting of the neck, shoulders, un-
derarms, chest, waist, and hips. For computational conve-
nience, the three-dimensional human body is projected onto
the YZ and XZ planes in this paper.

3.2.1. Breast Point (BP). *e BP is the highest point of the
breast and is the reference point for measuring bust cir-
cumference and one of the most important reference points

in garment construction. *e absolute value of the coor-
dinate x is obtained from the data of the gallery in the area
where the breast point is located on the side view of the body.
*e point with the largest absolute value is then used as the
BP, so the detection area ΩBP for the BP can be expressed as
follows:

ΩBP � P ∈ GZX|0.67H< zp < 0.77H􏽮 􏽯, (1)

where GZX denotes the set of all points on the chest in the
side view and H denotes height.

3.2.2. Scapular Point (SP). *e SP is the most convex point
of the human scapula and is the key point of the posterior
garment piece. In the real human body, it has a more
ambiguous amount of projection compared to the BP point
and is more difficult to locate. It is analyzed by means of the
coordinates of the 3D human body point cloud data. As the
measurement unit is millimeters, even small bumps can
cause significant changes in the coordinates. *e detection
area ΩSP of the SP can be expressed as follows:

ΩSP � P ∈ GZx|0.70H< zp < 0.80H􏽮 􏽯. (2)

First extract the gurney data for the region, i.e., extract
the data with the smallest x-value for each layer on the region
in the side view. As with BP, for the obtained human back
corridor data, the absolute value of each coordinate x is
found, and the maximum value is selected as the SP.

3.2.3. Posterior Neck Point (BNP). *e BNP is the seventh
cervical protrusion point and is the reference point for
measuring dorsal length. *is point is highlighted when the
neck is bent forward. *is effect is particularly evident in the
3D body point cloud data map. *e detection area ΩBNP of
the BNP can be represented as follows:

ΩBNP � P ∈ GZX|0.81H< zp < 0.91H􏽮 􏽯. (3)

3.2.4. Side Waist Node (SWP). *e SWP is located in the
middle of the side waist area of the body. It is the division
between the front waist and the back waist and is also the
reference point for measuring the size of the side seam of the
garment. It is in the waist area of the front view of the body
and has a distinctive concave feature. *e detection area
ΩSWP of the SWP can be expressed as follows:

ΩSWP � P ∈ Gzy|0.58H< zp < 0.68H􏽮 􏽯. (4)

3.2.5. Side Neck Point (SNP). *e SNP is at the intersection
of the anterior aspect of the trapezius muscle of the neck with
the shoulder.*e curvature of the data of the rotunda on the
front view of the body in the area where the SNP is located is
found and the point of maximum curvature is found as the
SNP.*e detection areaΩSNP of the SNP can be expressed as
follows:

Mathematical Problems in Engineering 3



Table 1: Fitting accuracy of various fitting functions in 10 curves.

Fitting method Orders A B C D E F G H I J

Polynomial functions

2 0.9943 0.9989 0.9992 0.9999 0.9985 1 0.9995 0.9977 0.976 0.9919
3 0.9998 0.9998 0.9999 1 1 1 1 0.9996 0.9862 1
4 0.9998 0.9998 1 1 1 1 1 1 0.9987 1
5 1 1 1 1 1 1 1 1 1 1
6 1 1 1 1 1 1 1 1 1 1

Gaussian function 1 0.9756 0.9997 0.998 0.9997 0.9982 0.9999 0.9993 0.9969 0.9759 0.948
2 0.9997 0.9982 1 1 1 1 1 0.9999 1 1

Sine function 1 0.9943 0.9993 0.9989 0.9998 0.9984 1 0.9994 0.9975 0.976 0.944
2 0.9998 1 0.9993 1 0.9998 0.9999 1 1 0.9979 0.9957

Fourier function
1 0.9943 0.9997 0.9992 0.9999 0.9985 1 0.9995 0.9977 0.976 0.9999
2 0.9998 0.9998 1 1 1 1 1 1 0.9992 1
3 Error Error Error Error Error Error Error Error 1 1

(a) (b)

Figure 1: Cheongsam costume slashes. (a) Long Cheongsam and (b) Short Cheongsam.

A B C
D

E

F

G
H

IJ

K

-150 -100 -50 0 50 100 150 200-200
X

-50

0

50

100

150

200

250

Y

Figure 2: Bust line point cloud map.
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ΩSNP � P ∈ Gzy|0.80H< zp < 0.90H􏽮 􏽯. (5)

*e Cftool tool in the Matlab toolbox was used to
perform the 3-polynomial fit. To facilitate the fit, the
z-coordinate values were used as the horizontal coordinates
and the y-coordinate values were used as the vertical co-
ordinates in the SNP fit.

4. Collision Detection Techniques in
Virtual Interaction

4.1. Enclosure Intersection for CollisionDetection. In order to
avoid the situation where the fabric penetrates the body
when it is colliding with it, collision detection is incorpo-
rated into the virtual simulation process. Collision detection
in virtual reality generally uses the method of enclosure [26].
Figure 3 shows the AABB fenestration collision detection
method.

Figure 3 has 2 objects A and B. *e objects are projected
onto the 2D plane as a rhombus and an octagon, respec-
tively. *e blue color indicates the enclosure of the 2 objects
and the red S part indicates the intersection of the 2 en-
closures. In Figure 3(a), there is no intersection between the
enclosures of A and B. It is straightforward to decide that A
and B will not collide. When object A in Figure 3(a) is
rotated 90° clockwise to the state in Figure 3(b), there is an
enclosure crossover S between A and B. In Figure 3(b),
objects A and B collide, but the enclosure crossover does not
necessarily mean that the 2 objects will collide. In
Figure 3(c), A and B appear to be enclosed by the crossover S,
but they do not collide. In summary, it is not possible to
determine whether an object has collided based on the
enclosure intersection alone, and further identification is
required by other methods. In this paper, we take the
enclosing intersection part as the starting point and perform
mesh feature extraction on the enclosing intersection part.

4.2. Mathematical Description of Object Collision Detection.
Let objects A and B in the enclosing intersection space. ai

and bj denote the features of objects A and B, respectively. i
takes the value [1, M] and j takes the value [1, N]. i and j
denote the feature number of object A and the feature
number of object B, respectively. M and N are the total
number of features, respectively. F(p) is the set of distances
of similar features of objects A and B. If F(P≤ δ) , then it
means that A and B will collide, where δ is the collision
threshold [27].

Assume that the velocity and position of an object have 2
components.

X � Xa, Xb􏼈 􏼉 � xa, ya, za( 􏼁, xb, yb, zb( 􏼁􏼈 􏼉,

V � Va, Vb􏼈 􏼉 � vax, vay, vaz􏼐 􏼑, vbx, vby, vbz􏼐 􏼑􏽮 􏽯.
(6)

*e fitness function can be expressed as follows:

F Xa, Xb( 􏼁 � xa − xb( 􏼁
2

+ ya − yb( 􏼁
2

+ za − zb( 􏼁
2
. (7)

After each update, the spatial distribution of the object’s
state is determined by both its velocity Vand its position X.

4.3. Collision Detection Based on AABB Bounding Boxes.
*e bounding box technique is a common method for
collision detection in virtual reality environments, with
simple algorithms and fast detection speeds. Commonly
used bounding boxes are bounding sphere, AABB and OBB.

*e bounding sphere is used to enclose the object and is
suitable for objects with rounded edges.

R � (x, y, z)| x − Ox( 􏼁
2

+ y − Oy􏼐 􏼑
2

+ z − Oz( 􏼁
2 < r

2
􏼚 􏼛, (8)

where the three-dimensional coordinates of the centre of the
sphere are Ox � (xmax + xmin)/2, Oy � (ymax + ymin)/2,
Oz � (zmax + zmin)/2 and the radius of the sphere is as
follows:

r �
1
2

���������������������������������������

xmax − xmin( 􏼁
2

+ ymax − ymin( 􏼁
2

+ zmax − zmin( 􏼁
2

􏽱

,

(9)

where (xmin, xmax), (ymin, ymax) and (zmin, zmax) represent
the minimum and maximum values of the projection of all
edge points of the object onto the x, y, and z axes,
respectively.

*e AABB bounding box uses a rectangle parallel to the
coordinate axes to enclose the object. *e equation relating
the center point of the rectangle to the radius is as follows:

R � (x, y, z)xc − x
2 ≤ rx, |yc − y|

2 ≤ ry|zc − z|
2 ≤ rz􏽮 􏽯, (10)

where (xc, yc, zc) is the 3D coordinate center of the
bounding box. (rx, ry, rz) is the 3D radius.

*e OBB bounding box uses a hexahedral form for
object bounding. Compared to spheres and AABB boxes,
the OBB is able to surround objects more closely to their
edges, with a mathematical representation of the region as
follows:

B
A

(a)

A B
S

(b)

A

BS

(c)

Figure 3: AABB enclosure collision detection method. (a) No crossing and no collision, (b) crossing and collision, and (c) crossing and no
collision.
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R � O + ar1v1 + ar2v2 + ar3v3|a, b, c ∈ (−1, 1)􏼈 􏼉, (11)

where O is the centre of the OBB. r1, r2 and r3 are the radii
on the directional axes, respectively. v1, v2 and v3 are vectors
orthogonal to each other and to the regular coordinate axes.
Compared to the sphere and AABB, the OBB is slightly more
complex to create and calculate than the sphere and AABB,
although it can wrap around the edges of the object more
closely. *is paper uses the AABB to implement the
bounding box for collision detection between the fabric and
the human body.

4.4. Interactive Mapping Based on Linear Sensitivity. Most
current virtual clothing systems use physical models for
fabric simulation, requiring a large number of calculations to
obtain the convergence process of the garment. Such cal-
culations are more than computationally intensive, so the
real-time simulation cannot be achieved when using physical
modeling. In this paper, therefore, a linear sensitivity-based
approach is used for 2D to 3D mapping.

In the determination of the garment model, it is assumed
that the 2D garment piece is x and the 3D garment piece is X.
Both can be represented using a mesh of n vertices. Setting F
as the combined external force and Q as the combined
internal force, the equations for the equilibrium forces on
the virtual garment system are shown as follows:

R(x, X) � F(x, X) − Q(x, X) � 0. (12)

*e determination solution for this dynamic simulation
method is very computationally intensive and time con-
suming. Sensitivity analysis is a frequently used analysis
method in the engineering field and can be used to math-
ematically establish a sensitivity mapping function. *e
position of the mouse, Δxmouse, is set as the independent
variable and ΔX represents the value of the function in the
static draped state of the fabric. If the static function is set to
be an approximately linear function, the derivative of the
amount of change in mouse position can be used to derive
the rate of change of the 3D fabric as the mouse moves.

ΔX ≈
zX

zxmouse
Δxmouse . (13)

*e relationship between a change in the 3D fabric state
and a change in the 2D garment mesh can be represented by

a sensitivity response. Setting S to denote linear sensitivity,
the change from 2D to 3D can then be represented by an
approximate linear mapping as follows:

ΔX � SΔx �
zR

zx
Δx􏼠 􏼡 +

zR

zX
ΔX􏼠 􏼡. (14)

As can be seen, this method allows a more realistic
simulation of the effect of mouse dragging on the state of a
3D costume, which is close to the real results.

5. Virtual Clothing Design Presentation
and Evaluation

5.1. Development Environment and Running Hardware
Requirements. *e development environment of the virtual
cheongsam costume design system and the hardware con-
ditions for system operation are shown in Table 2. *e
hardware environment for system development is highly
configured, which helps to meet the operation rate re-
quirements for system development.

In the traditional garment industry model, when the
customer proposes changes to the design, the designer needs
to make repeated design changes and produce sample
garments. *is not only increases the turnaround time but is
also a less than ideal user experience for the customer. *e
virtual cheongsam costume design system is able to recreate
the design file according to the customer’s needs and present
it in real time. Virtual cheongsam costume design is the
technology used to virtually try on cheongsams on the
computer. *e interface of the virtual cheongsam design is
shown in Figure 4.

5.2. Collision Detection Performance Analysis. *e collision
detection of garments was performed on a set of 1000 human
samples, with the number of sampled feature pairs being
100∗100, 300∗300, 500∗500, and 700∗700. *e virtual
cheongsam garment samples were simulated using the
bounding sphere, OBB, and AABB algorithms, respectively.
*e detection accuracy RMSE and detection time of the
three algorithms were compared, as shown in Table 3.

As can be seen from Table 3, the collision detection
accuracy RMSE of all three algorithms decreases as the
amount of sampled features increases.*is is mainly because
the more the amount of features sampled, the better the

Table 2: System development environment.

System
composition Specification parameter

Development
platform Windows 10

Development tools
Marvelous designer 9, Photoshop CC2017,

Unity 2017.2.0f3, Visual studio 2017,
MATLAB 2019b

Development
language C#, MATLAB

Hardware
environment

CPU: AMD ryzen 7 4800H with radeon
graphics, GPU:NVIDIA GeForce RTX 2060,

2.90GHz, 16.0GB Figure 4: Interface of the virtual cheongsam costume design.
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collision detection of object edges. *e comparison of the 3
algorithms reveals that the AABB algorithm has the best
RMSE performance, with an RMSE of only 2.764 E−02 when
the feature pair is 700∗700.

In terms of detection time, the bounding sphere tech-
nique takes the least time to detect the same sampled feature
pairs, followed by OBB and AABB. *is is mainly due to the
fact that the secondary detection of AABB takes more time
and that improving the step size increases the calculation

time of the rate of change. *e number of features has the
greatest impact on the detection time of the three algorithms,
as the increase in the number of features sampled causes the
amount of computation involved in collision detection to
increase. When selecting the feature pairs to be involved in
training, the collision detection accuracy requirements and
the detection time requirements should be fully considered,
and the feature sampling frequency should be set according
to the actual situation.

Figure 5: *e final display effect of virtual cheongsam.

Table 4: Evaluation scores of each index for the cheongsam simulation effect.

Index
Rating score (%)

Average score
4 5 6 7 8 9 10

Overall profile 0 0 6.7 3.3 23.3 46.7 20 8.7
Standup structure 0 3.3 6.7 6.7 36.7 33.3 13.3 8.3
Closure structure 0 0 10 40 40 10 0 7.5
Sleeve structure 0 0 3.3 13.3 40 36.7 6.7 8.3
Body piece structure 0 3.3 3.3 20 16.7 46.7 10 8.3
Fabric texture 0 6.7 13.3 30 30 20 0 7.433
Slash 0 0 16.7 26.7 36.7 20 0 7.6
Fabric drapability 3.3 0 13.3 23.3 33.3 23.3 3.3 7.667
Hue 0 3.3 10 36.7 40 10 0 7.433
Color saturation 0 0 16.7 36.7 40 6.7 0 7.367
Color value 0 0 20 46.7 26.7 6.7 0 7.2
Attachment 10 26.7 30 13.3 20 0 0 6.067
Facing 3.3 6.7 6.7 43.3 30 6.7 3.3 7.233

Table 3: Collision detection time and RMSE under different sampling scales.

Algorithm Characteristic quantity RMSE Testing time (ms)

Bounding sphere

100∗100 8.163E−02 131.211
300∗300 7.643 E−02 198.712
500∗500 6.229 E−02 313.739
700∗700 5.728 E−02 481.661

OBB

100∗100 7.671 E−02 152.374
300∗300 5.294 E−02 246.244
500∗500 4.426 E−02 388.860
700∗700 3.211 E−02 633.525

AABB

100∗100 6.502 E−02 161.588
300∗300 4.128 E−02 262.643
500∗500 3.081 E−02 410.183
700∗700 2.764 E−02 722.241
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5.3. Costume Model Simulation Effect Evaluation. To ensure
the validity of the experimental data, the evaluation was
completed by 30 students majoring in clothing. *e re-
spondents had all used the apparel virtual design system and
had a professional foundation in the concept of virtual
clothing, thus being able to improve the accuracy of the
evaluation results. *e evaluation questionnaire was based
on a 10-point Likert scale, where 1 means that the virtual
costume is very unlike the real costume and 10 means that
the virtual costume is very similar to the real costume. *e
observer scores the simulation effect of each element of the
virtual costume based on the pictures.*e final display of the
virtual cheongsam is shown in Figure 5.

*e percentage and statistical mean results of each
evaluation score in the simulation evaluation index are
shown in Table 4.

Looking at the mean values of each evaluation indicator,
the number of those with mean values above 6 is high,
indicating that the overall level of each evaluation is above
the middle level. *e evaluation of each indicator shows that
the overall profile is rated high.*e evaluation scores of each
section were multiplied and aggregated with the corre-
sponding weights to obtain the overall evaluation scores.*e
histogram of the distribution of evaluation scores is shown
in Figure 6.

*e mean value of the total score is 7.931 with a standard
deviation of 0.732. *e results show that the total score of all
the evaluators is mainly distributed on the right side of the 7-
point scale. *e total score was compared to a medium score
level of “5” using a one-sample t-test. *e results showed at-
value of 21.95, p< 0.001, which means that the mean score
for the virtual cheongsam design was significantly higher
than 5, indicating that the virtual simulation was generally
better.

6. Conclusions

*is paper presents a virtual reality-based approach to the
design of national costumes. Different curve fitting methods

are applied to the recognition of human features, and an
AABB box-based collision detection method is used to
prevent penetration between the garment and the body. *e
virtual costume design is implemented using the Marvelous
Designer 9 platform and the Unity engine. *e results of the
subjective simulation effect evaluation show that the mean
score of the virtual cheongsam design is 7.931 with a
standard deviation of 0.732, which verifies the effectiveness
of the virtual simulation effect. *is paper uses hierarchical
analysis to achieve the subjective evaluation of the virtual
costume simulation effect, which may have the problem of
imprecise weight distribution. Subsequently, we will try to
use principal component analysis or factor analysis to find
out the weights and establish more accurate and effective
evaluation indexes for the virtual costume simulation effect.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

*e authors declare that they have no conflicts of interest to
report regarding the present study.

Acknowledgments

*is study was supported by the research results of the 2020
Planning project of philosophy and Social Sciences in
Hainan Province “Research on digital design of Li traditional
schema”, Item No: HNSK(YB)21-60, and in 2019, the re-
search results of the key research topic of science and ed-
ucation innovation of the Institute of Educational Sciences,
Chinese Academy ofManagement Sciences “Research on the
inheritance and protection of Li traditional handicrafts from
the perspective of intangible cultural heritage”, Item No:
KJCX17598.

Co
un

t

Normal distribution

Mean value = 7.931

3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 11.02.0
Score 

0

2

4

6

8

10

Figure 6: Score distribution histogram of cheongsam evaluation.

8 Mathematical Problems in Engineering



References

[1] S. C. Hidayati, C.-W. You, W.-H. Cheng, and K.-L. Hua,
“Learning and recognition of clothing genres from full-body
images,” IEEE Transactions on Cybernetics, vol. 48, no. 5,
pp. 1647–1659, 2018.

[2] M. M. Ahmad, J. Batish, and K. Maira, “Consumer percep-
tions of counterfeit clothing and apparel products attributes,”
Marketing Intelligence & Planning, vol. 12, no. 4, pp. 254–268,
2018.

[3] O. Gefeller, “*eGarment Protection Factor: further advances
in labelling sun-protective clothing,” British Journal of Der-
matology, vol. 178, no. 4, pp. 835-836, 2018.

[4] J. N. Down and L. S. Harrison, “A comprehensive approach to
evaluating and classifying sun-protective clothing,” British
Journal of Dermatology, vol. 36, no. 2, pp. 309–317, 2018.

[5] A. M. Magee, M. Breathnach, S. Doak, and
F. C. L. G. *ornton, “Wearer and non-wearer DNA on the
collars and cuffs of upper garments of worn clothing,” Fo-
rensic Science International: Genetics, vol. 34, no. 8, pp. 152–
161, 2018.

[6] R. Osmud and Y. Hong, “A study of Canadian female baby
boomers: physiological and psychological needs, clothing
choice and shopping motives,” Journal of Fashion Marketing
and Management, vol. 22, no. 3, pp. 509–526, 2018.

[7] D. A. Assaad, S. Yang, and D. Licina, “Particle release and
transport from human skin and clothing: a CFD modeling
methodology,” Indoor Air, vol. 11, no. 8, pp. 89–103, 2021.

[8] M. Deng, M. Tian, and Y. Wang, “Quantitatively evaluating
the effects of flash fire exposure on the mechanical perfor-
mance of thermal protective clothing,” International Journal
of Clothing Science & Technology, vol. 12, no. 4, pp. 19–28,
2020.

[9] Y. Song and J. Wirta, “Anthropometric clothing measure-
ments from 3D body scans,”Machine Vision and Applications,
vol. 31, no. 1, pp. 59–71, 2020.

[10] R. F. H. Nunes, N. Dittrich, R. Duffield, and
M. C. T. M. D. F. L. G. A. Serpa, “Effects of finfrared emitting
ceramic material clothing on recovery after maximal eccentric
exercise,” Journal of Human Kinetics, vol. 70, no. 1,
pp. 135–144, 2019.

[11] Y. Chen, R. Chen, M. Liu, and A. D. S. Xiao, “Indoor visual
positioning aided by CNN-based image retrieval: training-
free, 3D modeling-f,” Sensors, vol. 18, no. 8, pp. 2692–2638,
2018.

[12] G. D. Fleishman, G. M. Nita, N. Kuroda, and S. Jia, “Revealing
evolution of nonthermal electrons in solar flares using 3D
modeling,” Ce Astrophysical Journal, vol. 859, no. 1,
pp. 112–129, 2018.

[13] R. Winzenrieth, M. S. Ominsky, Y. Wang, and L. Humbert,
“Differential effects of abaloparatide and teriparatide on hip
cortical volumetric BMD by DXA-based 3D modeling,” Os-
teoporosis International, vol. 32, no. 6, pp. 33–45, 2021.

[14] F. Radicioni, A. Stoppini, G. Tosi, and L.Marconi, “Necropolis
of Palazzone in Perugia: geomatic data integration for 3D
modeling and geomorphology of underground sites,”
Transactions in GIS, vol. 25, no. 5, pp. 2553–2570, 2021.

[15] Y. Perez-Perez, M. Golparvar-Fard, and K. El-Rayes, “Seg-
mentation of point clouds via joint semantic and geometric
features for 3D modeling of the built environment,” Auto-
mation in Construction, vol. 125, no. 7, Article ID 103584,
2021.

[16] L. Ding, W. Jiang, Y. Zhou, and C. S. Zhou, “BIM-based task-
level planning for robotic brick assembly through image-

based 3D modeling,” Advanced Engineering Informatics,
vol. 43, no. 13, Article ID 100993, 2020.

[17] H. Huang, C. Lin, and D. Cai, “Enhancing the learning effect
of virtual reality 3Dmodeling: a newmodel of learner’s design
collaboration and a comparison of its field system usability,”
Universal Access in the Information Society, vol. 20, no. 3,
pp. 429–440, 2020.

[18] K. Li, T.Wu, and Q. Q. Liu, “Human contour extraction based
on depth map and improved Canny algorithm,” Computer
Technology and Development, vol. 31, no. 5, pp. 6–12, 2021.

[19] W. Zhang, D. Kong, S. Wang, and Z. Wang, “3D human pose
estimation from range images with depth difference and
geodesic distance,” Journal of Visual Communication and
Image Representation, vol. 59, no. 2, pp. 272–282, 2019.

[20] K. Zou, Li Ma, Li Rong, and C. Xu, “Image-based non-contact
measurement method of human body parameters,” Computer
Engineering and Design, vol. 38, no. 2, pp. 6–11, 2017.

[21] C. Park, J. S. Park, and D. Manocha, “Fast and bounded
probabilistic collision detection for high-DOF trajectory
planning in dynamic environments,” IEEE Transactions on
Automation Science and Engineering, vol. 15, no. 3, pp. 980–
991, 2018.

[22] Y. Nakai, T. Miwa, and H. Shigemune, “Four-dimensional
collision detection and behaviour based on the physics-based
calculation,” Expert Systems, vol. 144, no. 2, pp. 645–663, 2021.

[23] J.-H. Park and B. Lee, “Holographic techniques for augmented
reality and virtual reality near-eye displays,” Light: Advanced
Manufacturing, vol. 3, no. 1, pp. 1–14, 2022.

[24] K. T. Martono, D. Eridani, D. I. S. Isabella, and H. Alfian, “*e
design of recognition system of children basic activities based
on virtual reality,” IOP Conference Series: Earth and Envi-
ronmental Science, vol. 704, no. 1, Article ID 012019, 2021.

[25] F. Tian, “Immersive 5G virtual reality visualization display
system based on big-data digital city technology,” Mathe-
matical Problems in Engineering, vol. 2021, no. 3, Article ID
6627631, 9 pages, 2021.

[26] V. Brua, J. Byka, J. Mian, and B. Kozĺıková, “VRdeo: creating
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With the rapid development of the Internet age, all walks of life have been a�ected to a certain extent. �e layout of a traditional
library is an extremely important part of the library. A good layout can make full use of the space in the library to maximize the use
of space and give readers a better sense of experience. It is better to study or work in the library. At the same time, with the rapid
development of the Internet, all walks of life have been a�ected to a certain extent. For the library, the intelligent library based on
GA-RFID technology can improve both the readers and the sta� in the library. Reading books can improve the e�ciency of study
or work. In this article, some comparisons are made between the intelligent library based on GA-RFID technology and various
types of libraries, and the technology is compared from many aspects, thus re�ecting that this technology is bene�cial to readers.

1. Introduction

�e library is an institution that specializes in the collection,
sorting, preservation, and dissemination of documents and the
use of science, culture, education, and science. It is the material
basis for the library to carry out all work. In terms of design
concepts, the traditional library space is a “book” space, while
for the intelligent library [1], it is a “human” space in my
opinion. For these two spaces, the layout of the library is ex-
tremely important. �e layout of the library that makes readers
feel comfortable will directly increase the reader’s sense of
experience and interest in coming to the library. �e layout
generally refers to the overall layout of the building [2] and
overall design [3]. With the rapid development of the Internet,
the library is no longer a rigid building. It is an intelligent library
with vitality. For readers, the more important thing about the
spatial layout in the library is whether it allows them to �nd the
books they want more easily and quickly. At this time, we can
introduce more intelligent content to achieve high e�ciency [4]
tomeet the readers’ desires.�is kind of intelligent library based
on RFID technology [5] can better improve the e�ciency of
readers in �nding, borrowing, and returning books. If the RFID

capture e�ect [6] probability value [7] is higher, the capture
speedwill be faster; at the same time, RFID-based book carts can
be set up, which can better help readers complete the functions
they want to achieve and can help working people with similar
tasks such as putting new books on the shelves. Finally, the
comparison of the average time spent by readers in traditional
libraries and RFID-based intelligent libraries [8] and the
comparison of related indicators [9] are carried out. From the
comparison, it can be concluded that the RFID-based intelligent
libraries are used by readers, the operation e�ciency will be
higher, and the reader’s sense of experience will be better [10].

So far, nearly 100 institutions in Singapore, Australia,
India, and other countries have adopted RFID technology in
their library automatic management systems [11]. �e
National Library of Singapore is the �rst library to imple-
ment an RFID system. Every book in the library has an RFID
tag [12]. In this library, borrowing and returning books are
self-service [13]. At the same time, the sta� can quickly
understand the type and location of books through the
scanning device [14]. In China, on February 20, 2006, the
Chengyi College Library of Xiamen Jimei University was
o�cially opened to the public. �e supporting “RFID Smart
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Collection Management System” was also announced to be
completed and put into trial operation, becoming the first
domestic library with complete functional modules [15] and
entering the practical stage.

2. Library Layout Requirements

.e library is composed of reading rooms, book stacks,
computer equipment rooms, etc., but when arranging the
entire library, these should not only be considered but also
the aisles, stairs, lighting, ventilation, and other aspects
should be affected by each other. .e layout of the rooms
should be combined, the specific role of each section should
be considered, and the overall planning should be carried
out to achieve the optimal layout result.

2.1. Requirements for the Layout of Reading Rooms and
Library. For readers, the reading room is the most im-
portant part of the entire library. It should have basic re-
quirements such as quietness, good light, and fresh air. .e
second is to consider the size of the tables and chairs in the
reading room and calculate the optimal arrangement dis-
tance and the number of tables and chairs in the reading
room. For these data, it is necessary to have a certain un-
derstanding of the reading room area and the number of
people that may be accommodated. .e most important
thing in the reading room is the bookshelf, so the layout of
the bookshelf is a problem we must consider. After estab-
lishing the length, width, and height of the bookshelf, we can
know howmany books can be accommodated in the current
library and can be able to know the usage area of the library.
Generally speaking, if there are many people in the reading
room and the number of tables and chairs in the reading
room, the area invested must be large. At the same time, the
requirements for lighting and ventilation are relatively high,
and the height of the floor must be increased. At the same
time, if there are relatively few people using the library, the
position of the bookshelves remains unchanged, and the
floor height of the room is reduced accordingly. For general
reference, the following standards are used: the floor height
of the reading room is 3.6m∼4.8m; the floor height of the
bookshelves is 2.4m∼3.6m. For readers, setting the height of
the bookshelf to a height that makes them comfortable will
allow readers to get a better experience when choosing books
in the library.

2.2. Requirements for the Layout of Computer Equipment
Rooms. With the rapid development of electronic infor-
mation technology, libraries should also follow the footsteps
of and incorporate computer equipment into the library, so
as to provide users with a better sense of use. Just like the
layout of the library, it is necessary to set up computer
rooms, databases, multimedia reading rooms, and so on. For
these rooms, it needs to have the basic requirements of
quietness, good light, and fresh air and also strictly manage
the use of these devices, such as timely updating the system
and software, to provide readers with a better sense of use.

2.3. Requirements for Aisles and Stairs. For the library,
whether it is to buy or borrow books or read books in the
library, there will always be an endless stream of people.
.erefore, the layout of the corridors and stairs of the library
is also very important because of its traffic. .e connection
layout is very frequent, so the width of the stairs and aisles
can be slightly wider; generally, the approved width is
1.4m∼2.2m. .is width is also a suitable length for the
reader, and it is not too spacious and appears to be open. For
the setting of the safety exit, it is necessary to be clear, so that
readers can know where it is for the first time.

2.4. Lighting and Ventilation Requirements. For a library,
good lighting conditions are also very important. It is
necessary to ensure that every place in the library is well-lit,
but at the same time, it should not be dazzling; second, there
should be good ventilation conditions to ensure the entire
indoor air. At the same time, some green plants can be set up
in the library. Green plants will not only make the entire
library more dynamic but also allow readers to relax when
they are tired.

Generally speaking, the internal space of a library
building consists of several use spaces and connecting
spaces. .e layout must be based on the functional char-
acteristics and needs of the library, and the various parts of
the space must be organized rationally.

2.5. Basic Facilities Required by the Library. .e basic fa-
cilities required by the library and the main functions of the
functional areas are shown in the following Table 1.

3. Layout Optimization

When conducting related research on the layout of the li-
brary, we can regard the library as a system. .e various
spaces of the library will cause the movement of people. .e
connection between the book stocks and people forms a
spatial connection, and the result is to form a layout with
multiple styles. Topological analysis of the library is per-
formed to obtain the degree of travel and integration to
reflect the basic variables of library accessibility.

.e degree of traversal is the number of times the shortest
distance traversed within any two spaces in the space system in
the entire space of the library. .e more the number of times,
the more convenient and quicker the readers will move in the
various spaces in the library, that is, the room. .e specific
expression is as follows:

NAchoici �
log ACHr + 1( 􏼁

log ATDr + 3( 􏼁
. (1)

In the above formula, NAchoici is expressed as the
standard degree of travel, r is expressed as the standard
topological structure, ACHr is expressed as the selectivity
under the radius r, and ATDr is expressed as the depth value
under r.

.e degree of integration li indicates the degree of ag-
glomeration or dispersion of a space unit and other space
units. When the value of the integration degree is greater, the
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space, that is, the room, is in a more convenient position in
the system (library).

Ii � RAi �
2 MDi − 1( 􏼁

n − 2
. (2)

where MDi is the average depth, and n is the number of
spatial nodes. Based on the above, it is possible to calculate
which room in the library will be more integrated, so that the
room is located in a more convenient location for readers.

From the reader’s point of view, this article considers the
spatial layout of the library and asks to bring the best sense of
experience to the readers. .erefore, the problem of opti-
mizing the spatial layout of the library is transformed into
how to achieve the results they want faster (including
reading, borrowing, returning) after the readers come to the
library and how to use the advantages of the layout to
improve the reader’s the question of experience.

For example, there are n libraries with demand points Pi(xi,
yi) (i� 1, 2, ..., n), and bi(i� 1, 2, ..., n) is the demand for each
reader. Also, suppose that there arem library candidate points
Qi (uj, vj) (j� 1, 2, ...,m). g bookshelves are selected from them
candidate points to serve the n readers’ demand points in the
library so that the distance between the n demand points and
the place they want to reach is the shortest. Tij and dij (i=1, 2 ...,
n; j=1, 2, ..., m) are, respectively, the books provided by the
library candidate pointQi (uj, vj) to the demand point Pi (xi, yi)
and the distance between the two points. If wi is recorded as the
demand at the demand point Pi, and aij is the weight coeffi-
cient, then the target equation is

min 􏽘
n

i�1
􏽘

m

j�1
aijwidij⎛⎝ ⎞⎠. (3)

.e corresponding constraints are

􏽘

n

i�1
aij � 1, i � 1, 2, ...n,

􏽘

n

j�1
􏽙

n

i�1
aij

⎛⎝ ⎞⎠ � g, g≤m≤ n.

(4)

.e above two constraints are to ensure that each
reader’s demand point can be searched on a certain book-
shelf, and there are at least g bookshelves.

3.1. BufferModel. From amathematical point of view, buffer
analysis is a distance analysis based on the topological re-
lationship between spatial objects (this article refers to li-
braries and readers), and its basic model is a given set of
spatial objects O� {Oi/i� 1, 2, ..., n }, where Oi is a target of
the space, and the buffer of Oi is defined as

Bi � d x, Oi( 􏼁≤di􏼈 􏼉. (5)

where d(x, Oi) is the distance between x and Oi; di is the
radius of the field, or called buffer analysis, and sometimes,
di is a constant.

For the spatial target set O� {Oi/i� 1, 2, ..., n}, the buffer
is usually defined as

B � ∪
n

i�1
Bi. (6)

3.2. Find the Mathematical Model of the Nearest Bookshelf.
After optimizing the spatial layout of the library, it is
necessary to check the rationality of the optimized library
spatial layout. .e mathematical model of finding the
nearest facility (referring to a certain bookshelf in this ar-
ticle) can enable readers at the demand point to find the
nearest bookshelf. .e mathematical model of the shortest
path is as follows.

Let G�<V, E> be a nonempty simple finite graph, V is
the set point, and E is the edge set. For any e� (vi,vj)∈E,
w(e)� aij is the weight of edge (vi, vj). P is a directed path
between two points in G and defines the weight of P.

W(P) � 􏽘
e∈E(P)

w(e). (7)

.en, the directional path with the smallest weight be-
tween two points in G is called the best path of these two
points, that is, the best path for readers to complete the
service they want based on the library after the optimized
spatial layout. .e shortest path model is

min 􏽘

vj ,vi( 􏼁∈E

aijxij. (8)

.e constraints of the above formula are

Table 1: Names and functions of library functional areas and service facilities.

Serial
number

Function area and service
facility name Main functions of functional areas and service facilities

1 Query machine Assist in querying the specific location of books and newspapers
2 Reading room Provide a place to read all kinds of books
3 Computer equipment room Provide computer equipment to help readers reach a project
4 Newspaper reading room Provide access to various periodicals and magazines

5 Learning commons Provide one or more integrated common spaces for various informal learning behaviors,
including solitary and collaborative

6 Locker Provide a location for storing personal belongings
7 Lounge Provide a place to read and rest
8 Fire room Store firefighting equipment and emergency supplies
9 Bathroom Provide a place to solve personal physiological needs
10 Waterhouse Provide drinking water
11 Library Where to store books
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xij ≥ 0,

􏽘

vj,vi( 􏼁∈E

aijxij − 􏽘

vj ,vi( 􏼁∈E

aijxij �

0, i � 1

0, 2≤ i≤ n − 1

−1, i � n

⎧⎪⎪⎨

⎪⎪⎩
.

(9)

Among them, xij is the number of occurrences of (vi, ji)
in a limited path.

.rough this model, we can randomly select multiple
demand points, calculate the total distance from the
demand point to the optimized bookshelf, and compare
the total distance from the demand point to the book-
shelf before optimization. In order to verify the ratio-
nality of the optimized spatial layout of the library,
readers need to reach the required location in a relatively
short time.

3.3. Objective Function and Constraints. .ere are many
layout planning goals that need to be followed for the
spatial layout of the library, such as making the best use of
the area of each space, facilitating readers to achieve the
desired purpose in the library, providing good infra-
structure services, and providing good books. But in order
to simplify the processing and the efficiency in data ac-
quisition, only the following goals are considered, that is, to
make the best use of the area of each space to facilitate
readers to achieve the desired purpose in the library.
Making the best use of the area of each space is to un-
derstand and plan the functionality of each space in the
library. For example, a room is used as a reading room or an
electronic equipment reading room, and how many
bookshelves, tables, and chairs are more appropriate in a
room. .erefore, the objective function of the problem can
be expressed as

Min􏽘
N

i�1
􏽘

M

j�1
􏽘

K

k�1
CijkXijk,

Max􏽘
N

i�1
􏽘

M

j�1
􏽘

K

k�1
􏽘

N

i’�1
􏽘

M

j’�1
􏽘

K

k’�1
Lij,i’j’Hk,k’.

(10)

Similarly, the problem also needs to meet the following
constraints.

.e number of space utilization types for each unit must
meet the predefined structural ratio.

􏽘

N

i�1
􏽘

M

j�1
Xijk � Xk,∀k. (11)

.ere must be a sufficient area in each space unit.

􏽘

K

k�1
Xijk � 1,∀ij. (12)

A production unit is adjacent to at least another unit.

SLij,i’j’ ≥ 1,∀(ij, i’j’). (13)
.e spatial adjacency constraints of the production units

of the same type are relative. It is better to generate a

completed area with the same type of production units. .is
is the need for planning the library and to make the dis-
tribution of each type of space more complete. If mi1j1k,
i2j2k represent the Manhattan distance of 2 units (i1j2) and
(i2j2) of space utilization type k, there are certain
requirements.

mi1j1k,i2j2k � 1. (14)

Distance constraint: It is necessary to maintain a certain
distance between different types of production units. For
example, a certain distance must be maintained between the
reading room and the bookshelves and tables and chairs. It is
not easy to satisfy the distance constraint between space
objects of arbitrary shape in vector space, but it is relatively
easy to deal with the distance between two space objects of
different shapes in grid space. If di1j1k1, i2j2k2 is used to
represent the Euclidean distance between a unit of space use
type k1 (i1j1) and a unit of land use type k2 (i2j2), and it is
required to be greater than D, the distance constraint can be
expressed as follows:

di1j1k1, i2j2k2
>D. (15)

Convenience constraints. For example, the emergency
exit in the library should be set up at the most convenient
location. Bij represents the most convenient unit set for a
certain spatial unit (i,j), as shown in Equation 19:

i ∉ Bij&j ∉ Bij. (16)

In addition to this, there may be other corresponding
constraints in a specific practical problem.

In the above expression, the objective function and
constraint conditions are nonlinear and multidimensional,
which is a combined problem, while the size of the problem
increases exponentially with the increase in the number of
spatial planning units, and many spatial constraints and
spatial objectives are more important..e objective function
and constraints increase the complexity and size of the
problem. Conventional accurate algorithms are difficult or
even impossible to solve, and the above method is another
way to solve the problem.

4. Intelligent Library

So far, the traditional library business model familiar to
readers has been relatively mature, but for most people,
including staff, the overall impression of a traditional library
is still the oldest and relatively traditional one. He believes
that a library is still just a place for reading and borrowing
books, a “book collection center” in the traditional sense. But
in fact, the basic functions of traditional libraries have not
changed. For this kind of service concept, in today’s rela-
tively advanced science and technology, it must be developed
in the direction of multifunctionality and omnipotence, so as
to expand the functions of today’s traditional libraries.

For example, with the fierce growth of the Internet, li-
braries should also integrate with it to achieve more intel-
ligent services, so as to provide more readers with a better
sense of experience and more convenient use for readers.
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.e accelerated development of the new generation of
information technology is related to my country’s ability to
seize the opportunities of the new cycle of technological
revolution and industrial transformation. At present, with
the rapid development of Internet-related information
technologies such as big data, cloud computing, and the
Internet of .ings, the application of artificial intelligence
in different industries and fields will become more and
more extensive and in-depth. As a collector, inheritor of
human culture, and a promoter of social civilization, li-
braries must also seize the opportunity to combine intel-
ligence with the improvement of service functions, the
optimization of the hardware environment, and the tar-
geted implementation of data. New state and function
design are carried out, the renovation and upgrade are
completed, and an intelligent library that meets the re-
quirements of the new era is built. For readers, by opti-
mizing the use environment of the library, allowing readers
to enjoy reading more effectively, based on this expectation,
library intelligence can achieve this.

.e intelligence of the library is reflected in the
hardware, such as smart technology, data resources; at the
same time, it can also be well reflected in the management,
service, and other software parts. .e conclusion is that
the two-way co-construction of technology and services
must be linked to the intelligent construction of the li-
brary to truly narrow the gap between readers and the
library, and let artificial intelligence become an inter-
mediary between people and the library. With the con-
tinuous innovation of intelligent wearable devices, RFID
tags, chips, and other technologies, artificial intelligence-
related products such as shelf sorting robots and reading
service robots are applied to the work of libraries to serve
readers to the greatest extent. In the improvement of
service and management level, the library site is trans-
formed into a comfortable, tidy and bright space, so that
readers have a better reading environment, enjoy the
reading environment better, and greatly improve their
spiritual life. .e main modules of library intelligence are
as follows in Figure 1.

With the intelligent analysis of relevant information,
intelligent information transmission, and intelligent human-
computer interaction, the big data of book information
resources and readers’ reading behavior can be better in-
tegrated, analyzed, and applied. At the same time, relying on
big data of information resources, big data of reader be-
havior, etc., readers’ knowledge portraits and charts are
constructed, and the law of interaction between book in-
formation resources and readers are analyzed and under-
stand not only carry out customized, segmented, and
accurate library resource recommendation but also can
focus on single-point information. Providing diversified and
comprehensive relevant information greatly improves the
efficiency of readers’ information capture and meets the
needs of readers to the greatest extent. An intelligent se-
curity-related system can also be built. .e library is a
public place with intensive personnel and knowledge. To
ensure safety, artificial intelligence technology can be used
to build an intelligent security system, which can effectively

improve the safety factor in all aspects and protect the
library’s safety. Safe operation: In terms of data manage-
ment, intelligent security is strengthened, library network
confidentiality is improved, and network attacks, virus
transmission, intrusion, and other issues are effectively
prevented. In terms of circuit management, through the
intelligent security system, intelligent diagnosis, analysis,
and processing of faults in the library operation process are
carried out, and the temperature of various electronic
components is controlled around the clock to reduce the
overload of electronic circuits. In terms of facility man-
agement, intelligent monitoring collects data such as the
flow of people and logistics. Real-time fire safety moni-
toring ensures the safety of the central area.

4.1. RFID Technology Introduction. .e emergence of RFID
technology and its application in libraries have enabled li-
braries to take a step toward an intelligent library, but, at the
same time, they have also brought challenges.

RFID technology is a radio frequency technology and a
noncontact automatic identification technology. At the same
time, this technology can also be called an electronic tag. To
put it simply, when we are shopping in the supermarket, we
scan the QR code of the product and show the payment code.
.e clerk uses the machine to scan it using this technology.

Applying this technology to the library can be used when
readers borrow and return books. When the reader needs to
scan the barcode, it will show which bookshelf the book
belongs to and all related information. .is kind of oper-
ation can realize the self-service borrowing and returning of
readers to improve efficiency. At the same time, we can also
configure RFID tags as a management method, through
document recognition and portable scanning, to change the
traditional library’s contribution to only relying on man-
power to locate bookshelves and count books. .is tech-
nology can realize the real time and accuracy of book storage
in various tasks such as new book storage, book location
changes, and book inventory.

For the logistics classification in RFID technology, we
can also use this concept to develop smart book carts, which
are in line with the smart transmission equipment of smart
libraries. In view of the limited static physical location of the
smartbook cart, it is expected that the correspondence be-
tween the wireless dynamic document address data and the
classification principle can be used to provide on-board
computers and multiunit document classification for the
book cart. RFID readers and computers can better and faster
determine the specific location of books that the reader
wants by identifying books and bookshelves. In this way, the
query and delivery process of books in a certain area can be
realized. .is RFID-based technology enables this book cart
to have functions such as document shelving and arranging
at the same time as shown in Figure 2.

We can compare the high efficiency that this technology
brings to libraries. .e results of libraries that use this
technology with the results of libraries that have not applied
this technology are compared, so as to understand intelli-
gence more intuitively.
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4.2. GA Genetic Algorithm. .e genetic algorithm (GA) was
first proposed by John Holland in the United States in the
1970s..e algorithmwas designed and proposed according to
the evolutionary laws of natural organisms. It is a compu-
tational model that simulates the biological evolution process
of natural selection and the genetic mechanism of Darwin’s
biological evolution theory. It is a method to find the optimal
solution by simulating the natural evolution process. .e
algorithm uses computer simulation to transform the prob-
lem-solving process into a process similar to the hybridization
and mutation of chromosomal genes in biological evolution.
When solving more complex combinatorial optimization
problems, it is usually faster to obtain better optimization
results than some conventional optimization algorithms.
Genetic algorithms have been widely used in fields such as
combinatorial optimization, machine learning signal pro-
cessing, adaptive control, and artificial life.

In the process of researching genetic algorithm, genetic
operations such as selection, crossover, and mutation are
random, but the genetic algorithm is not a blind search. It can
select relatively better individuals from the previous gener-
ation group according to its own reproductive ability.
.erefore, each generation of the population can continue to
evolve and eventually converge to the individual with the
highest fitness function level in the coding space. Since the
standard genetic algorithm has a relatively fixed algorithm
execution process, only a few important factors need to be
defined when using the genetic algorithm. .ese important
factors include parameter coding, initial population selection,
adaptive function design, genetic manipulation design, con-
trol parameter settings.

4.2.1. Genetic Manipulation Design. Choose: .e choice to
adopt an adaptive ratio will be implemented in the form of a
roulette wheel. .e specific operation is as follows: for a
given population X = {x1, x2, X3, ..., x4} with population size
n, calculate the fitness value of individual xi (xi ∈ X) as f (x),
then the selected concept size is

Pi xi( 􏼁 �
f xi( 􏼁

􏽐
n
j�1 f xj􏼐 􏼑

. (17)

.e above formula determines the survival probability of
each individual in the offspring population. After the se-
lection operation, the expected number of parent individuals
in the next generation population is

N xi( 􏼁 � n · pi xi( 􏼁. (18)

Mutations: .e mutation operation is implemented
according to the mutation operator used in the genetic al-
gorithm using binary coding. For a given random individual
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S� a1a2a3...aL and the new individual after mutation
S’� a’1a′2a′3...a’L, the specific operation is as follows:

O Pm, S( 􏼁: ai’ �
1 − ai x≤ Pm

ai x> Pm
􏼨 . (19)

In the above formula, the termination condition of 2
adopts the maximum algebra method, and the maximum
iteration algebra is set to 100, and then, the calculation is
performed according to the genetic algorithm process, and
the obtained coordinates (x, y, z) are the preliminary po-
sition estimates of the tags to be located, plus the correction
factor to get the final positioning result. For this technology,
we can apply it to the library to locate books when searching
and, at the same time, combine RFID technology with it to
achieve better results.

4.3. GA-RFIDTechnology Realization. A static RFID system
consists of identification devices, namely readers, data-
bases, and a large number of passive tags. .e identifi-
cation device and all tags share all wireless channels, and
the identification device does not have any specific
quantity and prior information about the tags before
identification. .e interrogation response is used for
communication between the identification device and the
tag. .e tag can only perform simple calculations, storage,
and communication capabilities, and the tags do not
communicate with each other. Based on the above in-
formation, we can obtain the probability of capturing
effects under the influence of different channel environ-
ments, so that the application of GA-RFID technology in
the library can be easily accepted by readers.

For the communication line in the GA-RFID system in
this article, including the forward channel and the reverse
channel, the identification device sends query commands
through the forward channel and provides a continuous
carrier signal, while the tag will communicate in the reverse
direction..e scattering method obtains the ability from the
carrier signal of the identification device and responds with
certain information to the reader. .e identification device
needs to comprehensively consider the forward and reverse
link loss in the cascaded channel when receiving the power
of the label reply signal. Let Ptx be the transmission power of
the identification device, and the power Pr,T of the iden-
tification device signal received by the tag is as follows:

Pr,T � ρLPtxGTGRL df􏼐 􏼑 hf

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
. (20)

Here, PL is the polarization loss factor (PLF) matching
the identification device and the transition, and GR and GT
are the antenna gains of the identification device and the tag,
respectively. .e tag obtains the information through
backscattering and gives a reply, so the information power
Pr,R of a tag that the identification device can receive is

Pr,R � τυTρLPtx GT

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
G

f
RG

b
R. (21)

In the above information, T is the normalization coef-
ficient, which represents the difference in the received power

of the identification device caused by the encoding and
modulation methods; υT is the power transmission effi-
ciency between the tag chip and the identification device; f
and b, respectively, represent the forward link and the re-
verse link; R and T represent identification devices and tags,
respectively.

.e effect of tag capture in the GA-RFID system is
defined according to the power model as follows. When n
tags send signals at the same time, if the signal strength of a
certain tag is much greater than the sum of the information
strengths of all other tags, the identification device will have
a capture effect, as shown in the following:

Pr,R i ≥Z 􏽘
i≠ j

Pr,R i + N
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (22)

In the above information, it is the power ratio threshold,
which is the minimum interference ratio required after the
identification device successfully receives the signal from the
book. For a general narrowband system, 1<<10. At this time,
“_i” in the formula represents the received power of tag i,
and N is additive noise, which is a negligible value.
.erefore, when there are n tags transmitting information in
the same time period, the probability of a capture effect is

qn � prob
Pr,R i

􏽐
k
j≠ i Pr,R j + N

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
n. (23)

Among the above information, if there are n tags
sending information at the same time, the probability that
the capture effect occurs is qn. When the value of qn is
larger, that is, the information on the book, such as the
two-dimensional code and the like, is more likely to be
captured. For readers, they can get it on the library smart
device based on GA-RFID. A better sense of experience
can be completed with higher efficiency in order to meet
certain needs.

5. Intelligent Distribution of Books

In the process of borrowing and returning books, we can
understand which books are more popular at the moment,
so that we can better plan them, just like placing the hottest
books in the most conspicuous way. Readers can see these
books intuitively. Of course, the realization of this idea is also
combined with intelligence and realized by using certain
formulas, which fundamentally saves time and costs and
achieves the effect of enhancing the reader’s sense of
experience.

We can use the book trolley mentioned in the previous
article to know which bookshelf or which bookshelves have
the most readers and use the kernel density estimation
method to perform a calculation. We can move the book
trolley to a certain bookshelf. .e position is the center, and
the books in a certain range of radius h are set with the
bookshelf as the center. .e closer the center point is, the
maximum attribute value decreases as the distance increases.
.e formula is as follows:
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F(x) �
1
nh

􏽘

n

i�1
k

x − xi
h

􏼒 􏼓, (24)

where F(x) is the kernel density function at position x, h is
the threshold radius (>0), and K is the kernel density
equation. x−xi is the distance from the element point x to xi.

A relevant data set is established based on the book cart
data and grid the data, and the grid center is used as the
demand point to reduce data errors caused by data errors.
.e specific steps are as follows.

In the first step, for each supply point, that is, bookshelf j,

Rj �
Sj

􏽐 i ∈ dij ≤ dn􏽮 􏽯
Pi×g dij( 􏼁

. (25)

In the second step, for each demand point i,

Ai � 􏽘 j ∈ dij ≤ dn􏽮 􏽯
Ri×g dij( 􏼁

. (26)

g(dij) is the Gaussian equation considering the distance
attenuation, and the calculation formula is as follows:

g dij􏼐 􏼑 �
e− 1/2× dij/dn( 􏼁

2

− e− 1/2

0, dij > dn

⎧⎪⎨

⎪⎩
, dij ≤ dn. (27)

In the above formula, Rj is the supply ratio of the library’s
supply to the total number of people demanded within the
supply radius of the supply point bookshelf j, Sj is the area of
the supply point bookshelf j, k is the space function of the
supply point j, and the internal demand point Dij is the
representation of the distance between demand point i and
supply point j; dn is the service radius of a book cart; Pi is the
number of library people at demand point i; Ai is the final
process matching index of each demand point, that is, taking
the demand point i as the center, sum up all Rj within the
service radius of a specific bookshelf in the library.

6. Experiment Comparison

According to the information mentioned in the above ar-
ticle, we can compare the average duration of GA-RFID-
based library intelligent equipment with that of traditional
libraries, that is, using manual registration. Of course, under
the same environment and conditions for comparison, this
comparison can better highlight the advantages and dis-
advantages of different algorithms. At the same time, we can
carry out a simulation of borrowing, returning, and finding
books in the library environment and check the average
market performance required for each operation, as shown
in Figure 3.

For readers, there are several indicators in the reading
library that can be used as evaluation indicators for the
overall evaluation of the library. At the same time, we can
also integrate and optimize the overall layout and various
aspects of the library based on these indicators, as shown
in Figure 4.

People who come to the library at different ages will have
different acceptance of intelligent equipment. For older
people, they will actually be more inclined to the traditional
form of library, which is to use manual registration; for
middle-aged people, if they are relatively familiar with GA-
RFID technology, they will choose to use this technology, so
it is necessary for us to design this technology more simply
and clearly, and for young people, young people are more
receptive, and they will be more inclined to intelligent
equipment; for younger children, they will be novel about
intelligent equipment (especially robots), and they need to
work at this time .e staff gave a guide to the children, as
shown in Figure 5.

.e frequency of use of various functions of intelligent
equipment by visitors to the library is integrated in various
time periods, so as to use this as a data source for planning or
upgrading the library, as shown in Figure 6.

Based on this comparison, we can understand which
function readers are more inclined to in each time period, so
as to specifically improve the role of related functions in a
certain time period.

In order to better compare these three methods, we
can extract some books in the library to observe the
results expressed by readers based on these three tech-
nologies, so as to compare the required efficiency and
correct rate of these three methods. .e reader’s satis-
faction and other factors are compared, as shown in
Figure 7.

In the above chart, the efficiency is the length of time it
takes to find a book based on this technology, and the
correct rate is whether the book found is what the current
reader wants. When optimizing the layout of the library
space, different spaces need to be paid differently. For
example, the proportion of the reading room must be
more important. From this, you can compare each space
to understand each space. .erefore, detailed
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planning of each space layout is carried out, as shown in
Figure 8.

We can compare the time of these four technologies
when looking for books with different numbers of books, so
as to see the efficiency of searching books of different
technologies, and choose a better technology for library
intelligence, as shown in Figure 9.

Based on the above information, it is not difficult to see
that the GA-RFID technology has considerable advantages
when searching for books.

.e processing time of this technology is shorter whether
it is facing a large number of books or a small number of
books. .is high-efficiency result can bring a better sense of
experience to readers, and books the staff in the museum can
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also greatly improve the efficiency of the staff when they
work again.

7. Conclusion

For a library, the layout of the library is a very important
issue. A good layout, such as quiet, bright, transparent, is the
most important indicator for readers to evaluate a library. If
you want to bring readers to have a better experience, it is
necessary to continuously optimize and upgrade the layout
of each space in the library. With the development of the
Internet, a faster and better bridge can be established be-
tween books and readers, just like the intelligent library
based on GA-RFID technology in this article can help li-
braries save manpower and material resources to a certain
extent, and at the same time, more importantly, it can give
readers a better sense of experience and higher processing
efficiency. .is technology not only helps libraries upgrade
their intelligence but can also apply this technology to other
fields to achieve the purpose of improvement..e intelligent
effect and operational efficiency of the library realized
through GA-RFID technology will only be better. Fur-
thermore, with the introduction of Learning Commons in
library, this GA-RFID technology would be expected to be
transplanted into the management of spatial units of
Learning Commons, replacing the objects “books” with
spatial units of Learning Commons, and it will be possibile
to be utilize the efficient use and visual management of
Learning Commons
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With the continuous development of computer vision technology, people are paying more and more attention to the method of
using computers to simulate actual 3D scenes, and the requirements for 3D reconstruction technology are getting higher and
higher. Virtual and real fusion refers to combining the virtual environment generated by the computer with the actual scenes
around the user through photoelectric display, sensors, computer graphics, multimedia, and other technologies. �is is a
technology that can obtain more convenient and direct expressions, and it is also a technique for expressing content more
abundantly and accurately. �e key to virtual and real fusion technology is the registration of virtual objects and real scenes. It
means that the system should be able to correctly estimate the position and posture of the camera in the real world, and then place
the virtual object where it should be. Machine learning is a multi�eld interdisciplinary subject that specializes in how computers
simulate or realize human learning behaviors. It is the core of arti�cial intelligence and the fundamental way to make computers
intelligent. Its applications are in all the �elds of arti�cial intelligence. �is article introduces the virtual-real fusion 3D re-
construction method based on machine learning, compares the performance of the method with other algorithms through
experiments, and draws the following conclusion: the algorithm in this study is the fastest, with an average speed of 72.9% under
di�erent times. To evaluate the image acquisition indicators of each algorithm, the algorithm in this study has the lowest error rate.
�ematching accuracy of each algorithm is tested, and it is found that the average matching accuracy of the algorithm in this study
is about 0.87, which is the highest.

1. Introduction

1.1. Background. �e twenty-�rst century is the information
century and the Internet century. Computer technology is
increasingly inseparable from people’s daily life and has
become a part of their lives. Whether it is military, edu-
cation, etc., which are related to the country’s centuries-old
plan, or life, shopping, and people’s other livelihoods,
computer technology plays a very important role. With the
vigorous development of applications such as virtual reality,
3D animation, three-dimensional measurement, virtual
teaching, photomicrography, computer �uid mechanics,
and military simulation, the research on the fusion of virtual

and real three-dimensional reconstruction technology under
di�erent backgrounds has become more and more impor-
tant. �e research of 3D reconstruction has experienced the
initial modeling of small and medium-sized objects, fol-
lowed by the modeling of large buildings. �e three-di-
mensional reconstruction of indoor scenes has been
developed for many years in the �eld of scienti�c research. In
this process, various implementation methods have been
proposed and improved. Many scholars have proposed
various 3D reconstructionmethods. Among them, the three-
dimensional reconstruction technology based on the ma-
chine learning theory algorithm has the advantages of small
error, high degree of restoration, and good stability.
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1.2. Significance. As a new technology in the Internet era, 3D
reconstruction technology is developing rapidly. +ree-di-
mensional reconstruction is an important communication
bridge between the computer and the real scene and plays an
important role in the interaction between virtual reality and
humans and computers. At the same time, it can effectively
guide human life and is widely used in various fields. +ree-
dimensional reconstruction is a reverse engineering from
reality to the virtual world. +e combination of virtual and
real means to combine the virtual world of 3D recon-
struction with reality to present a good visual effect, which is
of great significance to industries such as medicine, artificial
intelligence, and education. Machine learning is the core of
artificial intelligence, which is the basic method to make
computers intelligent. Machine learning mainly studies the
methods of computer simulation or implementation of
human learning actions to learn new knowledge and skills.
+e virtual-real fusion 3D reconstruction technology based
on machine learning can shorten the image matching time,
reduce the error rate of image matching, and increase the
accuracy of image matching. +e research of virtual and real
3D reconstruction technology based on machine learning
can improve the efficiency of 3D reconstruction and bring a
better experience to technicians, which has important
practical significance.

1.3. Related Work. +e emergence of 3D reconstruction
technology has had a significant impact on the fields of
artificial intelligence, robotics, and unmanned driving. So
far, many scholars have researched it. Watanabe T used a
focused ion beam scanning electron microscope to examine
the three-dimensional organization of GAG chains in the
Achilles tendons of mature rats embedded with epoxy resin.
After staining with cupra iron blue, he specifically dyed the
GAG chain. He also used 250 serial backscattered electron
images (at 10 nm intervals) in the longitudinal section for
reconstruction.+e three-dimensional image shows that the
GAG chain forms a ring-shaped network structure, each
ring surrounds the collagen fibrils in the d-band and merges
with adjacent rings to form a planar network. +e disad-
vantage of this study is the lack of practical data support [1].
Zhu et al. set up two sets of experiments to compare and
analyze the degree of agreement between the three-di-
mensional reconstruction data and the actual tumor clas-
sification found after surgery, as well as the difference
between the estimated liver volume of the two-dimensional
and three-dimensional images. +e average intraoperative
blood loss, operation time, and extubation time were sig-
nificantly reduced, but there was no statistical difference in
the postoperative hospital stay and the total complication
rate between the two groups. Among the patients in the
observation group, the coincidence rate of the bismuth
Colette classification by three-dimensional reconstruction
and the actual results was 86.7%. +ere was no statistical
difference between the estimated hepatectomy volume
calculated by the two-dimensional and three-dimensional
techniques. It is concluded that the three-dimensional re-
construction can provide accurate preoperative evaluation

for hilar cholangiocarcinoma. It has certain guiding sig-
nificance for the surgical treatment of hilar chol-
angiocarcinoma [2]. Ficker Tomá outlines various
microreconstruction techniques based on optical section-
ing. He used graphical and numerical methods to compare
the 3D copy of this special reconstruction frequency
method with the 3D copy of the confocal method. Based on
comparative studies, it was concluded that the quality of
conventional replicas of surfaces with moderately high ir-
regular textures is acceptable, and it is almost the same
quality as the confocal replica, but the disadvantage of this
experiment is the lack of detailed design [3]. Zhang et al.
introduced the high-precision reconstruction method of
sinusoidal motion and the factors that affect the recon-
struction accuracy. First, he established a stereo vision
reconstruction error model that considered delay time,
frequency, amplitude, and parallax. He analyzed theoreti-
cally and experimentally the accuracy of sinusoidal motion
reconstruction considering subpixel interpolation in the
entire cycle. Peak recognition is the key to sinusoidal
motion reconstruction, with the highest accuracy. But the
experiment is more complicated and not practical [4]. Min
et al. studied the impact of 23G minimally invasive vit-
rectomy assisted by optical coherence tomography three-
dimensional reconstruction on patients with proliferative
diabetic retinopathy. +e follow-up time was about 6
months. +e operation time, intraoperative complication
rate, and postoperative complication rate of the observation
group were significantly lower than those of the control
group.+e BCVA of the observation group was significantly
higher than that of the control group, while the intraocular
pressure and retinal thickness were significantly lower than
that of the control group. In summary, with the aid of OCT
three-dimensional imaging, 23G surgery for PDR can im-
prove the efficacy and reduce complications [5]. Terao et al.
have developed an accurate method for three-dimensional
reconstruction of microstructures to analyze mass transfer
phenomena in the microporous layer (MPL). +e method
he proposed involves the use of focused ion beam scanning
electron microscopy tomography. He used the recon-
struction results to perform numerical calculations on the
structure and mass transfer characteristics of MPL and
found that these results are in good agreement with the
experimental results, which proves the accuracy of the new
method. +e disadvantage of this method is that it has
higher requirements for the experimental environment [6].
In recent years, there has been a large amount of literature
outlining the use of three-dimensional (3D) reconstruction
and printing techniques. However, precise guidance articles
describing the step-by-step method of reconstructing 3D
images from computed tomography (CT) or magnetic
resonance imaging (MRI) are still limited. To solve these
problems, Chen D described a detailed agreement. +is
agreement will allow readers to easily perform 3D recon-
structions in their future research. It allows investigation of
appropriate surgical anatomy and allows innovative design
of new screw fixation techniques or preoperative surgical
planning. +e experiment is innovative but the description
of the agreement is not complete [7].
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1.4. Innovation. �e innovations of this article are: (1) �is
article combines machine learning with virtual and real 3D
reconstruction technology.�is article introduces the virtual
and real 3D reconstruction algorithm based on machine
learning and explains the algorithm process. (2) �is article
designs a comparative experiment. �e virtual-real fusion
3D reconstruction algorithm based on machine learning is
compared with other commonly used algorithms to verify
the superiority of the performance of the virtual-real fusion
3D reconstruction algorithm based on machine learning.

2. 3D Reconstruction Method of Virtual and
Real Fusion Based on Machine Learning

2.1. 3D Reconstruction and Fusion of Virtual and Real

2.1.1. Overview of 3D Reconstruction and Virtual-Real Fusion

(1) �ree-dimensional reconstruction. Generally speaking,
the 3D reconstruction technology �rst uses the vision sensor
to obtain the image information in the real world and then
obtains the 3D information of the object through techniques
such as information matching in the 3D reconstruction.�is
means that 3D reconstruction is a computer vision method
that uses 2D projection to recover 3D information.�ere are
many types of 3D reconstruction techniques, but generally
speaking, they can be divided into two types: non-contact
method and non-contact method. �e non-contact method
can be divided into active vision and passive vision. �ere
are more subdivided types, so I will not repeat them here [8].

(2) Fusion of virtual and real. �e fusion of virtuality and
reality, as the name suggests, refers to the fusion of com-
puter-generated virtual objects with real scenes. �e most
important thing in the fusion of virtual and real is the

presentation of the fusion of virtual and real. �e virtual and
real fusion presentation includes the rendering of the virtual
model and the occlusion processing of the virtual and real
targets.

For the occlusion processing part, the result of virtual and
real fusion must correctly simulate the relationship between
occlusion and occlusion of virtual objects in the actual scene.
�e correct occlusion relationship is an important condition for
achieving excellent fusion e�ects. However, most of the existing
virtual and real fusion systems only overlap the virtual object
with the actual scene image, so the virtual image always ob-
structs the actual scene. Once there is a real object that is closer
to the virtual object, the wrong occlusion relationship will be
highlighted and will seriously a�ect the perception.

�e rendering of the virtual model a�ects the inte-
gration of the virtual target in the real environment, in-
cluding information such as color and lighting. Due to the
rapid development of computer graphics technology,
many types of rendering technologies have emerged, and
people can choose according to the desired e�ect of the
image [9].

2.1.2. �ree-Dimensional Reconstruction and Virtual-Real
Fusion Structure Design Method. �e design of 3D recon-
struction and virtual-real interaction is shown in Figure 1.
�e system consists of a client host, a camera, and a server.
�e modeling service sends instructions to the client.
Multiple client programs extract images collected by mul-
tiple cameras.�en the client sends the data to the server and
the server uses the relevant 3D reconstruction algorithm to
reconstruct the space to realize the interaction of virtual
elastic objects. In this process, a three-dimensional recon-
struction method with the combination of virtual and real
can be realized.
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Figure 1: �ree-dimensional reconstruction and virtual–real interaction design.
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2.1.3. Virtual and Real Fusion Algorithm in 3D
Reconstruction. Virtual objects can be viewed as �uids with
restricted motion. �e interaction between the virtual object
and the reconstructed object can be calculated by the
microcompressible smooth particle dynamics method [10].

�e �rst step is to assume the density of any particle a of
the object:

ρa �∑
i

φbi ρ0( )W xai, h( ) +ma∑
j

W xaj, h( ), (1)

where j is the neighboring particle index of the virtual object,
i is the neighboring mesh vertex index of the reconstructed
object, W is the kernel function based on SPH, and Vbi is the
volume of the neighboring particle at the i-th boundary,
where

φbi ρ0( ) � ρ0Vbi. (2)

�is formula is the contribution measurement function.
For a pair of adjacent virtual object particle a and recon-
structed object mesh vertex j. �e interaction force between j
and a includes normal force F1 and tangential force F2:

F1 � −maφj ρ0( ) ·
pa
ρ2a
W xaj, h( ),

F2 � μmaφj ρ0( ) ·
vja

ρ2j
∇2W xaj, h( ).

(3)

Here, μ is the friction coe£cient of the object, v is the speed,
where:

vj �
xc − xp

Δt
. (4)

In the equation, xc is the position of the object in the current
frame and xp represents the position of the object in the
previous frame. However, the constraints of the virtual
object on the reconstructed object cannot be determined
only by the interaction force. �erefore, we propose a po-
sition and velocity correction method that preserves mo-
mentum. Figure 2 is a schematic diagram of this method
[11]:

2.2. 3D Reconstruction Method of Image Edge Based on
Machine Learning

2.2.1. Image Edge Contour Detection. Before detecting the
edge of the image, the �rst step for the image is image
preprocessing. Not preprocessing may make image analysis
di£cult. �e spatial method is used to process and �lter, and
then the image is smoothed. �e calculation formula is as
follows:

f(x, y) �∑
i

l + β(x, y). (5)

In the formula, β(x, y) represents additive white noise
and (x, y) represents the point set in the area. �is formula
can overcome the blurring of image details caused by �l-
tering [12].

�e calculation formula for the pixel value at the center
of the area is as follows:

p � dg
������
G2HF
√

, (6)

where g represents the size of the convolution coe£cient
and F represents the pixel value of the area.

2.2.2. Obtain �ree-Dimensional Coordinates. Using the
stereo matching method, the position deviation between the
corresponding points is calculated and the disparity map is
obtained [13]. First, the matching window is selected as the
size of the matching window will a�ect the matching quality.
If the set window is too small, the calculation will become
di£cult and it will become di£cult to identify some func-
tions in the window and compare errors. �erefore, the
matching window is de�ned as [14]:

Y � Yn− 1 ⊗Bkh, (7)

where Y is the pixel point, h is the parameter of the window
size, and ⊗ is the image base point.

2.2.3. Based on Machine Learning Image Edge 3D Recon-
struction Process. Figure 3 is a process diagram of the three-
dimensional reconstruction. �e three-dimensional recon-
struction of the edge of the image should be reconstructed
according to the steps in the �gure. �e smoothed three-
dimensional coordinates are obtained by the calculation
method of the �tting function. Assuming that the global

d

Virtual object particles
before correctionModified virtual

object particles

Mesh vertices of penetrated
reconstructed objects

Virtual composite
particle

Velocity vector

normal
vector

Figure 2: Virtual and real interaction method.
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�tting function of the approximate point set is x, the point
set is split and the approximate �tting function is as follows:

η
x�∑

c

p(x)z
,

(8)

where ηx is the �tting function, zmeans the number of basis
functions, and p means the number of point sets [15].

2.3. Model Matching 3D Reconstruction Technology Based on
Machine Learning. �is section introduces the 3D recon-
struction method based on model matching. Based on the
segmentation of the two-dimensional image, the image of the
indoor scene elements is extracted and then the three-di-
mensional model is matched through the convolutional
neural network based on machine learning. Finally, the
extracted matching model is combined with the virtual three-
dimensional model constructed by the computer [16] and the
�nal three-dimensional reconstruction product is obtained.

2.3.1. Foundation of Convolutional Neural Network. A
convolutional neural network is an e£cient recognition
method that has been developed in recent years and has
attracted widespread attention. It is one of the more popular
deep learning architectures in recent years, which is inspired
by the visual perception of the human brain in the real
world. �e convolutional neural network can obtain the
e�ective information of the original image. �at is, without
or after less preprocessing, some reliable rules can be dis-
tinguished from the original image [17]. Machine learning is

a theory that learns knowledge and skills through a series of
computer research and continues to improve. �e idea of
solving the problem is roughly shown in Figure 4. First, the
sensor performs data preprocessing, then features extrac-
tion, and �nally performs prediction or recognition in-
structions. However, most of the machine learning is a
manual selection of features, which not only requires time
and e�ort. �e characteristics of manual selection are not
necessarily e�ective, and the selection is almost random.
�erefore, people put forward the concept of deep learning
on this basis. Deep learning itself is a �eld of machine
learning.

�e following introduces a very important unit module
convolution layer in the convolutional neural network [18],
the following is the formula for convolution forward
calculation:

xlj � F ∑
i�mj

xl−1j ∗ k
l
i,j + b

l
j

 . (9)

�e following is the residual calculation formula of the
convolutional layer:

δlj � βl+1j F, μlj( ) · up δl+1j( )( ). (10)

Among them, the l+ 1 layer is extended to an operation
of the same size as the l layer. �e following is the gradient
calculation formula of the convolutional layer:

zE

zbj
�∑

u,v

δlj( )
uv
,
zE

zkli,j
�∑

u,v

δlj( )
uv
pl−1i( )

uv
. (11)

2.3.2. Model Matching Method Based on Convolutional
Neural Network. Model matching refers to the establish-
ment of a corresponding relationship between image pairs
based on the extracted features.�at is, the imaging points of
the same physical space point in two di�erent images are
mapped one by one.

�e next stage of the work is to compare the 3D model
that is most similar to the known image blocks in the 3D
model library. It con�gures it in an appropriate position to
reconstruct the three-dimensional scene. A model matching
method based on a convolutional neural network is pro-
posed here. Since the detailed classi�cation categories
contained in di�erent scene elements are di�erent, to

Data
preprocessing

feature
extraction

Prediction or
identification

sensor

sensor

Figure 4: Basic problem solving process of machine learning.
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Figure 3: �ree-dimensional reconstruction process.
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achieve the purpose of classi�cation and matching, the
network structure of di�erent elements themselves is
designed [19]. �e following is a summary of the important
modules of the network structure.

(1) Pooling. As a result of pooling, features are reduced. �e
parameter reduction is to maintain a certain invariance
(such as rotation, translation, etc.) in the process of image
processing at each layer. Its error generation in feature
extraction mainly comes from two aspects: one is the var-
iance of the estimated value caused by the limited size of the
neighborhood. �e second is the deviation of the estimated
value caused by the parameter error of the convolutional
layer. According to the characteristics of the problem in this
article, we choose max pooling as the downsampling layer
here.

(2) Dropout layer. �e dropout method is a breakthrough in
the �eld of deep learning. Figure 5 is a schematic diagram of
Dropout. It refers to temporarily suspending the state of
certain neurons with a certain probability during the
training process so that these neurons are temporarily
separated from the information transmission process of this
neural network. �ese neurons are temporarily ignored, but
their weights must be maintained and continue to partici-
pate in the work during the next sample input [20].

(3) Activation function. �e activation function is very
important for the arti�cial neural network model to learn
and understand very complex and non-linear functions.
�ey introduce nonlinear characteristics into our network.
Its main purpose is to convert the input signal of a node in
the A-NN model into an output signal. �is output signal is
now used as the input for the next layer in the stack. In this
chapter, an activation function is added after each con-
volutional layer of the network structure [21]. �e RELU
function is selected here, and its formula is:

f(x) � max(0, x). (12)

�e advantage of this function is high e£ciency and a
small amount of calculation.

2.3.3. Interactive Image Semantic Segmentation and
Annotation. To segment the RGBD image obtained by the
user into labeled image blocks, we use a conditional random
�eld (CRF) model to solve the labeling problem. �e con-
ditional random �eld energy function for label C is as
follows:

E(C) �∑
i

E1 Ci:Xi( ) + λE2 Ci:Xj( ), (13)

where E1(Ci: Xi) represents the possibility that pixel i be-
longs to the category and is the feature of pixel i. E2(Ci: Xj)
is a compatibility item, which measures the consistency of
the categories between two adjacent pixels.

(1) Principle of semantic segmentation. Semantic segmen-
tation is a typical computer vision problem. It involves
taking some raw data (e.g., �at images) as input and con-
verting them into a mask with highlighted regions of in-
terest. What is evaluated is the possibility that the feature of
pixel i belongs to the category label [22]. It is composed of
the sum of two data items, the appearance model and the
geometric model, which are obtained by the color infor-
mation and the depth map information obtained by the
depth camera:

E1 Ci:Xi( ) � Ea Ci:X
a
i( ) + Eg Ci:X

g
i( ). (14)

�e former item represents the appearance item and the
latter item represents the geometric item. For the local
appearance feature, the local color information is used to
compute the geometric feature. �e appearance term is
calculated as follows:

Ea Ci:X
a
i( ) � −log 1 − αp( )p Ci|X

a
i( ) + αpp Ci|X

a
i( ). (15)

We extract SIFT features from each pixel in the RGB
image and the depth image. �en connect them into RGBD
SIFT features, and use a two-layer neural network and a
supervised learningmethod of cross-entropy loss function to
calculate. We combine the classi�cation results of all pixels
as the result of image segmentation, and then use RGB data
to perform K-means operation [23]. �e calculation formula
is as follows:

p Ci|X
a
i( ) �

1/ −d Xa
i , Ci( ) + ε( )

∑j1/ −d Xa
i , Ci( ) + ε( )

, (16)

where d(Xa
i , Ci) represents the distance between the current

RGB pixel and the nearest cluster center and ε is a minimal
parameter.

�e calculation formula for geometric terms is as follows:

Eg Ci:X
g
i( ) � −log 1 − αg( )p Ci|X

g
i( ) + αgp Ci|X

g
i( ). (17)

Figure 5: Dropout diagram.
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p(Ci|X
g
i ) is trained from the depth data of the scene data set

and p(Ci|X
g
i ) is the segmentation result of the previous layer

[24].
�e basic plane image is used to extract local geometric

features instead of local depth data because the basic plane
image has less noise than the depth data. �e information
extraction of the basic �oor plan uses the more e£cient
RANSAC algorithm.

Compatibility items are used to enhance the smoothness
of labels between adjacent pixels. �e calculation method is
as follows:

E2 Ci:Cj( ) � d Ci ≠Cj( )sim Fi:Fj( ). (18)

Among them, Fi � [r, g, b, t]T, where Fi is the connec-
tion vector of the RGB value and the depth value at pixel i.
�e similarity calculation method between two pixels is:

sim Fi:Fj( ) � exp −
Fi − F

2
j

2d2
 , (19)

where, d is the average distance between features [25]. Fi and
Fj respectively refer to two pixels and the similarity of these
two pixels is calculated by exp.

3. 3D Reconstruction Technology Experiment
Based on Virtual and Real Fusion Based on
Machine Learning

3.1. Test System Design

3.1.1. Hardware Platform Con�guration. �e experimental
system of this study uses Kinect sensor as the input device to
obtain depth data, and the processing part uses a computer,
and the computer reconstructs the obtained image data.�is
system only uses one Kinect device, no additional auxiliary
equipment is needed, and the hardware platform is easy to
build. In this experiment, holding the Kinect device to scan
the object, or �xing the Kinect sensor, and rotating the target
to realize the complete collection of object information. �e
hardware platform and con�guration are shown in Table 1.
Kinect sensors are superior in terms of performance and
price, and computers with higher running memory are more
suitable for 3D reconstruction.

�e following focuses on the Kinect depth sensor, which
is an important equipment in the experiment.

(1) Kinect. Kinect is a fusion of many current advanced
machine vision technologies, which can collect the color and
depth information of the object at the same time. Compared

with other devices, Kinect is not only cheap but also can
obtain high-resolution depth maps and color maps at the
same time. �e hardware structure is mainly divided into
three parts. �ey are a system-on-chip, three cameras, and a
four-element microphone array. �e basic parameters of
Kinect are shown in Table 2:

Kinect can obtain 640 ∗ 480 pixel depth information
and color information at a frame rate of up to 30 fps. By
combining the infrared CMOS sensor and the color camera,
the three-dimensional information of the target can be
projected onto the screen. Its working principle is shown in
Figure 6:

�e shooting frame rate of Kinect has reached 30 fps,
which will not be a shortcoming of the system frame rate.
�e processing speed of the system is often lower than the
input speed of the image, so the processing speed de-
termines the frame rate of the �nal system. �e main
hardware factors that a�ect the frame rate are the video
memory capacity and the number of cores of the graphics
card. After testing on di�erent devices, the results are
shown in Table 3:

3.1.2. Software Platform Con�guration. �e development
environment used in this article is Win7 64 bit, the devel-
opment platform is Visual Studio 2010, and the interface is

Table 1: Hardware con�guration.

Equipment To con�gure

Kinect Microsoft kinect for Xbox
Kinect power adapter

Computer
Operating system:Windows 7 64 bit

CPU:i5-4200U,1.6GHZ
RAM: 4G

Table 2: Kinect basic parameters.

Characteristic speci�cation Parameter
Maximum frame rate 30 fps
Depth range 40 cm–400 cm
Depth image resolution 640× 480, 11 bit
Color image resolution 640× 480, 8 bit
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Figure 6: Kinect working principle diagram.
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designed with Qt4.8. Although Microsoft provides a soft-
ware development kit Kinect SDK and related drivers, these
software development kits are mainly for somatosensory
control, gesture recognition, tracking, and voice control.�e
latest Kinect SDK 1.7 is more powerful and also includes the
realization of algorithms such as KinectFusion. �e focus of
this article is to achieve the three-dimensional reconstruc-
tion of the target object. �e existing open-source library
contains a large number of resources, which is convenient
for learning and using.

3.1.3. System Structure Design. Although di�erent methods
use di�erent 3D reconstruction techniques, the main process
of 3D reconstruction is roughly the same. �e system
function module is shown in Figure 7:

�e six functional modules we designed for the 3D
reconstruction system are image acquisition module, reg-
istration module, surface extraction module, preprocessing
module, texture mapping module, and output display
module. Aiming at these six functional modules, the soft-
ware architecture of the reconstruction system is designed.
In this architecture, the Kinect sensor is �rst used to obtain
depth image information and color image information.
Since the image contains noise information, the data needs
to be preprocessed. �e depth information is coordinate-
converted into 3D point cloud data and then �ltering and
denoising operation is performed, and then the registration
and alignment operation is performed on the 3D point cloud
data set under multiple viewing angles. After registration,
the point cloud data is fused according to the corresponding
spatial conversion relationship, and the color RGB image is
used for texture mapping, so as to output a complete 3D
reconstruction model of the target object.

3.1.4. Comparative Test Design. �e experiment is based on
the built hardware and software platform using Kinect
sensors and computers to analyze the performance of the
above-mentioned virtual-real fusion 3D reconstruction
technology is based on machine learning, and the experi-
ment selects other 3D reconstruction techniques for com-
parison to obtain the performance data of each algorithm,
such as speed, error rate, correct rate, and other information,
so as to understand whether the 3D reconstruction fusion
method based on machine learning is more superior. �e
comparison algorithms selected in this experiment are SGM,
SFM, and CMMs (coordinate measuring machines). �ese
algorithms belong to di�erent kinds of algorithms in 3D
reconstruction and they are used frequently. �e perfor-
mance data of each algorithm is obtained through experi-
ments, and the performance of the virtual and real 3D
reconstruction algorithm based on machine learning is
understood.

3.2. Test Results and Analysis

3.2.1. Image Reconstruction Speed. Testing the speed of
image reconstruction in the �gure below for each algorithm,
increasing the number of experiments, calculating the av-
erage value of the speed under di�erent number of exper-
iments, and getting the speed data of each algorithm is
shown in Figure 8:

According to the data in Figure 8, the speed of the 3D
reconstruction algorithm based on machine learning in this
article �rst slowly increases with the increase of the number
of trials. After the number of times is greater than 30, the
speed increases, and this algorithm is always faster than the
other several algorithms. �e average speed under di�erent
test times is 72.9%. �erefore, it is concluded that the 3D

Table 3: System frame rate.

Memory size (GB) Memory size (MB) Number of CUDA cores Frame rate (fps)
4 512 192 Cannot execute
4 1024 576 12
8 2048 1344 21

Image acquisition
module

Preprocessing
module

Point cloud
registration

module

Point cloud fusion
panel representation

module

Texture mapping
module

Output display
module

Figure 7: 3D reconstruction function module.
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reconstruction algorithm based on machine learning can
greatly reduce the image reconstruction time and increase
the e£ciency of 3D reconstruction processing.

3.2.2. �e Evaluation Value of Each Index in the Image Test
Set. In this part of the experiment, the experiment chose to
compare 3 quantitative parameters, namely the non-texture
area matching error percentage (untex), all pixel matching
error percentage (all), parallax discontinuous area matching
error percentage (disc) and matching, and the time used
(time). �e evaluation values of these indicators of the four
algorithms are all measured, and the data obtained is shown
in Figure 9:

It can be seen from Figure 9 whether it is the test result of
the nontexture area matching error percentage, all pixel
matching error percentage, or parallax discontinuous area
matching error percentage. �e error percentage of the 3D
reconstruction algorithm based on machine learning is the
lowest, among them, and 3d reconstruction algorithm based
onmachine learning has the lowest error rate on untex index
and the highest error rate on disc. But the error rate for each
indicator was less than 10%, which proves that the 3D

reconstruction algorithm based on machine learning has a
low error rate and high e£ciency.

3.2.3. Accuracy Comparison. In this part of the experiment,
we put the reconstructed object indoors through the
matching of indoor objects, tables, lamps, sofas, chairs, and
beds to understand the matching accuracy of each algorithm
and recorded the data. �e results are shown in Figure 10:

It can be seen from Figure 10 that the 3D reconstruction
algorithm based on machine learning has the highest
matching accuracy no matter which object is in the room.
Among them, the chair matching accuracy is the highest and
the bed matching accuracy is the lowest. But the accuracy
was better than 0.8 for any object. After calculation, for
di�erent objects, the average matching accuracy of the 3D
reconstruction algorithm based on machine learning is
about 0.87. �e average matching accuracy of other algo-
rithms SGM, SFM, and CMMS for di�erent objects is about
0.84, 0.84, and 0.83, respectively. It can be seen that the
accuracy of the matching rate of several algorithms is rel-
atively close, but the accuracy of the 3D reconstruction
algorithm based on machine learning is the best.

0

20

40

60

80

100

120

0 10 20 30 40 50 60
frequency

Machine learning algorithm
SGM

0

10

20

30

40

50

60

0 10 20 30 40 50 60

sp
ee

d 
(%

)

sp
ee

d 
(%

)

frequency

SFM
CMMS

Figure 8: �e speed of di�erent algorithms.

0

2

4

6

8

10

12

14

untex disc all

er
ro

r r
at

e (
%

)

er
ro

r r
at

e (
%

)

index

Machine learning algorithm
SGM

0

2

4

6

8

10

12

untex disc all
index

SFM
CMMS

Figure 9: Evaluation values of various indicators in the image test set of di�erent algorithms.

Mathematical Problems in Engineering 9



4. Discussion

�e three-dimensional model is more superior than the two-
dimensional image because the three-dimensional image has
the advantage of more than one dimension, so the appearance
and structure of the object can be expressed more clearly. For
e-commerce, for example, businesses can construct a three-
dimensional model to represent the appearance of the product,
so that customers can gain a clearer and more intuitive un-
derstanding of the product. At the same time, 3D models can
also be used in 3D movies, TV animations, medical imaging,
and other �elds. Also, the digital geometric processing of three-
dimensional geometric data has become an important tech-
nology in the study of computer graphics, computer vision, and
image processing. As a new form of information carrier, three-
dimensional geometric models have gradually changed the way
people explore and understand the world due to their unpar-
alleled advantages such as high �delity and intuitive visuali-
zation. �e combination of 3D reconstruction technology and
virtual and real fusion can combine the scene reconstructed by
calculation with the real scene. �is plays an important role in
many �elds such as augmented reality and arti�cial intelligence.
�eories such as convolutional neural networks and deep
learning in machine learning can be used in 3D reconstruction
technology to improve the e£ciency and accuracy of 3D
reconstruction.

5. Conclusion

�is article introduces the background signi�cance of virtual
and real fusion and 3D reconstruction technology, as well as the
combination of the two. �is article introduces the theory of
machine learning, combines the theory with 3D reconstruction,
and introduces the 3D reconstruction algorithm based on
machine learning. Finally, this article designs experiments and
designs the hardware and software and basic architecture of the
system. �is article compares the 3D reconstruction algorithm
based on machine learning with several other common algo-
rithms and draws a conclusion as follows: (1) the 3D recon-
struction algorithm based on machine learning is the fastest,
with an average speed of 72.9% under di�erent times. (2)

Evaluating the image acquisition indicators of each algorithm
and �nding that the error rate of the 3D reconstruction al-
gorithm based on machine learning is low. (3) Testing the
matching accuracy of each algorithm. �e average matching
accuracy of the 3D reconstruction algorithm based on machine
learning is about 0.87, which is the highest. Experiments in this
article verify the superiority of the performance of the 3D re-
construction algorithm based on machine learning, but there
are a few performance indexes in the test. If more indexes are
added, it will be more convincing, AND due to practical rea-
sons, the equipment available for the experiment is limited. If
given the chance, a better job can be made.
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Aiming at the shortcomings of the sparrow search algorithm (SSA), such as falling into local optimum and slow convergence speed,
an improved sparrow search algorithm based on multimixed strategy (MISSA) is proposed in this paper. In the initial stage, the
iterative chaotic mapping is used to initialize the population in order to improve the diversity of population. In the foraging stage, the
golden sine algorithm and nonlinear convergence factor strategy are introduced to optimize the discoverer-follower model, which
make search process more comprehensive and extensive for the discoverer.  e elite opposition-based learning strategy is used to
update the optimal solution and the population obtained in each iteration to improve the self-learning ability of the algorithm. To
verify the rationality of the multimixed strategy selection and e�ciency of the proposed algorithm, MISSA is compared with three
derived single-strategy improved algorithms, other improved SSAs, and �ve typical swarm intelligence algorithms using ten basic
benchmark functions and CEC 2014 function. e optimization results, diversity analysis, andWilcoxon rank-sum test results certify
that the proposed MISSA has better optimization accuracy, convergence speed, and robustness than other compared methods.
Moreover, the practicability and feasibility of MISSA are veri�ed by solving the traveling salesman problem (TSP).

1. Introduction

1.1. Research Background. Optimization problems can be
found in various �elds, such as combinatorial optimization
problems and engineering design problems. In general, the
optimization problems and methods can be classi�ed as
shown in Figure 1. A general optimization problem can
mathematically be described as follows [1]:

minF(x) � f1(x), f2(x), . . . , fm(x),

gi(x)≤ 0, i � 1, 2, . . . , p,

hj(x) � 0, j � 1, 2, . . . , q,

xil ≤x
i ≤xiu, i � 1, 2, . . . , N,




(1)

where x� (x1, x2, . . ., xn)T ∈Ω is the feasible solution with n
decision variables or real parameters, F (x) is the function

with m objectives, and gi (x) and hj (x) are the ith and jth
constraint functions, respectively. xil ≤x

i ≤xiu is a bound
constrained over the searching space x.

As shown in Figure 1, optimization methods are mainly
based on mathematical methods or stochastic methods.
Traditional mathematical methods are susceptible to type
constraints and fall into the dimension disaster when solving
high-dimensional problems, as well solve the multicriteria,
nonlinear, and nondi�erentiable problems [2, 3] with slight
e�ectiveness. Metaheuristic algorithm bene�ts from the
randomness of the optimization principle and can escape the
local optimal solution when dealing with high-dimensional
optimization problems. Metaheuristic algorithms also have
the advantages of simple structure, high e�ciency, and
strong robustness.  erefore, many metaheuristic algo-
rithms were proposed for solving the high-dimensional
optimization problems.

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 8171164, 26 pages
https://doi.org/10.1155/2022/8171164

mailto:jyang7@gzu.edu.cn
https://orcid.org/0000-0001-7247-6356
https://orcid.org/0000-0001-8546-9972
https://orcid.org/0000-0002-3732-7432
https://orcid.org/0000-0002-6407-1276
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8171164


In general, metaheuristic algorithms are usually classi-
fied into four categories: (1) biological evolution-based al-
gorithms, such as genetic algorithm (GA) [4] and differential
evolution (DE) [5]; (2) physics-based algorithms, such as
simulated annealing (SA) [6], black hole algorithm (BHA)
[7], and Runge–Kutta optimizer (RUN) [8]; (3) human
social behavior-based algorithms, such as teaching-learning-
based optimization (TLBO) [9], imperialist competitive
algorithm (ICA) [10], and Hunger Games Search (HGS)
[11]; (4) swarm-based algorithms, such as particle swarm
optimization (PSO) [12], ant colony optimization (ACO)
[13], whale optimization algorithm (WOA) [14], grey wolf
algorithm (GWO) [15], coot optimization algorithm
(COOT) [16], naked mole-rat algorithm (NMR) [17], Harris
Hawk Optimization (HHO) [18], slime mould algorithm
(SMA) [19], and colony predation algorithm (CPA) [20].

+e swarm-based algorithm simulates the behavior
characteristics of a certain type of biological population in
nature and performs random retrieval in the solution space
to obtain the optimal solution. In addition, it is the focus of
the metaheuristic algorithm due to its remarkable optimi-
zation performance and has been widely used in engineering
optimization, image processing, machine learning, and other
high-dimensional optimization fields.

+e traveling salesman problem is a typical NP-hard
combinatorial optimization problem, which was first pro-
posed by Menger in 1959. TSP has attracted the attention of
the operations research, logistics science, applied mathe-
matics, computer science, graph theory, and other disci-
plines. TSP has an important practical significance and is
widely used in logistics and distribution [21], aircraft route
arrangement [22], integrated circuit wiring [23], and other
fields, which can be solved by transforming them into TSP
problems. Due to the high versatility and controllable
complexity of TSP, it is used as a benchmark case to test the

ability of methods to deal with complex combinatorial
optimization problems.

1.2. Related Work. +e sparrow search algorithm is a new
swarm-based algorithm proposed by Xue and Shen [24] in
2020, which was inspired by foraging and antipredation
behavior of sparrow population. SSA has the advantages of
few control parameters and high optimization precision. It
has been used in the diagnosis on wheelset bearings [25],
configuration of distributed generation [26], and gear fault
detection [27]. But, the algorithm is prone to premature
convergence in the later iterations and converges slowly
when dealing with complex optimization problems.

In order to enhance the optimization ability of the
sparrow algorithm, Liu et al. [28] proposed an enhanced
sparrow algorithm based on the merit function mechanism
for improving the accuracy of the tumor diagnosis identified
by the convolutional neural network. Zhang and Ding [29]
proposed a chaotic sparrow search algorithm to optimize the
parameters for the stochastic configuration network, which
has enhanced the regression performance. Mao and Zhang
[30] introduced sine-cosine algorithm and Lévy flight
strategy to balance the local and global exploitation ability of
SSA. Lv et al. [31] enhanced the global search ability of SSA
through Tent chaotic map, generated Tent chaotic sequence
based on the stagnant solution, and finally applied the al-
gorithm to image segmentation. Tang et al. [32] introduced
the logarithmic spiral strategy, adopted an adaptive stepping
strategy to balance the searching abilities, and then applied
the algorithm to traditional engineering problems. Ouyang
et al. [33] designed an adaptive sparrow search algorithm
based on the lens reverse learning strategy and sine-cosine
guidance mechanism, which has better optimization ability
in robot path planning. Yuan et al. [34] proposed an
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Figure 1: Classification of optimization problems and methods.

2 Mathematical Problems in Engineering



improved sparrow search algorithm which can track the
maximum power point more accurately in the photovoltaic
microgrid system.

Compared with the original SSA, the above improved
sparrow algorithms have many improvements in the opti-
mization ability. However, some shortcomings are sum-
marized as follows:

(1) Many researchers use the chaos theory to improve
the diversity of the initial population but ignore the
diversity of the population in subsequent iterations
and the diversity analysis

(2) +e existing improvement strategies have not fun-
damentally changed the searching mechanism of
SSA. +e shortcoming of insufficient self-learning
ability in SSA has not been improved

(3) Some improved SSAs are only optimized for basic
benchmark functions, which is not enough to explain
the superiority and practicability of the improved
algorithm

1.3. Contribution. To solve the above shortcomings, a novel
multimixed strategy improved sparrow search algorithm is
proposed in this paper, including four strategies: iterative
chaotic mapping, golden sine algorithm, nonlinear conver-
gence factor strategy, and elite opposition-based learning
approach. +e iterative chaotic map strategy is used to ini-
tialize the population in order to enhance the diversity of the
population. +e golden sine algorithm and nonlinear con-
vergence factor strategies are used to improve the ability of
discoverer-follower model for searching the solution space,
which enhance the convergence speed and global exploration
ability of the algorithm. +e elite opposition-based learning
strategy is used to update optimal solution and population to
improve the diversity, self-learning ability, and local exploi-
tation ability of the algorithm. In addition, we use MISSA to
solve the traveling salesman problem. +e innovations and
main contributions of this paper are described as follows:

(i) A novel MISSA is proposed in this paper, and four
improved strategies of iterative chaotic map strat-
egy, golden sine strategy, nonlinear convergence
factor strategy, and elite opposition-based learning
strategy are used to enhance the performance of the
proposed algorithm for solving the complex opti-
mization problems.

(ii) Ablation experiments are designed to verify the
specific impact of different strategies on population
diversity and optimization performance of SSA.

(iii) Comprehensive experiments are designed and ac-
complished to fully verify the efficiency of the
MISSA by basic benchmark functions and CEC
2014 function. Eight algorithms are compared, in-
cluding SSA, other improved SSAs, WOA, GWO,
COOT, and PSO.

(iv) MISSA is used to settle TSP, and the results verified
the practicality of MISSA in solving the combina-
torial optimization problem.

2. The Original Sparrow Search Algorithm

+e original SSA algorithm was mainly inspired by foraging
and antipredation behavior of sparrow population. +e pop-
ulation of SSA can be divided into discoverers, followers, and
scouts [24]. +e discoverers with high fitness value are re-
sponsible for searching for food and guiding the migration
direction of the population, which accounts for 10%–20% of
the entire sparrow population, and others are followers. +e
followers search for food in the direction pointed by the
discoverers, and in order to increase the predation rate, they
will constantly monitor the discoverers and compete for food
with high-intake individuals. +e scouts belong to the dis-
coverers and followers, usually about 10%–20% individuals
randomly within the population to detect danger and alarm the
population. When predators invade, they will chirp alarming
signals tomake the sparrow populationmigrate to the safe area.

+e location of discoverers is updated as follows:

X
t+1
i,j �

X
t
i,j · exp

−i

α · itermax
􏼠 􏼡, if R2 < ST,

X
t
i,j + Q · L, if R2 ≥ ST,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

where Xt
i,j denotes the position of the ith sparrow in the jth

dimension under the current tth iteration, itermax is the
maximumnumber of iterations, α ∈ (0, 1) is a randomnumber,
and R2∈ [0, 1] and ST∈ [0.5, 1] represent the alarm value and
the safety threshold, respectively. Q is the migration control
coefficient, which is a random number that obeys the standard
normal distribution. L is a matrix of 1× d for which each
element inside is 1. If R2 is less than ST, it indicates the foraging
environment is safe and the discoverers perform global search
mode. If R2 is greater than or equal to ST, it indicates some
individuals have detected predators and the discoverers will
lead the population to migrate to the safe area quickly.

+e location of followers is updated as follows:

X
t+1
i,j �

Q · exp
X

t
worst − Xt

i,j

i
2

⎛⎝ ⎞⎠, i>
N

2
,

X
t+1
p + |X

t
i,j − X

t+1
p | · A

+
· L, other,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3)

where Xt
worst represents the current global worst position

and Xt+1
p denotes the optimal position of the discoverers in

the (t + 1)th iteration. A is a matrix of 1× d in which each
element inside is 1 or −1, and A+ � AT(AAT)− 1.When i is
greater thanN/2, it indicates that the ith follower with a lower
fitness value is most likely to be hungry, which needs to go to
other areas for foraging.

+e location of scouts is updated as follows:

X
t+1
i,j �

X
t
best + β · |X

t
i,j − X

t
best|, if fi >fg,

X
t
i,j + k ·

X
t
i,j − X

t
worst

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

fi − fw( 􏼁 + ε
⎛⎝ ⎞⎠, if fi � fg,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)
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where Xt
best represents the current global optimal position. β is

the step size control coefficient, which is a normal distributed
randomnumber with amean value of 0 and variance value of 1.
k∈ [−1, 1] is a random number which represents the direction
of the sparrow movement. ε is the smallest constant for
avoiding from zero-division error. fi represents the fitness
value of the current individual. fg and fw represent the
current global optimal value and worst fitness value, respec-
tively. When fi is greater than fg, it indicates the individual is
on the fringe of the population and vulnerable to predators. If
fi is equal to fg, it means the individuals in the center of the
population are aware of the danger of being attacked by
predators and need to fly closer to the safe area.

3. A Multimixed Strategy Improved Sparrow
Search Algorithm

+rough the research on the algorithm searching mechanism,
the shortcomings of SSA aremainly caused by three aspects: the
method of population initialization relies on a simple random
number, which cannot provide good diversity for the pop-
ulation; the algorithm relies on the discoverer-follower model
to search the solution space, which is slow and not compre-
hensive enough; the algorithm lacks the learning and
upgrading mechanism of the optimal individual and does not
make effective use of the optimal solution during the iteration
process. Based on these aspects, this paper proposes four
strategies to optimize the mechanism of the algorithm. +e
iterative chaotic map strategy is used to initialize the pop-
ulation, the golden sine algorithm and nonlinear convergence
factor strategies are used to improve the discoverer-follower
model, and the elite opposition-based learning strategy is used
to update optimal solution and population.

3.1. Iterative Chaotic Map Strategy. +e original SSA uses a
random method to generate the initial position of the
sparrow population, which is likely to cause uneven dis-
tribution of individuals, resulting in poor population di-
versity. Chaotic motion is characterized by pseudo-
randomness, ergodicity, and high sensitivity to initial con-
ditions and parameters [35, 36].

Chaotic mapping can be used to initialize the population
to obtain good diversity. +e iterative map has better chaotic
ergodicity, hyperchaotic behavior, and high complexity. +e
Lyapunov exponent of the iterative map is better than one-
dimensional maps such as Singer chaotic map, Tent chaotic
map, and sinusoidal chaotic map [37].+e simulation results
of four chaotic maps under 500 iterations are shown in
Figure 2.

+e chaotic variables generated by the Singer chaotic
map have small periods and an uneven distribution phe-
nomenon between 0.6 and 0.9. +e Tent chaotic map has
small periods and an unstable periodic phenomenon be-
tween 0 and 0.2, as well as the problem of easily falling into
fixed points. +e chaotic variables generated by the sinu-
soidal chaotic map have certain bimodal distribution
characteristics, which are more evenly distributed in the
middle of the chaotic attraction domain and densely

distributed at both ends. In contrast, the distribution of
iterative mapping from 0 to 1 is themost uniform.+erefore,
this paper uses the iterative chaotic map strategy to initialize
the population, and the equation is as follows:

xi+1 � sin
bπ
xi

􏼠 􏼡, (5)

where b ∈ (0, 1) is the control parameter, which is usually set
to 0.7.

3.2. Golden Sine Algorithm Strategy. +e current environ-
ment is safe when the alarm value (R2) is under the safety
threshold (ST), and the discoverers will lead the population
to forage in this area. +e algorithm performs deeper local
exploitation of the current solution space. Local exploitation
and global exploitation are two important stages of opti-
mization algorithms. Excessive local exploitation will inhibit
the tendency of algorithm to search for global optimal so-
lution, and too much global exploitation will reduce the
optimization accuracy.

+e golden sine algorithm (Gold-SA) is a mathematical
heuristic algorithm presented by Tanyildizi and Demir in
2017, which is inspired by the sine function and golden
section coefficient [38]. +e mathematical relationship be-
tween the unit circle and the sine function is shown in
Figure 3.+e coordinates on the sine function correspond to
the y-axis coordinates of the point on the unit circle centered
on the origin with a radius of 1. Gold-SA improves the global
exploitation ability by traversing the points on the sine
function which in turn traverses the points on the unit circle.

+e golden section coefficient is widely used in the field
of art because of its strict proportionality, artistry, and
harmony. Gold-SA introduces the golden section coefficient
to separate the solution space in each iteration. +e coef-
ficient with fixed shrink step does not require gradient in-
formation. +erefore, combining the sine function with the
golden section coefficient can help Gold-SA comprehen-
sively search the solution space where the optimal solution
can be generated, thereby improving the local exploitation
ability of algorithm.+e key of Gold-SA is the golden section
coefficient, which is represented by θ1 and θ2. +e mathe-
matical expression is as follows:

θ1 � a(1 − h) + bh,

θ2 � ah + b(1 − h),
(6)

where a and b are the initial values of the golden section;
according to the relationship between the period of the
standard sine function and the unit circle, we set a to π and b to
−π. h is the golden section coefficient. +e golden section
coefficient will separate the solution space every time it goes
through an iteration.+e position update formula is as follows:

X
t+1
i,j � X

t
i,j sin r1( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − r2 sin r1( 􏼁 θ1 · X

t
p − θ2 · X

t
i,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (7)

where Xt
i,j represents the position of the ith sparrow in the jth

dimension under the current tth iteration. r1 and r2 are
random numbers, where r1 ∈ (0, 2π) and r2 ∈ (0, π).
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3.3. Nonlinear Convergence Factor Strategy. When the alarm
value (R2) reaches or exceeds the safety threshold (ST), the
discoverers will migrate with the population to avoid the
predators. +e algorithm performs a broader global search.
+e migration distance depends on the migration control
coefficient Q in equation (2). In the original SSA, Q is a
random number that obeys the standard normal distribu-
tion. Although the strong randomness of the migration
control coefficient has the probability to help the algorithm

jump out of the local optimum, the shortcoming of this
strategy is also obvious. When Q cannot migrate or the
migration distance is very short, the global exploitation
ability and robustness of algorithm will be reduced.

+erefore, this paper optimizes the coefficient and uses
the nonlinear convergence factor ω as the new migration
control coefficient. We refer to the study of nonlinear
convergence factor adjustment [39], and the parameter
control strategy can be expressed as

P P1

OO1

1

-1

π

2π

y = sinx, x∈ [0,2π] 

R = 1 

Figure 3: Correspondence diagram between the unit circle and the sine function.

500450400350300250
Iteration

Iterative Map

200150100500
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a)

500450400350300250
Iteration

Singer Map

200150100500
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(b)

500450400350300250
Iteration

Tent Map

200150100500
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(c)

500450400350300250
Iteration

Sinusoidal Map

200150100500
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(d)

Figure 2: Chaotic map. (a) Iterative map. (b) Singer map. (c) Tent map. (d) Sinusoidal map.
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ω(t) � 1 − sin
t

itermax
􏼠 􏼡

2

·
π
2

⎛⎝ ⎞⎠, (8)

where ω is the newmigration control coefficient instead ofQ
in (2) and itermax is the maximum number of iterations.

As shown in Figure 4, at the beginning of the iteration,
the value ofω is large and the changing rate is slow, keeping a
large migration distance, so the discoverers can lead the
population to fully explore the solution space and enhance
the global optimization ability. +e changing rate of ω in the
middle term of the iteration is faster, which is beneficial to
improving the convergence speed of the algorithm and the
ability to jump out of the local optimal solution. In the later
stage of the iteration, the changing rate of ω slows down and
the individuals perform a local exploitation on the current
solution space to enhance the local optimization ability of
the algorithm.

Considering the GA strategy and the nonlinear con-
vergence factor strategy, the discoverer location formula is
updated as follows:

X
t+1
i,j �

X
t
i,j sin r1( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − r2 sin r1( 􏼁 θ1 · X

t
p − θ2 · X

t
i,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, R2 < ST,

X
t
i,j + ω · L, R2 ≥ ST,

⎧⎪⎨

⎪⎩

(9)

where the meaning of each parameter is the same as in (2).

3.4. Elite Opposition-Based Learning Strategy. Tizhoosh [40]
proposed opposition-based learning (OBL) in 2005, and it
was proved that the probability of the opposite solution
approaching the optimal solution was 50% higher than the
current solution through experiments. +e strategy can
increase the population’s diversity effectively. +e OBL
strategy calculates the opposite solution of the current so-
lution, finally selects a better fitness solution from the
current solution and the corresponding opposite solution,
and updates the individual.

Definition 1 (opposite solution). Suppose that a feasible
solution of the current population in the D-dimensional
solution space is expressed as X � (x1, x2, . . . , xD),
xj ∈ [aj, bj]; then, its corresponding opposite solution is
X � (x1, x2, . . . , xD), where xj � λ(aj + bj) − xj, λ ∈ [0, 1]

is a uniformly distributed random number.
Since OBL solves the problem in a certain space, it has

the risk of falling into the local optimum and the problem of
making the algorithm fall into premature convergence. +e
generated opposite solution may have difficulty to search for
the optimal value than the current solution space [41, 42].
Elite opposition-based learning (EOBL) was proposed and
successfully used to improve the characteristics of this al-
gorithm. Sihwail et al. [43] introduced it in the HHO al-
gorithm to improve population diversity and speed up the
convergence process.

+e EOBL takes advantage of the fact that elite indi-
viduals carry more effective information than ordinary in-
dividuals. First, the opposite population is formed through

elite individuals with high adaptability in the population;
then, elite individuals are selected as a new population from
the opposite population and the current population. +e
EOBL strategy increases the diversity and quality of the
population and improves the ability of the algorithm to jump
out of the local optimum solution.

Definition 2 (elite opposite solution). Suppose that the
extreme point corresponding to the general individual in the
current population is elite individuals, which is expressed as
Xe

i,j � (Xe
i,1, Xe

i,2, . . . , Xe
i,D); then, its corresponding opposite

solution is Xe
i,j � (Xe

i,1, Xe
i,2, . . . , Xe

i,D). We select the indi-
viduals whose fitness value is in the top 10% of the pop-
ulation after each iteration as elite individuals. +e equation
for the elite opposite solution is as follows:

X
e
i,j � λ × lbj + ubj􏼐 􏼑 − X

e
i,j, (10)

where λ ∈ [0, 1] is a uniformly distributed random number,
Xe

i,j ∈ [lbj, ubj], lbj � min(Xi,j), and ubj � max(Xi,j). lbj

and ubj are the lower and upper bounds of the dynamic
boundary. Compared with the fixed boundary, the dynamic
boundary can save the search experience and reduce the
optimization time of the algorithm. When Xe

i,j exceeds the
boundary, it is reset by the equation as follows:

X
e
i,j � rand lbj + ubj􏼐 􏼑. (11)

3.5. Pseudo-Code and Flow Chart of MISSA. +e pseudo-
code and flow chart of MISSA is shown in Algorithm 1 and
Figure 5.

3.6. Complexity Analysis of MISSA

3.6.1. Time Complexity. Assuming the population size and
the solution space dimension areN andD and the maximum
iteration is T, the time complexity of the original SSA in-
cludes the following: the population initialization com-
plexity is O (1), the fitness value of calculation complexity is
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Figure 4: Variation curve of the migration control coefficient.
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O (N), the complexity of exploration and exploitation phases
is O (T ∗ N ∗ D), and the total time complexity of SSA is O
(1) +O (N)+O (T ∗ N ∗ D)�O (T ∗ N ∗ D).

MISSA does not change the structure of SSA.+e chaotic
mapping strategy does not increase the complexity of
population initialization, and the time complexity of ini-
tializing the population is still O (1). +e Gold-SA strategy
and the nonlinear convergence factor strategy only improve

the position update method of the discoverers without
additional operations, so the time complexity of this stage is
still O (N ∗ D), and the time complexity of the EOBL
strategy is O (N ∗ D). In regard to this, the total time
complexity of MISSA isO (T ∗ N ∗ D), which is the same as
that of SSA, indicating that the multimixed strategy used in
MISSA does not affect the efficiency of the algorithm.

3.6.2. Space Complexity. +e storage space consumed by an
algorithm can be defined as the space complexity. Assume
that the ratio of elite individuals is R. Compared with SSA,
only the EOBL strategy increases a certain amount of
computational complexity of O (T ∗ R ∗ N ∗ D). +e ad-
dition of multimixed strategies does not improve the order
of magnitude of SSA. +us, the space efficiency of the
proposed strategy is effective and stable.

4. Experimental Simulation and Result Analysis

4.1. Experimental Design and Parameter Settings. To verify
the rationality of the multimixed strategy selection and
efficiency of the proposed algorithm, two sets of comparative
experiments are designed in this paper:

(1) In order to verify the rationality of the multimixed
strategy, three derivative algorithms with a single
mechanism were proposed: ITSSA (using the iter-
ative chaotic map strategy), GS-NSSA (using the
Gold-SA and nonlinear convergence factor strategies
for discoverers), and OBLSSA (using the EOBL
strategy).

(2) In order to verify the proposed algorithm’s efficiency,
MISSA has been compared to eight optimization
algorithms.+e comparison algorithms are SSA [24],
the improved sparrow search algorithm (ISSA) [30],
the chaotic sparrow search algorithm (CSSA) [31], a
chaos sparrow search algorithm based on loga-
rithmic spiral search strategy and adaptive step size
strategy (CLSSA) [32], COOT [16], WOA [14],
GWO [15], and PSO [12].

All the experimental tests are carried out with a Win-
dows 10 system using Intel (R) Core (TM) i5-7300HU
@2.50GHz CPU with 16G RAM and MATLAB 2018b in
this paper. +e population size and maximum iteration
number of each algorithm are 30 and 300, respectively. In
addition, other parameters are shown in Table 1. In this
paper, a comparison test of 30-dimensional, 50-dimensional,
and 100-dimensional function optimization is carried out on
ten benchmark functions with different characteristics. +e
specific information of the test functions is shown in Table 2.
f1–f5 are unimodal functions used to examine the local
exploitation ability of the algorithm, and f6–f10 are multi-
modal functions used to examine the global exploration
ability of the algorithm. To understand the difficulty of
searching process intuitively, the two-dimensional graphs of
each benchmark functions are illustrated in Figure 6.

Start

Initialize the initial position
and parameters

Calculate and rank the fitness values
of sparrow population

Divide into discoverers and followers,
and update their position 

Randomly select some agents as
scouts, and update their position 

t≤itermax ? 

Select and update the elite 
individuals’ position

Boundary control

Calculate and rank the fitness values 

t = t+1

End

New position is
better ? 

Update the position Keep the position

Y N

Y

N

Figure 5: Flow chart of MISSA.
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4.2. Ablation Experiment of the Multimixed Strategy

4.2.1. Optimization Results for Different Strategies. In order
to analyze the rationality of the multimixed strategy and the
specific impact of each strategy on the performance of
proposed algorithm, MISSA, ITSSA, GS-NSSA, and
OBLSSA are compared to optimize several basic benchmark
functions as in Table 2.+e parameters of each algorithm are
shown in Table 1. To avoid the bias caused by the contin-
gency of the algorithm, and considering the difference of the
algorithms in dealing with different dimensions, three al-
gorithms are independently run 50 times on the four test
functions for dimensions 30, 50, and 100, respectively. We

select the best value (Best), worst value (Worst), mean value
(Mean), and standard deviation (Std) as the evaluation
criterion. +e Best and Worst reflect the quality of the so-
lution, the Mean reflects the optimization accuracy of the
algorithm, and Std reflects the robustness and stability of the
algorithm. Table 3 shows the optimization results of the
unimodal functions f1 and f2 and the multimodal functions f6
and f10 in three different dimensions.

From a macroperspective, MISSA basically occupies all
the optimal values except the function f10 obtained by GS-
NSSA in 100 dimensions. Combined with the experiment
results of the three derivative algorithms, the performance of
MISSA has been comprehensively improved.

/∗Initialization∗/
(1) Input:
(2) POP: the number of sparrows;
(3) itermax: the maximum number of iterations;
(4) PD: the proportion of discoverers in the population;
(5) SD: the proportion of scouts in the population;
(6) R2: the alarm value;
(7) ST: the safety threshold;
(8) Initialize the position of POP sparrows using equation (5);
(9) Rank the fitness values and divide the population into discoverers and scouts;

/∗Iterative search∗/
(10) while (t≤ itermax)
(11) R2 � rand(1);
(12) for i� 1 : POP∗PD
(13) Update the discoverer’s position using equation (7);
(14) end for
(15) for i� (POP∗PD) + 1 :POP
(16) Update the follower’s position using equation (3);
(17) end for
(18) for i� 1 : POP∗SD
(19) Update the scout’s position using equation (4);
(20) end for
(21) Calculate and rank the fitness values;
(22) for i� 1 : POP∗10%
(23) Update the elite individuals’ position using equation (10);
(24) If the position exceeds the boundary, using equation (11) to reset;
(25) If the new position is better than before, update it;
(26) end for
(27) Rank the fitness values and find the current best position;
(28) t� t+ 1;
(29) end while
(30) Output Xbest and fg

ALGORITHM 1: Pseudo-code of MISSA.

Table 1: Algorithm parameter settings.

Algorithm Parameter settings
SSA/CSSA/CLSSA /GS-NSSA/OBLSSA ST� 0.6, PD� 0.7, SD� 0.2
ISSA ST� 0.6, PD� 0.7, SD� 0.2, θ� 0.05
MISSA/ITSSA ST� 0.6, PD� 0.7, SD� 0.2, b� 0.7
COOT p� 0.5
WOA b� 1, p� 0.5
GWO afirst � 2, afinal � 0, r1, r2 ∈ (0, 1)
PSO Vmax � 0.9, Vmin � 0.9, C1 �C2 � 2, ω� 0.7
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From a microperspective, ITSSA based on the itera-
tive chaotic map does not fundamentally change the
individual searching mechanism of sparrows and it can
easily fall into the local optimal solution as SSA when
dealing with complex problems. OBLSSA based on the
EOBL strategy has obvious effect on the optimization of
unimodal functions, indicating that the opposite solu-
tions of the elite individuals play a dominant role in
improving the local exploitation ability. +e optimization
effect of GS-NSSA based on the Gold-SA and the non-
linear convergence factor on multimodal functions is
obvious, which shows the improved location update
formula of discovers enhances the global exploration and
anti-premature abilities.

Overall, MISSA integrates the advantages of different
single strategies, synergizes the optimization ability of each
strategy, and proves the rationality of multimixed strategy
selection.

4.2.2. Diversity Analysis for Different Strategies. To distin-
guish the effect of different strategies on population diver-
sity, this paper takes the Schwefel 2.22 function and
performs diversity analysis on derived algorithms to visu-
alize the diversity of agents in the process of global explo-
ration and local exploitation. Besides, to verify the
superiority of the iterative chaotic map, a comparative
analysis of four chaotic mapping methods introduced in
Section 3.1 is carried out.

+e diversity [44, 45] is defined as follows:

Div(t) � 􏽘
D

j�1

1
N
Divj �

1
N

􏽘

D

j�1
Divj,

Divj �
1
N

􏽘

N

i�1

��������������

􏽘
D

j�1 Xi,j − Xj􏼐 􏼑
2

􏽲

Xj �
1
N

􏽘

N

i�1
Xi,j,

(12)

where Div (t) represents the population diversity in the tth
iteration, N represents the population size, and D is the
dimension of the problem. Xj represents the mean value of
current position in the jth dimension, and Divj represents
mean population diversity in the jth dimension. +us, the
exploration and exploitation percentage of the search pro-
cess can be defined as follows:

exploration(%) �
Divt

Divmax
× 100%,

exploitation(%) �
Divt − Divmax

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

Divmax
× 100%,

(13)

where Divmax represents the maximum diversity of the
whole group’s population diversity.

Figure 7 shows the exploration and exploitation per-
centage curves of population diversity in the search space
while solving the Schwefel 2.22 function. Diversity of the
algorithm increases with the addition of chaotic initializa-
tionmethods. Due to the small periods and unstable periodic
phenomenon in Singer and Tent maps and the bipolar
distribution phenomenon in sinusoidal map, the diversity
curves of algorithms fluctuate greatly, which means the
improved SSA is not stable.+e diversity analysis is the same
as the Lyapunov exponent analysis of chaotic maps in [37].
+us, the iterative chaotic map has the best effect on im-
proving population diversity.

+e curve of GS-NSSA indicates that the Gold-SA and
the nonlinear convergence strategies sacrifice part of the
stability but rapidly separate the solution space in order to
improve the convergence speed. However, the EOBL
strategy reconstructs the population through the opposite
solution, which greatly improves the stability of population
diversity. Ultimately MISSA guarantees stable and abundant
population diversity. Notably, combined with optimization
results in Table 3, MISSA can balance the capabilities be-
tween exploration and exploitation phases to push sparrow
agents to the global optimal solution.

4.3. Benchmark Function Test

4.3.1. Optimization Results for Different Dimensions. +e
experimental parameter settings are consistent with the
rationality experiment in Section 4.2. +e nine swarm in-
telligence algorithms performed 50 independent runs on the
ten benchmark functions for low dimension (30), medium
dimension (50), and high dimension (100). +e specific
experimental results are reported in Table 4.

As shown in Table 4, the optimization accuracy of
MISSA for ten benchmark functions is significantly better
than of the other nine swarm intelligence algorithms under
the same conditions.
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In the experiments on unimodal functions, MISSA can
quickly find the optimal values with high optimization ac-
curacy. For f1–f4, MISSA, CSSA, CLSSA, and SSA can all
converge to the theoretical optimal value, indicating that
MISSA does not reduce the search accuracy of the original
SSA algorithm. Although ISSA has not converged to the
theoretical value, its accuracy is more than a dozen orders of
magnitude better than of other algorithms, which shows the
superiority of the original SSA itself. In addition, MISSA is
better than the original SSA and other improved SSAs in the
evaluation of the Mean and Std, which is better than dozens

of orders of magnitude in f1–f4. Besides, the trend of su-
periority is further improved with the increase in dimen-
sions, showing that MISSA has better stability. For f5,
although MISSA fails to find the theoretical optimal solu-
tion, the Mean, Std, and quality of its optimal solution in
each dimension have been significantly better than other
algorithms.

In the experiments on multimodal function, MISSA
demonstrates excellent global optimization ability to deal
with complex problems. For f6, only MISSA and CSSA
converge to the theoretical optimal solution, but the
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Figure 7: Average diversity analysis of different strategies with 20 times. (a) SSA. (b) SSA with Tent map. (c) SSA with Singer map. (d) SSA
with sinusoidal map. (e) ITSSA (SSA with iterative algorithm). (f ) GS-NSSA. (g) OBLSSA. (h) MISSA.
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accuracy of the evaluation criterion for MISSA increases up
to one or two orders of magnitudes than of other algorithms
including CSSA. For f7 and f9, the original SSA and other
improved SSAs can search for the theoretical optimal so-
lution in all dimensions and the Mean and Std are both 0,
indicating the rationality and superiority of the algorithm
itself. For f8, neither MISSA nor other test algorithms have
found the theoretical optimal solution, but the Std of MISSA
is 0, which indicates that MISSA has been optimized to the
theoretical maximum accuracy. For f10, all the evaluation
criteria of MISSA are optimal and the superiority becomes
more significant when the dimension increases. +e
mathematical principle of other swarm intelligence algo-
rithms is inferior to that of the sparrow algorithm, and it is
easy to fall into local optimum when solving complex
problems.

Overall, the experiments verify the significant difference
between the results obtained by MISSA and other compared
algorithms in almost all cases. With the increase in the
dimension, other swarm intelligence algorithms such as
COOT,WOA, and GWO are not effective enough in solving
complex optimization problems. However, the original SSA
benefits from the superiority of mathematical principles,
which still has the opportunity to jump out of the local
optimal solution in high-dimensional optimization, but the
stability of the algorithm is obviously reduced. MISSA has
prominent stability and robustness, which can balance the
global exploitation and local exploitation abilities to fully
explore the solution space.

4.3.2. Convergence Curve Analysis. Notably, to completely
analyze the convergence speed and optimization accuracy of
the compared algorithms, the convergence curves of the ten
benchmark functions (D� 30) are shown in Figure 8. We
select the semilogarithmic coordinate axis to draw the
convergence curve. +e y-axis and x-axis represent the fit-
ness value and iteration, respectively.

As shown in Figure 8, the convergence curves clearly
illustrate the advantages of MISSA in integrating the global
exploration and local exploitation abilities into the search
process. Under the premise of ensuring the optimization
accuracy, the convergence speed of MISSA is better than that
of other test algorithms.

+e smooth convergence curves of MISSA on bench-
mark functions f1, f3, f4, f6, f7, and f9 indicate that the im-
proved optimization mechanism is more capable to search
the solution space and the algorithm does not tend to fall
into local optimum when dealing with these types of
benchmark functions. Especially for f7–f9, although both
MISSA and other SSAs can converge to the theoretical
optimal solution, MISSA has the fastest convergence speed.

+e steplike fluctuant convergence curves of MISSA on
the benchmark functions f2, f5, f8, and f10 indicate that
MISSA can jump out of the local optimum and can be ef-
fectively implemented to avoid premature convergence.
After the algorithm is temporarily trapped in a local opti-
mum, the EOBL strategy for elite individuals helps the al-
gorithm escape the local optimum.

Combined with the optimization results in Table 4,
MISSA not only improves the stability and robustness but
also ensures the optimization accuracy and convergence
speed of the algorithm.

4.3.3. Wilcoxon Rank-Sum Test. To further verify the dif-
ference from the perspective of statistics betweenMISSA and
the comparison algorithms, the Wilcoxon rank-sum test is
carried out at the P� 5% significance level in this paper [46].
Table 5 shows the corresponding results of the Wilcoxon
rank-sum test on the benchmark functions (D� 30), in
which the value of significance level is set to 0.05. +ere is a
significant advantage between MISSA and the comparison
algorithm if the P value is less than 0.05. On the contrary, the
optimization performance of MISSA is equal to or worse
than the comparison algorithm. NaN means the results of
the comparison algorithms are close, and the significance
judgment cannot be made. +e sign “+/−” means that the
MISSA is “better than/equivalent or inferior to” other al-
gorithms in performance.

For the P value in Table 5, MISSA has a significant
difference with other eight algorithms. For f7–f9, due to the
superiority of the SSA, SSAs can converge to the theoretical
optimal value, so the difference is not obvious and the
optimization ability is equivalent.

4.4. CEC 2014 Function Test. Compared to the basic
benchmark functions, the CEC 2014 [47] is more compli-
cated and can evaluate the effectiveness and robustness of
the proposed algorithm better. +e CEC 2014 consists of
unimodal functions (F1–F3), simple multimodal functions
(F4–F16), hybrid functions (F17–F22), and composition
functions (F23–F30). According to the evaluation criteria of
CEC 2014, the number of iterations is 10,000× dim, the
dimension is 30, the search range is [100, 100], and other
parameter settings are the same as in Section 4.1.

Table 6 illustrates that MISSA has a better optimization
effect on CEC 2014. From the Wilcoxon rank-sum test, it is
seen that MISSA is significantly different from other algo-
rithms, showing better advantages, and some composition
functions are similar to SSAs because of the superiority of
the sparrow search algorithm itself which is analyzed in
benchmark functions f7–f9. Generally, MISSA has high ef-
fectiveness and robustness and is more suitable for some
complex optimization problems than other algorithms.

5. Inductive Analysis of Strategies

MISSA improves the original SSA from three aspects: ini-
tialization method, discoverer-follower model, and optimal
solution. After the experiments and analysis in Section 4, we
generalize the impact influence of four strategies, as shown
in Table 7; the sign “↑/↓/—” means “enhance/reduce/no
significant change.”

From Table 7, the abundance of population diversity
has been improved after the addition of different strategies.
+e chaotic map enhances the diversity of the population
and slightly improves the algorithm’s ability to deal with
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Figure 8: Continued.
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unimodal functions. +e Gold-SA with nonlinear con-
vergence factor strategies can quickly search the solution
space and improve the convergence speed of the algorithm
and the ability to deal with multimodal functions, but it
reduces the stability of population diversity. +e EOBL has
a strong ability to handle unimodal functions by opposite
solution and population reconstruction of elite individuals.
However, when EOBL is used alone, the algorithm does not
improve the ability to handle multimodal functions,

because the reverse learning of the current optimal solution
amplifies the probability of the algorithm falling into a local
optimum.

Notably, the EOBL improves the stability of population
diversity, which was reduced by Gold-SA with the nonlinear
convergence factor, and Gold-SA with nonlinear conver-
gence factor can help EOBL to escape local optimum, which
shows that there is a complementary relationship between
them when strategies are mixed.
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Figure 8: Convergence curves of ten benchmark functions. (a) f1. (b) f2. (c) f3. (d) f4. (e) f5. (f ) f6. (g) f7. (h) f8. (i) f9. (j) f10.

Table 5: Results of the Wilcoxon rank-sum test.

Function SSA ISSA CSSA CLSSA COOT WOA GWO PSO
f1 6.43E− 11 1.12E− 18 8.49E− 02 4.81E− 01 1.12E− 18 1.12E− 18 1.12E− 18 1.12E− 18
f2 8.16E− 06 1.52E− 17 1.66E− 02 4.00E− 03 1.52E− 17 3.31E− 15 1.52E− 17 1.52E− 17
f3 3.36E− 06 1.34E− 18 1.98E− 02 7.11E− 02 1.34E− 18 1.34E− 18 1.34E− 18 1.34E− 18
f4 1.33E− 05 3.41E− 17 1.17E− 01 3.21E− 02 3.41E− 17 3.41E− 17 3.41E− 17 3.41E− 17
f5 7.07E− 18 NaN 4.04E− 05 6.96E− 03 7.07E− 18 7.07E− 18 7.07E− 18 7.07E− 18
f6 2.54E− 16 1.93E− 11 1.77E− 10 6.98E− 18 7.07E− 18 7.68E− 15 7.07E− 18 7.07E− 18
f7 NaN NaN NaN NaN 1.73E− 07 3.27E− 01 3.31E− 20 3.31E− 20
f8 NaN 4.28E− 02 NaN NaN 8.24E− 17 2.32E− 15 8.24E− 17 8.24E− 17
f9 NaN N/A NaN NaN 6.50E− 05 2.31E− 02 3.31E− 20 3.31E− 20
f10 1.54E− 17 2.50E− 03 4.63E− 02 4.46E− 02 7.07E− 18 7.07E− 18 7.07E− 18 7.07E− 18
NaN/+/− 3/7/0 3/7/0 3/6/1 3/6/1 0/10/0 0/9/1 0/10/0 0/10/0
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Table 6: Results of each algorithm in CEC 2014.

F Criteria SSA ISSA CSSA CLSSA COOT WOA GWO PSO MISSA

F1

Best 1.592E+ 08 2.567E+ 06 8.560E+ 06 3.745E+ 06 2.400E+ 05 5.548E+ 06 8.723E+ 06 2.585E+ 07 9.413E+ 04
Worst 5.321E+ 08 1.321E+ 07 2.380E+ 07 2.012E+ 07 8.529E+ 05 2.382E+ 07 1.308E+ 08 6.025E+ 09 6.025E+ 05
Mean 1.601E+ 08 7.609E+ 06 1.399E+ 07 1.255E+ 07 5.334E+ 05 1.217E+ 07 4.544E+ 07 8.539E+ 08 3.239E+ 05
Std 1.760E+ 08 3.806E+ 06 5.323E+ 06 5.995E+ 06 2.033E+ 05 5.486E+ 06 3.635E+ 07 1.961E+ 09 1.776E+ 05
P 2.827E− 03 1.402E− 02 1.827E− 04 1.827E− 04 2.202E− 03 1.827E− 04 1.827E− 04 1.827E− 04

F2

Best 4.636E+ 02 4.473E+ 02 2.172E+ 04 3.446E+ 04 2.807E+ 03 3.581E+ 04 4.116E+ 07 1.330E+ 10 2.025E+ 02
Worst 2.450E+ 04 2.220E+ 04 2.221E+ 10 1.092E+ 05 3.197E+ 04 1.102E+ 05 3.098E+ 09 2.225E+ 10 8.635E+ 03
Mean 1.107E+ 04 6.900E+ 03 1.784E+ 10 8.130E+ 04 1.286E+ 04 6.618E+ 04 1.240E+ 09 1.681E+ 10 1.771E+ 03
Std 8.510E+ 03 7.633E+ 03 6.515E+ 09 2.312E+ 04 1.035E+ 04 3.005E+ 04 9.874E+ 08 3.162E+ 09 2.787E+ 03
P 2.827E− 03 1.402E− 02 1.827E− 04 1.827E− 04 2.202E− 03 1.827E− 04 1.827E− 04 1.827E− 04

F3

Best 7.248E+ 04 1.796E+ 05 6.625E+ 04 6.504E+ 04 6.012E+ 04 4.606E+ 04 1.845E+ 04 3.142E+ 02 3.195E+ 03
Worst 9.039E+ 04 2.869E+ 05 8.757E+ 04 8.525E+ 04 8.190E+ 04 1.264E+ 05 6.590E+ 04 9.248E+ 03 9.734E+ 03
Mean 8.405E+ 04 2.408E+ 05 8.303E+ 04 7.839E+ 04 7.289E+ 04 7.405E+ 04 3.928E+ 04 5.238E+ 03 5.071E+ 03
Std 5.338E+ 03 3.171E+ 04 7.377E+ 03 6.719E+ 03 7.671E+ 03 3.116E+ 04 1.268E+ 04 3.596E+ 03 1.952E+ 03
P 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 6.776E− 01

F4

Best 1.246E+ 03 8.594E+ 02 1.064E+ 03 4.056E+ 03 5.858E+ 02 5.583E+ 02 5.651E+ 02 4.694E+ 02 4.222E+ 02
Worst 3.336E+ 03 2.445E+ 03 8.607E+ 03 1.021E+ 04 1.062E+ 03 7.400E+ 02 7.834E+ 02 4.774E+ 02 5.259E+ 02
Mean 1.838E+ 03 1.770E+ 03 6.405E+ 03 6.818E+ 03 7.996E+ 02 6.711E+ 02 6.650E+ 02 4.717E+ 02 4.774E+ 02
Std 6.265E+ 02 5.105E+ 02 2.253E+ 03 1.927E+ 03 1.578E+ 02 5.354E+ 01 7.403E+ 01 2.878E+ 00 2.131E+ 01
P 1.817E− 04 1.817E− 04 1.817E− 04 1.817E− 04 1.817E− 04 1.817E− 04 1.817E− 04 8.747E− 03

F5

Best 5.200E+ 02 5.200E+ 02 5.200E+ 02 5.200E+ 02 5.200E+ 02 5.203E+ 02 5.209E+ 02 5.200E+ 02 5.200E+ 02
Worst 5.204E+ 02 5.205E+ 02 5.202E+ 02 5.202E+ 02 5.208E+ 02 5.207E+ 02 5.211E+ 02 5.209E+ 02 5.200E+ 02
Mean 5.200E+ 02 5.201E+ 02 5.201E+ 02 5.200E+ 02 5.203E+ 02 5.205E+ 02 5.210E+ 02 5.205E+ 02 5.200E+ 02
Std 1.153E− 01 1.587E− 01 5.872E− 02 5.831E− 02 2.534E− 01 1.138E− 01 4.143E− 02 3.427E− 01 1.618E− 03
P 4.309E− 04 1.315E− 03 1.620E− 01 3.281E− 04 2.461E− 04 1.827E− 04 1.827E− 04 2.461E− 04

F6

Best 6.360E+ 02 6.384E+ 02 6.398E+ 02 6.384E+ 02 6.367E+ 02 6.328E+ 02 6.102E+ 02 6.295E+ 02 6.173E+ 02
Worst 6.454E+ 02 6.466E+ 02 6.486E+ 02 6.456E+ 02 6.438E+ 02 6.420E+ 02 6.182E+ 02 6.421E+ 02 6.264E+ 02
Mean 6.425E+ 02 6.419E+ 02 6.421E+ 02 6.432E+ 02 6.390E+ 02 6.370E+ 02 6.145E+ 02 6.352E+ 02 6.214E+ 02
Std 2.816E+ 00 2.521E+ 00 2.621E+ 00 2.168E+ 00 2.203E+ 00 3.012E+ 00 2.642E+ 00 4.779E+ 00 3.423E+ 00
P 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 7.685E− 04 1.827E− 04

F7

Best 7.305E+ 02 7.476E+ 02 7.241E+ 02 8.942E+ 02 7.000E+ 02 7.013E+ 02 7.040E+ 02 7.016E+ 02 7.000E+ 02
Worst 8.443E+ 02 8.490E+ 02 1.110E+ 03 1.050E+ 03 7.000E+ 02 7.061E+ 02 7.643E+ 02 7.021E+ 02 7.021E+ 02
Mean 7.919E+ 02 7.898E+ 02 9.265E+ 02 9.743E+ 02 7.000E+ 02 7.022E+ 02 7.239E+ 02 7.019E+ 02 7.017E+ 02
Std 3.405E+ 01 3.439E+ 01 1.467E+ 02 5.949E+ 01 8.745E− 03 1.401E+ 00 1.837E+ 01 2.292E− 01 6.519E− 01
P 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 2.827E− 03 8.796E− 01 1.827E− 04 3.195E− 01

F8

Best 9.640E+ 02 9.291E+ 02 9.277E+ 02 9.383E+ 02 9.572E+ 02 9.170E+ 02 8.681E+ 02 9.015E+ 02 8.627E+ 02
Worst 1.025E+ 03 9.887E+ 02 1.016E+ 03 1.007E+ 03 1.024E+ 03 1.094E+ 03 9.615E+ 02 9.731E+ 02 9.473E+ 02
Mean 9.860E+ 02 9.675E+ 02 9.743E+ 02 9.710E+ 02 9.750E+ 02 9.908E+ 02 8.951E+ 02 9.389E+ 02 9.046E+ 02
Std 1.838E+ 01 1.669E+ 01 2.236E+ 01 2.075E+ 01 2.076E+ 01 5.343E+ 01 2.629E+ 01 2.009E+ 01 2.765E+ 01
P 1.827E− 04 3.298E− 04 3.298E− 04 2.461E− 04 1.827E− 04 1.008E− 03 3.847E− 01 1.726E− 02

F9

Best 1.100E+ 03 1.093E+ 03 1.124E+ 03 1.117E+ 03 9.995E+ 02 1.065E+ 03 1.001E+ 03 1.021E+ 03 9.914E+ 02
Worst 1.130E+ 03 1.161E+ 03 1.188E+ 03 1.183E+ 03 1.039E+ 03 1.228E+ 03 1.139E+ 03 1.097E+ 03 1.131E+ 03
Mean 1.117E+ 03 1.132E+ 03 1.160E+ 03 1.144E+ 03 1.015E+ 03 1.133E+ 03 1.031E+ 03 1.063E+ 03 1.095E+ 03
Std 1.069E+ 01 2.137E+ 01 2.410E+ 01 2.383E+ 01 1.339E+ 01 5.343E+ 01 5.097E+ 01 2.220E+ 01 3.958E+ 01
P 1.041E− 01 1.133E− 02 4.396E− 04 1.706E− 03 2.827E− 03 1.859E− 01 4.362E− 02 1.133E− 02

F10

Best 4.708E+ 03 3.946E+ 03 5.095E+ 03 4.458E+ 03 3.416E+ 03 4.487E+ 03 3.473E+ 03 3.617E+ 03 2.752E+ 03
Worst 5.737E+ 03 7.185E+ 03 7.089E+ 03 6.473E+ 03 4.740E+ 03 6.788E+ 03 6.226E+ 03 5.298E+ 03 4.153E+ 03
Mean 5.153E+ 03 5.484E+ 03 5.926E+ 03 5.397E+ 03 4.164E+ 03 5.735E+ 03 5.049E+ 03 4.569E+ 03 3.598E+ 03
Std 3.121E+ 02 8.421E+ 02 6.559E+ 02 6.528E+ 02 4.148E+ 02 6.061E+ 02 8.830E+ 02 5.878E+ 02 4.754E+ 02
P 1.827E− 04 4.396E− 04 1.827E− 04 1.827E− 04 1.402E− 02 1.827E− 04 1.315E− 03 4.586E− 03

F11

Best 4.599E+ 03 5.689E+ 03 4.942E+ 03 5.895E+ 03 4.321E+ 03 5.239E+ 03 4.910E+ 03 4.251E+ 03 2.714E+ 03
Worst 7.325E+ 03 7.937E+ 03 8.411E+ 03 7.682E+ 03 5.879E+ 03 7.681E+ 03 7.039E+ 03 9.197E+ 03 4.860E+ 03
Mean 6.390E+ 03 6.570E+ 03 6.584E+ 03 6.748E+ 03 4.954E+ 03 6.531E+ 03 5.671E+ 03 5.882E+ 03 3.875E+ 03
Std 8.529E+ 02 7.063E+ 02 1.036E+ 03 6.091E+ 02 5.479E+ 02 8.841E+ 02 7.064E+ 02 1.360E+ 03 6.634E+ 02
P 3.298E− 04 1.827E− 04 1.827E− 04 1.827E− 04 4.586E− 03 1.827E− 04 1.827E− 04 7.685E− 04
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Table 6: Continued.

F Criteria SSA ISSA CSSA CLSSA COOT WOA GWO PSO MISSA

F12

Best 1.201E+ 03 1.201E+ 03 1.201E+ 03 1.201E+ 03 1.201E+ 03 1.201E+ 03 1.200E+ 03 1.201E+ 03 1.201E+ 03
Worst 1.203E+ 03 1.203E+ 03 1.203E+ 03 1.202E+ 03 1.202E+ 03 1.203E+ 03 1.203E+ 03 1.202E+ 03 1.202E+ 03
Mean 1.202E+ 03 1.202E+ 03 1.202E+ 03 1.202E+ 03 1.202E+ 03 1.202E+ 03 1.203E+ 03 1.202E+ 03 1.201E+ 03
Std 7.197E− 01 5.079E− 01 6.170E− 01 3.856E− 01 4.297E− 01 6.000E− 01 8.211E− 01 4.977E− 01 3.077E− 01
P 1.399E− 01 1.388E− 02 1.207E− 01 7.910E− 01 1.613E− 01 4.362E− 02 2.786E− 03 3.840E− 01

F13

Best 1.303E+ 03 1.303E+ 03 1.306E+ 03 1.306E+ 03 1.300E+ 03 1.300E+ 03 1.300E+ 03 1.300E+ 03 1.300E+ 03
Worst 1.305E+ 03 1.305E+ 03 1.308E+ 03 1.308E+ 03 1.301E+ 03 1.301E+ 03 1.303E+ 03 1.301E+ 03 1.303E+ 03
Mean 1.304E+ 03 1.304E+ 03 1.307E+ 03 1.307E+ 03 1.300E+ 03 1.301E+ 03 1.301E+ 03 1.301E+ 03 1.301E+ 03
Std 5.492E− 01 8.018E− 01 7.393E− 01 6.089E− 01 1.261E− 01 1.122E− 01 8.971E− 01 1.260E− 01 7.857E− 01
P 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 5.795E− 03 3.447E− 01 2.413E− 01 4.390E− 02

F14

Best 1.467E+ 03 1.475E+ 03 1.422E+ 03 1.420E+ 03 1.400E+ 03 1.400E+ 03 1.400E+ 03 1.400E+ 03 1.400E+ 03
Worst 1.507E+ 03 1.515E+ 03 1.491E+ 03 1.510E+ 03 1.401E+ 03 1.400E+ 03 1.416E+ 03 1.401E+ 03 1.438E+ 03
Mean 1.491E+ 03 1.493E+ 03 1.457E+ 03 1.464E+ 03 1.400E+ 03 1.400E+ 03 1.404E+ 03 1.400E+ 03 1.418E+ 03
Std 1.373E+ 01 1.367E+ 01 2.338E+ 01 2.428E+ 01 1.708E− 01 3.211E− 02 5.397E+ 00 3.465E− 01 1.235E+ 01
P 1.827E− 04 1.827E− 04 5.828E− 04 5.828E− 04 1.133E− 02 5.795E− 03 3.121E− 02 1.133E− 02

F15

Best 4.278E+ 03 4.537E+ 03 2.272E+ 03 2.263E+ 03 1.571E+ 03 1.555E+ 03 1.508E+ 03 1.540E+ 03 1.518E+ 03
Worst 1.537E+ 04 2.229E+ 04 6.568E+ 03 1.394E+ 04 2.222E+ 03 1.691E+ 03 1.885E+ 03 1.570E+ 03 1.533E+ 03
Mean 7.556E+ 03 8.870E+ 03 4.873E+ 03 4.617E+ 03 1.746E+ 03 1.624E+ 03 1.610E+ 03 1.552E+ 03 1.523E+ 03
Std 3.669E+ 03 5.508E+ 03 1.524E+ 03 3.448E+ 03 2.256E+ 02 4.273E+ 01 1.200E+ 02 1.035E+ 01 4.466E+ 00
P 1.817E− 04 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 2.827E− 03 1.827E− 04

F16

Best 1.613E+ 03 1.613E+ 03 1.613E+ 03 1.613E+ 03 1.612E+ 03 1.612E+ 03 1.614E+ 03 1.612E+ 03 1.612E+ 03
Worst 1.614E+ 03 1.614E+ 03 1.614E+ 03 1.614E+ 03 1.613E+ 03 1.613E+ 03 1.613E+ 03 1.613E+ 03 1.613E+ 03
Mean 1.613E+ 03 1.613E+ 03 1.613E+ 03 1.613E+ 03 1.612E+ 03 1.613E+ 03 1.613E+ 03 1.613E+ 03 1.613E+ 03
Std 3.827E− 01 2.789E− 01 2.316E− 01 3.621E− 01 3.050E− 01 3.664E− 01 6.362E− 01 5.379E− 01 4.230E− 01
P 2.409E− 04 1.786E− 04 1.688E− 04 2.786E− 03 1.726E− 02 3.447E− 01 3.298E− 04 3.440E− 01

F17

Best 8.051E+ 05 6.594E+ 05 4.092E+ 05 3.200E+ 05 3.505E+ 04 6.989E+ 05 2.133E+ 05 1.236E+ 05 7.154E+ 03
Worst 9.578E+ 06 3.698E+ 06 7.083E+ 06 4.444E+ 06 2.988E+ 05 7.565E+ 06 1.656E+ 06 9.602E+ 05 5.006E+ 04
Mean 3.533E+ 06 2.071E+ 06 2.808E+ 06 1.874E+ 06 1.515E+ 05 3.003E+ 06 7.017E+ 05 4.927E+ 05 2.645E+ 04
Std 2.477E+ 06 1.136E+ 06 2.262E+ 06 1.442E+ 06 9.963E+ 04 2.469E+ 06 5.702E+ 05 3.004E+ 05 1.383E+ 04
P 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 5.828E− 04 1.827E− 04 1.827E− 04 1.827E− 04

F18

Best 3.365E+ 03 8.957E+ 03 7.399E+ 04 6.574E+ 08 2.092E+ 04 2.067E+ 04 4.002E+ 03 2.193E+ 03 1.885E+ 03
Worst 1.290E+ 08 2.893E+ 07 3.872E+ 09 4.259E+ 09 1.574E+ 05 6.860E+ 05 7.632E+ 07 5.631E+ 07 7.298E+ 03
Mean 2.185E+ 07 6.500E+ 06 1.435E+ 09 2.713E+ 09 4.205E+ 04 1.514E+ 05 1.738E+ 07 1.035E+ 07 3.291E+ 03
Std 4.097E+ 07 9.788E+ 06 1.311E+ 09 1.395E+ 09 4.222E+ 03 2.037E+ 05 2.603E+ 07 1.943E+ 07 1.761E+ 03
P 4.586E− 03 1.827E− 04 1.827E− 04 1.827E− 04 4.708E− 03 1.827E− 04 4.396E− 04 1.133E− 02

F19

Best 2.066E+ 03 2.052E+ 03 2.060E+ 03 2.065E+ 03 1.912E+ 03 1.928E+ 03 1.912E+ 03 1.959E+ 03 1.918E+ 03
Worst 2.331E+ 03 2.199E+ 03 2.332E+ 03 2.364E+ 03 1.971E+ 03 2.094E+ 03 2.002E+ 03 2.038E+ 03 1.946E+ 03
Mean 2.160E+ 03 2.141E+ 03 2.146E+ 03 2.216E+ 03 1.920E+ 03 1.994E+ 03 1.946E+ 03 2.005E+ 03 1.927E+ 03
Std 8.977E+ 01 4.816E+ 01 1.006E+ 02 1.008E+ 02 1.819E+ 01 5.239E+ 01 3.136E+ 01 2.448E+ 01 8.322E+ 00
P 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 2.827E− 03 5.828E− 04 2.123E− 01 1.827E− 04

F20

Best 9.172E+ 04 1.226E+ 05 3.271E+ 04 6.443E+ 04 5.353E+ 03 2.061E+ 04 1.262E+ 04 2.486E+ 04 3.490E+ 03
Worst 3.861E+ 05 2.749E+ 06 5.141E+ 05 4.471E+ 05 2.929E+ 04 1.165E+ 05 3.594E+ 04 3.048E+ 05 1.041E+ 04
Mean 2.281E+ 05 7.579E+ 05 1.972E+ 05 1.969E+ 05 1.854E+ 04 6.012E+ 04 2.709E+ 04 1.308E+ 05 6.484E+ 03
Std 1.031E+ 05 9.890E+ 05 1.451E+ 05 1.151E+ 05 8.090E+ 03 2.632E+ 04 7.251E+ 03 8.808E+ 04 2.063E+ 03
P 1.827E− 04 1.827E− 04 1.827E− 04 1.827E− 04 1.315E− 03 1.827E− 04 1.827E− 04 1.827E− 04

F21

Best 1.357E+ 06 1.514E+ 06 2.552E+ 05 2.722E+ 05 4.970E+ 04 1.156E+ 06 6.811E+ 04 1.346E+ 06 2.009E+ 04
Worst 5.335E+ 07 3.639E+ 07 2.150E+ 07 4.371E+ 07 4.151E+ 05 1.029E+ 07 1.846E+ 06 1.521E+ 07 1.177E+ 05
Mean 1.192E+ 07 1.237E+ 07 9.264E+ 06 1.412E+ 07 2.425E+ 05 6.436E+ 06 5.982E+ 05 6.043E+ 06 7.626E+ 04
Std 1.498E+ 07 1.137E+ 07 8.219E+ 06 1.505E+ 07 1.483E+ 05 3.172E+ 06 5.877E+ 05 4.241E+ 06 3.785E+ 04
P 1.817E− 04 1.817E− 04 1.817E− 04 1.817E− 04 1.398E− 02 1.817E− 04 5.777E− 03 1.817E− 04

F22

Best 3.098E+ 03 3.245E+ 03 3.235E+ 03 3.248E+ 03 2.376E+ 03 3.003E+ 03 2.389E+ 03 2.873E+ 03 2.821E+ 03
Worst 4.849E+ 03 5.707E+ 03 4.393E+ 03 5.464E+ 03 3.132E+ 03 3.499E+ 03 2.869E+ 03 3.998E+ 03 3.658E+ 03
Mean 3.824E+ 03 4.160E+ 03 3.877E+ 03 3.745E+ 03 2.768E+ 03 3.264E+ 03 2.602E+ 03 3.380E+ 03 3.260E+ 03
Std 5.866E+ 02 7.812E+ 02 3.807E+ 02 6.163E+ 02 1.998E+ 02 1.645E+ 02 1.427E+ 02 3.380E+ 02 2.635E+ 02
P 1.726E− 02 4.586E− 03 2.202E− 03 1.402E− 02 7.685E− 04 9.698E− 01 2.461E− 04 3.447E− 02
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6. Experimental Simulation and Result Analysis

In order to verify the efficiency of the proposed MISSA in
dealing with combinatorial optimization problems, Section 6
applies the proposed MISSA to the traveling salesman
problem, the tourism route planning problems of 31 pro-
vincial capital cities in China, the standard TSPLIB instance

is selected for testing, and the results are compared with SSA
[24], ISSA [30], GWO [15], and PSO [12].

6.1.De Traveling Salesman Problem. +e traveling salesman
problem is a well-known problem in combinatorial optimi-
zation filed, which can be described as follows: the traveling

Table 6: Continued.

F Criteria SSA ISSA CSSA CLSSA COOT WOA GWO PSO MISSA

F23

Best 2.500E+ 03 2.500E+ 03 2.500E+ 03 2.500E+ 03 2.615E+ 03 2.640E+ 03 2.626E+ 03 2.614E+ 03 2.500E+ 03
Worst 2.500E+ 03 2.500E+ 03 2.500E+ 03 2.500E+ 03 2.616E+ 03 2.678E+ 03 2.662E+ 03 2.614E+ 03 2.500E+ 03
Mean 2.500E+ 03 2.500E+ 03 2.500E+ 03 2.500E+ 03 2.615E+ 03 2.657E+ 03 2.641E+ 03 2.614E+ 03 2.500E+ 03
Std 0.000E+ 00 0.000E+ 00 0.000E+ 00 0.000E+ 00 1.123E− 01 1.380E+ 01 1.208E+ 01 1.228E− 03 0.000E+ 00
P NaN NaN NaN NaN 6.386E− 05 6.386E− 05 6.386E− 05 6.386E− 05

F24

Best 2.600E+ 03 2.600E+ 03 2.600E+ 03 2.600E+ 03 2.625E+ 03 2.605E+ 03 2.600E+ 03 2.621E+ 03 2.600E+ 03
Worst 2.600E+ 03 2.600E+ 03 2.600E+ 03 2.600E+ 03 2.631E+ 03 2.617E+ 03 2.600E+ 03 2.651E+ 03 2.600E+ 03
Mean 2.600E+ 03 2.600E+ 03 2.600E+ 03 2.600E+ 03 2.628E+ 03 2.611E+ 03 2.600E+ 03 2.633E+ 03 2.600E+ 03
Std 0.000E+ 00 0.000E+ 00 0.000E+ 00 0.000E+ 00 1.989E+ 00 5.162E+ 00 5.381E− 03 1.063E+ 01 0.000E+ 00
P NaN NaN NaN NaN 6.386E− 05 6.386E− 05 6.386E− 05 6.386E− 05

F25

Best 2.700E+ 03 2.700E+ 03 2.700E+ 03 2.700E+ 03 2.700E+ 03 2.716E+ 03 2.706E+ 03 2.711E+ 03 2.700E+ 03
Worst 2.700E+ 03 2.700E+ 03 2.700E+ 03 2.700E+ 03 2.718E+ 03 2.759E+ 03 2.719E+ 03 2.731E+ 03 2.700E+ 03
Mean 2.700E+ 03 2.700E+ 03 2.700E+ 03 2.700E+ 03 2.713E+ 03 2.727E+ 03 2.711E+ 03 2.719E+ 03 2.700E+ 03
Std 0.000E+ 00 0.000E+ 00 0.000E+ 00 0.000E+ 00 4.821E+ 00 1.472E+ 01 4.320E+ 00 5.773E+ 00 0.000E+ 00
P NaN NaN NaN NaN 1.576E− 04 5.511E− 05 6.340E− 05 6.386E− 05

F26

Best 2.702E+ 03 2.703E+ 03 2.701E+ 03 2.707E+ 03 2.718E+ 03 2.800E+ 03 2.800E+ 03 2.800E+ 03 2.700E+ 03
Worst 2.800E+ 03 2.800E+ 03 2.800E+ 03 2.800E+ 03 2.800E+ 03 2.800E+ 03 2.800E+ 03 2.800E+ 03 2.701E+ 03
Mean 2.790E+ 03 2.771E+ 03 2.773E+ 03 2.783E+ 03 2.792E+ 03 2.800E+ 03 2.761E+ 03 2.800E+ 03 2.700E+ 03
Std 3.089E+ 01 4.648E+ 01 4.427E+ 01 3.524E+ 01 2.598E+ 01 0.000E+ 00 5.082E+ 01 1.902E− 02 1.288E− 01
P 8.745E− 05 1.317E− 04 2.438E− 04 1.107E− 04 8.745E− 05 6.386E− 05 5.828E− 04 1.727E− 04

F27

Best 2.900E+ 03 2.900E+ 03 2.900E+ 03 2.900E+ 03 3.111E+ 03 3.177E+ 03 3.192E+ 03 3.106E+ 03 2.900E+ 03
Worst 2.900E+ 03 2.900E+ 03 2.900E+ 03 2.900E+ 03 3.835E+ 03 4.170E+ 03 3.699E+ 03 4.477E+ 03 2.900E+ 03
Mean 2.900E+ 03 2.900E+ 03 2.900E+ 03 2.900E+ 03 3.592E+ 03 3.785E+ 03 3.417E+ 03 3.787E+ 03 2.900E+ 03
Std 0.000E+ 00 0.000E+ 00 0.000E+ 00 0.000E+ 00 1.978E+ 02 3.861E+ 02 1.412E+ 02 5.854E+ 02 0.000E+ 00
P NaN NaN NaN NaN 6.386E− 05 6.386E− 05 6.386E− 05 6.386E− 05

F28

Best 3.000E+ 03 3.000E+ 03 3.000E+ 03 3.000E+ 03 3.796E+ 03 4.711E+ 03 3.689E+ 03 6.271E+ 03 3.000E+ 03
Worst 3.000E+ 03 3.000E+ 03 3.000E+ 03 3.000E+ 03 5.108E+ 03 5.966E+ 03 4.747E+ 03 8.157E+ 03 3.000E+ 03
Mean 3.000E+ 03 3.000E+ 03 3.000E+ 03 3.000E+ 03 4.432E+ 03 5.351E+ 03 4.009E+ 03 7.026E+ 03 3.000E+ 03
Std 0.000E+ 00 0.000E+ 00 0.000E+ 00 0.000E+ 00 4.163E+ 02 3.647E+ 02 3.494E+ 02 6.857E+ 02 0.000E+ 00
P NaN NaN NaN NaN 6.386E− 05 6.386E− 05 6.386E− 05 6.386E− 05

F29

Best 3.100E+ 03 3.100E+ 03 3.100E+ 03 3.100E+ 03 5.558E+ 03 2.146E+ 06 9.872E+ 03 4.580E+ 03 3.100E+ 03
Worst 3.100E+ 03 3.100E+ 03 3.100E+ 03 3.100E+ 03 1.644E+ 07 2.111E+ 07 1.683E+ 06 4.343E+ 05 3.100E+ 03
Mean 3.100E+ 03 3.100E+ 03 3.100E+ 03 3.100E+ 03 6.121E+ 06 1.269E+ 07 2.989E+ 05 1.071E+ 05 3.100E+ 03
Std 0.000E+ 00 0.000E+ 00 0.000E+ 00 0.000E+ 00 6.805E+ 06 5.525E+ 06 5.341E+ 05 1.387E+ 05 0.000E+ 00
P NaN NaN NaN NaN 6.386E− 05 6.386E− 05 6.386E− 05 6.386E− 05

F30

Best 3.200E+ 03 3.200E+ 03 3.200E+ 03 3.200E+ 03 1.068E+ 04 1.172E+ 05 1.817E+ 04 5.782E+ 03 3.200E+ 03
Worst 3.200E+ 03 3.200E+ 03 3.200E+ 03 3.200E+ 03 2.423E+ 04 1.124E+ 06 1.441E+ 05 5.947E+ 04 3.200E+ 03
Mean 3.200E+ 03 3.200E+ 03 3.200E+ 03 3.200E+ 03 1.539E+ 04 4.686E+ 05 5.813E+ 04 1.648E+ 04 3.200E+ 03
Std 0.000E+ 00 0.000E+ 00 0.000E+ 00 0.000E+ 00 4.192E+ 03 2.990E+ 05 3.914E+ 04 1.642E+ 04 0.000E+ 00
P NaN NaN NaN NaN 6.386E− 05 6.386E− 05 6.386E− 05 6.386E− 05

NaN/+/− 7/21/2 7/23/0 7/21/2 7/21/2 0/29/1 0/25/5 0/27/3 0/26/4

Table 7: Impact influence of the strategy.

Aspect Strategy
Diversity Searching ability

Abundance Stability Exploration Exploitation
Population initialization Iterative chaotic map ↑ ↑ — —
Discoverer-follower model Gold-SA with nonlinear convergence factor ↑ ↓ ↑ —
Optimal solution EOBL ↑ ↑ — ↑
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Table 8: City coordinates.

Order Coordinate
1 (1304, 2312)
2 (3639, 1315)
3 (4177, 2244)
4 (3712, 1399)
5 (3488, 1535)
6 (3326, 1556)
7 (3238, 1229)
8 (4196, 1004)
9 (4312, 790)
10 (4386, 570)
11 (3007, 1970)
12 (2562, 1756)
13 (2788, 1491)
14 (2381, 1676)
15 (1332, 695)
16 (3715, 1678)
17 (3918, 2179)
18 (4061, 2370)
19 (3780, 2212)
20 (3676, 2578)
21 (4029, 2838)
22 (4263, 2931)
23 (3429, 1908)
24 (3507, 2367)
25 (3394, 2643)
26 (3439, 3201)
27 (2935, 3240)
28 (3140, 3550)
29 (2545, 2357)
30 (2778, 2826)
31 (2370, 2975)
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Figure 9: Provincial capitals tourism route planning. (a) Optimal route of MISSA. (b) Convergence curves.
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salesman intends to sell goods in n cities, selecting one of the
cities as the starting point and visiting all the remaining cities
without repetition, and finally returns to the starting point to
select the shortest path among all routes [48].

In the graph theory, TSP can be described as finding a
Hamilton cycle with the lowest weight in a complete
weighted graph. Let G� (V, E) be a complete weighted
graph, where V � {1, 2, . . ., n} represents the vertex set and E
represents the edge set. Each edge has a nonnegative weight
m (e) on e� (I n, j) ∈E and finds the Hamiltonian cycle C of
G, in which the total weight of C satisfies
M(C) � min􏽐E(C)m(e).+e matrix W of distance between
cities is as follows:

W �

d(1,1) · · · d(1,n)

⋮ ⋱ ⋮

d(n,1) · · · d(n,n)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (14)

where d(i,j) represents the distance from the ith city to the jth
city, d(i, j)≥ 0, i, j ∈ v. +e mathematical model of the ob-
jective function and constraint function of TSP are estab-
lished as follows:

f � min 􏽘 􏽘 d(i,j)x(i,j)􏼐 􏼑,

s.t.

􏽘
j≠1

x(i,j) � 1, i ∈ V,

􏽘
i≠j

x(i,j) � 1, j ∈ V,

􏽘
i.j∈S

x(i,j) � |S| − 1, S⊆V,

x(i,j) ∈ 0, 1{ }, i, j ∈ V,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x(i,j) �
1, (i, j) ∈ optimal path,

0, other,
􏼨

(15)

where |S| represents the number of vertices in the set S. +e
constraint functions show that there is only one outgoing
edge and one incoming edge for each vertex and no subloops
will be generated.

6.2. Practical ProblemTest. Suppose a tourist wants to travel
around China passing through 31 provincial capital cities, an
appropriate travel route to reduce economic costs is an
important issue. +e tourism scheme can be abstracted into
a typical TSP problem, and the proposed MISSA, ISSA, SSA,
GWO, and PSO are used for solving and comparative
analysis.+e city coordinates are shown in Table 8. To ensure
the consistency of the comparative experiments, the pop-
ulation size and maximum iteration number of each algo-
rithm are 30 and 300, respectively. In addition, other
parameters are as shown in Table 1.

Figure 9(a) shows the optimal travel route searched by
MISSA, which does not show a crossed route and is con-
sistent with the theoretical optimal solution. Figure 9(b)
shows the convergence curves of the four algorithms. MISSA
converges to the theoretical optimal solution in the 10th
iteration, and the optimization accuracy and convergence
speed are better than of compared algorithms.

To further verify the practicality and feasibility of the
proposed MISSA, the algorithm is applied to five standard
TSPLIB instances [49] in Table 9. We select the Euclidean
distance as the calculation standard, and four algorithms are
run 20 times on the five TSPLIB instances independently.+e
theoretical optimal (TO) value is the current optimal solution
given by TSPLIB.+e relative error (RE) is defined as follows:

RE �
Mean − TO

TO
. (16)

Table 9 illustrates that the solution precision and dimension
of MISSA have been greatly improved in TSPLIB instances. For
the instances tested, MISSA can converge to the theoretical
optimal value with a lower relative error. For dantzig42, the Best
of MISSA is better than the theoretical optimal value. Notably,
as the dimensionality and dense distribution of cities increase,
the requirements for algorithms to handle complex problems
increase explosively. +e relative error of the compared algo-
rithms increases rapidly in eil51 and eil76, especially for GWO
and PSO, which indicates the algorithms are falling into the

Table 9: TSPLIB instances.

TSPLIB
Instance burma14 bayg29 dantzig42 eil51 eil76

D 14 29 42 51 76
TO 3.09E+ 01 9.07E+ 03 6.99E+ 02 4.26E+ 02 5.38E+ 02

MISSA
Best 3.09E+ 01 9.07E+ 03 6.88E+ 02 4.26E+ 02 5.38E+ 02
RE 0.00% 0.00% 0.14% 0.40% 0.89%

Mean 3.09E+ 01 9.07E+ 03 7.00E+ 02 4.28E+ 02 5.43E+ 02

ISSA
Best 3.09E+ 01 9.13E+ 03 6.99E+ 02 4.35E+ 02 5.52E+ 02
RE 0.91% 1.21% 1.57% 5.15% 6.32%

Mean 3.12E+ 01 9.18E+ 03 7.10E+ 02 4.48E+ 02 5.72E+ 02

SSA
Best 3.09E+ 01 9.23E+ 03 7.01E+ 02 4.38E+ 02 5.62E+ 02
RE 1.17% 2.21% 2.72% 6.09% 8.00%

Mean 3.12E+ 01 9.27E+ 03 7.18E+ 02 4.52E+ 02 5.81E+ 02

GWO
Best 3.09E+ 01 9.24E+ 03 7.21E+ 02 4.83E+ 02 6.35E+ 02
RE 1.69% 2.09% 4.43% 12.96% 17.89%

Mean 3.14E+ 01 9.26E+ 03 7.31E+ 02 5.06E+ 02 6.74E+ 02

PSO
Best 3.09E+ 01 9.23E+ 03 7.26E+ 02 6.38E+ 02 5.82E+ 02
RE 2.01% 3.09% 5.01% 16.57% 21.61%

Mean 3.15E+ 01 9.35E+ 03 7.34E+ 02 4.97E+ 02 6.54E+ 02
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local optimum. However, MISSA still maintains excellent op-
timization ability, indicating that the multimixed strategy is
useful.+e chaotic map provides good population diversity, the
improved discoverer-follower model rapidly separates the so-
lution space, and the EOBL mechanism upgrades the optimal
solution and reconstructs the population. +e multimixed
strategy helps MISSA solve complex optimization problems
with high dimensions. Figure 10 shows the optimal routes

obtained by MISSA for burma14, bayg29, dantzig42, eil51, and
eil76. None of the optimal routes obtained by MISSA have a
crossed route.

7. Conclusion

A multimixed strategy improved sparrow search algorithm
is proposed in this paper, overcoming the shortcomings of
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Figure 10: Optimal routes of MISSA. (a) burma14. (b) bayg29. (c) dantzig42. (d) eil51. (e) eil76.
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the original SSA, and we apply it to TSP. +e original SSA is
improved from three aspects: population initialization
method, individuals’ location update principle, and optimal
solution mutation strategy. +e iterative chaotic mapping is
used to improve the diversity of the initial population,
making the population to be distributed more uniformly.
+eGold-SA and nonlinear convergence factor strategies are
introduced to enhance the discoverer-follower model, which
make the discoverer’s searching process more comprehen-
sive and extensive. Besides, the optimal solution and pop-
ulation are updated by the EOBL strategy, which enable the
algorithm to increase self-learning ability.

Compared with three derived algorithms through four
basic benchmark functions and diversity analysis, the ra-
tionality of the multimixed strategy selection is proved.
+rough the optimization and Wilcoxon rank-sum test of
ten basic benchmark functions and CEC 2014 function,
MISSA is certified to have better optimization accuracy,
convergence speed, and robustness than SSA, ISSA, CSSA,
CLSSA, WOA, GWO, COOT, and PSO. Finally, the prac-
ticability of MISSA is verified by TSP. Experimental results
demonstrate the feasibility of MISSA to solve complex
combinatorial optimization problems.

In the future, the application of MISSA in TSP will be
further studied in generalized fields. Further research will be
done on the multimixed strategy to stabilize population
diversity while improving global exploration ability. +e
convergence of MISSA will be researched theoretically, and
it will be used to solve large-scale combinatorial optimi-
zation problems.
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�e plastic zone of surrounding rock is an important basis for evaluating the stability of roadway, and the distribution of plastic
zone is closely related to the strength theory. �e equation of boundary line of plastic zone is derived by using the approximate
plastic condition method. According to speci�c parameters, the plastic zone is calculated. When the lateral pressure coe�cient
increases from 0.3 to 1, almost all the plastic zones calculated by di�erent strength criteria have four shapes: butter�y, curved
rectangle with concave horizontal direction and convex vertical direction, approximate ellipse, and circle, but the butter�y shape
based on DP1 is not obvious.�ere are di�erences in the maximum plastic radius calculated by di�erent strength criteria with the
same lateral pressure coe�cient from large to small: DP3 criterion, DP2 criterion, Mohr–Coulomb criterion/UST (b� 0)/DP5
criterion, UST (b� 0.25), DP4 criterion, UST (b� 0.5), UST (b� 0.75), Matsuoka–Nakai criterion, UST (b� 1), Mogi–Coulomb
criterion, Lade–Duncan criterion, and DP1 criterion. With the increase in lateral pressure coe�cient, the di�erence between the
results calculated by di�erent strength criteria is smaller. When K0� 0.3, the maximum plastic radius is distributed at 43°∼47°. �e
results of this paper show that the strength theory e�ect of plastic zone distribution cannot be ignored, which enriches the theory
of approximate plastic condition method and can provide an important reference for roadway stability evaluation and
support design.

1. Introduction

�e shallow resources of the earth are gradually de-
creasing due to high intensity mining all the year round,
and the rational development and utilization of deep
resources are of great signi�cance to the development of
the future society. However, a series of challenges and
technical problems such as high ground stress, strong
mining, and large deformation faced by deep mining need
to be solved urgently [1, 2]. It is inseparable from the
theoretical guidance of rock mechanics and e�ective
engineering technical measures to mine safely and e�-
ciently. �e distribution range and size of plastic failure
zone of surrounding rock are important indexes to

analyze and evaluate the stability of roadway and have
guiding function for e�ective support design.

In the early elastoplastic analysis of roadway sur-
rounding rock, the theory represented by the Fenner
equation is put forward based on the assumption of uniform
distribution of initial ground stress. On this basis, scholars
have developed a series of analytical calculation theories
combined with the physical and mechanical characteristics
of geomaterials [3–6]. Detailed stress, strain, displacement
�eld, and plastic zone distribution can be obtained. How-
ever, under the condition that there is a great di�erence
between horizontal in situ stress and vertical in situ stress,
whether the assumption of uniform distribution of initial in
situ stress �eld is reasonable is a question worthy of study.
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Recent studies have shown that butterfly shape of the
plastic zone of roadway surrounding rock may appear under
the condition of nonuniform and high ground stress. *e
butterfly plastic failure theory obtains the distribution of
plastic zone by solving the boundary equation, and the
distribution and expansion law of butterfly plastic zone has
been verified by numerical simulation. Moreover, the effects
of physical and mechanical parameters (including rock mass
gravity, friction angle, cohesion, lateral pressure coefficient,
roadway radius, buried depth, and support force), roadway
section shape, and deflection of principal stress direction are
quantitatively calculated and discussed. *e research fruits
have been verified and applied in engineering fields such as
rockburst, roadway roof fall, layered stratum penetration,
and earthquake [7–11]. It highlights the theoretical value and
practical significance of the approximate plastic condition
method.

It is particularly noteworthy that the boundary line
equation of plastic zone is calculated based on stress field and
strength criterion. *e mathematical expressions of each
strength criterion are different, so the boundary lines of
plastic zone are also different. Obviously, the distribution of
plastic zone strongly depends on the strength theory
adopted.

Because of the multiphase complexity of geotechnical
materials, its strength theory involves tension-compression
anisotropy (SD), hydrostatic pressure effect, stress Lode
angle effect, intermediate principal stress effect, intermediate
principal stress interval effect, nonlinear characteristics, and
so on [12, 13]. It is difficult to have a single strength criterion
to fully reflect all the influencing factors, and the strength
theory of rock mass mechanics is called the unsolved cen-
tennial problems [14]. Among hundreds of strength theories,
there are two common problems: first, the strength theories
put forward by different scholars have different definitions
and symbols for some physical quantities, which lead to
inconveniences and errors in the application; second, the
selection of strength theory is arbitrary in the concrete re-
search. *ere are many literature reports on the study of
strength theory effect in the aspects of tunnel surrounding
rock stability analysis, slope stability, earth pressure, foun-
dation bearing capacity, and so on [15–17]. Studies have
shown that the influence of different strength criteria on the
results cannot be ignored.

At present, for the important subject of boundary line
equation of plastic zone of surrounding rock of roadway,
most kinds of literatures are based on the Mohr–Coulomb
criterion, and a few works of literatures are based on the
Drucker–Prager criterion, lacking the comparative calcu-
lation and analysis on strength theory effect. *erefore, this
paper studies the influence of strength theory on the dis-
tribution of plastic zone, including the morphological
characteristics of plastic zone, the maximum plastic radius,
and its location.

2. Summary of Strength Criterion

*e research history of strength theory is very long, and
hundreds of strength criteria have been obtained, forming a

rich strength theory system. In the existing literature, some
of the strength theory equations are positive for tensile
stress, some are positive for compressive stress, some are
expressed by principal stress, and some are expressed by
stress invariants. Due to the differences in algebraic sign
convention and physical quantities and coefficients adopted,
it is inconvenient for calculation and comparative analysis.

*is article unifies the physical quantity expression of
each equation based on compressive stress which is positive
by selecting six classical strength criteria that are commonly
utilized in engineering. For the brevity of writing expression,
the unified form of stress invariants is used to sort out and
summarize the six classical strength criteria. Hereinafter, I1,
I2, and I3 are the first, second, and third invariant of the
stress tensor, respectively, J2 is the second invariant of the
deviatoric stress tensor, θ is the Lode angle of stress, φ is the
friction angle, and c is the cohesion.

*e stress invariants expressed by principal stresses σ1,
σ2, and σ3 are as follows:

I1 � σ1 + σ2 + σ3,

I2 � σ1σ2 + σ2σ3 + σ3σ1,

I3 � σ1σ2σ3,

J2 �
1
6

σ1 − σ2( 􏼁
2

+ σ2 − σ3( 􏼁
2

+ σ3 − σ1( 􏼁
2

􏽨 􏽩.

(1)

Haigh–Westergaard principal stress space and projec-
tion in the π plane are shown in Figure 1.

2.1. Mohr–Coulomb Criterion. *e Mohr–Coulomb crite-
rion assumes that when the shear stress reaches a certain
extreme value, the material fails. *is extreme value is not a
constant but is related to normal stress on the failure plane.
*e function expression is as follows:

��
J2

􏽰
sin θ +

π
3

􏼒 􏼓 −
1
�
3

√ cos θ +
π
3

􏼒 􏼓sinφ􏼠 􏼡

−
1
3
I1 sinφ − c cosφ � 0.

(2)

*is criterion is the most widely used and controversial
strength theory for geomaterials, and the biggest problem of
the Mohr–Coulomb criterion is that the influence of in-
termediate principal stress on yield and failure is not con-
sidered [18].

2.2. Lade–Duncan Criterion. *e Lade–Duncan criterion is
put forward according to the true triaxial test results of sand,
and then it is further extended to cohesive soil and rock
[19–21], which is expressed as follows:

I
3
1

I3
−

(3 − sinφ)
3

1 − sinφ − sin2φ + sin3φ
� 0. (3)

When the criterion is extended to rock and soil with
cohesive strength (i.e., c≠ 0), stress translation
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transformation is made: σii′ � σii + c cotφ. σii represents the
principal stress of sand, and the principal stress of cohesive
geotechnical materials is represented by σii′.

2.3. Mogi–Coulomb Criterion. Mogi carried out true triaxial
test of rock earlier and studied the in�uence of intermediate
principal stress on strength [22, 23]. Al-Ajmi and Zim-
merman established the Mogi–Coulomb criterion, which
can re�ect the e�ect of rock intermediate principal stress and
its interval in�uence, based on a large number of test data
and the Mogi empirical criterion combined with the Cou-
lomb criterion [24, 25]. �e mathematical expression is as
follows:

3
�
3

√
− 2

�
3

√
cos θ +

2π
3

( ) + cos θ( )sinφ[ ]
��
J2
√

− 2 sinφI1 − 6c cosφ � 0. (4)

2.4.ASeries ofDrucker–PragerCriteria. �eDrucker–Prager
criterion proposed by Drucker and Prager in 1972 is the
approximation of the Mohr–Coulomb criterion, which has
no corner and considers the in�uence of hydrostatic pres-
sure on strength [26]. It is equivalent to adding hydrostatic
pressure term to the Huber–Mises criterion, so this criterion
is also called the generalized Mises criterion. Later, scholars
put forward some amendments on this basis and formed a
series of Drucker–Prager criteria [27]. A series of Druck-
er–Prager criteria can be written as follows:

−αI1 +
��
J2
√

− k � 0. (5)

�e analytical expressions of parameters and of yield
criteria (DP1∼5) are given in Table 1.

2.5. Matsuoka–Nakai Criterion. Matsuoka and Nakai con-
sidered that the three Mohr circles in the three-dimensional
principal stress state have in�uence on the strength, and the
geomaterials failure occurs when the ratio of shear stress to
normal stress reaches a certain value, and the failure surface

in this three-dimensional stress state is called spatially
moved plane (SMP) [28, 29]. �e equation of the criterion is
as follows:

I1I2
I3

− 8tan2φ − 9 � 0. (6)

Similarly, when the Matsuoka–Nakai criterion is applied
to geomaterials with cohesive strength, stress translation
transformation is also needed as the Lade–Duncan criterion.

2.6. Uni�ed Strength �eory (UST). Yu carried out system-
atic study on strength theory and put forward the uni�ed
strength theory based on the double shear stress yield cri-
terion, double shear stress strength theory, and generalized
double shear stress yield criterion [17].

When the two major principal shear stresses on the
double shear element and the in�uence function of the
corresponding normal stress on the plane reach a certain
limit value, the material begins to yield or fail.

−
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3
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α(1 − b)
1 + b

��
J2
√

sin θ − σt � 0 0° ≤ θ≤ θb

−
I1
3
(1 − α) +

2 − b
1 + b

+ α( )
��
J2
√
�
3

√ cos θ + α +
b

1 + b( )
��
J2
√

sin θ − σt � 0 θb ≤ θ≤ 60°




, (7)

in which α � (1 − sinφ)/(1 + sinφ), σt � (2c cosφ)/(1
+sinφ), θb � arctan(

�
3

√
(2 + sinφ)/(6 − sinφ)), and b is the

in�uence coe�cient of medium principal stress. When b� 0,
it can be reduced to the Mohr–Coulomb criterion, and when
b� 1, it is a double shear yield criterion.

�rough derivation, calculation, and simpli�cation, the
above strength criteria under the condition of plane strain
can be uniformly expressed as follows:

σ1 � Aσ3 + B. (8)

σ3

σ1

σ2
σ1, σ2, σ3

σ1'σ3'

σ2'

O

θ

Figure 1: Haigh–Westergaard principal stress space and projection
in π plane.
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Coefficients A and B in the equation are given in Table 2.
In Table 2, s � (3 − sinφ)/

��������������������

1 − sinφ − sin2φ + sin3φ3
􏽱

− 1,
t �

���������
8tan2φ + 9

􏽰
− 1, sinφUST � 2(b + 1) sinφUST/ (2 + b(1+

sinφUST)), and cUST � 2(b + 1)c cosφUST/ ((2 + b (1+

sinφUST)) 1/cosφUST).

3. Derivation of Unified Boundary
Line Equation

Mechanical model is an idealized analytical model based on
practical engineering problems, grasping its mechanical

essence and main laws and making necessary assumptions
and simplifying some conditions. *e section of roadway is
round, and its length is much larger than the diameter of
roadway, so it can be simplified as plane strain problem. It is
assumed that the surrounding rock is a homogeneous and
isotropic material. *e basic mechanical model is shown in
Figure 2.

In the elastic state, the stress field distribution of sur-
rounding rock called Kirsch equation is as follows [30]:

σr �
1
2
σv 1 + K0( 􏼁 1 −

R0

r
􏼒 􏼓

2
􏼠 􏼡 − 1 − K0( 􏼁 1 − 4

R0

r
􏼒 􏼓

2
+ 3

R0

r
􏼒 􏼓

4
􏼠 􏼡cos(2θ)􏼠 􏼡

σθ �
1
2
σv 1 + K0( 􏼁 1 +

R0

r
􏼒 􏼓

2
􏼠 􏼡 + 1 − K0( 􏼁 1 + 3

R0

r
􏼒 􏼓

4
􏼠 􏼡cos(2θ)􏼠 􏼡

τrθ �
1
2
σv 1 − K0( 􏼁 1 + 2

R0

r
􏼒 􏼓

2
− 3

R0

r
􏼒 􏼓

4
􏼠 􏼡sin(2θ)􏼠 􏼡

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (9)

in which σr is the radial stress, σθ is the circumferential
stress, τrθ is the shear stress, R0 is the radius of roadway σv

is the vertical in situ stress, σh is the horizontal in situ
stress, K0 is the lateral pressure coefficient, θ is the angle
starting horizontally to the right and increasing coun-
terclockwise, and r represents the distance between any
point in the surrounding rock and the circular roadway’s
center.

Rewrite the stress component in polar coordinates σrθ
ij to

the stress component in rectangular coordinates σxy

ij :
σxy

ij􏽨 􏽩 � LT σrθ
ij􏽨 􏽩L, (10)

in which L �
cos θ sin θ
−sin θ cos θ􏼢 􏼣.

Solve the principal stress equation from the stress
equation expressed by rectangular coordinates:

σ1 �
σx + σy

2
+
1
2

���������������

σx − σy􏼐 􏼑
2

+ 4τ2xy

􏽲

,

σ3 �
σx + σy

2
−
1
2

���������������

σx − σy􏼐 􏼑
2

+ 4τ2xy

􏽲

.

(11)

Substitute the principal stress equation simplified in the
above steps into the unified form of yield equation (8). After
a series of operations and simplification such as merging
similar terms and trigonometric function conversion, the
following results are obtained:

Table 1: Parameters’ expressions of yield criteria (DP1∼5).

Yield criteria Amendments A k
DP1 M-C exterior angle circumcircle 2 sinφ/(

�
3

√
(3 − sinφ)) 2

�
3

√
c cosφ/(3 − sinφ)

DP2 M-C interior angle circumcircle 2 sinφ/(
�
3

√
(3 + sinφ)) 2

�
3

√
c cosφ/(3 + sinφ)

DP3 M-C inscribed circle sinφ/(
�
3

√ ��������

3 + sin2φ
􏽱

)
�
3

√
c cosφ/

��������

3 + sin2φ
􏽱

DP4 M-C equivalent area circle
�
2

√ �
34

√
sinφ/

�����������

π(9 − sin2φ)

􏽱

3
�
2

√ �
34

√
c cosφ/

�����������

π(9 − sin2φ)

􏽱

DP5 M-C nonassociated matching circle sinφ/3 c cosφ
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M8
R0

r
( )

8
+M6

R0

r
( )

6
+M4

R0

r
( )

4
+M2

R0

r
( )

2
+M0 � 0, (12) in which

M8 � 9 K0 − 1( )2σ2v,

M6 � −6 2 K0 − 1( )2 + cos(2θ) K2
0 − 1( )( )σ2v,

M4 � K0 − 1( )2 cos(4θ) 6 − 2
(A − 1)2

(A + 1)2
( ) + 4 − 2

(A − 1)2

(A + 1)2
( ) + 4 cos(2θ) K2

0 − 1( ) + K0 + 1( )2( )σ2v,

M2 � −4 cos(4θ) K0 − 1( )2 − 2 cos(2θ) K2
0 − 1( ) 1 −

2(A − 1)2

(A + 1)2
( )( )σ2v

+ 4 cos(2θ) K0 − 1( )
2B(A − 1)
(A + 1)2

σv,

M0 � K0 − 1( )2 −
K0 + 1( )2(A − 1)2

(A + 1)2
( )σ2v −

4B K0 + 1( )(A − 1)
(A + 1)2

σv −
4B2

(A + 1)2
.

(13)

4. Calculation and Analysis

In order to analyze the distribution characteristics of plastic
zone of deep roadway surrounding rock, typical parameters
are selected: roadway radius of 2m, weight of 25 kN/m3,
buried depth of 800m, internal friction angle of 30°, and
cohesion of 2MPa [31]. Considering the symmetry of the
model, it is equivalent to rotating the plastic zone of 1/K0 by

90 degrees when K0> 1. �us, this paper only calculates and
analyzes the distribution and morphological characteristics
of the plastic zone with K0< 1.

4.1.MorphologicalDistributionCharacteristicsofPlasticZone.
Figure 3 shows the distribution of plastic zone calculated by
the Mohr–Coulomb criterion (UST, b� 0) and double shear

Table 2: Coe�cient A and B of uni�ed form of strength theory.

Strength criterion A B

Mohr–Coulomb criterion (1 + sinφ)/(1 − sinφ) 2c cosφ/(1 − sinφ)
Lade–Duncan criterion 1/4(s +

�����
s2 − 4

√
)2 (1/4(s +

�����
s2 − 4

√
)2 − 1)c cotφ

Mogi–Coulomb criterion (
�
3

√
+ 2 sinφ)/(

�
3

√
− 2 sinφ) (4c cosφ)/(

�
3

√
− 2 sinφ)

A series of Drucker–Prager criteria (1 + 3α)/(1 − 3α) 2k/(1 − 3α)
Matsuoka–Nakai criterion 1/4(t +

�����
t2 − 4

√
)2 (1/4(t +

�����
t2 − 4

√
)2 − 1)c cotφ

Uni�ed strength theory (UST) (1 + sinφUST)/(1 − sinφUST) (2cUST cosφUST)/(1 − sinφUST)

σv

σh

σv

σh O x

r

y

θ

Figure 2: Basic mechanical model.
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Figure 3: Distribution of plastic zone based on UST: (a) b� 0 andK0� 0.3; (b) b� 1 andK0� 0.3; (c) b� 0 andK0� 0.5; (d) b� 1 andK0� 0.5;
(e) b� 0 and K0� 0.8; (f ) b� 1 and K0� 0.8.
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criterion (UST, b� 1). It can be clearly seen that the shape of
the plastic zone is basically similar regardless of the
Mohr–Coulomb criterion (UST, b� 0) or double shear
criterion (UST, b� 1).

When K0 � 0.3, the shape of the plastic zone is butterfly,
and obviously the maximum plastic radius is between the x
and y axes. When K0 � 0.5, the range of plastic zone de-
creases rapidly and the butterfly almost disappears, and the
plastic zone becomes an approximate rectangle with curved
edges, showing concave in the upper and lower horizontal
directions and convex in the left and right vertical directions.
At this time, the maximum plastic radius is still between the
x and y axes. *e outer angle of the plastic zone disappears,
and the shape is approximately elliptical with the maximum
plastic radius on the x axis when K0 � 0.8.

Further calculation and analysis show that all the criteria
have obvious butterfly failure zones except DP1 when K0� 0.3.

4.2. Maximum Plastic Radius and Position Analysis. In
practical engineering application, the maximum plastic
radius and its position are important characteristic pa-
rameters of plastic zone distribution. It can be seen from
Table 3 that the maximum plastic radius value and position
calculated by different strength criteria are different. When
K0 takes the same value, the maximum plastic radius cal-
culated by strength criteria from large to small is DP3
criterion, DP2 criterion, Mohr–Coulomb criterion/UST
(b� 0)/DP5 criterion, UST (b� 0.25), DP4 criterion, UST
(b� 0.5), UST (b� 0.75), Matsuoka–Nakai criterion, UST
(b� 1)/Double shear criterion, Mogi–Coulomb criterion,
Lade–Duncan criterion, and DP1 criterion. *e smaller the
value of K0, the larger the difference of the maximum plastic
radius calculated by different strength criteria. *e calcu-
lation results of each strength criterion are getting closer
with the increase in K0. All the shapes of plastic zone

Table 3: Maximum plastic radius and position calculated by different strength criteria.

Strength theory Lateral pressure coefficient
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Mohr–Coulomb criterion 6.51∗ 3.90 3.03 2.78 2.69 2.66 2.63 2.61

/UST (b� 0)/DP5 criterion 43/137/223/
317∗∗

44/136/224/
316

43/137/223/
317

37/143/217/
323

26/154/206/
334

0/180/
360

0/180/
360 0∼360

UST (b� 0.25) 5.49 3.52 2.85 2.67 2.61 2.58 2.56 2.55
44/136/224/

316
45/135/225/

315
43/137/223/

317
44/136/224/

316
23/157/203/

337
0/180/
360

0/180/
360 0∼360

UST (b� 0.5) 4.95 3.28 2.73 2.60 2.55 2.53 2.52 2.50
45/135/225/

315
46/134/226/

314
43/137/223/

317
34/146/214/

326
19/161/199/

341
0/180/
360

0/180/
360 0∼360

UST (b� 0.75) 4.61 3.12 2.65 2.55 2.51 2.50 2.48 2.47
46/134/226/

314
47/133/227/

313
42/138/222/

318
33/147/213/

327
15/165/195/

345
0/180/
360

0/180/
360 0∼360

Double shear criterion/
UST(b� 1)

4.38 3.00 2.60 2.51 2.48 2.47 2.46 2.44
46/134/226/

314
47/133/227/

313
42/138/222/

318
31/149/211/

329
9/171/189/

351
0/180/
360

0/180/
360 0∼360

Lade–Duncan criterion 4.13 2.86 2.54 2.47 2.45 2.44 2.43 2.41
47/133/227/

313
48/132/228/

312
41/139/221/

319
28/152/208/

332 0/180/360 0/180/
360

0/180/
360 0∼360

Matsuoka–Nakai criterion 4.60 3.11 2.65 2.54 2.51 2.49 2.48 2.47
46/134/226/

314
47/133/227/

313
42/138/222/

318
32/148/212/

328
15/165/195/

345
0/180/
360

0/180/
360 0∼360

Mogi–Coulomb criterion 4.27 2.94 2.57 2.49 2.47 2.46 2.44 2.43
46/134/226/

314
48/132/228/

312
41/139/221/

319
30/150/210/

330
3/177/183/

357
0/180/
360

0/180/
360 0∼360

DP1 criterion 2.27 2.26 2.25 2.25 2.24 2.23 2.23 2.22
33/147/213/

327 0/180/360 0/180/360 0/180/360 0/180/360 0/180/
360

0/180/
360 0∼360

DP2 criterion 6.77 3.98 3.07 2.80 2.71 2.67 2.65 2.62
43/137/223/

317
44/136/224/

316
43/137/223/

317
37/143/217/

323
26/154/206/

334
0/180/
360

0/180/
360 0∼360

DP3 criterion 7.69 4.24 3.19 2.87 2.76 2.72 2.69 2.66
43/137/223/

317
43/137/223/

317
42/138/222/

318
37/143/217/

323
27/153/207/

333
0/180/
360

0/180/
360 0∼360

DP4 criterion
5.30 3.44 2.81 2.64 2.59 2.57 2.55 2.53

45/135/225/
315

46/134/226/
314

43/137/223/
317

35/145/215/
325

22/158/202/
338

0/180/
360

0/180/
360 0∼360

Note. ∗ Maximum plastic radius (unit: m); ∗∗ Location where the maximum plastic radius appears (unit: degree).
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calculated by each criterion are circle, and value of the plastic
radius is about 2.22m to 2.66m.

Butterfly shape with bigger plastic radius has a great
influence on the stability of roadway, which can also explain
the practical engineering phenomena such as roadway
damage, large deformation, and difficult support in the
tectonic stress zone. Further calculation and analysis show
that all the criteria have obvious butterfly failure zones
except DP1 when K0 � 0.3, and the maximum plastic radius
is distributed near the angle bisector (43–48 degree) of major
andminor principal stress direction.With the increase inK0,
the maximum plastic radius gradually shifts to the direction
of small principal stress. *e value of the maximum plastic
radius calculated by DP1 is 2.27m, which is significantly less
than the results obtained by other criteria (4.13∼7.69m)
when K0 � 0.3.

5. Conclusion

In this paper, different strength theories are used to calculate
and compare the distribution of plastic zone of surrounding
rock in detail. A series of meaningful conclusions are drawn
as follows:

(1) *e shape of the plastic zone of roadway sur-
rounding rock may be butterfly, horizontally con-
cave, and vertically convex curved rectangle, ellipse,
and circle.*e results calculated by different strength
criteria all reflect the morphological distribution
characteristics of the plastic zone mentioned above,
but DP1 is not applicable.

(2) When K0 takes the same value, the maximum plastic
radius calculated by strength criteria from large to
small is DP3 criterion, DP2 criterion,
Mohr–Coulomb criterion/UST (b� 0)/DP5 crite-
rion, UST (b� 0.25), DP4 criterion, UST (b� 0.5),
UST (b� 0.75), Matsuoka –Nakai criterion, UST
(b� 1)/Double shear criterion, Mogi–Coulomb cri-
terion, Lade–Duncan criterion, and DP1 criterion,
and using the DP1 criterion is not safe in practical
engineering.

(3) Strength theory has influence on the shape and size
of plastic zone distribution, which cannot be ignored
when carrying out support design.
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In this paper, we propose IJADE-TSO, a novel hybrid algorithm in which an improved adaptive di�erential evolution with
optional external archive (IJADE) has been combined with the tuna swarm optimization (TSO). �e proposed algorithm in-
corporates the spiral foraging search and parabolic foraging search of TSO into the mutation strategy in IJADE to improve the
exploration ability and population diversity. Additionally, to enhance the convergence e�ciency, crossover factor (CR) ranking,
CR repairing, top α r1 selection, and population linear reduction strategies have been included in the algorithm. To evaluate the
superiority of the proposed algorithm, IJADE-TSO has been benchmarked with its state-of-the-art counterparts using the CEC
2014 test set. Finally, to check the validity of IJADE-TSO, we apply it to photovoltaic (PV) parameter identi�cation and compare
its performance with those of other recently developed well-known algorithms. �e statistical results reveal that IJADE-TSO
outperforms the other compared algorithms.

1. Introduction

�ere are an increasing number of optimization problems
regarding engineering design and industrial production
calling for more e�ective optimization methods in the real
world [1, 2]. One e�cient approach is the stochastic heuristic
algorithm, which can be divided into three categories [3]:
evolution-based algorithms [4, 5], physical-phenomena-
based algorithms [6, 7] and swarm-based algorithms [8, 9].
Di�erential evolution (DE) [10], one of the most excellent
heuristic algorithms, has been widely used to solve complex
optimization problems such as mechanical engineering [11],
optimal power �ow [12], parameter optimization [13],
neural network training [14, 15], and complex control
system [16]. �e simplicity and e�ciency of the DE algo-
rithm has been attracting extensive exploration of it since its
proposition by Storn and Price in 1995.

�e performance of DE algorithm is sensitive to the
mutation strategy and parameters and prone to fall into a local
optimum. To �x these defects, a series of DE variants were
proposed over the past two decades.�ese DE variants can be
easily traced through the result of the competition organized

by IEEE Congress on Evolutionary Computation (CEC),
where DE-based variant algorithms have ranked the top 3 in
successive years except for 2013. According to the ways of
improvement, current improvement methods can be classi-
�ed into three main categories: optimizing mutation scheme,
adaptive setting of control parameters, and hybridization.

1.1. Optimizing Mutation Scheme. Zhang and Sanderson
[17] proposed JADE which implements the current-to-best
mutation strategy for the �rst time with adaptively set CR
and mutant factors (F) achieved through evolving the
mutation factors and crossover probabilities based on their
historical record of success. Based on current-to-pbest
strategy, V. Stanovov et al. [17] developed current-to-pbest/
r, a newmutation strategy in LSHADE-RSP, which performs
better in comparison with the alternative algorithms.

1.2. Adaptive Setting of Control Parameters. As an im-
provement upon the robustness of JADE, SHADE [18] en-
hances the adaptive performance of control parameters by
adopting a diverse set of parameters to guide control parameter
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adaptation based on the historical memory of successful pa-
rameter settings of JADE. As an extension of the SHADE
algorithm, LSHADE [19] incorporates the linear population
size reduction strategy to balance the exploration and ex-
ploitation. iL-SHADE, an improved version of LSHADE, was
proposed by J. Brest et al. [20], in which the memory update
mechanism is modified from LSHADE and the initial value of
CR is set to 0.8 to enhance population diversity.

1.3. Hybridization. Hybridization is another important
strategy to modify DE as plentiful hybridized algorithms
concerning DE have been developed. C. Zhang et al. [21]
proposed DE-PSO algorithm, where DE is hybridized with
PSO for enhancing the exploration ability with most new
individuals generated by the modified DE operator. However,
the algorithm was only tested on the basic benchmark
functions. S. Y. Du and Z. G. Liu [22] proposed PSOJADE by
introducing a multicrossover operation and JADE to enhance
the global exploration and the local exploitation in PSO.
W. Gong et al. [23] proposedDE/BBO, a hybrid DEwith BBO,
which combines the exploration of DE with the exploitation of
BBO effectively, enabling it to generate the promising can-
didate solutions. A. W. Mohamed et al. [24] proposed a
hybridization framework in which CMA-ES is hybridized with
LSHADE through adaptive approach, and semiparameter
adaptation is adopted to effectively adapt the values of F.

Nevertheless, conventional current-to-pbest mutation
strategy in the above hybrid algorithms can only capture the
interindividual differential information to form the trial
vector, which is single and prone to stagnation. *erefore, it
is judicious to integrate it with other algorithms with strong
global exploitation capabilities to improve its performance.
However, roughly hybridizing swarm-based algorithms with
DE rarely performs well. Hence, it is crucial to find an ef-
fective way to hybridize the DE algorithm with other
algorithms.

Tuna swarm optimization [25] is one of the excellent
swarm-based algorithms proposed by L. Xie et al. It shows a
strong global search ability due to spiral foraging and
parabolic foraging search behavior. *is paper introduces
TSO into themutation strategy instead of simply hybridizing
TSO with IJADE. In the iteration of each generation, in-
dividuals in the population except the optimal individual are
selected with a certain probability to generate offspring
individuals by IJADE or TSO, respectively. Similarly, the
mutation vectors generated by TSO are subject to crossover
operations. In addition, a series of improvements are made
to improve the convergence efficiency.

*e main contributions of this paper are as follows: (1) A
novel hybrid mutation strategy is proposed. In the mutation
operator, spiral foraging and parabolic foraging are incor-
porated into classical “current-to-pbest” mutation strategy.
(2) To enhance the convergence efficiency of JADE, CR
sorting mechanism and CR repairing are introduced. (3) A
top α r1 selection strategy is proposed to accelerate con-
vergence efficiency. (4) *e linear population size reduction
strategy is introduced to approximate the optimal individual
in the final phase of the search.

2. Brief Review of DE and JADE

Optimization problems are common in the real world. *e
common form is shown as follows [10]:

Objective function: f(x), x � x1, x2, . . . , xD( 􏼁,

Constraint: Lj ≤xj ≤Uj.
(1)

We have that x � (x1, x2, . . . , xD) is the optimization
vector, D is the dimension of the optimization problem, and
Lj and Uj are the boundaries.

2.1. Differential Evolution. At the beginning of the opti-
mization problem, DE stochastically generates populations
in the search space. *e individuals in the population create
the next generation in an evolutionary manner. When the
individual explores a new location with a better fitness value,
the individual moves to that location. *ere are four main
operators in DE, that is, initialization, mutation, crossover,
and selection operations. *ese operations will be discussed
in detail as follows.

2.1.1. Initialization. Like other swarm intelligence optimi-
zation algorithms, the population is initialized first.

xi|Lj ≤ xi,j ≤Uj, i � 1, 2, . . . , NP; j � 1, 2, . . . , D􏽮 􏽯, (2)

where xi is the ith individual, j represents the jth dimension,
and NP is the initial population number.

xi,j � Lj + rand(0, 1) Uj − Lj􏼐 􏼑. (3)

2.1.2. Mutation. For each individual xi in the population,
the mutant vector of DE is generated in the following way:

DE/rand
1

: vi,g+1 � xr1,g + F xr2,g − xr3,g􏼐 􏼑. (4)

In the above formula, r1, r2, and r3 are randomly se-
lected in the population and r1≠ r2≠ r3. Parameter F is used
to control the amplification of the difference vector and
0≤F≤ 2.

In addition, the mutant vector can be generated in other
ways [26].

DE/best
1

: vi,g+1 � xbest,g + F xr1,g − xr2,g􏼐 􏼑,

DE/current − to − best
1

: vi,g+1 � xi,g + λ xbest,g − xi,g􏼐 􏼑

+ F xr1,g − xr2,g􏼐 􏼑,

DE/best
2

: vi,g+1 � xbest,g + F xr1,g − xr2,g + xr3,g − xr4,g􏼐 􏼑,

DE/rand
2

: vi,g+1 � xr5,g + F xr1,g − xr2,g + xr3,g − xr4,g􏼐 􏼑.

(5)
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2.1.3. Crossover. *e trial vector ui,g is obtained through
replacing some components of target vector xi,g with cor-
responding mutant vector vi,g.

ui,j,g �
vi,j,gif rand<CR or randi(1, D) � j,

xi,j,g else.
⎧⎨

⎩ (6)

randi(1, D) generate a random integer between 0 and D.
CR ∈ (0, 1) is the crossover factor which decides the pro-
portion of replaced components in xi,g.

2.1.4. Selection. In the selection operation, according to the
greedy strategy, the individual of next generation is selected
by comparing the trail vector ui,g and the target vector xi,g in
DE. *e selection method is as follows:

xi,g+1 �
ui,g, if f ui( 􏼁<f xi( 􏼁,

xi,g, else.
⎧⎨

⎩ (7)

2.2. JADE. *e JADE algorithm is a variant of DE that was
proposed by Zhang J. et al. [27] in 2009. In recent years,
many excellent algorithms have been established based on
JADE, and their advantages are as follows.

2.2.1. DE/Current-to-pbest Strategy. *e most important
improvement is that the new mutation strategy DE/current-
to-pbest is implemented with the optional external archive,
which uses historical information to provide evolution di-
rection information.

Mutation strategy without external archive is

vi,g � xi,g + Fi xp

best,g − xi,g􏼒 􏼓 + Fi xr1,g − xr2,g􏼐 􏼑. (8)

Mutation strategy with external archive is

vi,g � xi,g + Fi xp

best,g − xi,g􏼒 􏼓 + Fi xr1,g − 􏽥xr2,g􏼐 􏼑. (9)

*e difference between the above two mutation strate-
gies is the element 􏽥xr2,g. In the strategy with external archive,
there is a certain possibility for 􏽥xr2,g to be selected from
either the current group or the external archive, which
enhances the diversity of the population.

2.2.2. Adaptive Control Parameters of F and CR. *e control
parameters F and CR are updated adaptively to improve the
optimization performance.

CR is generated according to the normal distribution
with mean μCR and standard deviation equal to 0.1, and F is
generated according to the Cauchy distribution with mean
μF and standard deviation equal to 0.1. μCR and μF are
initially set to 0.5.

SCR is a collection for storing the CR value of each
generation of successful individuals. Similarly, SF is a col-
lection for storing the F value of each generation of suc-
cessful individuals.

After each iteration, the values of μCR and μF are updated
as follows:

μCR � (1 − c) · μCR + c · meanA SCR( 􏼁,

μF � (1 − c) · μF + c · meanL SF( 􏼁.
(10)

We have that c is the learning rate, which is set to 0.1,
meanA(.) refers to the arithmetic mean, and meanL(.) rep-
resents the Lehmer mean, which is defined as follows:

meanL SF( 􏼁 �
􏽐F∈SF

F
2

􏽐F∈SF
F

. (11)

In general, the control parameters of the DE algorithm
are not adaptive [28] and the convergence performance is
undesired. Although the convergence speed of JADE is high
[29], the single mutation strategy results in poor population
diversity and liability of falling into local optimum.

3. IJADE-TSO

3.1. Tuna Swarm Optimization. *e JADE algorithm uses a
single mutation strategy, giving rise to a greater possibility
of the algorithm falling into a local optimum. To com-
pensate for this, two foraging search strategies in tuna
swarm optimization (TSO) [25] have been introduced into
the mutation operation of IJADE. *e two mutation
strategies account for a respective percentage of the pop-
ulation to improve population diversity and avoid local
optimum.

Tuna swarm optimization is a novel swarm-based
metaheuristic algorithm for global optimization. *e in-
spiration for TSO comes from the cooperative foraging
behavior of tuna swarm. It mainly consists of two foraging
behaviors of tuna swarm: spiral foraging and parabolic
foraging. Its global exploration capacity excels its exploi-
tation capacity.

3.1.1. Spiral Foraging. When foraging, the tuna group will
form a spiral formation to round up the target in the face of
the rapid position change of the target fish group. If a small
part of tuna group moves firmly towards a certain direction,
the surrounding tuna group will gradually adjust their di-
rections and follow to round up. Each tuna will follow the
previous tuna while chasing the target, forming a chain of
information transmission. *e position of the most im-
portant lead tuna is updated by the mutation strategy of
IJADE, which augments the foraging efficiency. *e
mathematical model of the spiral foraging strategy is as
follows:
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vi,g � α1 · xbest,g + β · xbest,g − xi,g

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓

+ α2 · xi− 1,g, i � 2, 3, . . . , NP,

α1 � a +(1 − a) ·
g

gmax
,

α2 � (1 − a) − (1 − a) ·
g

gmax
,

β � e
bl

· cos(2πb),

l � e
3 cos gmax+1/g( )− 1( )π( ).

(12)

We have that xi,g is the ith individual of the g+1 gen-
eration, xbest,g is the current optimal individual (lead tuna),
α1 and α2 are weight coefficients that control the tendency of
individuals to move towards either the optimal individual or
the previous individual, a is a constant used to determine the
extent to which the tuna follows the optimal individual or
the previous individual in the initial phase, g denotes the
number of current iterations, gmax is the maximum number

of iterations, and b is a random number uniformly dis-
tributed between 0 and 1.

In the initial stage of foraging, the prey tracked by the
lead fish is not necessarily the fish group that provides the
most abundant food. *erefore, the whole tuna group needs
to scatter to find the location of the fish group with the most
abundant food. It is more efficient to stochastically select a
point in the space and spirally search around it. *e specific
mathematical model is described as follows:

vi,g � α1 · xran d,g + β · xran d,g − xi,g

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓

+ α2 · xi− 1,g, i � 2, 3, . . . , NP.

(13)

We have that xran d,g is a randomly generated reference
point in the search space.

Metaheuristic algorithms usually perform extensive
global exploration in the early stage and then gradually
transition to precise local exploitation. *erefore, TSO
changes the reference points of spiral foraging from random
individuals to optimal individuals with the increase in it-
eration. In summary, the final mathematical model of the
spiral foraging strategy is as follows:

vi,g �

α1 · xbest,g + β · xbest,g − xi,g

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓 + α2 · xi− 1,g, i � 2, 3, . . . , NP, if rand<
t

tmax
,

α1 · xran d,g + β · xran d,g − xi,g

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓 + α2 · xi− 1,g, i � 2, 3, . . . , NP, if rand≥
t

tmax
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

3.1.2. Parabolic Foraging. To prevent preys from escaping, in
addition to spiral foraging, tunas also adopt parabolic for-
aging. Tuna forms a parabolic formation with prey as a
reference point. Meanwhile, tuna forage preys by searching
areas around themselves. *e two approaches are performed
simultaneously, with the assumption that the selection
probabilities are 50% for both. *e specific mathematical
model is described as follows:

vi,g �

xbest,g + rand · xbest,g − xi,g􏼐 􏼑

+TF · p
2

· xbest,g − xi,g􏼐 􏼑, if rand< 0.5,

TF · p
2

· xi,g, if rand≥ 0.5.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(15)

p � 1 −
t

tmax
􏼠 􏼡

t/tmax( )

, (16)

where TF is a random number with a value of 1 or − 1.
Tuna work cooperatively with the two foraging strategies

to hunt for the prey. In each iteration, each individual
randomly executes one of the two foraging strategies.

3.2. Crossover Rate Sorting Mechanism and CR Repairing.
In order to establish the relationship between CR and the
individual fitness values, the CR sorting mechanism [30] is

introduced. Firstly, the CR values are generated by Gaussian
distribution and then are sorted in an ascending order. *is
is shown as follows:

CR′ � sort CR, ′ascen d′( 􏼁,

index � sort f(X), ′ascen d′( 􏼁,

CR(index) � CR′.

(17)

A variant of JADE is introduced in [31], which modifies
the crossover factor according to the real crossover rate of
each generation. In this way, the adaption of the crossover
factor is improved. Its crossover operation becomes

bi,j �
1, if rand<CRor randi(1, D) � j,

0, else,

⎧⎪⎨

⎪⎩

CRi �
􏽐

D
j�1 bi,j

D
.

(18)

By sorting the CR values, the individuals with better
fitness are given smaller CR, so their next generation can
retain more characteristics of the parent individuals.
Meanwhile the poor individuals will be given larger CR and a
larger proportion of components will be replaced by the
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mutated individuals. *is helps to improve the exploration
efficiency.

With the CR sorting mechanism, the issue of neglecting
the relationship between CR values and the individual fitness
values in JADE can be effectively addressed. *rough CR
correction, the actual crossover rate is introduced into the
calculation of the crossover factor in the next generation.

3.3. Top α r1 Selection. In LSHADE-RSP [17], a ranking-
based approach was proposed for the selection of r1 and r2.
In the JADE algorithm, the selection of the r1 individual is
random. To improve the convergence efficiency of the al-
gorithm, we use the top α r1 selection strategy. *e selection
of r1 is shown as follows:

r1 � floor(1 + α · NP · ran d). (19)

We have that α · NP is the number of candidates for the
selection of r1, and rand is a random value selected in [0, 1].
*e individuals with better fitness values will be more likely
to be selected. In this way, it is easier to form a difference
vector that evolves towards the current optimal individual
and expedite convergence.

3.4. Linear Population Size Reduction. *e linear population
size reduction strategy is introduced to accomplish depth
exploration around the optimal individual and facilitate
algorithm convergence in the final stage of the search. *e
mathematical formula is as follows:

NP � round
NPmin − NPinit

FEsmax
􏼠 􏼡 × FEs + NPinit􏼢 􏼣. (20)

NPmin and NPinit represent the minimum population
and the number of initial populations, respectively. How-
ever, the increasing number of populations will result in a
decrease in population diversity, making it liable to be
trapped in local optimum. *erefore, rather than setting
NPmin to 4 in [19], NPmin is set to 50 in this paper.

*e algorithm pseudocode is shown as Table 1 and the
corresponding flowchart of IJADE-TSO algorithm is shown
in Figure 1.

4. Numerical Experiment and Discussion

4.1.CEC2014. In this section, we use the 2014 IEEE CEC test
suite to verify the performance of the IJADE-TSO by
comparing it with state-of-the-art algorithms, including
LSHADE [19], iLSHADE [20], SPS-LSHADE-EIG [32], CPI-
JADE [33], GEDGWO [34], and DOLTLBO [35]. Among
them, LSHADE won a prize at the 2014 IEEE CEC. *e first
four are all improved algorithms based on JADE. GEDGWO
is a variant of GWO [8] applying the Gauss probability
model to estimate the distribution. DOLTLBO is an en-
hanced teaching-learning-based optimization algorithm
proposed in 2019. *e parameters are the same as the
recommended settings in the original works, as reported in
Table 2.

*e definitions and optimal values of CEC 2014 test suite
are provided in [36]. *e number of maximum function
evaluations (MaxFEs) is set toD× 10000, andD is set to 30 in
this paper. Each function is evaluated 51 times indepen-
dently for statistics. *e error value between the best ob-
tained solution and the optimum solution is recorded as the
result.

All experiments are performed on a computer with
AMD R7 4800U (1.80GHz) processor and 16GB of RAM.
*e programs are implemented by MATLAB 2016B
platform.

From Table 3, It is apparent that, for unimodal functions,
IJADE-TSO outperforms all other comparison algorithms,
and the optimal value can be stably obtained, which con-
firms the excellent performance of IJADE-TSO in solving
unimodal functions. As for the multimodal and hybrid
functions, IJADE-TSO ranked in the top four except F5 and
F12. IJADE-TSO ranks in the top two except F26 in solving
composition functions. It is worth noting that the latter two
groups of test functions are more complex, so the superiority
of IJADE-TSO in solving complex optimization problems is
better demonstrated. SPS-LSHADE-EIG performs well in
multimodal functions except for F14, unimodal and

Table 1: Pseudocode of IJADE-TSO algorithm.

Algorithm: IJADE-TSO
Initialise population
μCR � 0.5, μF � 0.8, A � ∅, p � 0.11, Ar � 2.6, NPmin � 50, α � 0.6
for g= 1 to gmax do
for i= 1:NP
CRi � ran dni(μCR, 0.1), Fi � ran dci(μF, 0.1)

End
CR � sort(CR)

for i= 1:NP
if rand< 0.9 or i= 1
Generate r1, r2, x

p

best
vi,g � xi,g + Fi(x

p

best,g − xi,g) + Fi(xr1,g − 􏽥xr2,g)

Else
if rand< 0.5
generate vi,g According to equation (19)
else
generate vi,g According to equation (20)
end
end
if ran d<CRor ran di(1, D) � j

ui,j,g+1 � vi,j,g, bi,j � 1
else
ui,j,g+1 � xi,j,g, bi,j � 0
end
CRi′ � 􏽐

D
j�1 bi,j/D, CR � CR′

if f(ui)≤f(xi)

xi,G+1 � ui,G, xi,G⟶ A, CRi⟶ SCR, Fi⟶ SF

else
xi,G+1 � xi,G

end
end
Update μCR , μF and NP
Update archive size by removing worst solutions
Update population size by removing worst solutions
end
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multimodal functions, and hybrid functions but performs
poorly in composition functions except F26. LSHADE and
iLSHADE are similar to SPS-LSHADE-EIG, but LSHADE
shows poor performance in F19 and iLSHADE performs
poorer than SPS-LSHADE-EIG for composition functions.
*e performances of CPI-JADE and GEDGWO are poor.
DOLTLBO performs well in F23, F25, F26, and F28 of
composition functions but poor in other functions.

Figure 2 shows the ranking of the algorithm in each test
function. *e closer to the center of the circle, the higher the
ranking, and vice versa. *e area enclosed by the curves
shows the overall ranking of the algorithms.

4.1.1. Friedman Test. *e Friedman test is used [37] to
analyze the performance difference of algorithms on the 30
test functions. Table 4 shows the average ranking results of
each algorithm.

*e ranking value of IJDAE-TSO is 2.92, ranking the top
among all algorithms. *e rankings of the other six algo-
rithms are as follows: SPS-LSHADE-EIG, iLSHADE,
LSHADE, GEDGWO, CPI-JADE, and DOLTLBO. Note
that, compared with the improved variant of JADE, CPI-
JADE, which ranks sixth, IJDAE-TSO ranks the first,
proving the effectiveness of the improvement strategies. *e
p value calculated by Iman-Davenport test is 4.43e-11,
showing that there is a significant difference between
algorithms.

4.1.2. Wilcoxon Signed-Rank Test. Reference [38] shows that
it is insufficient to analyze and compare the algorithms only
according to the average value. Because, in some tests, the
results produced by the algorithms are slightly different, and
the occurrence of these differences may be accidental, to
verify whether the statistical difference between IJADE-TSO
and the comparison algorithms is accidental or not, the
Wilcoxon signed-rank test is used to analyze the perfor-
mances of the IJADE-TSO and the other six algorithms.
Table 5 lists the Wilcoxon signed-rank test [39] results of
each competitor and IJADE-TSO with the significance level
set to 0.05. In Table 5, “+” indicates that the optimization
result of IJADE-TSO is better than the competitor, “− ”
denotes the opposite, and “=” represents that the optimi-
zation results are similar. “R+” denotes the magnitude with
which IJADE-TSO surpasses the comparison algorithm, and
“R–” indicates the opposite result. *e statistical results of
the test are also given in the last row of the table. According
to the statistical results in Table 5, among the 30 test
functions of CEC 2014 test set, IJADE-TSO shows a per-
formance that is similar to those of SPS-LSHADE-EIG,
LSHADE, and iLSHADE and precedes CPI-JADE in all test
functions except F5, F7, F12, and F14.

4.1.3. Convergence Curve of Algorithms. To further illustrate
the convergence performance of IJADE-TSO, the average
error convergence curves in solving the test function are
given in Figure 3.

Start
Initializing the populations

and parameters

Generate CR and F

Sort the CR using
Eq.(24) 

g<gmax

If rand<0.9
or i=1 

If rand<0.5

Generate u using
Eq. (7)

Generate v using
Eq. (19)

Generate v using
Eq. (20)

Calculate population 
fitness values

Update x using Eq. (8)

End

Update parameters, archive 
and population size

Generate v using
Eq. (10)

Calculate repaired CR
using Eq. (26)

Yes No

Yes

No

Yes No

Figure 1: *e flowchart of the IJADE-TSO algorithm.

Table 2: Parameter settings for the seven algorithms in the CEC 2014 test.

Algorithms Parameter settings
IJADE-TSO NPmin � 50, μCR � 0.5, μF � 0.8, p � 0.11, rarc � 2.6, α � 0.6
SPS-LSHADE-EIG NPmin � 4, ERinit � 1, p � 0.11, H � 6, MF � 0.5, MCR � 0.5, Q � 64
LSHADE NPinit � 18 · D, NPmin � 4, rarc � 2.6, p � 0.11, H � 6, MF � 0.5, MCR � 0.5
CPI-JADE NPinit � 500, μCR � 0.5, μF � 0.5, c � 0.1, p � 0.05
iLSHADE NPinit � 12 · D, NPmin � 4, Ar � 2.6, pinit � 0.2, pmin � 0.1, H � 6, MF � 0.5, MCR � 0.8
GEDGWO NPinit � 500, r3 ∈ (0, 1), r4 ∈ (0, 1), r5 ∈ (0, 1)

DOLTLBO NPinit � 500, jr � 0.3, w � 10

6 Mathematical Problems in Engineering



Ta
bl

e
3:

C
om

pa
ri
so
n
of

st
at
ist
ic
al

re
su
lts

de
ri
ve
d
fr
om

se
ve
n
al
go
ri
th
m
s
fo
r
C
EC

20
14

te
st

su
ite
.

N
o.

Ty
pe
s

IJ
A
D
E-
TS

O
SP

S-
LS

H
A
D
E-
EI
G

LS
H
A
D
E

C
PI
-J
A
D
E

G
ED

G
W
O

iL
SH

A
D
E

D
O
LT

LB
O

M
ea
n
SD

M
ea
n
SD

M
ea
n
SD

M
ea
n
SD

M
ea
n
SD

M
ea
n
SD

M
ea
n
SD

F0
1

U
ni
m
od

al
fu
nc
tio

ns
1.
42
E
−
14

8.
04
E

−
15

1.
50
E

−
14

8.
72
E

−
15

1.
73
E

−
14

7.
69
E
−
15

1.
10
E

−
04

5.
66
E

−
05

9.
88
E

−
03

1.
15
E

−
02

2.
01
E

−
14

1.
34
E

−
14

8.
82
E
+
05

7.
11
E
+
05

F0
2

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

1.
11
E

−
15

5.
57
E

−
15

1.
57
E

−
09

1.
23
E

−
09

3.
18
E

−
04

1.
12
E

−
03

1.
11
E

−
15

5.
57
E

−
15

4.
96
E
+
02

7.
91
E
+
02

F0
3

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

3.
34
E

−
15

1.
35
E

−
14

5.
74
E

−
11

4.
39
E

−
11

1.
27
E

−
05

9.
49
E

−
06

3.
34
E

−
15

1.
35
E

−
14

3.
50
E
+
00

3.
32
E
+
00

F0
4

Si
m
pl
e
m
ul
tim

od
al
fu
nc
tio

ns

4.
90
E
−
14

3.
41
E

−
14

1.
05
E

−
13

9.
33
E

−
14

8.
92
E

−
14

4.
44
E

−
14

6.
21
E

−
01

6.
24
E

−
01

5.
62
E

−
04

3.
95
E

−
03

5.
24
E

−
14

2.
50
E
−
14

5.
78
E
+
01

3.
75
E
+
01

F0
5

2.
06
E
+
01

2.
40
E

−
01

2.
01
E
+
01

6.
58
E

−
02

2.
01
E
+
01

3.
05
E
−
02

2.
06
E
+
01

4.
91
E

−
02

2.
09
E
+
01

5.
55
E

−
02

2.
01
E
+
01

1.
27
E

−
01

2.
09
E
+
01

5.
95
E

−
02

F0
6

0.
00
E
+
00

0.
00
E
+
00

1.
93
E

−
02

1.
38
E

−
01

0.
00
E
+
00

0.
00
E
+
00

1.
24
E
+
01

2.
64
E
+
00

1.
09
E

−
01

3.
08
E

−
01

1.
93
E

−
02

1.
38
E

−
01

1.
73
E
+
01

3.
26
E
+
00

F0
7

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

0.
00
E
+
00

1.
60
E

−
09

3.
72
E

−
09

0.
00
E
+
00

0.
00
E
+
00

1.
62
E

−
02

1.
97
E

−
02

F0
8

2.
49
E

−
01

1.
78
E
+
00

1.
56
E

−
13

6.
81
E

−
14

1.
92
E

−
13

7.
71
E

−
14

2.
83
E
+
01

2.
10
E
+
00

4.
11
E
+
01

1.
06
E
+
01

1.
14
E
−
13

0.
00
E
+
00

7.
35
E
+
01

1.
71
E
+
01

F0
9

7.
97
E
+
00

1.
67
E
+
00

7.
96
E
+
00

3.
49
E
+
00

6.
47
E
+
00

1.
68
E
+
00

7.
93
E
+
01

5.
43
E
+
00

4.
71
E
+
01

1.
35
E
+
01

7.
59
E
+
00

1.
69
E
+
00

8.
49
E
+
01

2.
36
E
+
01

F1
0

6.
16
E
+
00

3.
41
E
+
00

4.
90
E

−
03

1.
15
E

−
02

3.
27
E
−
03

7.
65
E
−
03

1.
17
E
+
03

1.
18
E
+
02

1.
75
E
+
03

5.
03
E
+
02

7.
35
E

−
03

1.
37
E

−
02

2.
93
E
+
03

6.
12
E
+
02

F1
1

1.
94
E
+
03

3.
05
E
+
02

1.
09
E
+
03

4.
35
E
+
02

1.
24
E
+
03

2.
02
E
+
02

4.
14
E
+
03

2.
46
E
+
02

2.
90
E
+
03

5.
77
E
+
02

1.
08
E
+
03

2.
58
E
+
02

3.
48
E
+
03

7.
63
E
+
02

F1
2

1.
78
E
+
00

5.
81
E

−
01

1.
02
E
−
01

3.
49
E

−
02

1.
63
E

−
01

2.
25
E
−
02

9.
10
E

−
01

1.
06
E

−
01

1.
42
E
+
00

5.
52
E

−
01

1.
87
E

−
01

1.
51
E

−
01

1.
82
E
+
00

2.
33
E

−
01

F1
3

1.
27
E

−
01

1.
85
E

−
02

4.
79
E
−
02

9.
91
E
−
03

1.
19
E

−
01

1.
64
E

−
02

2.
51
E

−
01

3.
41
E

−
02

2.
49
E

−
01

5.
35
E

−
02

9.
90
E

−
02

2.
08
E

−
02

3.
65
E

−
01

7.
23
E

−
02

F1
4

2.
28
E
−
01

3.
98
E

−
02

2.
80
E

−
01

3.
75
E

−
02

2.
34
E

−
01

2.
92
E

−
02

2.
39
E

−
01

2.
56
E
−
02

2.
52
E

−
01

4.
05
E

−
02

1.
66
E

−
01

3.
39
E

−
02

2.
35
E

−
01

3.
75
E

−
02

F1
5

2.
85
E
+
00

3.
27
E

−
01

2.
91
E
+
00

7.
26
E

−
01

2.
15
E
+
00

2.
33
E
−
01

8.
72
E
+
00

7.
85
E

−
01

3.
82
E
+
00

1.
14
E
+
00

1.
89
E
+
00

3.
20
E

−
01

7.
97
E
+
00

2.
77
E
+
00

F1
6

9.
96
E
+
00

5.
94
E

−
01

7.
21
E
+
00

9.
30
E

−
01

8.
57
E
+
00

4.
37
E

−
01

1.
13
E
+
01

2.
64
E
−
01

1.
01
E
+
01

7.
26
E

−
01

7.
85
E
+
00

7.
79
E

−
01

1.
16
E
+
01

2.
99
E

−
01

F1
7

H
yb
ri
d
fu
nc
tio

ns

2.
31
E
+
02

1.
21
E
+
02

1.
65
E
+
02

9.
74
E
+
01

1.
71
E
+
02

9.
15
E
+
01

7.
58
E
+
02

1.
76
E
+
02

2.
56
E
+
02

2.
58
E
+
02

2.
01
E
+
02

1.
20
E
+
02

5.
10
E
+
03

4.
38
E
+
03

F1
8

5.
84
E
+
00

2.
88
E
+
00

5.
78
E
+
00

2.
65
E
+
00

6.
21
E
+
00

2.
48
E
+
00

4.
25
E
+
01

5.
98
E
+
00

3.
95
E
+
01

2.
37
E
+
01

4.
84
E
+
00

2.
03
E
+
00

2.
44
E
+
02

5.
01
E
+
01

F1
9

3.
46
E
+
00

7.
68
E

−
01

2.
86
E
+
00

7.
08
E

−
01

3.
77
E
+
00

5.
85
E

−
01

4.
48
E
+
00

4.
63
E
−
01

2.
75
E
+
00

7.
52
E

−
01

2.
84
E
+
00

8.
20
E

−
01

1.
07
E
+
01

8.
34
E
+
00

F2
0

3.
48
E
+
00

2.
58
E
+
00

2.
86
E
+
00

1.
26
E
+
00

2.
97
E
+
00

1.
25
E
+
00

1.
67
E
+
01

1.
91
E
+
00

1.
80
E
+
01

1.
49
E
+
01

2.
59
E
+
00

1.
05
E
+
00

1.
78
E
+
02

5.
44
E
+
01

F2
1

1.
52
E
+
02

1.
12
E
+
02

7.
23
E
+
01

7.
11
E
+
01

8.
00
E
+
01

7.
29
E
+
01

4.
21
E
+
02

1.
40
E
+
02

2.
51
E
+
02

2.
33
E
+
02

1.
06
E
+
02

8.
55
E
+
01

2.
78
E
+
03

1.
82
E
+
03

F2
2

3.
58
E
+
01

1.
91
E
+
01

2.
78
E
+
01

2.
87
E
+
01

2.
91
E
+
01

2.
34
E
+
01

1.
07
E
+
02

4.
66
E
+
01

1.
99
E
+
02

1.
03
E
+
02

3.
77
E
+
01

4.
28
E
+
01

2.
13
E
+
02

9.
12
E
+
01

F2
3

C
om

po
sit
io
n
fu
nc
tio

ns

2.
00
E
+
02

1.
89
E

−
01

3.
15
E
+
02

4.
16
E

−
13

3.
15
E
+
02

4.
02
E

−
13

3.
15
E
+
02

4.
02
E

−
13

2.
00
E
+
02

1.
28
E
+
00

3.
15
E
+
02

4.
02
E

−
13

2.
00
E
+
02

0.
00
E
+
00

F2
4

2.
00
E
+
02

0.
00
E
+
00

2.
24
E
+
02

1.
32
E
+
00

2.
24
E
+
02

1.
00
E
+
00

2.
22
E
+
02

6.
45
E

−
01

2.
00
E
+
02

2.
85
E

−
03

2.
14
E
+
02

1.
07
E
+
01

2.
00
E
+
02

5.
03
E

−
11

F2
5

2.
00
E
+
02

4.
10
E

−
03

2.
03
E
+
02

5.
26
E

−
02

2.
03
E
+
02

4.
40
E

−
02

2.
03
E
+
02

2.
80
E

−
02

2.
02
E
+
02

9.
64
E

−
01

2.
03
E
+
02

1.
34
E

−
01

2.
00
E
+
02

0.
00
E
+
00

F2
6

1.
00
E
+
02

1.
88
E

−
02

1.
00
E
+
02

1.
40
E
−
02

1.
00
E
+
02

1.
62
E

−
02

1.
00
E
+
02

2.
95
E

−
02

1.
00
E
+
02

5.
30
E

−
02

1.
00
E
+
02

2.
77
E
−
02

1.
00
E
+
02

6.
91
E

−
02

F2
7

2.
00
E
+
02

1.
10
E

−
02

3.
00
E
+
02

1.
11
E
−
13

3.
00
E
+
02

2.
56
E

−
13

3.
59
E
+
02

4.
98
E
+
01

3.
65
E
+
02

4.
80
E
+
01

3.
04
E
+
02

1.
47
E
+
01

2.
08
E
+
02

1.
88
E
+
01

F2
8

2.
02
E
+
02

1.
23
E
+
01

8.
40
E
+
02

1.
35
E
+
01

8.
45
E
+
02

1.
55
E
+
01

8.
44
E
+
02

1.
57
E
+
01

5.
51
E
+
02

3.
03
E
+
02

8.
46
E
+
02

1.
96
E
+
01

2.
00
E
+
02

2.
51
E
−
01

F2
9

6.
48
E
+
02

1.
00
E
+
02

7.
16
E
+
02

3.
16
E
+
00

7.
16
E
+
02

3.
44
E
+
00

7.
16
E
+
02

1.
71
E
+
00

1.
41
E
+
02

8.
70
E
+
01

7.
16
E
+
02

3.
67
E
+
00

2.
64
E
+
04

1.
77
E
+
05

F3
0

8.
38
E
+
02

8.
18
E
+
02

1.
27
E
+
03

5.
75
E
+
02

1.
23
E
+
03

5.
65
E
+
02

9.
30
E
+
02

1.
52
E
+
02

4.
34
E
+
02

6.
02
E
+
01

2.
22
E
+
03

1.
01
E
+
03

1.
95
E
+
03

5.
92
E
+
02

Mathematical Problems in Engineering 7



For most unimodal functions, simple multimodal
functions, and hybrid functions, IJADE-TSO shows better
convergence accuracy and higher convergence speed com-
pared to GEDGWO, CPI-JADE, and DLOTLBO and slower
convergence speed compared to LSHADE, iLSHADE, and
SPS-LSHADE-EIG. For the composite function, the con-
vergence curve of IJADE-TSO drops slightly at the initial
stage of iteration and then falls into local optimization, but it
breaks through local optimization at the later stage of it-
eration and shows a significant decline. For composition
functions, LSHADE, SPS-LSHADE-EIG, and iLSHADE
converge quickly, but their accuracy is significantly worse
than that of IJADE-TSO, and they are apt to fall into the local
optimum. As mentioned above, IJADE-TSO possesses both
strong convergence ability and the capacity to break through
local optimization.

4.1.4. Box Graph of the Results. *e following box graphs are
drawn to analyze the distribution characteristics of the re-
sults for CEC 2014 test functions.

As shown in Figure 4, the center mark of each box
represents the median value of the results of 51 runs, and the
bottom and upper edges of each box represent the third and

fourth quartiles, respectively. Outliers are drawn separately
with “+.” IJADE-TSO has no outliers in 13 test functions
(F2-F3, F5–F7, F9, F13-F14, F17, F19, F24, F26, and F29).
*e distribution of the IJADE-TSO solutions is more cen-
tralized, with rarely produced outliers, except for F30. *us,
it is safe to conclude that IJADE-TSO is more robust than the
competing algorithms.

4.2. Parameters Identification of Photovoltaic Models.
Global warming has become an increasingly serious issue
threatening the survival of mankind nowadays. In response
to the environmental impact of global warming, solar energy
has become widely exploited as a clean energy source [40].
Solar energy has many advantages, such as being nonpol-
luting, renewable, cheap, and easy to obtain. Photovoltaic
systems are commonly used in daily life as an important
device for collecting solar energy. PV models are crucial for
PV systems, as they are used to imitate the response of real
PV cells, fitting measured current-voltage (I-V) data under
all operating conditions. *e most widely used PV systems
are single-diode model (SDM), double-diode model (DDM),
and PV module model [41]. It is necessary to identify the
parameters in the established photovoltaic models to make

F12
F11

F10 F9 F8 F7
F6

F5

F4

F3

F2

F1

F30

F29

F28

F27
F26

F25F24F23F22
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F14

F13

IJADE-TSO
SPS-LSHADE-EIG
LSHADE
CPI-JADE
GEDGWO
iLS1IADE
DOLBLTO

Figure 2: Radar figure of algorithm rankings.

Table 4: Friedman test.

Algorithm IJADE-TSO SPS-LSHADE-EIG LSHADE CPI-JADE GEDGWO iLSHADE DOLTLBO
Rank 2.92 2.93 3.23 5.22 4.77 3.10 5.83
Friedman test: p value is 4.43e-11; Chi-square is 60.03.
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the model more consistent with the measured data. In this
section, the proposed IJADE-TSO algorithm is used to
identify parameters of photovoltaic models.

4.2.1. Problem Statement. In [42], there are three PV
models, single-diode model, double-diode model, and PV

module model, which are not repeated in this paper. *e PV
parameter identification models referenced from [41, 42] are
as follows.

In general, parameters extraction problem is usually
transformed into a class of optimization problem to leverage
the optimization algorithms. Similar to [42], the root mean
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Figure 3: Convergence curve of algorithms.
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square error (RMSE) is also used as the objective function in
this study, which is defined as follows:

RMSE(x) �

����������������

1
N

􏽘

N

k�1
f Vk, Ik, x( 􏼁

2

􏽶
􏽴

, (21)

whereN is the number of measured I-V data samples and x is
a vector that concludes the unknown parameters to be
extracted. For different PV models, their objective functions
are represented as follows.
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f(V, I, x) � Iph − Io exp
V + IRs

aVt

􏼠 􏼡 − 1􏼢 􏼣 −
V + IRs

Rsh

− I,

x � Iph, Io, Rs, Rsh, a􏽨 􏽩.

(22)

For double-diode model,

f(V, I, x) � Iph − Io1 exp
V + IRs

a1Vt

􏼠 􏼡 − 1􏼢 􏼣

− Io2 exp
V + IRs

a2Vt

􏼠 􏼡 − 1􏼢 􏼣 −
V + IRs

Rsh

− I

x � Iph, Io1, Io1, Rs, Rsh, a1, a2􏽨 􏽩.

(23)

For PV module based on the SDM,

f(V, I, x) � Iph − Io exp
V + IRs

aVt

􏼠 􏼡 − 1􏼢 􏼣 −
V + IRs

Rsh

− I,

x � Iph, Io, Rs, Rsh, a􏽨 􏽩.

(24)

4.2.2. Experimental Results and Analysis. To evaluate the
performance of IJADE-TSO, we employ it to extract pa-
rameters of SDM, DDM, and PV module model. *e I-V

data of SDM and DDM are obtained from [43], which are
measured on a 57mm diameter commercial (R.T.C France)
silicon solar cell under 1000W/m2 at 33°C.

(1) Results for the Eree Models. In order to further show the
quality of the results, we have introduced individual absolute
error (IAE).

IAE � Im − Ic

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (25)

Im is the measured current and Ic is the simulated
current. IAE represents the absolute error between them.

*e I-V characteristics obtained by IJADE-TSO and the
individual absolute error (IAE) between the experimental
data and simulated data are shown in Tables 6–8 and the I-V
characteristics are plotted in Figure 5. In addition, Tables 6–8
present the individual absolute error (IAE) between the
measured data and calculated data. From Table 6, all the IAE
values of single-diode model are smaller than 2.5434E − 03.
From Table 7, all the IAE values of double-diode model are
smaller than 1.6284E − 03. FromTable 8, all the IAE values of
double-diode model are smaller than 4.8328E − 03. *e
results show that the calculated data obtained by IJADE-
TSO are remarkably in accordance with the measured data
over the whole voltage range, which indicates that IJADE-
TSO identifies highly accurate parameters.

(2) Statistical Results and Convergence Speed. To validate the
superior performance of IJADE-TSO, the comparisons are
carried out with other algorithms including MLHADE [44],

Table 6: IAE of IJADE-TSO for each measurement on single-diode model.

Item Vm (V) Im (A) Ic (A) IAE
1 − 0.2057 0.764 0.7641 8.7704E − 05
2 − 0.1291 0.762 0.7627 6.6309E − 04
3 − 0.0588 0.7605 0.7614 8.5531E − 04
4 0.0057 0.7605 0.7602 3.4601E − 04
5 0.0646 0.76 0.7591 9.4479E − 04
6 0.1185 0.759 0.7580 9.5765E − 04
7 0.1678 0.757 0.7571 9.1654E − 05
8 0.2132 0.757 0.7561 8.5864E − 04
9 0.2545 0.7555 0.7551 4.1313E − 04
10 0.2924 0.754 0.7537 3.3612E − 04
11 0.3269 0.7505 0.7514 8.9097E − 04
12 0.3585 0.7465 0.7474 8.5385E − 04
13 0.3873 0.7385 0.7401 1.6172E − 03
14 0.4137 0.728 0.7274 6.1777E − 04
15 0.4373 0.7065 0.7070 4.7265E − 04
16 0.459 0.6755 0.6753 2.1985E − 04
17 0.4784 0.632 0.6308 1.2417E − 03
18 0.496 0.573 0.5719 1.0716E − 03
19 0.5119 0.499 0.4996 6.0702E − 04
20 0.5265 0.413 0.4136 6.4879E − 04
21 0.5398 0.3165 0.3175 1.0101E − 03
22 0.5521 0.212 0.2122 1.5494E − 04
23 0.5633 0.1035 0.1023 1.2487E − 03
24 0.5736 − 0.01 − 0.0087 1.2825E − 03
25 0.5833 − 0.123 − 0.1255 2.5074E − 03
26 0.59 − 0.21 − 0.2085 1.5277E − 03
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improved JAYA [45], JADE [27], crow search algorithm
(CSA) [46], and multiple learning backtracking search al-
gorithm (MLBSA) [47]. Among the above algorithms,
MLSHAPE, MLBSA, IJAYA, and CSA are excellent algo-
rithms that have been applied in the field of photovoltaic
parameter identification in recent years. JADE is the pro-
totype of the improved algorithm in this paper. For fair
comparison, the value of function evaluations of all algo-
rithms is set to 50000 for all problems. Meanwhile, each
algorithm is tested 30 times independently. *e population
sizes of all compared algorithms are set to 50. Other algo-
rithm parameter settings are the same as the references.

*e statistical results are reported in Table 9. For single-
diode model, IJADE-TSO has the same accuracy as
MLSHADE and MLBSA. *e Min RMSE searched by all
algorithms have no difference except IJAYA. As for standard
deviation, IJADE-TSO is better than its competitors. For
double-diode model, only IJADE-TSO and MLSHADE al-
gorithms obtain the same Min RMSE, but the Mean and SD

RMSE of IJADE-TSO ranks the first. For PV module model,
the minimum RMSE of PVmodel obtained by all algorithms
are no different. Only MLBSA, IJADE-TSO, and JADE
ranked the first in the Mean RMSE. *e SD value obtained
by IJADE-TSO ranks the first. Overall, IJADE-TSO has
better search ability and robustness than the comparison
algorithms and can steadily obtain the minimum RMSE
value in all three PV parameter identification models.

*e convergence curves among all competitors for three
PV models are shown in Figure 6. Obviously, for the single-
diodemodel, the descent curve of the IJADE-TSO algorithm is
significantly higher compared to the other algorithms in the
initial parts, and then it declines fastest and obtains the best
results after 10,000 function evaluations. AlthoughMLSHADE
and MLBSA also obtain the best results, they are significantly
slower than IJADE-TSO. For the double-diode model, IJADE-
TSO achieves the best results with the least number of function
evaluations. For the PV model, IJADE-TSO, MLBSA, and
JADE all achieve the best results, but IJADE-TSO uses the least
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Figure 5: Comparisons between measured data and calculated data for three models.
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Table 7: IAE of IJADE-TSO for each measurement on double diode model.

Item Vm (V) Im (A) Ic (A) IAE
1 − 0.2057 0.764 0.7640 1.6588E − 05
2 − 0.1291 0.762 0.7626 6.0410E − 04
3 − 0.0588 0.7605 0.7613 8.3770E − 04
4 0.0057 0.7605 0.7602 3.2621E − 04
5 0.0646 0.76 0.7591 8.9232E − 04
6 0.1185 0.759 0.7581 8.7858E − 04
7 0.1678 0.757 0.7572 1.8861E − 04
8 0.2132 0.757 0.7562 7.5639E − 04
9 0.2545 0.7555 0.7552 3.2270E − 04
10 0.2924 0.754 0.7537 2.7765E − 04
11 0.3269 0.7505 0.7514 8.9913E − 04
12 0.3585 0.7465 0.7473 8.0144E − 04
13 0.3873 0.7385 0.7400 1.5107E − 03
14 0.4137 0.728 0.7272 7.5305E − 04
15 0.4373 0.7065 0.7069 3.5030E − 04
16 0.459 0.6755 0.6752 2.8946E − 04
17 0.4784 0.632 0.6308 1.2392E − 03
18 0.496 0.573 0.5720 1.0053E − 03
19 0.5119 0.499 0.4997 7.0614E − 04
20 0.5265 0.413 0.4137 7.3367E − 04
21 0.5398 0.3165 0.3175 1.0462E − 03
22 0.5521 0.212 0.2121 1.2300E − 04
23 0.5633 0.1035 0.1022 1.3367E − 03
24 0.5736 − 0.01 − 0.0088 1.2082E − 03
25 0.5833 − 0.123 − 0.1255 2.5434E − 03
26 0.59 − 0.21 − 0.2084 1.6284E − 03

Table 8: IAE of IJADE-TSO for each measurement on PV module model.

Item Vm (V) Im (A) Ic (A) IAE
1 0.1248 1.0315 1.0291 2.3808E − 03
2 1.8093 1.03 1.0274 2.6189E − 03
3 3.3511 1.026 1.0257 2.5820E − 04
4 4.7622 1.022 1.0241 2.1072E − 03
5 6.0538 1.018 1.0223 4.2918E − 03
6 7.2364 1.0155 1.0199 4.4307E − 03
7 8.3189 1.014 1.0164 2.3631E − 03
8 9.3097 1.01 1.0105 4.9615E − 04
9 10.2163 1.0035 1.0006 2.8710E − 03
10 11.0449 0.988 0.9845 3.4516E − 03
11 11.8018 0.963 0.9595 3.4783E − 03
12 12.4929 0.9255 0.9228 2.6612E − 03
13 13.1231 0.8725 0.8726 9.9663E − 05
14 13.6983 0.8075 0.8073 2.2574E − 04
15 14.2221 0.7265 0.7283 1.8365E − 03
16 14.6995 0.6345 0.6371 2.6380E − 03
17 15.1346 0.5345 0.5362 1.7131E − 03
18 15.5311 0.4275 0.4295 2.0113E − 03
19 15.8929 0.3185 0.3188 2.7448E − 04
20 16.2229 0.2085 0.2074 1.1105E − 03
21 16.5241 0.101 0.0962 4.8328E − 03
22 16.7987 − 0.008 − 0.0083 3.2539E − 04
23 17.0499 − 0.111 − 0.1109 6.3517E − 05
24 17.2793 − 0.209 − 0.2092 2.4727E − 04
25 17.4885 − 0.303 − 0.3009 2.1364E − 03
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number of function evaluations and its iteration curve declines
the fastest. Among the three PV models, the descent curve of
the IJADE-TSO declines the fastest compared with other al-
gorithms and achieves the best results.

In order to comprehensively compare the performances
of all algorithms in the three PV models, we conducted a
Friedman test with a significance of 0.05, and the results are
shown in Table 10.

Table 9: Statistical results of RMSE of different algorithms for three models.

Model Algorithm IJADE-TSO MLSHADE MLBSA IJAYA JADE CSA

Single-diode model
Min 9.8602E− 04 9.8602E− 04 9.8602E− 04 9.8613E − 04 9.8602E− 04 9.8602E− 04
Mean 9.8602E− 04 9.8602E− 04 9.8602E− 04 1.0030E − 03 9.8624E − 04 1.0362E − 03
SD 1.9126E− 17 3.6556E − 17 7.0565E − 11 6.1010E − 05 1.1128E − 06 1.0178E − 04

Double-diode model
Min 9.8248E− 04 9.8248E− 04 9.8249E − 04 9.8354E − 04 9.8863E − 04 9.8467E − 04
Mean 9.8296E− 04 9.8336E − 04 9.8647E − 04 1.0128E − 03 1.1220E − 03 1.3258E − 03
SD 1.2228E− 06 1.4528E − 06 5.1996E − 06 6.7236E − 05 1.6138E − 04 5.1016E − 04

PV module model
Min 2.4251E− 03 2.4251E− 03 2.4251E− 03 2.4251E− 03 2.4251E− 03 2.4251E− 03
Mean 2.4251E− 03 2.4373E − 03 2.4251E− 03 2.4377E − 03 2.4251E− 03 2.6458E − 03
SD 1.9641E− 17 4.6443E − 05 1.6392E − 08 2.9308E − 05 1.9823E − 17 6.2071E − 04
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Figure 6: Convergence curves for three models.
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In terms of Min, Mean, and SD of RMSE, IJADE-TSO
excels all other algorithms, ranking the first, which shows
that IJADE-TSO has an excellent performance in terms of
accuracy, robustness, and computational efficiency.

5. Conclusions

*is paper proposed a novel hybrid algorithm, named
IJADE-TSO. *e spiral foraging search and parabolic for-
aging search of TSO are introduced into the mutation
strategy in IJADE to improve the exploration ability and
population diversity. Meanwhile, this paper integrates JADE
with three strategies: CR sorting mechanism and CR
repairing, top α r1 selection, and population linear reduction.

*e proposed IJADE-TSO is evaluated using CEC 2014
benchmarks with dimensionality of 30 and photovoltaic
parameter identification problem. Although the statistical
results of the CEC 2014 benchmarks demonstrate that
IJADE-TSO is slightly superior to SPS-LSHADE-EIG and
iLSAHDE, IJADE-TSO is significantly better than other
comparison algorithms such as MLHADE in solving pho-
tovoltaic parameter identification problem. *is shows that
the two mutant strategies combined contributed signifi-
cantly to expanding the search scope and avoiding local
optimization, and three other strategies are conducive to
improve the convergence efficiency. IJADE-TSO achieves a
good balance in exploration and exploitation and demon-
strates great value in solving practical engineering problems.

*e current spiral foraging and parabolic foraging
strategies are selected with a stationary probability, which
means the selected strategy may not be optimal and an
adaptive selection strategy needs to be developed in the future.
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�e spiritual connotation of contemporary cities has gradually become rich and colorful, and the concept of a green city has also
been accepted by the public. People living in cities have higher and higher requirements for landscape, but traditional landscape
design cannot achieve e�cient and accurate planning. �erefore, the old design method, which cannot meet the complex and
changeable urban needs and cannot keep up with the development and changes of the times, is doomed to be eliminated and
replaced. �is study introduces a GIS system and uses an AHP method to assist landscape design. �rough rational resource
utilization of topography, vegetation growth, population density, and other conditions, the city can be green and environmentally
friendly, reduce energy consumption, and meet people’s concept of healthy life. �e experimental results show that: (1) through
the GIS system, a multidecision model is constructed to choose a reasonable location for the garden. Based on the opinions and
scores of all parties, the B place with a score as high as 8.97 was selected. (2) Using comprehensive landscape sensitivity to divide
four levels of landscape land-use value and looking for the best landscape vision, it is divided into �ve scenic functional areas and
12 scenic spots. SPEI and NDVI were used to select cultivated plants and landscapes. (3) Route multifactor comprehensive model
is designed to plan garden route.�e coincidence degree between themodel and the actual road condition is about 87.62%. Citizen
satisfaction is between 7 and 9 points, and the comprehensive evaluation is high. (4) �e evaluation system of landscape ar-
chitecture, in which both B-level index and C-level index are higher than 7 points is constructed, which is in line with the
expectations of the public and experts and convenient for feedback correction. �e method based on this study is feasible and can
be further optimized.

1. Introduction

In recent years, the propaganda of green urbanism can better
help people know, understand, and build the cities they have
lived in for generations. On the basis of a deep under-
standing of the green city and the integration of the essential
characteristics of landscape architecture design, the ultimate
goal is to make people and nature achieve a harmonious and
uni�ed realm. At present, there are a lot of documents about
the application of urban planning and design, which can
provide us withmore methods for reference. Compact urban
areas can be identi�ed by using GIS and AHP, and the
function and spatial structure can be fully developed [1]. �e
spatial distribution data were extracted by GIS and ENVI

software to evaluate the natural suitability of the environ-
ment [2]. �e GIS system is introduced to make the spatial
accuracy error less than 4%, and the urban landscape
planning and design under light pollution are completed [3].
Further, introducing high-resolution image recognition
technology can obtain data more e£ectively and simulate the
green city landscape platform [4]. In addition, GIS remote
sensing information collection can e£ectively monitor the
ecological environment quality [5]. �e evaluation thinking
framework based on the entropy method and GIS can
comprehensively evaluate the general situation of green
cities [6]. Modeling cities was based on GIS to reduce energy
consumption and greenhouse gas emissions [7]. To meet the
special needs of landscape management, the landscape GIS
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system should improve the manageability of each area [8].
Mediterranean Green City uses GuidosToolBox software,
GIS modeling technology, and MSPA to evaluate the con-
nectivity of the natural framework [9]. Taking the design of
Libo World Natural Heritage +eme Park in Karst of South
China as an example, this study analyzes the application
advantages of the GIS system [10]. +e route selection of
scenic roads in mountainous areas of southern Anhui by
GIS–AHP method conforms to the development of trans-
portation planning and tourism and recreation [11]. +e
ecological sensitivity of Qingcheng Mountain–Dujiangyan
scenic spot under the construction pressure was evaluated by
GIS [12]. Based on RS and GIS, combined with DEM and
remote sensing image data, the ecological risk of Emei
Mountain Scenic Area was analyzed and evaluated [13]. +is
study briefly summarizes the application of GIS in landscape
architecture in the past 30 years [14]. Appropriate ideo-
logical and political education elements were incorporated
and the course of GIS technology application in landscape
architecture was reformed [15].

Since science and technology have never been valued by
traditional art design, they are often despised or even ignored.
+erefore, the landscape design relying on computers was not
optimistic at first. +e above literature boldly breaks through
the limitations and abandons the single messy and blind
pursuit of the inspiration construction method. Using various
angles and technical methods to design landscape, we try to
scientifically discuss the construction of a green city and
related decision-making and scheduling. Combining land-
scape design with modern science and technology through
powerful computer technology, the actual scene is better
conceived and designed, and the traditional design is revo-
lutionized so that it retains the original landscape design
characteristics, and at the same time, it is more diversified,
inclusive, and a true complex. Due to its strong logic, easy to
use, powerful data processing function, and many other
advantages, the GIS system has been gradually introduced
into landscape design and has brought new value and sci-
entific achievements. +is study presents a GIS system, which
uses the AHPmethod to assist landscape design. +rough the
rational utilization of resources in topography, vegetation
growth, population density, and other conditions, the city can
be green and environmentally friendly, reduce energy con-
sumption, and meet the concept of people’s healthy life.
+rough the GIS system, a multivariate decision-making
model is built, and a comprehensive landscape sensitivity to
divide four levels of landscape land use value is used to find
the best landscape vision. SPEI and NDVI are used to select
cultivated plants and landscapes. +e evaluation system of
landscape architecture is constructed, and the B-level index
and C-level index are both higher than 7 points, which meets
the expectations of the public and experts and is convenient
for feedback correction. +e method based on this study is
feasible and can be further optimized.

2. Related Works

2.1. Green City. For Green City [16], in the theory of urban
sustainable development, energy is used. For a prosperous

and developing city, the uncontrolled and high-speed de-
velopment of the city will inevitably cause a series of injuries
to the natural living environment. It is a theory put forward
in the “Green Movement,” aiming at protecting the envi-
ronment. In the theory of urban sustainable development,
the use of energy can further promote the stable develop-
ment of the economy. Designing a garden landscape in the
city is just in line with the spiritual connotation of the green
city. Great importance is attached to the neglected natural
resources in cities and rational transformation and utiliza-
tion are made so as to drive more sustainable economic
development through the landscape. +is is in line with the
requirements of ecological balance advocated in green cities.

Problems such as environmental pollution, insufficient
resources, and serious losses are becoming more and more
serious, which cause irreversible harm and threat to human
survival and development. +erefore, the traditional de-
velopment concept in the past needs to be changed. A more
reasonable ecological environment is constructed, and re-
sources are used better. Man and nature are harmonious and
unified, and the goal lies in the common development of
economy and environment. While protecting nature, it
drives the economy and emphasizes the overall balance of
ecology. To try to point out the future and direction of
people’s healthy life and civilized development, scholar
Timshi Bitley summed up several characteristics of green
cities, as shown in Figure 1:

2.2. Urban LandscapeArchitecture. +e normal operation of
the city will inevitably transform the original natural
landscape. At this time, how to coordinate people, urban
architecture, and natural landscape has become a problem
that people should think about. Landscape architecture was
born. By using this kind of planning, people can better
coordinate the relationship between the living environment
and natural science. Designers strive to create an efficient,
comfortable, safe, and healthy living environment for people
living in this land. For cities, it is of great significance.

+e core of traditional urban garden design lies in artistic
literariness. Designers are easily limited by individuals in the
process of design and planning and they pay great attention
to the generation of inspiration. +e creation of artistic
conception and the interest in poetry and painting are the

Green City

Tight urban form is a good foundation for
realizing green urbanism

Ensure the priority of urban public
transportation

Ecological Management and Sustainable
Economy

Ecological city

Figure 1: Characteristics of green cities.
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soul of garden creation. +erefore, people will have a
prejudice in the design of gardens. +at is, this kind of
planning and design is not logical and scientific, and cannot
be measured concretely by parameters. +is leads to the late
integration design of modern science and technology with
this discipline, which lags behind and has a broad prospect.
However, to adapt to the complex and changeable social
needs, the traditional landscape design system can not meet
the requirements and can not reasonably explain the logic
and internal relations of landscape design, breakthrough the
traditional cognitive concept and create digital aesthetics.
Let all landscape elements interweave harmoniously to
create a scientific and dynamic garden system.

2.3. GIS Technology. GIS [17], the Chinese name is Geo-
graphic Information System. +is is a computer system
based on geographic information and spatial database that
was gradually developed in the 20th century. It can collect
and sort out the scattered spatial data (map data, remote
sensing data, statistical data, etc.) and analyze and build a
geographical model. +is reduces a lot of tedious and un-
necessary field exploration work and capital loss and greatly
improves the work efficiency of the designers. As an in-
strumental subject, it has a wide range of uses, such as
transportation, environmental protection, agriculture, and
these industries, through the use of the GIS system for spatial
analysis, can be associated with spatial location and attribute
relationship, showing a three-dimensional spatial relation-
ship. ArcGIS is the mainstream GIS platform software in the
market so far, and it is a mature and complete product, as
shown in Figure 2:

In ArcGIS operation, several kinds of data are involved,
as shown in Table 1:

2.4. Analytic Hierarchy Process. AHP [22], whose Chinese
name is “analytic hierarchy process,” combines qualitative
and quantitative analysis when dealing with complex de-
cision-making problems. +is method is simple and clear,
and the basic idea of solving problems is similar to people’s
way of thinking, especially the process of judgment is
roughly the same. +e basic steps of AHP are as follows:

2.4.1. Establish Hierarchical Structure Model. It is expressed
by a structural model with clear levels. All the factors that
need to be considered into the model are put, which can be
divided into: the highest level, the middle level, and the
lowest level.

2.4.2. Constructing Paired Comparison Matrices.

A � aij􏼐 􏼑
n×n

. (1)

Among them, let n elements participate in the com-
parison, and the relative weight aij is used to describe the
comparison of the importance of a certain factor between the
i-th element and the j-th element.

We can get the characteristics of paired comparison
matrices:

aij > 0, aij � 1, aij �
1

aij

,

aij � 1 (i � j).

(2)

2.4.3. Consistency Test. +eoretically, if it is an identical
paired comparison matrix, then

Browser

Mobile terminal

Desktop

Discover
Create

Management
Display
Analysis
Writing

Cloud computing/
Web services

Enterprise service

Local services

Figure 2: ArcGIS infrastructure.
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aijajk � aik 1≤ i, j, k≤ n. (3)

In case of inconsistency, the following indicators are
calculated:

CI �
λmax(A) − n

n − 1
,

CR �
CI
RI

.

(4)

Among them, RI is only related to the matrix order n,
which can be obtained by specific query.

Judgment method: when there is only CR< 0.1, the
inconsistency degree of paired comparison matrix is satis-
factory and can be accepted; otherwise, we will continue to
adjust the pair comparison matrix until we are satisfied.

+e method of calculating the maximum eigenvalue of
paired comparison matrices:

Uk �
􏽐

n
j�1 akj

􏽐
n
i�1 􏽐

n
j�1 aij

,

U � u1, u2, ..., un( 􏼁
z

λ �
1
n

􏽘

n

i�1

(AU)i

ui

�
1
n

􏽘

n

i�1

􏽐
n
i�1

􏽐
n
j�1 aijuj/ui

.

(5)

2.4.4. Hierarchical Total Sorting [23]. For example, after a
series of calculations in the previous three steps, y1, y2, y3
are sorted to give a decision.

y3 >y1 >y2, choose y3. (6)

2.5. NDVI and SPEI. NDVI [24], the Chinese name is
normalized vegetation index. Using this index in this study,
we can reflect the coverage degree of surface vegetation and
the growth of vegetation; at the same time, it is also one of
the important indicators reflecting the growth and nutrition
information of crops. In the calculation process, the spectral
reflection characteristics of different bands are mainly used.
If NIR is the reflection value in the near infrared band and R

is the reflection value in the red band, the definition formula
of normalized vegetation index can be obtained as follows:

NDVI �
NIR − R

NIR + R
. (7)

+e range of NDVI values is [-1, 1]. A positive value
represents plant coverage, and the greater the calculated
NDVI value, the greater the vegetation density; the smaller
the NDVI value, the smaller the vegetation density.
+erefore, in this study, we can reasonably choose suitable
plants for cultivation in gardens according to the monitored
vegetation coverage, which is of great significance. Of
course, it is not completely appropriate for practical ap-
plication to calculate only by definition. +erefore, there are
several NDVI estimation models as follows:

2.5.1. Modis Algorithm [25]

NDVI �
Band2−Band1
Band2+Band1

. (8)

2.5.2. TM/ETM Algorithm

NDVI �
Band4−Band3
Band4+Band3

,

NDVI �
CH2−CH1

CH2+CH1
.

(9)

2.5.3. AVHRR Algorithm. We can use the standardized
precipitation evapotranspiration index (SPEI) to assess the
temporal and spatial effects of drought on soil wetness. +e
larger the SPEI value, the wetter the area is. +e smaller the
value, the drier the area. It can provide great reference
significance when selecting plants.

SPEI � w −
C0 + C1w + C2w

2

1 + d1w + d2w
2

+ d3w
3. (10)

3. Landscape Design Based on GIS

According to the goal of green city, the overall design is
carried out, and the urban landscape elements are analyzed

Table 1: Categories of different data.

Data name Specific introduction

Vector data
+e data precision is high, the storage capacity is small, and the operation is fast. +e way to express the position of
spatial objects is to write down the coordinates and spatial relations of spatial objects. Vector map data is composed

of geometric data of geographical elements and attribute data.

Raster data [18]
+e accuracy of data expression is low and the amount of data is large. Its graphics operation is simple and

inefficient. However, its digital simulation is easy, cheap and easy to achieve data sharing, and the remote sensing
image format is close to the same. +e data structure is mainly represented by regular pixel array.

Irregular
triangulation

Abbreviated as “TIN” [19]. It is a special data structure, which is between vector data and raster data. It represents
the terrain surface by connecting a bunch of non-overlapping and non-intersecting triangular surfaces.

Attribute data [20] Descriptive data that describes the characteristics of geospatial elements. For vector data and raster data, attribute
data are different.

Metadata [21] Data quality has great influence on GIS application. Metadata can describe objects such as information resources or
data.
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by using ArcGIS software in GIS system. It is necessary to
consider the site selection and specific functions of scenery,
the flow of vehicles and people, and the convenience of
transportation are also necessary to consider the integration
and coordination between the landscape architecture and
the surrounding environment, and the selection of plants in
the landscape. After considering all the above factors, it is
necessary to use the AHP method to evaluate the whole
landscape concretely, and the designer will make corre-
sponding adjustments and designs for landscape planning
according to the feedback obtained.

3.1. Location Model. Landscape planning needs to choose a
suitable geographical location in the city. Due to the
complexity of the spatial layout, we usually simplify and
eliminate unnecessary related objects, establish a clear
model, and carry out specific analysis process in this model.

3.1.1. Scale Model

p �
Dn

Sn

, (11)

where Sn is the total number of existing facilities in the study
area and Dn is the total number of required facilities.

3.1.2. Distance Model

Dij < ρ, (12)

where Dij is the distance from the facility supply position to
the service demand position. Satisfaction means reasonable
spatial layout.

3.1.3. Location Allocation Model

minZ � 􏽘
i

􏽘
j

aidijxij, (13)

where ai is the weight of the i-th demand point; dij is the
distance; xij is the decision variable. +e ultimate goal is to
find the minimum value of the objective function, that is, the
minimum weighted distance.

+ree spatial models are compared, as shown in Table 2:
In view of the shortcomings of the three models the

problems we need to solve were , cleared and finally we
choose to build a multicriteria decision-making location

model based on the GIS system. Based on the GIS system and
the method of investigation and demonstration, Dijkstra
algorithm is used to solve the shortest path, and a single
optimal address is obtained through a series of solutions, as
shown in Figure 3:

Shortest path:

d vi, x( 􏼁 � min d vi, vp􏼐 􏼑 + b vp, x􏼐 􏼑, d vi, vq􏼐 􏼑 + b vq, x􏼐 􏼑􏽮 􏽯.

(14)

Build a mathematical model:

min􏽘
n

i�1
hid vi, x( 􏼁,

s.t. max
1≤i≤n

d vi, x( 􏼁≤ λ x ∈ G,

(15)

where G is a tree and the solution is simple:

Table 2: Model comparison.

Model name Disadvantages

Scale model
+e layout of the model is simple and easy to understand. +e final effect is intuitive, but it is easy to be

constrained by boundaries; No spatial change can be seen, and the transportation distance and cost cannot be
calculated; Layout optimization is incompetent and difficult.

Distance model +e calculation of this model is simple, and it is difficult to accord with the actual situation only by measuring the
rationality of distance in planning. Unable to find the best location.

Location allocation
model

+is model is suitable for simple problems, and the optimal conclusion is obtained by comparing them one by
one. If the amount of data is large, the amount of computation increases and the problem is complex, there may

not be an optimal solution.

Determine the
problem

Multi-criteria decision
making

Evaluation results

GIS system Investigation and
argumentation

Adjustment result

Domain
decomposition

Site selection

Figure 3: Optimal location model in this paper.
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d vi, x( 􏼁: G⟶ R Is a convex function. (16)

G is a general network, which is complicated to solve:

d vi, x( 􏼁: G⟶ R Is not a convex function. (17)

3.2. Garden RouteDesign. Determining the road route is the
most important basic work to connect the whole landscape.
+erefore, we need to give full consideration to the road
route arrangement of urban landscape. To fully consider a
variety of factors that can affect the road, it must be rea-
sonable in the economy and also ensure green environ-
mental protection. +e whole garden keeps coordination in
the environment and finally achieves the goal of people-
orientation. Using the powerful function of the computer to
choose the most suitable garden route, reduce the

investment of capital cost and the waste of manpower and
material resources. As shown in Figure 4:

Four single factors related to road route determination
are considered comprehensively. +e weight of each factor is
determined by the analytic hierarchy process and expert
consultation. On this basis, using GIS system, the map of
each topic is analyzed by weight superposition, and the
comprehensive cost model is established. Finally, through
this model, the optimal route design is selected. Using the
Raster Calculator function of ArcGIS software and Spatial
Analyst module. Calculation model:

S � 􏽘
n

i�1
FiWi(i � 1, 2, ...n). (18)

Based on the raster data, the optimal road path is an-
alyzed. Mathematical model:

W(P) � 􏽘
e∈E(P)

ω(e), min 􏽘

vi,vj( 􏼁∈E

aijxij, xij ≥ 0, 􏽘

vi,vj( 􏼁∈E

xij − 􏽘

vi,vj( 􏼁∈E

xji �

0, i � 1

0, 2≤ i≤ n − 1.

−1, i � n

⎧⎪⎪⎨

⎪⎪⎩

⎧⎪⎪⎨

⎪⎪⎩
(19)

3.3. Landscape and Architectural Analysis. When the
landscape architecture is built, the original ecological en-
vironment in the city will be destroyed. To conform to the
spirit of green urbanism, the designers in this study can
measure the conspicuous degree of landscape and the
clarity of attention with the help of a landscape sensitivity
method. +e most valuable ecological features to the

greatest extent are preserved, people are shown the best
landscape vision, and people are let enjoy the beautiful
scenery of the garden. In addition, to coordinate con-
struction and protection, we also need to pay attention to
the height of buildings and landscape buildings around the
city and architectural planning with the help of the GIS
system.

Elevation

Slope

Geology

Hydrology

Method for 
determining 

weight 
coefficient of 

route selection 
factor

Analytic
hierarchy
process

Expert
consultation

method 

Comprehensive
cost model 

Comprehensive multi-
factor optimal

optimization line 

Thematic map of road
route selection factors 

Factor analysis Cost model of road route
selection Model solving

Superposition
analysis Comprehensive

analysis
Optimal path

algorithm 

GIS data
reclassification 

Figure 4: Multifactor comprehensive model of the garden route.
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(1) Slope landscape sensitivity

Sa � sin · α 0∘ ≤ α≤ 90∘( ). (20)

(2) Distance landscape sensitivity

S d �

1, d≤D,

D

d
, d>D.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(21)

(3) Visual probability landscape sensitivity

St �
t

T
,

St �
l

L
.

(22)

(4) Comprehensive analysis of landscape sensitivity

S � k1Sa + k2S d + k3St. (23)

“Plants” are the most important part of landscape
composition. +e landscape in the garden is not single, and
the actual terrain is complex. +e choice of plants should
adapt to local conditions and follow the general law of plant
growth. With the help of the GIS system, factors such as
light, temperature, moisture, and soil are fully considered,
and indicators such as NDVI and SPEI are used to provide
scientific suggestions for the scientific cultivation of plants so
that plants can grow and form beautiful landscapes. As
shown in Table 3:

3.4. Construction of the Evaluation System. It is very im-
portant to construct the evaluation system of landscape
architecture for the evaluation and optimization of land-
scape architecture ability. Function expression:

A � 􏽘
m

k�1
BkEk � 􏽘

m

k�1
􏽘

n

j�1
cjDj

⎛⎝ ⎞⎠Ek. (24)

We set the following landscape evaluation indicators. As
shown in Table 4:

4. Experimental Analysis

+e experimental project of this study is to create a natural
landscape that meets the requirements of a green city in a
city. It is necessary not only to meet the needs of citizens for
daily play and recuperation but also to show the city’s
characteristic culture, pay attention to the ecological har-
mony between man and nature, and give the city a green
leisure comprehensive scenic spot.

4.1. Reasonable Degree of Site Selection. A suitable place is
chosen in the city for garden transformation. According to
geography, space, length, topography, convenient trans-
portation, and other factors, the experiment uses the mul-
tidecision site selection model based on the GIS system and

gives three garden site selection sites: A, B, and C. +e
location of these three locations in the city environment is a
relatively good place, and then through expert interviews
and public questionnaires, we carried out the evaluation of
the reasonable degree of site selection, as shown in Figure 5:

We use the 10-point scoring standard to comprehen-
sively evaluate the scores of models, experts, and citizens,
and find that the comprehensive scores of A, B, and C are
about 8.81, 8.97 and 8.53. Among them, location B scored
the highest; among the scores given by models, experts, and
citizens. Location B is also the most popular and the best
choice location.

4.2. Master Plan of Landscape Architecture

4.2.1. Landscape Sensitivity Synthesis. According to the GIS
system and relevant design experts, the weights of slope
landscape sensitivity (Sa), distance landscape sensitivity
(Sd), and visual probability landscape sensitivity (St) can be
determined As shown in Figure 6:

S � 0.3Sa + 0.3S d + 0.4St. (25)

According to the comprehensive landscape sensitivity
(S) stratification in each class, we can divide the landscape
sensitivity areas in the landscape, as shown in Table 5:

All the land in the garden planning area is divided
according to the classification table. We can clearly see the
different sensitivity levels in different regions, as shown in
Figure 7:

+e higher the sensitivity of landscape, the more scenery
tourists see and the more it is suitable for sightseeing. Class I
landscape sensitive areas account for 35.10% of the total
planned garden area, and basically the best viewing areas are
all over the two sides of the road. Among them, the sensitive
land area of scenic appreciation area is as high as 14.80%.
Class II and Class III landscape sensitive areas are mainly
scenic sightseeing and cultural entertainment areas, ac-
counting for 33.70% and 26.60% of the total planned garden
area respectively. Level IV area is only 5% of the land area,
scattered in various areas, with the lowest viewing value,
which is difficult to be developed and visited.

4.2.2. Landscape Functional Zoning. According to the needs
of gardens, based on the original mountain vegetation and
water flow area, most of the mountains and ecological

Table 3: Influencing factors of plant selection.

Influencing factors of garden plant design

Climate
Illumination
Precipitation

Temperature and humidity

Region
Soil type

Topography and geomorphology
Nutrient content

Microenvironment
Plant disturbance

Microbial interference
Abiotic action
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landscapes are preserved, such as digging and starting work
are reduced and the damage to the soil and vegetation is
minimized. It is divided into the following five regions (12

landscape spots in total): (1) building area: the areas with a
poor environment are developed into building areas, arti-
ficial greening, and cultivation are used to restore the en-
vironment, and the landscape effect and atmosphere are set
off by combining human landscape. (2) Cultural and en-
tertainment areas: at the same time, exhibition education
with cultural characteristics will be carried out, and activity
areas for citizens to play and recuperate will be developed.
(3) Economic and industrial zone: the land with great
economic utilization value will be developed into an eco-
nomic and industrial zone to drive the economic develop-
ment of the city. (4) Ecological restoration area: natural
protection and ecological restoration are carried out for
some landscapes that have no development value but have
been ecologically damaged. (5) Landscape appreciation area:
transform the remaining landscape for viewing and sight-
seeing, as shown in Figure 8:
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Experts
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Comprehensive value

Figure 5: Comparison of site selection rationality.
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Figure 6: Sensitivity weights.

Table 4: Landscape evaluation index.

Criterion layer (B) Weight Factor layer (C) Weight

Ecological benefits (B1) 0.365

Plant species richness (C1) 0.052
Green coverage area (C2) 0.086
Species diversity (C3) 0.030
Water body area (C4) 0.084

Completeness of ecological elements (C5) 0.032
Landscape Ecological Sustainability (C6) 0.081

Aesthetic Experience (B2) 0.163
Plant landscape level and color change (C7) 0.062

Harmony between plants and hard landscape (C8) 0.053
Diversity of ornamental characteristics (C9) 0.048

Behavioral perception (B3) 0.242

Accessibility of scenic spots (C10) 0.065
Landscape Scale Comfort (C11) 0.072

Interaction between people and landscape (C12) 0.056
Road density (C13) 0.049

Social function (B4) 0.230

Infrastructure integrity (C14) 0.083
Recreational and sports facilities (C15) 0.037

Service leisure facilities (C16) 0.067
Disaster prevention and refuge (C17) 0.043
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4.3. Facilitation Analysis of Route Design. Based on ArcGIS
software and route multifactor comprehensive model, we
got the total design of the garden route in this experiment.
As shown in Figure 9:

To explore the rationality and convenience of route
setting in more detail, we measure the coincidence between

the specific actual road condition construction and the route
given by the model and the route selected by experts. Twelve
landscape spots were set for wiring, and the feelings of
citizens in five groups (200 people in each group, 1000
people in total) were comprehensively considered, as shown
in Figure 10:
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Figure 7: Sensitive area of planned land use.

Waterscape style

Mountain-surrounding
scenic spot

Scenic area

Livable area

Recreatio
n and play

area

Rest and rest area

Economic and
industrial zone

Integrated service
management area

Characteristic cultural
area

Popular science
education area

Entrance

Export

Ecological restoration area

Ecological
restoration area

Figure 8: Functional structure of landscape in a city.

Table 5: Landscape sensitivity grading.

S Classification Distribution and characteristics
I In the visible area of close-range zone (0m≤ d< 100m) or steep slope (30°≤ α< 90°)
II Except grade I, in the visible area of close-range zone or middle-range zone (100m≤ d< 200m) or (14.5°≤ α< 30°)
III Except grade ii, in the near, middle and long-term zones (200m< d) or (α< 14.5°)
IV Invisible area
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We can find from Figure 10 that the garden route given
by the model is the most consistent with the actual road
conditions, with a coincidence degree of about 87.62%, while
the coincidence degree of the route given by experts is about
81.81%. +eir average coincidence was 84.71%. +is shows
that the optimal path given by the model through multi-
factor consideration is effective and feasible, and has a high
practical value.

With the 10-point scoring system, each citizen has
different situations, so his subjective evaluation is different.
+e comprehensive score for each landscape spot is between
7 and 9 points. +is shows that the route setting basically
meets the travel needs of citizens, as shown in Figure 11:

4.4. Vegetation Analysis. We count the SPEI trend and
NDVI of the landscape planning area in the past 10 years, as
shown in Table 6:

NDVI in recent 10 years from 2011 to 2020. +e plant
cover in the scenic area and the economic and industrial area
increased with the increase in the number of years, indi-
cating that precipitation and vegetation grew well. However,
the plant coverage in ecological restoration areas and
building areas decreases sharply, and the environment is
harsh, as shown in Figure 12.

+erefore, in terms of plant selection, we mainly choose
drought-resistant, wind-resistant, and sun-loving plants in
ecological restoration areas and building areas to stabilize
water and soil and restore the original ecological environ-
ment. For other areas, we choose to keep the original tree
species and plants without making too many ecological
changes. More water-resistant plants can be planted in water
flow areas, while flower lawns and sparse forest landscapes
can be created in flat areas.

Entrance

Export

Figure 9: Schematic diagram of garden route plan.
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4.5. Evaluation and Analysis. +e indexes in the evaluation
system of landscape architecture are scored. Citizen scores
are generally higher than expert scores. In the

comprehensive score, the score of the ecological benefit
index is the highest, up to 9 points, which shows that gardens
give people real comfort for landscape design and ecological
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Figure 12: NDVI situation.
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Figure 13: Landscape scoring statistics (B index).

Table 6: SPEI change trend statistics/%.

Project
Variation trend of SPEI in years and seasons

Year Spring Summer Autumn Winter
Increasing trend 8 22 36 33 38
Significant increase 6 3 3 4 6
Reducing trend 4 31 64 62 52
Significant reduction 2 53 12 19 7
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protection. +e aesthetic experience index is as high as 8.2,
and aesthetics has been recognized by experts and the public.
+e score of behavior feeling is 7.9, which is slightly lower
and should be given more attention and changes. +e effect
of social function is the worst, with a score of 7.2, and related
facilities and equipment should be further improved in the
follow-up. +e C-grade index scores are all greater than 7
points, which shows that it basically meets the requirements
of landscape design, and has been generally recognized by
experts and the public in rationality, as shown in Figures 13
and 14:

5. Conclusion

In this study, the concept of green city is integrated into
landscape design and the GIS system is used to improve the
original traditional design method, which has a strong in-
novative concept. +e research results of this study show the
following:

(1) To choose a reasonable landscape location for a city,
it is necessary to build a multidecision site selection
model through the GIS system. Taking full account
of the opinions and scores of experts, models, and
citizens, the B site with a score as high as 8.97 is
selected as the site selection for landscape design
from three sites: A, B, and C.

(2) Using comprehensive landscape sensitivity to divide
the land use value. +e garden area is divided into
four levels, and the functions of the different sensitive
levels are different, so as to find the best landscape
vision. Following the general law of ecological envi-
ronment, five scenic functional areas and 12 landscape
spots are divided. According to SPEI and NDVI, the
cultivated plants and landscapes were selected.

(3) design a multifactor comprehensive model of the
garden route and give the master plan of the garden
route. According to the actual road conditions, the
rationality and convenience of the route is explored.

+e coincidence degree of themodel is about 87.62%,
and the effect is very good. Citizens’ satisfaction with
the route is between 7 and 9 points, and the com-
prehensive evaluation is high.

(4) construct a landscape evaluation system with 4
B-level indexes and 17 C-level indexes. Both B-level
index and C-level index are higher than 7 points,
which is in line with the expectations of the public
and experts. Subsequent optimization can be opti-
mized and fed back according to index details.

+e final experimental results prove the feasibility and
superiority of this method. Although GIS technology has
been widely used, relying solely on the use of the GIS system
for landscape design will cause aesthetic defects. +is re-
quires the designer to measure subjectively. In addition, due
to the problem of network security, the GIS system should
also strengthen the security work to avoid the risk of data
leakage caused by some interference factors.
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In order to improve the training e�ect of athletes and e�ectively identify the movement posture of basketball players, we propose a
basketball motion posture recognition method based on recurrent deep learning. A one-dimensional convolution layer is added to
the neural network structure of the deep recurrent Q network (DRQN) to extract the athlete pose feature data before the long
short-term memory (LSTM) layer.  e acceleration and angular velocity data of athletes are collected by inertial sensors, and the
multi-dimensional motion posture features are extracted from the time domain and frequency domain, respectively, and the
posture recognition of basketball is realized by DRQN. Finally, the new reinforcement learning algorithm is trained and tested in a
time-series-related environment.  e experimental results show that the method can e�ectively recognize the basketball motion
posture, and the average accuracy of posture recognition reaches 99.3%.

1. Introduction

In the process of basketball training and competition,
coaches need to formulate corresponding training plans
according to the individual conditions of di�erent players to
improve the players’ basketball skills.  e traditional
training method is that coaches formulate training plans
based on their own training theory and training experience,
combined with the skill level of basketball players [1].  is
training mode is highly subjective, and coaches need to
spend a lot of time analyzing the posture of athletes, and it is
di�cult to objectively evaluate the training e�ect of athletes
[2].  e core of modern physical training is precision and
e�ciency. If the coach can accurately control the movement
posture of the athlete, the training e�ect can be greatly
improved.  erefore, collecting and analyzing the posture
data of basketball players and accurately identifying the
movement posture has signi�cant signi�cance for improving
the scienti�city of the coaches’ training plan and improving
the training e�ect of the athletes, which is a new research
direction [3].

With the rapid development of computer computing
power, it has become possible to introduce deep learning
into reinforcement learning to solve continuous state
space problems. In 2015, the deep Q-network (DQN)
proposed by Mnih and colleagues solved the instability
problem by employing experience replay and target
network techniques, reaching the level of human players
on more than 2,600 Atari games, bringing depth. Since
then, various improvements to DQN have emerged.
Reference [4] proposes priority experience replay, which
allows important experience to be used more frequently,
thereby improving the e�ciency of reinforcement
learning.  e deep double-Q network proposed by [5] in
2016 solves the problem of overestimation. In the same
year, literature [6] added a competitive structure to DQN,
which improved the learning e�ciency of DQN.  is
DQN with a competitive structure is called a competitive
deep Q-network [7].

DQN and its derived reinforcement learning algorithms
have already been regarded as powerful algorithms, and in
many areas, such as simple 2D games, the performance is
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beyond the level of ordinary people. However, this excellent
performance often only stays in the environment of artifi-
cially specified rules, such asmost chess and games and other
fields. DQN still has problems that are difficult to implement
in real-world problems.+is is own to in the past research on
reinforcement learning algorithms, we usually default to the
state of the environment that we can fully obtain. But in the
real world, we obviously don’t have the God’s perspective
like in chess and games, and our acquisition of the state of
the environment is obtained through observation. However,
there will inevitably be information errors or even loss in
observation, which makes it impossible to obtain a complete
state through observation. At this time, the performance of
the DQN based on the Markov decision process will nat-
urally be greatly affected.

In order to solve the above problems, reference [8]
proposed a deep recurrent Q network (DRQN), and on the
basis of DQN, the first fully connected layer was changed to a
long short-term memory (LSTM) layer of the same size,
which solved the problem of reality environmental part
observation problem. To solve the contradiction between
reinforcement learning and feedback neural network pa-
rameter update, Matthew Hausknecht et al. proposed two
matching parameter update methods: sequential bootstrap
update and random bootstrap update. In the partially ob-
served Markov environment, DRQN has a significant im-
provement over DQN.

Basketball motion posture recognition is a kind of human
gesture recognition. At present, the methods of human
posture recognition mainly include two categories: posture
recognition based on inertial sensors and posture recognition
based on image acquisition. Posture recognition based on
image acquisition can be divided into monocular video
recognition and multi-eye video recognition according to the
number of image acquisition devices. +e general idea of
image capture gesture recognition is to first use the camera to
capture the image or video of the athlete, and then extract the
motion features hidden in the image and video. Finally, a
classifier is designed to recognize the sports posture of ath-
letes [9–13]. +e image acquisition posture recognition
technology has a relatively high maturity, and the accuracy of
posture recognition is also very high. However, the defects of
this type of method are that there are dead spots in video
surveillance, a large amount of equipment, and a heavy data
processing burden, which is not conducive to popularization
and application [14]. +e basic idea of inertial sensor rec-
ognition is that the athlete wears a simple and lightweight
data acquisition sensor, sends the collected data to the
processing terminal in real time, and recognizes the athlete’s
posture according to various posture data [15]. +is kind of
method can make up for the shortcomings of image acqui-
sition and recognition, has low requirements on the use
environment and high recognition efficiency, and has become
a hot method in basketball posture recognition research.

Based on these studies, we propose a basketball motion
posture recognition method based on inertial sensors and
DRQN. First, a data acquisition module of basketball motion
posture based on inertial sensor is designed, and the features
for basketball motion posture recognition are extracted from

time domain and frequency domain, respectively. +en, we
build a posture recognition model for basketball players
based on one-dimensional convolutional layers and DRQN.
Finally, we conduct experiments and evaluations on the
model, and the experimental results verify the effectiveness
and accuracy of the method.

2. Background

2.1. Deep Recurrent Q Network. In a real environment, it is
often difficult for an agent to obtain a complete state. In
other words, real-world environments usually do not strictly
conform to Markov properties [8]. Partially Observable
Markov Decision Processes (POMDPs) mathematically
model the connection between observations and the true
state. +erefore, it can better describe the dynamics of the
real environment [16]. POMDP introduces observation
space Ω and conditional observation probability function O
on the basis of Markov decision process (MDP), and defines
the agent’s primary perception of the environment as ob-
servation o ∈Ω. +ere is a certain connection between the
observation and the real state, and this connection is de-
scribed by probability, that is, o∼O(s). In this way, the
POMDP can be described by six parameters (S, A, P, R, Ω,
O), which represent the state space, action space, state
transition probability function, reward function, and the
newly added observation space Ω relative to MDP, and the
conditional observation probability function O. Obviously,
when the observation o corresponds to the state s one-to-
one, the POMDP becomes the MDP. +e DRQN proposed
by Matthew Hausknecht and Peter Stone in 2017 modified
the network structure of DQN by changing its first fully
connected layer to an LSTM layer of the same size. Because
of the introduction of memory capabilities, neural networks
are better able to combat incomplete information due to
observations. +e neural network structure of DRQN is
shown in Figure 1.

2.2. Input and Output Structure. +e hardware structure of
data acquisition is shown in Figure 2. +e functions of the
hardware part include data acquisition and data transmis-
sion, including four data acquisition nodes and one data
transmission base station.+e data acquisition node consists
of a three-axis gyroscopeMPU3050 three-axis accelerometer
and a magnetometer LSM303DLH, which, respectively,
collect the angular velocity and acceleration data of the
human body +e core component of the data sending base
station is the wireless transceiver nRF24L01, which receives
the data collected by the node and sends the data to the data
terminal through the wireless network. +e core processing
function of the data acquisition module is completed by the
32-bit ARMmicrocontroller STM32F103.+e energy supply
of the data acquisition module is responsible for a 3.7V
lithium-ion battery.

+e signal transmission of the entire data acquisition
module includes two parts: First, the sensor node sends the
collected human body posture data to the data transmission
base station. +e second is that the data transmission base
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station sends data to the signal transmission between the
processing terminal sensor node and the data transmission
base station, which is realized based on the wireless sensor
network.  e problem that needs to be overcome is to
minimize the data collision rate, reduce data loss, and im-
prove the accuracy of data collection.  e signal transmission
between the data transmission base station and the processing
terminal is realized based on the star topology network, and
the time division multiplexing protocol is adopted.  e
problem that needs attention is to calibrate the clock devi-
ation between di�erent nodes and keep the time uniform.

In data collection, multiple sensor nodes are generally
used to collect relevant information. In addition to the
structure of the node itself, the e�ective and complete
transmission of data is another major problem. At
present, according to di�erent data transmission media,
data transmission forms are mainly wired and wireless.
 e wired transmission mode is more stable and reliable,
but it has not been widely used because of its complex
installation and wiring and many restrictions on motion
detection.  ere are many advantages in the �eld of
human body posture recognition; often using wireless
communication technology has Bluetooth, Zig Bee,
wireless radio frequency identi�cation, wireless trans-
mission mode can reduce the in¤uence of the sensors on
the normal activity, so most systems adopt the form of
data transmission. In the design of wireless transfer
protocol, it forms the network architecture. Among the
common network topology, star topology and mesh to-
pology are widely used in practical applications. In the
application of body area network, star topology requires
multiple nodes to be directly connected to the receiving
node, so it is often used because of its simple commu-
nication structure and convenient implementation.

Compared with star topology structure, network topology
structure is more complex, but it can be used in a multiple
way to reduce the path loss caused by di�raction, and the
data transmission is only between adjacent nodes, can
envoys point to keep the smaller energy transmission
network protocol setting need according to their own
research needs in setting reasonable network structure.

3. The Proposed Model

3.1. Feature Extraction of Basketball Motion Posture.  e
basketball player posture acquisition data that mainly in-
cludes acceleration information and angular velocity in-
formation, respectively, uses axn , a

y
n, azn to represent the

acceleration of the x, y, z axes of the n-th sampling point. gxn ,
gyn , gzn represent the angular velocity of the x, y, and z axes of
the n-th sampling point.  e vector sum of the acceleration
at the n-th point is

an �
���������������
axn( ) + ayn( ) + azn( )

√
. (1)

Similarly, the vector sum of the angular velocity at the n-
th point is

gn �
���������������
gxn( ) + gyn( ) + gzn( )

√
. (2)

Combine the three acceleration vectors, three angular
velocity vectors input by the data acquisition module, and
the vector sum of the acceleration and angular velocity
calculated by equations (1) and (2) into an eight-dimensional
feature matrix. If a total of N samples are collected point,
each sample is an N × 8 feature matrix.  e time-domain
features of basketball player posture recognition are mean
and variance, and the mean of each point is

μa �
1
N
∑
N

n�1
an. (3)

 e variance of each sampling point is

σ2 �
1
N
∑
N

n�1
an − μa( )2. (4)

 e extracted time-domain features include four di-
mensions of the acceleration sensor x, y, and z axis and the

Sensors

MPU3050

LSM303DLH
STM32F103

Data acquisition of module basketball motion posture

3.7V batterynRF24L01

Transceiver Power

Processor

Figure 2:  e hardware structure of data acquisition.
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mean value of the acceleration vector sum; four dimensions
of the angular velocity sensor x, y, and z axis and the mean
value of the angular velocity vector sum; four dimensions of
the acceleration sensor x, y, and z axis and the variance of the
acceleration vector sum and the angular velocity sensor. +e
variance of the x, y, and z axis and the angular velocity vector
sum has a total of four dimensions, and a total of 16-di-
mensions of time-domain attitude parameters.

Next, based on the Fourier transform principle, the time-
domain acquisition data is transformed into the frequency
domain, and the formula is

S(n) � 􏽘
N−1

n�1
aie

− i 2π/Nn( )
, (5)

where S(n) represents the nth adoption point value in the
frequency domain. +e frequency-domain feature for bas-
ketball player posture recognition is the peak value of the
Fourier transform, that is,

f �
Kfs

N
, (6)

where K is the number of sampling points in the frequency
domain and f is the frequency used by the data acquisition
sensor.

+e extracted frequency-domain features include the
frequency-domain peak value of the acceleration sensor x, y,
and z axis and the six-dimensional frequency value corre-
sponding to the peak value, the acceleration vector and the
two-dimensional frequency value corresponding to the
frequency-domain peak value and peak value, and the an-
gular velocity sensor. +e frequency-domain peak value of
the x, y, and z axis and the corresponding frequency value of
the peak value are six dimensional. +e angular velocity
vector and the frequency-domain peak value and peak value
corresponding to the frequency value are two dimensional,
with a total of 16-dimensional features.

3.2. Model Establishment. Feature selection is a variable
selection method, also known as attribute selection or
variable subset selection, which is a process of selecting a
subset of relevant attributes in order to build a classification
model. +e primary reason for feature selection is that in the
feature set obtained by feature extraction, not all attributes
are relevant and useful, and the selection of some attributes
may be redundant. +e introduction of those irrelevant
attributes not only has no effect on the construction of the
model, but also makes the constructed model more complex
due to the redundancy and irrelevance of the data.+erefore,
it is extremely necessary to conduct reasonable feature
screening. +ere is a big difference between feature selection
and feature extraction. +e purpose of feature extraction is
to extract feature vectors from the original data, while
feature selection is to select a suitable subset of feature
vectors from these feature vectors. +ere are three main
purposes of feature selection: (1) simplify the model and
reduce the computational complexity; (2) shorten the
training time; and (3) strengthen the promotion to avoid the

problem of overfitting. Commonly used feature selection
algorithms are generally obtained by combining evaluation
functions with algorithms such as sequential forward/
backward search, decision tree, best-first search, and genetic
algorithm. Among them, the evaluation algorithm is a
function that can reflect the pros and cons of the selected
feature subset, and can be used to solve the correlation
between features and classification, classifier error rate, etc.
In addition, the commonly used methods for feature se-
lection to reduce the feature dimension and reduce the
amount of system computation are: linear discriminant
analysis (LDA), principal component analysis (PCA), and
other algorithms [17].

+e recognition of basketball motion posture is to
construct a classifier that can recognize the athlete’s posture
according to the features of the data collected by the sensor.
+e extracted pose features are input into the classification,
and the classifier outputs a specific basketball action. After
feature extraction, a 16-dimensional feature parameter set
for identifying the posture of basketball players is obtained.
However, some of these feature parameters are features that
are not related to the basketball player’s posture, or have low
correlation. +ere are also some features that represent
redundant information. If these features are input into the
classifier at the same time, it will not only reduce the rec-
ognition performance of the classifier, but also seriously
affect the recognition efficiency of the classifier. +erefore, it
is necessary to select features before performing basketball
pose recognition. +e purpose of feature selection is to
reduce dimensionality in the data. At the same time, the
feature parameters that are highly relevant to the posture
recognition of basketball players are screened out. After
experimental testing, the PCAmethod was selected to realize
the selection of characteristic parameters.

In the 16-dimensional feature, the optimal feature is
selected based on the PCA method. Next, the classifier is
constructed to recognize the posture of the basketball
player. Both DQN and DRQN neural networks contain two-
dimensional convolutional layers. Typically, if the input is
not an image, but just a feature vector, the neural network
used by DQN and DRQN will not contain convolutional
layers. However, the feature extraction capability of con-
volutional layers can be applied not only to extract image
features, but also to extract features in the temporal di-
mension [18]. +erefore, this model utilizes the temporal
dimension feature extraction capability of a 1-dimensional
convolutional layer to extract temporal features of athlete
poses.

+e network structure of the proposedmodel is shown in
Figure 3. On the basis of the neural network used in DRQN,
a one-dimensional convolutional layer is added, which is
called a one-dimensional convolutional recurrent neural
network. +e one-dimensional convolutional layer will
convolve the input data in the time dimension and extract its
features in the time dimension. Experiments show that this
can improve the feature extraction ability and fitting ability
of the neural network, thereby improving the decision-
making level of the agent, and making the agent perform
better in the environment related to time series.
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3.3. �e Recognition of Basketball Motion Postures. To solve
the convergence problem of deep reinforcement learning in
the environment with large state-space dimension, this study
uses a one-dimensional convolutional layer to extract the
features of the state in the time dimension. Let the input be
X ∈ RN×Cin×Lin and the output be Y ∈ RN×Cout×Lout , then the
mathematical expression of the one-dimensional convolu-
tional layer is

Y[i, j, :] � β[j] + ∑
cin−1

k�0
α[j, k, :]⊗Y[i, k, :]. (7)

In (7), the symbol ⊗ is the cross-correlation operation.
N is the size of a batch of training data. Cin and Cout are the
number of channels of input and output data, respectively.
Lin and Lout are the lengths of input and output data, re-
spectively. A kernel_size represents the one-dimensional
convolution kernel size. α ∈ RCout×Cin×kernel size is the one-
dimensional convolution kernel of this layer. β ∈ RCout is the
bias term of this layer.

 e LSTM layer is a recurrent neural network that brings
memory capabilities to the neural network. Generally, the
input of the LSTM layer is a time series x of a certain feature
vector x ∈ RN×Lin×Hin . For simplicity, assume that a batch
contains only one piece of data and the feature vector
contains only one feature, that is, x ∈ RLin . It can be seen that
x � [x1, x2, . . . , xt, . . . , xLin]

T, then for the element xt at any
time in x, the mathematical expression of the LSTM layer is

it � σ Wiixt + bii +Whiht−1 + bhi( ),

ft� σ Wifxt + bif +Whfht−1 + bhf( ),

gt� tanh Wigxt + big +Whght−1 + bhg( ),

ot� σ Wioxt + bio +Whoht−1 + bho( ),
ct� ft ⊙ ct−1 + it ⊙gt,
ht� ot ⊙ ct.




(8)

In (8), the symbol ⊙ represents the Hadamard product.
N is the size of a batch of training data. Lin is the length of the
time series in the time dimension.Hin is the feature number
included by the time series. it, ft, gt, and ot are called input
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gates, forget gates, cell gates, and output gates at time t,
respectively. ct and ht are called time t, which denote cell
states and hidden states, respectively.

 e fully connected layer is the most classic component
of the neural network. According to the classical form, let the
input of the fully connected layer be the feature vector
X ∈ RN×Hin and the output be Y ∈ RN×Hout , then the
mathematical expression of the fully connected layer is

Y[i, :] � σ(X[i, :]A + b), (9)

where σ is a nonlinear activation function, commonly used
are sigmoid function and ReLU function. N is the size of a
batch of training data. Hin and Hout are the number of
features of the input and output data, respectively. A is the
weight of the layer, and b is the bias term of the layer. As seen
in Figure 4, the detail neural network structure framework of
our scheme is given.

4. Experimental Results and Evaluation

In the experimental process, a total of 100 basketball
players were collected in four postures: shooting, passing,
dribbling, and catching. About 100 sets of data were
collected for each posture, and 40,000 sample data were
obtained.  ese data were iterated 100 times in the above
model. In the process of collecting basketball motion

posture data, the testers completed the prescribed bas-
ketball movements according to the preset posture and
according to their usual exercise habits. According to the
characteristics of the body movements of the athletes, a
classi�er is constructed to identify the posture of the
basketball players. Four classical classi�er, that is, random
forest, support vector machine, SOM neural network, and
Bayesian network, as a comparison with our model, is
veri�ed with the validation set of basketball motion pose.
 e comparison of experimental results is shown in
Table 1.

 e experimental results show that for the recognition of
basketball poses, our model has the highest average recognition
accuracy, reaching 99.3%. Among other models, the SVM
algorithmhas the highest recognition accuracy, with an average
recognition accuracy of 97.1%.  e average recognition ac-
curacies of SOM neural network, Bayesian network, and
random forest are 91.5%, 90.8%, and 89.4%, respectively.  is
result veri�es the accuracy of the proposed basketball motion
recognition method based on multi-feature fusion and DRQN.
 is is because compared with these traditional machine
learning algorithms, DRQN has a deeper network structure
and extract more in-depth features of basketball poses, thereby
improving the accuracy of recognition.

Figure 5 shows the distribution of the output results of
the model after the �rst epoch and the 100-th epoch. e red
dots are the characteristic distribution of the samples, and

Table 1:  e comparison of experimental results.

Postures Random forest/% Support vector machine/% SOM neural network/% Bayesian network/% Our
model/%

Shooting 87.9 96.9 93.2 93.9 98.9
Passing 86.3 98.3 94.1 89.1 99.6
Dribbling 90.2 97.1 95.8 90.7 99.2
Catching 93.2 96.2 94.2 92.2 99.5
Average 89.4 97.1 94.3 91.4 99.3
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Figure 5:  e training results of our model.
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the blue dots are the characteristic distribution of the model
results. It can be seen that after the 100-th epoch, the training
results are more in line with the feature distribution of the
original data than the first epoch.

5. Conclusion

In recent years, with the development of wireless sensor
networks, and microelectronics equipment technology, the
human body gesture recognition has attracted extensive
attention in various fields, such as health sports game movie.
Based on posture recognition based on the human body,
posture recognition of the movement of athletes in the field
of basketball was studied and analysis.

In this study, the problem of basketball pose recognition
is studied, and a new basketball posture recognition method
based on DRQN is proposed. Inertial sensors are used to
collect athletes’ posture data. After the features are extracted,
PCA is used to reduce the dimensionality of the features.+e
introduction of the LSTM layer enables our model to have a
certain memory capacity. +e addition of a one-dimensional
convolutional layer gives our model a stronger feature ex-
traction ability on the basis of its memory ability, and then it
can process information in the time dimension more effi-
ciently. At the same time, the one-dimensional convolu-
tional layer also increases the fitting ability and stability of
the neural network, making the training process of deep
reinforcement learning more stable. After 100-th epoch, the
accuracy of recognizing basketball poses is significantly
improved. Compared with other methods for recognizing
basketball motion posture, our model has better
performance.
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%e era of modernity and information technology has entered people’s lives, which has brought new challenges to innovative
culture and art to a great extent, especially changing the relationship between traditional culture and pop music creation. In order
to better automate music creation, this paper proposes a mixed model of cultural term evaluation of Chinese pop songs based on
RITNN, which sets up RNN structure composition models of different channels. %rough this method, a data reconstruction
model of important cultural elements of simultaneous interpretation is established. %e experiment fully proves that the pop
music creation in traditional cultural materials not only integrates the essence of traditional cultural elements but also makes new
creation. %is scheme can evaluate the integration effect of traditional cultural elements in pop music creation.

1. Introduction

%e age of modernity and information technology has en-
tered our lives. New materials and new technologies are
emerging all the time, and we are overwhelmed by them to a
large extent; this has brought new challenges to innovative
culture and art [1–3]. %e text therefore analyses the suc-
cessful cases of pop music creation in China and abroad,
analyses the fusion and innovation of traditional musical
elements in pop music creation, and explores the essence of
traditional culture to experience the fusion and creation of
new musical concepts.

In the course of the long development of society, people
have created a brilliant culture and art. %e art of singing is
one of the oldest; from the ancient rock paintings of Dun-
huang to the opera “Silk Road” [4, 5]; from the old records of
the industrial revolution to the electronic music of high
technology; from the early whispers of pop songs to the
current star-studded pop scene. People have come a long way
from ancient time.%e creative arts have also progressed and
developed; and these have never left the traditional culture in
the journey of history [6]. Traditional culture has made to the
present day. %e achievements of today are the traditional
culture of the future. Excellent traditional culture has always

been the source of water on which humanity depends. So,
while people are enjoying modern culture, they should
cherish traditional culture, but the youth of today has a
shallow understanding of traditional culture. After the re-
form and opening up, songs such as “I Only Care About You”
by Teresa Teng and “%e Fragrance of the Night” by Xu
Xiaofeng were introduced to the mainland, but many people
did not know that these songs were old pop songs from
Shanghai [7–9].

In fact, in the 1930s and 1940s, Chinese pop music
spread both at home and abroad, with present-day
Malaysian singers such as Wu Qixian and Hua Yi Bao, Pan
Xiuqiong, and Sun Yanzhi, all of whom sang songs from this
period. To this day, we can also hear the classic songs of this
period in many film and television productions. It is easy to
see that the creation of the so-called pop songs is based on
traditional culture. For example, as Lai Jinhui, the founder of
pop music [10–12], said: “I took as my material the poetry of
famous writers from the past and present, Western poetry,
folk ditties, songs in the native style, as well as Western
ditties and love songs from the South Pacific area.” So the
main characteristic of early Chinese pop songs is that
“Chinese pop songs are the Chinese version of world pop
music, and they are directly or indirectly connected with the
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international community, not only maintaining the tradi-
tional nature of their own national music culture, but also
cleverly combining with foreign culture.”

In the mid-nineteenth century, the song “Shanghai by
Night,” with lyrics by Fan Yanqiao and music by Chen
Gexin, became an iconic piece of music in Shanghai. %e
lyrics of “Shanghai by Night” reflect the complex, helpless,
miserable, uncertain, and awakening inner activities of the
protagonist in themidst of the glamour of the nightclubs and
the monologue of his heart. %e lyrics of “Shanghai by
Night” are also based on the stanza structure of song lyrics
and Yuan songs, and fully express the helplessness and
awakening of the old Shanghai dancers. %is is why in the
late 1990s, Hong Kong’s Great Wall Pictures brought
“Shanghai by Night” to the big screen [13]. %is is a classic
song that can be found here. %is is why in the last eighty
years of Chinese pop music and its songwriting, there has
been a strong sense of nationalism and an openness to
embrace elements of global culture. In many major inter-
national song competitions, very little traditional music has
won awards. On the contrary, those who create music that
incorporates traditional culture and ethnicity are more likely
to attract the attention of the judges. So, there is no such
thing as a single traditional culture, only a fusion of inno-
vative culture and modernity can be truly innovative.

2. Integration and Innovation of Traditional
Cultural Elements and Popular Songwriting

%e fusion of traditional culture and pop music is mainly
based on the word “new.”%is innovation lies in the fact that
the compositions are drawn from tradition, but are not
simply repetitions, copies, or displaced variations, but rather
extracts some of the cultural essence from traditional cul-
tural elements, expresses it with a modern sense of inno-
vation, and recreates it [14–16]. As a result, new works are
created that not only leave behind the traditional artistic
flavour but are also very contemporary and have a new
popular artistic image. In 1986, the first concert of the
singers was a great success.%e song “Let the world be full of
love” became a national hit. From then on, pop music
composers were emerging and the pop stars were gathering,
and pop music began to diversify and explore. %e song has
been around for more than a decade, but “Sea grows the sky”
still has the spirit of the band beyond. %is is what beyond
had to endure in their songwriting. But that is what made
beyond the avant-garde band that they are, and their appeal
has remained intact for decades. As the lyrics go, “%e sea is
wide, you and I, but howmany times have we faced the scorn
and ridicule? We’ve never given up on our ideals.” It is for
this reason that beyond has created music based on tradi-
tional cultural elements that are contemporary and en-
courage dreamers to follow their dreams. %ey are at the
forefront of music creation, both spiritually and mentally,
and it is their innovation that gives us the spiritual strength
to pursue and innovate, and they have created a work that
will be remembered and remembered as the most valuable
for us to learn from.

2.1. Robust Input Training Neural Network. %e RITNN
consists of 3 parts: the input layer, the hidden layer, and the
output layer, as shown in Figure 1 [17].

%e RITNN network is trained using the error back-
propagation gradient descent method to adjust the internal
weights of the network as well as the input values, andm sets
of training samples containing n variables are normalized to
obtain tpk, and the network training objective function is

E �
1
2

􏽘

m

p�1
􏽐
n

k�1
zpk − tpk􏼐 􏼑

2
, (1)

where zpk is the network output value.
%e activation function of the hidden layer of the network

uses a single-level Sigmoidal function σ(x) � 1/1 + e− x, while
the input and output layers use a linear activation function
f(x) � x so that zpk can be expressed as

zpk � 􏽘
j

w2jkσ bj + 􏽘
j

w1ijxpi
⎛⎝ ⎞⎠, (2)
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Figure 1: Illustration of the RITNN network structure.
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where w1ij and w2jk are the network weights between the
input layer and the hidden layer, respectively; bj is the jth
hidden layer node threshold, and the network parameters
are adjusted as follows:

Δxpi � 􏽘
j

w1ijσ′ bj + 􏽘
i

w1ijxpi
⎛⎝ ⎞⎠ 􏽘

k

w2jk tpk − zpk􏼐 􏼑, (3)

where σ′ is the derivative of σ.

Δw1ij � 􏽘
p

xpiσ′ bj + 􏽘
i

xpiw1ij
⎛⎝ ⎞⎠ 􏽘

k

w2jk tpk − zpk􏼐 􏼑,

Δw2jk � 􏽘
p

σ bj + 􏽘
i

xpiw1ij
⎛⎝ ⎞⎠ tpk − zpk􏼐 􏼑.

(4)

In general, when the reliability of a cultural element is high
and theprobabilityof occurrenceof a cultural element is small,
it corresponds to a larger reliability coefficient; conversely, a
cultural element parameter that is prone to occurrence of a
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cultural element corresponds to a smaller reliability coefficient
[18–20].When a cultural element occurs, RITNN reduces the
weight of the cultural element parameter error in the objective
function through the reliability coefficient, reducing the re-
sidual contamination of other parameters and providing a
reliable guarantee for the next influential factor function.

3. Collaborative Songwriting Based onMultiple
RITNN Models

3.1. Multiple RITNN Model Data Reconstruction.
Although RITNN has a certain suppression effect on the
residual effects of cultural element data when dealing with

multiple cultural elements, the number of cultural elements
and pop song composition cultural elements is large, and if
numerous measurement parameters are built into only 1
RITNN model, it will lead to a decrease in modelling ac-
curacy; in addition, the number of high reliability mea-
surement points in the field is very limited. In order to
ensure the accuracy of reconstructed data in the case of
multiple cultural elements occurring at the same time, this
paper adopts the collaborative data reconstruction method
of multiple RITNN models, grouping cultural elements of
popular song composition through the analysis of the
mechanistic relationship between parameters and the cor-
relation of historical data, establishing multiple RITNN
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models [21–23], and dividing the model priorities according
to the order of data reconstruction, in series and parallel
manner to form a complete data reconstruction module.

%e modelling process of the multi-RITNN model col-
laborative data reconstruction method is shown in Figure 2,
where the first step is to establish a high reliability mea-
surement point dataset, which only contains high reliability
measurement point data in the initial state.%e parameters of
the selected and completed cultural elements will become
new reliable measurement points, which will be updated to
the high reliability measurement point dataset. %e process is

repeated until a data reconstruction model is built for all
cultural elements. As each round of modelling is completed,
the priority of the reconstructed model is set, with the earlier
the model is built, the higher the priority will be.

Cultural elements and pop songwriting operate in a
hostile environment for long periods of time and are prone
to degradation and other cultural elements that can lead to
inconsistent relationships. %erefore, it is necessary to up-
date the model parameters to eliminate the effects of changes
in degraded cultural elements on the fusion of popular
songwriting.
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4. Example Analysis and Validation

4.1. Fusion Composition of Popular Songs. %e most recent
historical data were selected as the test data, with a sampling
interval of 10 s. A total of 3,000 sets of data were collected,
and a random error of 10% to 50% was superimposed on the
1,300 to 2,200 sets of data as the culture element test sample
[24, 25]. %e cultural element types included accuracy
degradation, drift, constant deviation, and complete failure.

RMSE (F) and RMSE (H) were calculated separately for
the cultural element data segment of the test sample to
measure the reconstruction accuracy of the cultural element
variables and the extent to which the health variables were
contaminated by residuals, as shown in equations (5) and
(6). %e smaller the RMSE (F), the higher the reconstruction
accuracy of the cultural element variables; the smaller the
RMSE (H), the less the health variables are contaminated by
the residuals of the cultural element parameters, and the
lower the error detection rate of the corresponding healthy
cultural elements [26–28].

RMSE(F) �

��������

1
m

1
nF

􏽘

m

p�1

􏽶
􏽴

􏽘

nF

k�1
zpk − tpk􏼐 􏼑

2
, (5)

RMSE(H) �

��������

1
m

1
nH

􏽘

m

p�1

􏽶
􏽴

􏽘

nH

k�1
zpk − tpk􏼐 􏼑

2
, (6)

where nF is the number of failed sensors in one test sample;
nH is the number of healthy cultural elements in the same
test sample; m is the number of cultural element test
samples; tpk is the raw data normalisation result for the
cultural element samples; zpk is the network output value.

5 cultural elements and concurrent cultural elements.
%e RMSE (F) distribution, RMSE (H) distribution, and

natural logarithm of error detection rate ln (T) for each
group of 10 randomly selected parameter combinations of 5
cultural elements for the multiple RITNN model synergy
approach, single RITNN model approach, and single ITNN
model approach are shown in Figure 3.

10 sensor concurrent failure. %e RMSE (F) distribution,
RMSE (H) distribution, and natural logarithm of the error
detection rate ln (T) for each of the 10 groups of 10 cultural
elements selected randomly for the multi-RITNN model
synergy approach, the single RITNN model approach, and
the single ITNN model approach are shown in Figure 4.

20 sensors with concurrent failure. %e distribution of
RMSE (F) [29], RMSE (H), and the natural logarithm of the
error detection rate ln (T) for each of the 10 sets of 20
randomly selected cultural element parameter combinations
for the multiple RITNN model synergy approach, the single
RITNN model approach, and the single ITNN model ap-
proach are shown in Figure 5.

A status determination was made for the ITNN failed
data segments [29–32] of the song parametric test samples,
and the results of the 3 methods of diagnosis are shown in
Table 1. Figure 6 shows the data reconstruction of the four
cultural element variables for one of the 20 culture element
concurrent cultural element groups, with the culture ele-
ment types of reduced precision, complete failure, drift, and
constant deviation.

As can be seen from Figures 4–6 and Table 1, the ac-
curacy of the single RITNN model method and the single
ITNN model method for reconstructing data decreases in
the case of simultaneous failure of multiple cultural ele-
ments, and although a certain detection rate of cultural
elements can still be guaranteed, the residual contamination
of cultural element data has a greater impact, resulting in a
higher false detection rate of health data. %e detection rate
of cultural elements in this paper was found to be high. %e
paper’s series-parallel multiple RITNN models can effec-
tively overcome the reconstruction difficulties caused by

Table 1: Results of the 3 methods of popular songwriting.

Average detection
number

Average number of
missed inspections

Average number of
false detections

Average
detection rate%

Average false
detection rate

Single-ITNN model

5
fault 6.07 0.029 1.10 99.4 2.2

10
fault 17.45 0.026 7.47 99.7 16.6

20
fault 29.67 0.052 9.72 99.7 27.8

Single-RITNN
model

5
fault 5.8 0.031 0.83 99.4 1.7

10
fault 11.62 0.062 1.68 99.4 3.7

20
fault 23.11 0.026 3.14 99.9 9.0

Collaborative multi
model

5
fault 5.64 0.000 0.67 100.0 1.3

10
fault 10.90 0.013 0.91 99.9 2.0

20
fault 21.16 0.021 1.24 99.9 3.5

6 Mathematical Problems in Engineering
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multiple target cultural elements, and the reconstruction
accuracy of cultural element parameters is maintained at a
high level, and the detection rate of cultural elements is
nearly 100%, and the influence of significant errors in
cultural element data is well suppressed, which greatly re-
duces the residual pollution and keeps the false detection
rate of health data in a low range, and significantly improves
the accuracy of the accuracy of popular songwriting.

5. Conclusions

%e above analysis of the songs shows that modern pop
music carries all the ideas of today’s life. It is the most typical,
direct, and quickest way of creating music that maps out the
reality of people’s lives, using Koranic media technology to
awaken and inspire self-confidence and pride. %e creation
of today’s pop music is a sign of cultural progress. People are

putting a lot of information into music. %e visualisation of
notes and words is with simple, individual words. %ere is a
strong call to create a new atmosphere of a spirit. %e main
trend in today’s society is the exchange, fusion, and inno-
vation of Chinese and foreign cultures. In our pluralistic and
integrated society, it is important to have not only the
characteristics of the local traditional culture but also the
pioneering ideas of modern music creation. It is only in this
way that the creators of popular music can continue to
innovate and develop, as there is a collision of new elements.
Only then can they stand on the platform at the time, thus
enriching their cultural heritage and drawing on various
genes. %is is how traditional guitars and pop music can be
fused and innovated. Inheriting traditional cultural elements
and developing advanced pop music culture, this will lead to
innovative forms of music art and promote the development
of Chinese music art.
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Figure 6: Reconstruction results for 3,000 sets of test data for 4 cultural element variables. (a) Qf, (b) T7L, (c) Pht, and (d) %.
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[4] A. E. Öztürk and S. Sözeri, “Diyanet as a Turkish foreign
policy tool: evidence from %e Netherlands and Bulgaria,”
Politics and Religion, vol. 11, no. 3, pp. 624–648, 2018.

[5] F. Guo, “Research on hegel’s view of Practice,”World Journal
of Educational Research, vol. 6, no. 3, p. p435, 2019.

[6] A. Soo-Chan, “A meta analysis of Korean journalism studies:
focus on the research papers in 12 journals (1990∼2014),”
Korean Journal of Journalism & Communication Studies,
vol. 59, no. 6, pp. 246–280, 2015.

[7] R. H. Mcguire and L. A. Wurst, “Struggling with the past,”
International Journal of Historical Archaeology, vol. 6, no. 2,
pp. 85–94, 2002.

[8] J. Favret-Saada, “Benjamin and us,” Hau Journal of Ethno-
graphic 4eory, vol. 4, no. 3, pp. 317–328, 2014.

[9] E. H. . Louai, “Retracing the concept of the subaltern from
Gramsci to Spivak: historical developments and new appli-
cations,” African Journal of History and Culture, vol. 4, no. 1,
2012.

[10] C. S. Dempwolf and L. W. Lyles, “%e uses of social network
analysis in planning: a review of the literature,” Journal of
Planning Literature, vol. 27, no. 1, pp. 3–21, 2012.

[11] A. Ayman, K. Mohammed Saidul Huq, S. Mumtaz,
K.-F. Tsang, and J. Rodriguez, “Low-cost on-demand C-RAN
based mobile small-cells,” IEEE Access, vol. 4, pp. 2331–2339,
2016.

[12] R. G. Rajan and L. Zingales, “%e firm as a dedicated hier-
archy: a theory of the origins and growth of firms,” Quarterly
Journal of Economics, vol. 116, no. 3, pp. 805–851, 2001.

[13] M. Bould, “%e dreadful credibility of absurd things: a ten-
dency in fantasy theory,”Historical Materialism, vol. 10, no. 4,
pp. 51–88, 2002.

[14] C. H. Cao, Y. N. Tang, and D. Y. Huang, “IIBE: An Improved
Identity-Based Encryption Algorithm for WSN Security,”
Security and Communication Networks, vol. 2021, Article ID
8527068, 2021.

[15] D. Wu, C. Zhang, L. Ji, R. Ran, H. Wu, and Y Xu, “Forest fire
recognition based on feature extraction from multi-view
images,” Traitement du Signal, vol. 38, no. 3, pp. 775–783,
2021.

[16] L.Wang, C. Zhang, and Q. Chen, “A Communication Strategy
of Proactive Nodes Based on Loop %eorem in Wireless
Sensor Networks,” in Proceedings of the 2018 Ninth Inter-
national Conference on Intelligent Control and Information
Processing (ICICIP), pp. 160–167, Wanzhou, China, No-
vember 2018.

[17] H. Li, D. Zeng, and L. Chen, “Immune Multipath Reliable
Transmission with Fault Tolerance in Wireless Sensor Net-
works,” in Proceedings of the International Conference on Bio-
Inspired Computing: 4eories and Applications, pp. 513–517,
Springer, Singapore, January 2016.

[18] M. J. Fortner, “%e “silent majority” in black and white,”
Journal of Urban History, vol. 40, no. 2, pp. 252–282, 2013.

[19] C. Hay, “%e obligation to resist oppression,” Journal of Social
Philosophy, vol. 42, no. 1, pp. 21–45, 2011.

[20] S. S. Fainstein, “My career as a planner,” Journal of the
American Planning Association, vol. 80, no. 3, pp. 268–275,
2014.

[21] S. A. . Mcclennen, “Exilic perspectives on “alien nations”,”
CLCWeb: Comparative Literature and Culture, vol. 7, no. 1,
pp. 45–55, 2005.

[22] E. Sine, M. K. Schmidt, D. Bocquet et al., Planning Perspec-
tives, vol. 26, no. 4, pp. 663–682, 2011.

[23] A. Antliff, “Anarchist modernism: art, politics, and the first
American avant-garde,” Journal of American History, vol. 10,
no. 1, pp. 670-671, 2004.

[24] T. Dai, “%e applicative research on DOI in the digital
publication of Chinese sci-tech journals,” Management &
Engineering, no. 18, pp. 47–50, 2015.

[25] Y. Mei, Z. Shihui, and Z. Wanlan, “%e analysis of knowledge
base, theme evolution and research hotspot of ideological and
political theory course in Colleges and universities based on
CiteSpace,” in Proceedings of the 2021 2nd international
conference on artificial intelligence and education (ICAIE),
pp. 460–467, 2021.

[26] Y. Liu, S. Chen, and B. Guan, “Layout optimization of oil-gas
gathering and transportation system in constrained three-
dimensional space,” Chinese Science Bulletin, vol. 65, no. 9,
pp. 834–846, 2020.

[27] Y. Liu, S. Chen, B. Guan, and P. Xu, “Layout optimization of
large-scale oil–gas gathering system based on combined
optimization strategy,” Neurocomputing, vol. 332, no. 7,
pp. 159–183, 2019.

[28] B. Guan, S. Chen, Y. Liu, X. Wang, and J. Zhao, “Wave
patterns of (2+1)-dimensional nonlinear Heisenberg ferro-
magnetic spin chains in the semiclassical limit,” Results in
Physics, vol. 16, Article ID 102834, 2020.

[29] Y. Song, K. Du, and Z. Xu, “Knowledge mapping analysis to
research of symbiosis based on big data method,” in Pro-
ceedings of the 2021 2nd international conference on big data

8 Mathematical Problems in Engineering



Research Article
Research on the Change in Public Art Landscape Pattern Based on
Deep Learning

Lei Zhao and Congcong Tang

School of Architecture and Art Design, Hebei Academy of Fine Arts, Shijiazhuang 050700, China

Correspondence should be addressed to Lei Zhao; zhaolei2021@hbafa.edu.cn

Received 7 February 2022; Revised 16 March 2022; Accepted 21 March 2022; Published 11 May 2022

Academic Editor: Man Fai Leung

Copyright © 2022 Lei Zhao and Congcong Tang. �is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

With the limited design level of urban external space and place environment, however, the city image design and public art design
play an important role in urban development, which leads to the lack of rational understanding that vague urban style is the
e�ective implementation. In this article, a deep learning model is proposed to study the changes in public art landscape pattern in
urban space, and it is constantly found that the changes in urban spatial layout have an impact on urban development. Firstly, the
landscape index was analyzed e�ectively, and theMarkovmodel was used to predict land use change, which provided a theoretical
basis for the analysis of urban landscape change.�en the GeoSOS-FLUS model based on deep learning is used to make up for the
lack of diversity of land use types by using the suitability probability calculation module of ANN and the adaptive inertia and
competition mechanism, and the competition between di�erent land use types is introduced. �e experimental results show that
the GeoSOS-FLUS framework based on deep learning model has good prediction e�ect and application ability.

1. Introduction

With the prevalence of art planning forms that use public art
to render urban vitality and promote urban culture in major
cities, public art works gradually assume the important role
of “city business cards.”�e research on the dynamic change
in artistic landscape in public places shows that landscape
structure, landscape function, and landscape spatial pattern
are the core issues of landscape ecology. Landscape pattern
refers to the arrangement of landscape patches with di�erent
sizes, shapes, and attributes in landscape space. Literature [1]
elaborates that people’s environmental needs for public
streets far exceed simple material enjoyment but pay more
attention to people’s real feelings about landscape structure.
Literature [2] describes the Humanistic design of public
places around the characteristics of art design and city
image. Literature [3] analyzes the three intervention ways of
cities’ art design in public territory, and then analyzes how to
apply public art design in public territory from four aspects,
namely scienti�c and technological innovation, experience
service, interaction and cooperation, and citizen aesthetics,

so as to build a good city image and promote the new round
of construction and development of urban culture. In lit-
erature [4], the combination of public art landscape pattern
design and regional culture is studied. Literature [5] focuses
on the two characteristics of public space and public art in
urban centers and studies the relationship among public art,
people, and natural environment. �e paper expounds how
to combine the characteristics of the city to carry out artistic
transformation [6]. Literature [7] describes the concept of
public art design, literature [8] thinks around the concept of
public art design, and literature [9] expounds that the change
in landscape pattern is due to the process of landscape
change. Understanding the driving mechanism of landscape
pattern evolution is the premise and foundation of landscape
pattern analysis combined with patch scale. Literature [10]
describes the quantitative research method of landscape
pattern. Literature [11] shows the changes in landscape
pattern indicators to di�erent landscape patterns, and the
main data source of literature [12] is remote sensing images,
which systematically studies the evolution of landscape
pattern from three aspects: situation, relationship, and
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mechanism. Literature [13] vividly expounds the charac-
teristics of urban ecosystem landscape pattern and the de-
velopment direction of landscape pattern optimization in
literature [14], and literature [15] makes an in-depth study
on public art design under the influence of history and
culture. Literature [16] puts forward a method based on deep
learning and uses landscape model to make two defores-
tation hotspots, which shows that the reliability of monthly
forest harvesting mapping using Sentinel-1 data is high; the
average IoU is superior to the traditional object-based
method. Samples collected at a specific time in a place are
trained, and sparse local samples from the new area are used
for fine tuning to achieve the best performance. )erefore,
when applied to a new research site, the workload of training
data collection can be greatly reduced. Literature [17] is
applied to urban landscape design and proposed the pro-
cessing and application of urban landscape images to analyze
landscape changes.

2. Publicity of Public Art

Public space is the material space carrier of people’s public
activities, communication and life, and the place of public
life, which embodies the functional attributes of society.
Because public space is changeable, that is to say, the
ownership of space will change with time, urban space is the
possibility of mutual transformation from private space to
public space. Urban public space should be a region that
concentrates all elements and functions in the city. )is
region can be a space shared by individuals and collectives,
and they enjoy the services and convenience brought by this
space. Urban public space is a traditional sense of public
space, such as streets, riverside squares, parks, green spaces,
etc. Today, it includes museums, shopping centers, trans-
portation hubs, etc.)emeaning of public space is becoming
more broader. Words such as “popular,” “common,” “public
pragmatic,” and “shared” are used to describe “public.” )is
shows from the side of a word that the characteristics of what
we call public space lie in that it is different from the space
form, which generally belongs to private field, nonpublic
nature, and nonpublic welfare nature. Habermas thinks that
publicity embodies fairness and democratization in all fields
of society. His exposition is of great significance for
explaining art about public areas. Herzberg thinks that
“public” and “private” can be regarded as homosexual words
related to “collective” and “individual,” and the meaning of
“public space” lies in the area that anyone can enter at any
time. Publicity firstly means openness, nomatter in principle
or form, anyone can enter freely, and everyone has the right
to express their opinions and be respected. Secondly,
publicity means universal application, which specifically
refers to the needs of all the contents in the public space that
are applicable to all the subjects in the space. Finally,
publicity also means public interests. Compared with em-
phasizing the interests of individuals, classes, and groups,
publicity is the interests of all existing subjects, and the
public sphere seeks public welfare rather than private in-
terests. As a popular art, the essence of public art is to realize
its social value through “publicity,” regardless of its

appearance or design concept. Publicity must be a common
feature of shared space and public art, and the publicity of
shared space promotes the communication and sharing
between people. As the art of shared space, shared art is to
better serve the public and meet people’s psychological and
spiritual needs, and it is an effective way to realize the
publicity of shared space (Figure 1).

2.1. Development and Evolution of Rural Public Buildings.
)e organizational form of rural public buildings has
changed from autonomous form to organized form in the
early stage of the founding of the People’s Republic of China.
In the period of new rural construction, it presents a gov-
ernment-led organizational form. In terms of spatial char-
acteristics, it has changed from the original closed and single
to diversified andmodern characteristics.)e role of space is
becoming more and more colorful. From the original tra-
ditional architectural forms such as stage, school, ancestral
hall, and cooperative, the villagers’ activity center with
weaving and planning has gradually begun to form (Table 1).

2.2. Digital Reform of Public Art. )e fundamental purpose
of digital public art is to serve the public and meet the needs
of the public. Communication thinking is the basic demand
of the public for digital public art, and interactive thinking is
themain guiding ideology. It is a form of interactive thinking
in creation that creates communicative thinking. Commu-
nication thinking is a two-way interactive behavior, a unique
expression of digital public art, and also the purpose of
digital public art creation (Figure 2).

3. Study on Landscape Pattern

3.1. Landscape Index Analysis Method. Landscape index
analysis is an extensive method for the quantitative evalu-
ation of landscape bureau at present. Referring to previous
research methods and combining with the characteristics of
the study area, this article selects the indicators that can best
reflect the landscape index from two types, patch type level
and landscape level, to quantitatively describe the landscape
pattern change process, and further expounds the rela-
tionship between the future trend and process of landscape
in timescale in connection with ecological process. Four
landscape classification vector maps in 2012, 2014, 2016, and
2018 were transformed into tif grid images with a granularity
of 30m by using ArcGIS.4. 1 vector-to-grid theory, and then
imported into Fragstats.4.2 software to calculate each
landscape index.

)is article analyzes the dynamic changes in landscape
pattern from two levels: patch type level and landscape level.
At the level of patch type, patch area (CA), landscape
percentage (PLAND), patch number (NP), patch density
(PD), landscape shape index (LSI), maximum patch area
index (LPI), average patch area (AREA-MN), aggregation
degree (AI), and cohesion index (COHESION) were se-
lected. At the landscape level, patch number (NP), patch
density (PD), landscape shape index (LSI), edge density
(ED), perimeter area fractal dimension (PAFRAC),
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Social institutions Public  works of art

Viewer

Artist

Public space

Figure 1: )e relationship between shared works of art, shared space, viewers, social institutions, and artists.

Table 1: Changes in organizational forms and other characteristics of rural public buildings.

Time Organizational
form Spatial characteristics Function of public space shelf )e nature of public space

Before the founding of the
People’s Republic of China

Self-organizing
form Closed, single

Get outside information,
living and entertainment

places
Have a strong breath of life

Economic planning period Organized form Open and unitary )e main place of political
propaganda Strong political color

After the reform Take “family” as
the unit

Public space is
diversified and
modernized

Social place Diversification of public
space forms

New rural construction
period

Passive
organization

Bottom-up construction
mode

Become the center of
government activities

)ere are no traditional
customs in the countryside

Interactive thinking

Communicative thinking

Behavior

Social
network

Interface

Works
The public

Virtual
space

Figure 2: Digital public art.
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maximum patch area index (LPI), aggregation degree (AI),
cohesion index (COHESION), contagion degree (CON-
TAG), separation degree (DIVISION), Shannon diversity
index (SHDI), and Shannon evenness index (SHEI) were
selected.)e ecological meaning of each index is listed in the
Table 2:

(1) Plaque area CA

CA � 􏽘
n

j�1
aij

1
10000

, (1)

where aij indicates the area of type i patch and n is
the total number of type plaques.

(2) PLAND

PLAND �
􏽐

n
j�1 aij
A

(100), (2)

where aij represents the covered area of patch j of
type i and A is the overall landscape area, with a
value of 0–100.

(3) Plaque number NP

NP � Ni, (3)

where Ni is the number of patches of type i or the
total number in all landscapes.

(4) Plaque density PD

P D �
ni

A
(10000)(100), (4)

where Ni is the total area of Class I landscape el-
ements or the total area within all landscapes.

(5) Landscape shape index LSI

LSI �
0.25E

��
A

√ , (5)

where E is the total boundary length of patch type
or landscape, LSI ≥1, and there is no upper limit.

(6) Maximum patch area index LPI

LPI �
MAXn

j�1 aij􏼐 􏼑

A
× 100. (6)

Max is the maximum number of patches or
landscape pixels that may be adjacent, and the value
is 0–100.

(7) Average patch area AREA-MN

ARENA − MN � LPI

�
MAXn

j�1 aij􏼐 􏼑

Ni
×

1
10000

􏼒 􏼓.

(7)

(8) Degree of polymerization AI

AI � 􏽘
n

i�1

gii
max gii

􏼠 􏼡pi⎡⎣ ⎤⎦(100). (8)

gii represents the number of adjacent pixels of type
i or landscape patches, and pi contains the land-
scape percentage of type i patches or landscapes,
with a value of 0–100.

(9) Cohesion index COHESION

COHESION � 1 −
􏽐

m
i�j 􏽐

n
j�i dij

􏽐
m
i�j 􏽐

n
j�1 dij.

���
aij

􏽰⎡⎣ ⎤⎦
1

[1 −
��
A

√
]
. (9)

n is the total number of types of plaques and m is
the number of all types. For example, dij is the
perimeter of plaque ij, and the value is 0–10.

(10) Edge density ED

E D �
􏽐

n
j�1 eij

A
(10000), (10)

where eij is the total edge length of patches in the
landscape.

(11) Perimeter area fractal dimension PAFRAC

PAFRAC �
2 ni􏽐

n
j�1Inaij􏼐 􏼑

n
i􏽐

n

i�1 Inaij −Indij( 􏼁􏼔 􏼕 − 􏽐
n
j�1aij􏼐 􏼑 􏽐

n
j�1dij􏼐 􏼑􏽨 􏽩

.

(11)

(12) Spreading degree CONTAG

CONTAG � 1 +
􏽐

m
i�1 􏽐

m
k�1 pi gik/􏽐m

k�1gik( 􏼁􏼂 􏼃 Inpi gik/􏽐m
k�1gik( 􏼁􏼂 􏼃

2In(m)
􏼢 􏼣, (12)

where gik is the number of adjacent plaques of type
i and type k, and the value is 0–100.

(13) Separation degree DIVISION

DIVISION � 1 − 􏽘
m

i�j

􏽘

n

j�1

aij

A
􏼒 􏼓

2
⎡⎢⎢⎣ ⎤⎥⎥⎦, (13)

(14) Diversity Index SHDI

SHIDI � − 􏽘
m

i�1
(pi, Inpi). (14)

(15) Evenness index SHEI

4 Mathematical Problems in Engineering



SHEI �
− 􏽐

m
i�1 (pi, Inpi)
In(m)

, (15)

pi is the percentage of landscapes that contain type i
patches or landscapes, Inpi is the logarithm of the
landscape percentage.

3.2. Analysis Method of Spatial Development Pattern

3.2.1. Markov Prediction Model. Markov model was put
forward by Soviet mathematician Markov, which is often
used to predict land use transformation, and it is also called
discrete-time stochastic process model Markov chain. )is
model emphasizes the stochastic process with discrete states
and is a probabilistic prediction method based on stochastic
processes. )erefore, the model has time homogeneity, that
is, during the transition from time Tn-1 to time Tn, it is
found that the state of the system at time T is only related to
the state of the system at time Tn-1 in a certain period of
time. )e process of land use type conversion has typical
Markov model characteristics. In a specific area, land use
types can be converted to each other, However, the trans-
formation between land use types is predicted and expressed
by mathematical functions, which is the most distressing.
Markov model can obtain the conversion probability matrix

of land use according to the state of land use at the beginning
and end of the period, so as to predict the future land use. Its
calculation process is as follows:

CTn � CTn−1 × P,

P � Pab

�

P11 · · · P1n

⋮ ⋱ ⋮

Pn1 · · · pnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(16)

In the formula, P denotes the probability of conversion
between various types of land in the region, Pab denotes the
probability of conversion of land use type a to b, n denotes
land use type n in formula (17) and the total number of land
use types in formula (17), so the matrix should satisfy the
following two conditions:

0≤Pab ≤ 1,

􏽘

n

b�1
Pab � 1 (a, b � 1, 2, 3 . . . . . . , n)

(17)

)erefore, when n� 0, that is, at the initial time, the
matrix of land use type state is as follows:

Table 2: Landscape pattern analysis indicators.

Serial
number Index name English

abbreviation Meaning Horizontal
level

1 Patch area CA
)e total patch area of a certain patch type reflects the difference of
information flow such as species, energy, and nutrients during the

period.
Plaque type

2 Percentage of landscape PLAND )e ratio of a patch type to the total landscape area measures the
dominant landscape elements of landscape components. Plaque type

3 Number of patches NP )e patch type indicates the total number of patches in a certain
category. Plaque type

4 Patch density PD Ratio of landscape area. Plaque type

5 Landscape shape index LSI Refers to the total edge length of patch type or landscape divided by
the minimum possible value of the total edge length. Plaque type

6 Maximum patch area
index LPI Refers to the proportion of the maximum patch area to the patch

type area or landscape area. Plaque type

7 Average patch area AREA-MN )e total area of a patch divided by the total number of patches. Plaque type

8 Degree of
polymerization AI

Refers to the number of nodes of patch type or landscape divided
by the maximum number of nodes when the type or landscape first

comes together.
Plaque type

9 Cohesion index COHESION Reflects the degree of aggregation of a certain type of patch or
landscape. Plaque type

10 Edge density ED )e degree of edge segmentation is a direct response to the degree
of landscape fragmentation. Plaque type

11 Fractal dimension of
perimeter area PAFRAC

Refers to the relationship between the shape and area size of
landscape patches.When the value is 1–2, the closer the value is to

1, the more regular the patch shape is

Landscape
type

12 Spreading degree CONTAG Describes the degree or extension trend of different patches in the
landscape.

Landscape
type

13 Separation degree DIVISION Refers to the degree of separation of individual distribution of
different patches in a landscape。

Landscape
type

14 Shannon diversity index SHDI Refers to the diversity of landscape elements or ecosystem
structure and function changing with time.

Landscape
type

15 Shannon evenness
index SHEI It reflects the uniformity of each patch in the area of landscape. Landscape

type
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C
(0)

� C
(0)
1 C

(0)
2 C

(0)
3 , . . . . . . , C

(0)
n

􏽨 􏽩. (18)

)e land use status after n times of land use type con-
version can be expressed as follows:

C
(n)

� C
(0)

× P
(n)

, (19)

where P^((n)) is the probability matrix of the land use type at
the initial moment after n transformations, so:

C
(n)

� C
(n− 1)

× P � C
(n− 2)

× P
2

� C
n− 3

× P
3

� . . . . . . C
(0)

× P
n
,

Get: P
(n)

� P
n
.

(20)

In C(n) �C(n−1) ∗ P1 �C(n−2) ∗ P2 �C(0) ∗ Pn formula,
the sum of the exponents of the variables on the left and right
sides of the equal sign is always equal to n.

)erefore, according to the land use state and probability
matrix at the initial time, the land use state at any time in the
future can be calculated. )e conversion between land use
types depends on the land use status. By studying the state
transition of land use types at the initial and final moments
in a certain time, the probability matrix describes the change
value of each point in the process of land use transition
probability. According to the land use state at the initial
moment, the land use, evolution law, and development trend
at any time in the future can be predicted.

3.2.2. GeoSOS-FLUS Model. )e change in urban spatial
development pattern is manifested in the change in land use
and has large spatial autocorrelation. Traditional analysis
models of urban spatial development pattern include CA
and its improved model.)is kind of model is widely used in
the delineation of urban growth boundary and the spatio-
temporal dynamic simulation of urban land use. However,
because the cellular automata model only pays attention to
the conversion between urban construction land and non-
construction land, ignoring the diversity of land use types, it
cannot meet the reality of analyzing the conversion between
various types of land. )e GeoSOS-FLUS model contains
module 1: ANN-based suitability probability calculation
module (ANN-based suitability probability estimation); and
module 2: self-adaptive inertia and competition mechanism
CA based on autonomous adaptive inertial mechanism. CA
model makes up for the lack of diversity of land use types,
and the model introduces the competition between different
land types, reflects the relationship between various land use
types, and proposes the nonconstruction area as the eco-
logical constraints of FLUS model, more realistic simulation
ability. Cellular automaton model is the most commonly
used network dynamics model. Network dynamics models
include cellular automata, Boolean networks, neural net-
works, and L-systems. Cellular automata are dynamic
models with discrete time and space.

Module 1: )e suitability probability calculation based
on neural network is used to analyze the suitability prob-
ability of mutual conversion among various land use types.
)e probability is related to the current situation of urban

land use and the driving factors affecting urban spatial
expansion. Generally, natural influence factors and human
influence factors are included, and root mean square error
(RMSE) is provided in the calculation results to test the
accuracy of the simulated plot. )e sum of suitability
probabilities for all land use types of a grid in the simulated
plot is 1, and the formula is as follows:

sp(p, i, t) � 􏽘
j

wi,j×1/1+e−net(p,t) , 􏽘
j

sp(p, i, t) � 1. (21)

where sp(p, i, t) is the calculated suitability probability, i is
the land use type, p represents the grid, j is the set hidden
layer, wij is the weight, and net (p, t) is the received signal.

Module 2: )e suitability probability data obtained by
the above modules are imported into module 2 for analysis,
and the land use data of previous years are input. )e pa-
rameters such as the ability, rules, iteration times, and
limiting conversion conditions between land use types are
set, and the future land use results are obtained by simu-
lation. FLUS model adopts selection method to realize the
competitive relationship between each different land. In the
simulation process, the total probability of convertible land
use type on grid p is calculated, and then the land use type i is
given to grid p, and the formula is as follows:

TP
t
p,i � sp(p, i, t) × Inertiat

i

· 1 − scc⟶i ×
􏽐N×Ncon c

t−1
p � i􏼐 􏼑

N ×(N − 1)
⎛⎝ ⎞⎠ × Wi,

(22)

where TPt
p,i is an index of the total probability of land use

type i on grid p at t time node, scc⟶i is an index of the cost of
land use type conversion, 􏽐N×Ncon(ct−1

p � i) is the quan-
titative index of land use type i in the calculation results, and
Wi represents the domain weight of various land use types.

4. Experimental Part

4.1. Model Testing. In this article, GeoSOS-FLU model is
used to study and analyze the future land use from the
perspective of deep learning, and the model needs to be
tested before using this model.

4.1.1. Model Comparison. We compare Markov prediction
model with GeoSOS-FLU model, evaluate and analyze the
future land use, and compare their accuracy (Figure 3).

By comparing the two prediction models, GeoSOS-FLU
model is more suitable for the calculation of land use
transformation than Markov model, and the accuracy is
above 60%, which shows that this model is more suitable for
future land use analysis.

4.1.2. Performance Comparison. In this experiment, the
neural network-based suitability calculation method of
GeoSOS-FLU model proposed in this article is compared
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Figure 3: Model comparision of Markov and GeoSoS.
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Figure 4: Performance comparison of different models.

Table 3: Comparative experiment of deep learning model.

Type Accuracy Precision Recall F1 AUC
LR 0.7990 0.8401 0.8728 0.8561 0.7557
SVM 0.8324 0.8464 0.9229 0.8830 0.7793
FM 0.8431 0.8552 0.9281 0.8902 0.7933
DNN 0.8440 0.8554 0.9294 0.8908 0.7939
DeepFM 0.8485 0.8603 0.9297 0.8937 0.8008
PNN 0.8576 0.8646 0.9392 0.9004 0.8098
GeoSOS-FLU 0.8768 0.8780 0.9599 0.9171 0.8279
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with (KNN, MF, NCF, and DMF). )e final experimental
results are shown in Figure 4:

It can be seen from the experimental results that the deep
learning GeoSOS-FLU model has achieved better evaluation
results than KNN, MF, NCF, and DMF methods. GeoSOS-

FLU model has the smallest difference between RMSE and
MAE and has obvious advantages in model execution re-
sults. In the MAPE evaluation, the MAPE of GeoSOS-FLU
model has the minimum value, and the evaluation of the
model has a good performance.

Accuracy Precision Recall F1 AUC

LR
SVM
FM
DNN

DeepFM
PNN
GeoSOS-FLU

0

0.2
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0.8

1

1.2

Figure 5: Comparative test.

Table 4: Index survey result.

Land type Patch area Number of patches Landscape shape index Dispersion index Degree of polymerization
Farming 568.11 650 23.24 100.34 93.21
Grassland 233.21 346 43.45 93.5 96.34
Woodland 500.57 345 32.67 38.71 83.21
Place of residence 343.37 678 78.32 76.34 93.41
Mining site 277.66 56 38.21 84.00 90.32
Water area 8.92 124 67.02 37.00 92.21
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Figure 6: Index analysis diagram of six landscape patterns.
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GeoSOS-FLU model is the best learning method for
future land use analysis and research. GeoSOS-FLU model
has stronger prediction ability, flexibility, and accuracy.

4.1.3. Contrast Experiment. In this article, LR, SVM, FM,
DNN, DeepFM, and PNN deep learning models are com-
pared with GeoSOS-FLU deep learning models. )e results
are shown in Table 3:

According to the data in the table, a chart is drawn as
shown in Figure 5.

From the experimental results in Figure 5, it can be seen
that the accuracy and AUC of GeoSOS-FLU model are
improved by 2.3% compared with the best traditional
method, and the three indexes of precision, recall, and F1 are
also significantly improved. By comparing the models
proposed in this article, good evaluation results have been
achieved.

4.2. Application Effect of Landscape Pattern Change Model.
Using the model of landscape pattern change in this article,
the landscape pattern change of a certain area is analyzed
and studied based on the landscape index of that region.

4.2.1. Survey Results of Five Landscape Indexes. Six different
land types were selected, according to the patch area, patch
number, landscape shape index, dispersion index, and ag-
gregation of five landscape indexes on the future changes in

landscape pattern of the impact of specific analysis (Table 4
and Figure 6).

Based on GeoSOS-FLU model, some land types, land-
scape indexes of different regions, and analysis factors
matching with specific regions are selected, and a perfect
index system is constructed to expand the practicality of the
study.

4.2.2. Index Survey Results in Different Years. In different
periods, four different types of land were selected, according
to the patch area, patch number, landscape shape index,
dispersion index, and aggregation degree of these five
landscape indexes to analyze the landscape pattern change
range (Table 5 and Figure 7).

5. Conclusion

With the rapid development of economy, the natural en-
vironment in which we live has gradually lost its original
balance system, and how the landscape pattern will change
dynamically in the future has become a problem that we
need to predict now. Mastering the future utilization rate of
land has also become an answer that people are eager to get.
)e landscape pattern change model under deep learning
proposed in this article can analyze the future change trend
in landscape pattern more accurately. )e research results
show that:

Table 5: Land use type area and change range from 2012 to 2018.

Land type Area (km2) Amplitude of change (%)
Cultivated land 2014Year 2016Year 2018Year 7330.23 9340.44 13034.67 2012–2014 Year 2014–2016Year 2016–2018 9.2%–0.3% 12.3%
Woodland 2014Year 2016Year 2018Year 8999.3210034.21 15880.11 2012–2014 Year 2014–2016Year 2016-2018 -2.1%% -3.1% 5.3%

Grassland 2014Year 2016Year 2018Year 10002.1 8977.3 6668.1 2012–2014Year 2014–2016 Year 2016–2018
-10.2%–1.2% 11.3%

Water area 2014 Year 2016Year 2018Year 12005.2 10344.3 9998.2 2012–2014 Year 2014–2016Year 2016–2018 3.19% 1.05% 7.4%

2012 2014 2016 2018

Cultivated land
Woodland

Grassland
Water area

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

Figure 7: Landscape pattern in different years.
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(1) By comparing GeoSOS-FLU model with Markov
prediction model, the accuracy of GeoSOS-FLU
model is over 60% in five comparisons and it is
higher than Markov prediction model.

(2) In the model comparison stage, GeoSOS-FLU deep
learning method is compared with several traditional
methods (KNN, MF, NCF, and DMF), and the
RMSE, MAE, and MAPE of GeoSOS-FLU method
are higher than the other four traditional methods.

(3) Compared with the best traditional method, the
accuracy and AUC of GeoSOS-FLU model are im-
proved by 2.3%, and the accuracy, recall, and F1 of
GeoSOS-FLU model are also improved significantly.

(4) )rough the analysis of five landscape indexes of six
different land types, such as patch area, patch
number, landscape shape index, dispersion index,
and aggregation degree, it is concluded that the
dynamic analysis of landscape pattern mainly de-
pends on two levels, namely patch type level and
landscape level.

(5) In order to analyze the changing trend in landscape
pattern, the cultivated land area increases year by
year, the grassland and water area decrease year by
year, and the woodland area tends to be balanced
[18–25].
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With the rapid development of computer vision, it has been widely used in football. Aiming at the problems of incomplete
collection of information, poor operability of system, and bad practical application in the �eld of football match, an analysis
system of football tactics is designed in this paper. Combining the requirements of functions and performance, the analysis system
is divided intomanagement of basic information, collection of tactical information, detection of passing pattern, inquiry of tactical
information, and visual display, which puts forward the method of the detection of passing pattern based on model. �rough the
intelligent design, the visual display of the information of athlete, team, competition, tactics, and passing pattern is realized under
computational intelligence, which has certain practical value in application.

1. Introduction

Football is the most popular competitive sport in the world,
which attracts hundreds of millions of spectators and has
high commercial value. It is not only colorful in technology
but also unpredictable in tactics that its �exibility and
variability attract countless audiences to be fascinated, and it
also stimulates the enthusiasm of research by scholars.
Strategies are a signi�cant component that in�uences the
presentation of football players, and whether it is applied
properly is the decisive factor that a�ects the result of
football matches [1]. Consequently, to work on the strategic
level in football, it is important to set up a logical strategic
examination framework to help mentors to settle on logical
choices by concentrating on the strategic principles in
football.

With the rapid development of computer vision, com-
puter vision technology has been widely used in football.
Examples include video assistant referee (VAR) and goal line
technology. In recent years, computer intelligent algorithm
has been widely used in the tactical decision-making re-
search of competitive football. Machine learning algorithms

are used to make judgements about events and situations
during matches and perform qualitative or quantitative
analysis of the attributes of the event, such as rating the
quality of threatening shots or passes. In addition, Arti�cial
Neural Networks (ANN) are often used in the research of
football tactics, which can analyze tactics according to po-
sition data. By running a simulation to see how Arti�cial
Intelligence (AI) teams behave in certain situations, AI
teams are created by “ghosting” the features of ordinary and
top teams. Deep imitation learning is used here by AI teams
to compare the actions of their players to the league average
or the top teams in the league.

�anks to these devices and technologies, people can
easily collect a large number of �ne-grained data in football
matches, such as the behavior and spatial position of players
at every moment, so as to master the tactical skills and rules
of football players. In addition, with the help of computer
technology, collecting and processing complex data of
football matches to complete football tactical analysis has
become the current focus, which has high academic value
and broad prospects of application. At present, some
scholars have studied the analysis system of football tactics,
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put forward the information collection scheme consistent
with the football match, and established the model of cor-
responding data [2].*e video information is integrated into
the tactical information, and at the same time, simple data is
input by mouse and keyboard to analyze more complicated
information intelligently, which breaks away from the tra-
ditional manual statistical mode to the maximum extent [3].
However, the systems are only limited to the collection of
football tactical information, which is lack of detection on
football tactical tracking. Based on this, the design of analysis
system of football tactics in this paper can extract useful
information from football matches more conveniently and
make the collected data more complete, which is of practical
significance to the development of China’s football industry.

2. Requirements Analysis of Football Tactical
Analysis System

2.1. Analysis Functional Requirements. Football tactical
analysis system is a subsystem of the research project of the
State Sports General Administration. Its purpose is to realize
the collection and tracking of football tactics information of
players, so as to master the tactics skills and rules of football
players and guide the daily training of players and the on-
the-spot decisions of coaches.

*e football tactical analysis system is an interactive
system, which includes the detection module of backend
passing pattern and the frontend visual analysis module,
which concretely realizes the following basic functions.

2.1.1. Management of Basic Information. Management of
basic information is the basic function of football tactics
analysis system, which mainly manages information of
players, teams, and competitions by adding, modifying,
deleting, and inquiring.

2.1.2. Collection of Tactical Information. Collection of tac-
tical information mainly includes the collection of the in-
formation of athlete’s position and event. Among them,
location information is collected by sensors, and event data
is marked manually.

2.1.3. Detection of Passing Pattern. Passing pattern detection
is the core function of football tactical analysis system, which
provides the basis for tactical analysis. According to the
players’ passing strategies, their tendency is analyzed by
focusing on the grasp of the scale of football passing and the
judgement of their patterns and strategies.

2.1.4. Inquiry of Tactical Information. By inputting related
keywords such as specific competitions, specific teams, and
specific athletes, the tactical information of athletes can be
searched and queried, and the categories of tactics and
relevant information can also be inquired.

2.1.5. Visual Display. *e visual display of football tactical
analysis system mainly displays basic information man-
agement, collection of tactical information, detection of
passing pattern, and inquiry of tactical information.

2.2. Analysis of Performance Requirement. In addition to
meeting the functional requirements above, the system also
needs to meet the performance requirements.

2.2.1. Applicability. Combined with the characteristics of
the football field, the football tactical analysis system adopts
the interface in mainstream design style, so that the oper-
ation of the interface is professional, simple, and smooth,
which conforms to the operation habits of football practi-
tioners [4]. In this paper, Action Script3.0 is adopted, and the
interface of football tactics analysis system is designed by
using programmable and visual operation mode. *e
function controls and football and player controls in the
system can be redesigned and can be redeveloped by
dragging and setting attribute, which will improve the ap-
plicability and expansibility of the system.

2.2.2. Maintainability and High Scalability. As the antag-
onistic sport of football is constantly developing, and the
tactics and rules of football are constantly progressing [5], it
is necessary that the football tactics analysis system designed
in this paper has strong maintainability and high expansi-
bility to ensure that football practitioners can continue to use
the system through the expansion and maintenance of it
when the demand for the system is expanded.

2.2.3. Stability. Football tactical analysis is not only used in
normal teaching and training, but also used in on-the-spot
matches. It is necessary to ensure the stability of the function
when designing the function of football tactics analysis
system [6]. If tactical analysis and rehearsal fail due to
unstable functions, the consequences will be unimaginable.

2.2.4. Sensitivity. For the football tactics analysis system
designed in this paper is mainly used for the analysis and
rehearsal of football tactics, football practitioners need to
explain and speak tactics [7] by controlling the football and
players’ controls, which requires the football tactics analysis
system to be highly sensitive in the processing of control
movement, and quickly respond to the user’s actions, to
make the tactics be explained smoothly.

3. Design of Football Tactics Analysis System

Combining the analysis of functional requirements and
performance requirements of the football tactical analysis
system, the overall framework and core functions of the
system are designed.
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3.1. Requirements of System Architecture. �e architecture
requirements of the football tactics analysis system designed
in this paper are as follows:

(1) �e football tactics analysis system is designed with
three-tier architecture, and the programming lan-
guage is Action Script 3.0 [8].

(2) �e system runs in C/S mode.
(3) Data storage of football tactics analysis system uses

XML to process and interact with data [9].
(4) �e system adopts modular design [10], which en-

hances the expansibility of the system, reduces the
coupling degree between the functional modules of
the system, and provides convenience for the up-
grade of the system.

(5) �e system is built with knowledge base [11], SQL
SERVER 2005 is used to build the database for the
data needed for retrieval, and XML documents are
built for the information described by tactics and
rules.

3.2. Design of Core Function. �rough the demand analysis
of football tactical analysis system, its core functions can be
divided into management of basic information, collection of
tactical information, detection of passing pattern, inquiry of

tactical information, visual display, and others. �e func-
tional structure of the system is shown in Figure 1.

�e basic information module is the preparation part of
data, including athlete information, competition informa-
tion, etc. Passing pattern detection is the core function of
football tactical analysis system. Tactical information col-
lection, tactical information query, and visual display are the
key modules of football tactical analysis system, which re-
alize the collection logic and analysis and statistics logic,
respectively.

3.2.1. Basic Information Management. �e executives of
essential data is comprised of three sections, speci�cally
competitor data, group data, and contest data. Each sort of
data is recorded by a di�erent information base table in the
data set. Athlete information, team information, and
competition information are stored relatively indepen-
dently, and the association among them is established in the
database with the AthleteIn-Match table [12]. In the system,
every kind of basic information can be added and modi�ed.

Basic information is the important related information
of tactical acquisition and the subject of information anal-
ysis, so it is very important to record basic information
correctly. In the football tactics analysis system, the cor-
rectness of basic information will be checked, such as
whether necessary information is added and whether the
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Figure 1: Functional structure diagram of football tactics analysis system.
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team information and player information corresponding to
the game are correct which will be further checked before
data collection. For example, in a football match, each team
is required to have 11 players. Before data collection, the
system will automatically detect the number of players of the
two teams in the match. When the basic information is
incorrect, a prompt will be given correctly, and the data
acquisition module will not be open.

3.2.2. Collection of Tactical Information. Module of collec-
tion of tactical information is the main logic module of
football tactical analysis system. *e module of game in-
tegrates the function of video playback, which can be played
back in a single frame, fast forward, fast rewind, and select
the playback speed [13]. It can be collected after opening the
corresponding game video.

Collection tactical information mainly includes the data
of position and event of players.

At present, scholars mainly use image gray information
to segment images in video sequences [14]. However, the
information of the image’s original color is ignored when
recognizing the football trajectory, so the results often have
problems with large error and slow recognition speed.
Compared with traditional tracking of pedestrian, athletes
often move quickly with unpredictable directions, such as
sudden stop, deceptive feint, and collision with players,
which increases the difficulty of tracking. *erefore, the
selection of acceleration sensor is adopted to collect data of
players’ position. Kalman filter model [15] is introduced to
filter the data collected by sensors; the model [16] can be
expressed by formula (1):

xm � ϕmxm + δm, (1)

where xm matrix represents system state, ϕm represents a
matrix of system state transition, and δm indicates system
noise.*e data of motion trajectory is input into the Kalman
filter model, and the new state data collected are sequentially
input into the update equation to obtain the dynamic data of
football motion trajectory with the elimination of noise.
*en, the estimated value is updated, the noise variance and
forward prediction are calculated according to the measured
value, while the estimated value is returned to the Kalman
filter model again, and the cycle is also repeated. Finally, the
filtering is stopped until the motion of the soccer curve ball
stops and all the values of updated input are 0.

Event data refers to a series of events that happen on the
court [17], such as passing, shooting, and scoring. Event data
is marked manually. Users browse the game video on an
interactive interface and mark events by clicking and re-
cording. A user needs about 90 minutes to complete the
event collection of a game.

In the football tactical analysis system, a storage object
and related processing method of technical information and
tactical information in attack sequence are provided to re-
alize the encapsulation of storage and management of tac-
tical information [18], in which the storage objects of
technical information and tactical information are sat Recs
and tactics Rec, respectively. In the process of collecting,

every technical action is abstracted as the process of catching
and delivering the football. *e process corresponds to a
technical record, which records the team in ball control,
players in ball control, positions of starting and ending site,
technical action types, video clips, and other information.
*e algorithm only needs to operate in thememory to realize
the function of recovery, without frequently reading and
writing, which improves the system effectively. *e logic
flow of acquisition is shown in Figure 2.

3.2.3. Detection of Passing Pattern. In the football tactical
analysis system, detection of passing pattern is the core
function where scholars mainly adopt the network-based
method [19]and the sequence-based method [20]. *e or-
ganization based technique totals players’ passing records to
get a coordinated graph [21], in which the hubs address
players and the lines address recurrence of passing between
players. Arrangement based strategy respects a progression
of successive passes in a group assault as a grouping, while in
view of the examination of example mining in arrangement
information, the discovery of passing examples is like the
model of text. *e cooccurrence of players observed in the
passing sequence is the result of implementing the passing
strategy (which cannot be directly observed in the data) [22].
*is is very similar to the idea of topic modeling; that is, the
cooccurrence of word observed in natural text sequences is
determined by the potential subjects [23].

On the basis of previous results, the detection of passing
patterns based on topic model is proposed [24].

According to the passing strategy, players have a ten-
dency to pass the ball. For example, when adopting the long
pass strategy, the defender tends to pass the ball directly to
the striker and attack. In this attack mode, the striker and
defender will appear in the passing sequence at the same
time with high frequency, while that is relatively rare in the
midfield. *erefore, different strategies will lead to different
cooccurrence modes of players, where patterns can make a
more in-depth analysis of passing strategies. *erefore,
subject modeling is used to detect the passing pattern, as
shown in Figure 3.

First, establish a dictionary of players. For each stage, the
continuous passing is transformed into a player sequence
(A). *en, the model of word bag is used to transform the
sequence of players into the one-heat vector pattern (B),
where a number of football stages constitute the text library
in the model. *e text library is defined where n represents
the total number of football stages andm represents the total
number of players (C). Nonnegative matrix factorization
(NMF) is used to extract subject model [25]. Compared with
other algorithms, NMF has the advantage that it can easily
support acceleration of parallelization.

Nonnegative Matrix Factorization (NMF) was proposed
by Lee et al. [26], which first proposed block processing of
data, providing a new idea for large-scale data processing.
*e principle of the algorithm is to express the original
nonnegative matrix as the product of two small nonnegative
matrices, improving the efficiency of data processing.
Nonnegative matrix decomposition algorithm is introduced
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into data processing according to the principle that physi-
ological human perception as a whole is composed of local
perception (pure additive) and constitutes global data by
accumulating all parts of data [27]. Di�erent from other
feature extractions, NMF algorithm ensures that all data are
nonnegative during processing. It has the advantages of
interpretability, physical meaning, simple calculation, and
small storage space, so it is widely used in pattern recog-
nition, computer vision, biomedical, and other �elds. Now,
it has been applied to face recognition, image restoration,
blind source separation, gene detection, and other directions
[28]. NMF directly uses the relationship between data for
matrix factorization, resulting in incomplete data mining.
For data without labels, the essential high-dimensional
features and sparse performance of the data are ignored,
resulting in information waste and complex calculation. �e
NMF algorithm is used directly for the built-in label in-
formation, causing the label information to be ignored.

In order to describe the process of detection conve-
niently, this section will �rst describe the traditional NMF
algorithm, which can be expressed as formula (2):

minW,H‖X −W ·H‖, s.t.W> 0, H> 0, (2)

where W ∈ Rm×k,H ∈ Rk×n, ‖ · ‖ represents the distance of
L2, and k represents the number of subjects. �e subjects are

represented by columns in the W matrix. Each subject is
about the distribution of players (D), and then the distri-
bution of players is transformed into a passing pattern by
extracting keywords, that is, a group of players who fre-
quently pass each other. Next, judge which passing mode the
passing in each stage belongs to, which can be accomplished
by H matrix. Each column in the H matrix, namely, ci,
represents the weight of each football stage in each passing
mode. According to the common allocation of subjects, the
passing mode with the highest weight is allocated to the
football stage [29]. �rough this method, a group of passing
patterns and the labels of each football stage can be suc-
cessfully detected.

�e implementation scheme of NMF algorithm is as
follows:

(1) All football stages in the match are divided into two
categories, namely, the stage of defensive counter-
attack and the stage of positional attack. Counter-
attack defense represents a direct way of playing in
which a team plays an attack with a small number of
passes. Positional play means that the team makes a
series of passes to control the ball and complete the
attack. �e two forms of attack are so di�erent that
experts often discuss them separately when con-
ducting tactical analyses.

Choose a match

system
initialization

Open the game
video

Collect technical
information

Whether the
offense is over

Infer tactical
information and write it

into the database

End of the
game or

withdrawal
quitY

N

Re-select the game

Figure 2: Flowchart of collection of tactical information.
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(2) In this detection method, words can be likened to
di�erent football attributes. For example, users can
apply the method to study the spatial information of
passes.�e user can divide the pitch into a number of
spatial areas and convert each phase of the pass into a
sequence of spatial areas. By comparing each area of
space to a word, the user can use the topic model to
detect patterns in the area of space during passing. A
player’s movement on the pitch is largely in�uenced
by his role (striker, mid�elder, etc.) and this role
information can be revealed by the player’s identity.

(3) �e substitution of players is a common situation in
matches, and the dictionary of players should be
expanded to deal with this situation. Speci�cally, the
resulting theme will contain the weight of substitute
players, which can be used to explain the passing
pattern including substitute players.

3.2.4. Tactical Information Inquiry. �e football tactical
analysis system provides the query function of �exible
combination of multiple conditions. In the query module,
users can query the technical and tactical information of
speci�c competitions, speci�c teams, and speci�c athletes,
respectively, and also query the categories of tactics, so that
the system has the ability to analyze information from
multiple angles.

�e query can be modi�ed. When the technical infor-
mation is modi�ed, the system will automatically update the
corresponding tactical information to keep it correct and

consistent. �e module integrates functions of video pre-
view, cutting, and merging and then selects one or more
records from the queried tactical information to preview
their corresponding video clips. �ese clips can also be cut
and merged into a video �le, which is conducive to the
preservation and extraction of e�ective information.

In addition, the system also has an important function of
analysis; that is, the data can be counted by Excel and then be
exported. According to the data commonly used in football,
the system designs several templates of Excel data. Users
only need to select the templates, and the system will sta-
tistically analyze the data in the background and then return
the tables �lled with corresponding data to the users, which
makes the statistical data more comprehensive and correct.

3.2.5. Visual Display. Visualization has been widely used in
analysis of football matches. Analysis of football tactics
involves many kinds of data andmodels such as background,
players, tactics, passing, and so on; in order to visually
display football tactics, the system supports visual display,
which mainly realizes visual display of basic information,
tactical information, and passing patterns, which provides
an e�ective tool for analysis of football tactics.

4. Visualization of Football Tactics
Analysis System

Combined with the design of football tactical analysis sys-
tem, the core functions of the system are displayed visually.

4.1. Visualization of Basic Information Management.
Basic management is the basic function of football tactics
analysis system, which mainly realizes the basic settings of
the information of players, team, and competition. After
determining the competition plan, it can be given priority to
rapid formation. �ere are two teams in a football match;
each team consists of 11 players. �e players of each team
can be divided into four roles: Goalkeeper, defender, mid-
�elder, and striker, which indicates the relative positions of
players on the court. Players’ roles can be subdivided
according to their responsibilities, tactical needs, or players’
characteristics, such as left mid�elder, attacking mid�elder,
and shadow striker. �e formation of football tactical
analysis system describes the position of players on the �eld,
as shown in Figure 4.

4.2. Visualization of Collection of Tactical Information.
Collection of tactical information is mainly realized by
moving the controls of football and players, and at the same
time, it records the trajectory of football and players in real
time by drawing lines. Interface of tactical acquisition is
shown in Figure 5. Firstly, the system determines whether
the color selected by the user is red or blue. In the process of
implementation, a status sign is set to TRUE when the user
selects red; then the line follows the player’s movement and
draws a red line.

1

1

1

Player

Phase

Topic

Figure 3: Detection of passing pattern based on subject model.
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4.3. Visualization of Detection of Passing Pattern. *ere are
two types of information features in passing pattern de-
tection, namely, the player’s identity and the player’s spatial
position, as shown in Figure 6.

Figure 6 shows the passing pattern and its characteristics.
Each node in (b) represents 11 players, and each small court
on the right represents a passing pattern. *e passing mode
at the bottom represents the stage of defensive counterat-
tack, while other passing modes represent the stage of po-
sitional attack. *e heat map (B2) on the small court is used
to indicate the position of players when passing the ball. By
extracting the starting position and ending position of each
passing trajectory, and expressing this spatial information
through heat map, the diagram shows the statistical

information of passing patterns. C2 shows the defensive
effect of the defender, which is expressed by the coverage
area of the defender that the higher the height, the worse the
defensive effect.

*e visual display of passing pattern is shown in Figure 7.
In this visualization, each column consists of a series of

icons, which represents the multidimensional information
of passing in a stage. *ere are different technologies for
visualizing multidimensional information, among which
parallel coordinates and reduced-dimension projection are
typical examples. According to the reference, the informa-
tion of the first passer and the last catcher is considered as
the most representative in a series of passing in the stage.
*erefore, the information of both of them is used to

Figure 4: Interface of fast arrangement.

Figure 5: Collection of tactical information.
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characterize the passing in a stage. For each stage, icons are
used to show three types of information, namely, formation
(A), player identity (B), and spatial position (C). *e end
event of the stage is placed at the bottom of the column (D).
*e density of the triangle in the middle of the column
represents the number of passing in the stage.

*e football tactical analysis system helps users to
identify the similarities and differences of passing in dif-
ferent stages more quickly by displaying visualization of
icon of multiple stages side by side. At the same time,
cause-and-effect simulations can be done using

dimensional and tabular views. Take Causality Explorer as
an example to realize the simulation of football game, as
shown in Figure 8. In the dimensional view, each histogram
represents the data distribution of a variable in the data.
*e height of the column codes the proportion of each
value to complete the interactive process of simulation
deduction.

In particular, Flash software development tools are used
to describe and demonstrate the interactive patterns and
movement paths required in the football tactical rehearsal
system. By using multitouch technology, the design and

Figure 6: Identity and spatial position of players.

Figure 7: Visual display of passing pattern.
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rehearsal of football tactics with fingers are realized, and the
process of tactical rehearsal is recorded and played back.

4.4. Visualization of Query of Tactical Information.
Tactical information can be queried by the input of key-
words. Take an athlete as an example; the visual display of his
position is shown in Figure 9.

In order to save or print it permanently, it is necessary to
export this tactical map from the system and store it in jpg
format. Firstly, use Bitmap Data class to create an object
containing the picture data obtained from the component,
encode it into JPEG or PNG format by using the method
provided by mx.graphics.codec package, and then save it
locally by using the File and File Stream provided by AIRAPI.

5. Analysis of Systematic Effectiveness

5.1. Evaluation Methods. *e data used in the system
evaluation was a football tournament organized by CON-
MEBOL, which was the final match between Argentina and
Brazil. In order to verify the effectiveness of the system, in
the case study, the senior coach (E) with the Asian Football
Confederation coaching certificate was invited to analyze the
match between Argentina and Brazil, who already know the
outcome of the game (i.e., the score, winner, and type of
goal) before analyzing it. But this is the first time they have
analyzed the game from a passing point of view. Before the
case study, we demonstrated the use of the system to the
experts. After the case study, we interviewed experts to
gather their feedback and suggestions.

Figure 8: Game simulation and deduction.
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5.2. Evaluation Results. As there are many football tactics,
this paper only tests the system with the counterattack
strategy. *e result is shown in Figure 10.

In this case, E was invited to analyze the match between
Argentina and Brazil. E is very interested in passing on

counterattack. At the beginning of the analysis, E hovered
over the pass pattern representing the defensive counter to
see which players were deeply involved in the defensive
counter. According to the bar chart of the players, E found
three important players in the counterattack defense,

Figure 9: Visual display of location query.

Figure 10: Analysis of counterattack strategy.
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namely, the two forward 9 and 11 players and a midfield 6
player (Figure A). According to the identities of the players,
E judged that most of the defensive counterattacks were
initiated and completed by these three players. E then look at
the thermal map of the defensive counterattack to learn the
specific spatial position information. E stands for counter-
attack, usually when the team recovers the ball by closing
down and moves the ball forward quickly to launch an
attack. In the thermal map, E found a highlighted area in the
middle half of the circle (Figure B). E says this means most of
the counterattacks are likely to come from the back.

E then turns to themode stream to see when the team has
used the counterattack and the result. *e bar chart of
defensive effectiveness, shown in Figure D, shows that
Argentina most of the time attacked when the opposition
was defending poorly. E says it is a reasonable counterattack
strategy. *rough the time distribution of the stages, it is
further found that the occasions of Argentina’s defensive
counterattack are random. But towards the end of the
second half (Figure C), Argentina’s attacking pattern
changed and they began to play consistently on the coun-
terattack. According to the end of the period, E found that
the switch allowed Argentina to take a one-goal lead (Figure
C) and to continue to counter defensively at the end of the
game after gaining the advantage. E said Argentina reduced
possession to avoid mistakes in the final stages to maintain
their lead. E then turns to the mode flow at the detail level to
see the details of the counterattack defense.

Based on the observations, E focuses on Argentina’s
counterattack in the final period. According to the formation
icon, E finds that the position of the first passer in the
formation gradually moves forward in the three reciprocal
phases (Figure E). *is meant that Argentina had more
players involved in defensive pressing, leading to a shift in
tackling positions. *e defensive counterattack for the
scoring opportunity was initiated by the number four on the
right and ended by the number six being robbed out of
bounds. In order to have a deeper understanding of how the
counterattack creates goal chances, E then jumps to the
phase view to see the detailed process of the counterattack. E
found the counterattack created a corner for Argentina.
Argentina then took advantage of the corner to score.
*erefore, E believes that the counterattack played an im-
portant role in Argentina’s victory. In this case, the expert
found and studied the phenomenon of Argentina changing
its passing strategy and using defensive counterattack
through the model graph, which was consistent with the
prediction results.

6. Conclusion

Football is a complex event of team sports. *e traditional
collection of skills and tactics is generally received by
coaches, and then the participation of teams or players in the
game are counted manually. Manual collection of infor-
mation not only is cumbersome and inefficient, but also
causes incomplete data and high rate of error, which will
adversely affect the analysis of follow-up game. *rough the
investigation of football tactics, the design of football tactics

analysis system is put forward in order to extract useful
information from football matches more conveniently. In
the design of the system, the emphasis is on the analysis of
data collection and passing mode, while the method of
collecting position data and event data of players is also put
forward. *e model of subject is used to detect the passing
pattern. *rough the design, the visualization of manage-
ment of basic information, collection of tactical information,
detection of passing pattern, query of tactical information,
and other functions is realized, which has important prac-
tical significance and value.
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Phishing is a very serious security problem that poses a huge threat to the average user. Research on phishing prevention is
attracting increasing attention. ­e root cause of the threat of phishing is that phishing can still succeed even when anti-phishing
tools are utilized, which is due to the inability of users to correctly identify phishing attacks. Current research on phishing focuses
on examining the static characteristics of the phishing behavior phenomenon, which cannot truly predict a user’s susceptibility to
phishing. In this paper, a user phishing susceptibility prediction model (DSM) that is based on a combination of dynamic and
static features is proposed.­emodel investigates how the user’s static feature factors (experience, demographics, and knowledge)
and dynamic feature factors (design changes and eye tracking) a�ect susceptibility. A hybrid Long Short-Term Memory (LSTM)
and LightGBM prediction model is designed to predict user susceptibility. Finally, we evaluate the prediction performance of the
DSM by conducting a questionnaire survey of 1150 volunteers and an eye-tracking experiment on 50 volunteers. According to the
experimental results, the correct prediction rate of the DSM is higher than that for individual feature prediction, which reached
92.34%.­ese research experiments demonstrate the e�ectiveness of the DSM in predicting users’ susceptibility to phishing using
a combination of static and dynamic features.

1. Introduction

With the continuous development of the Internet and the
increasing popularity of electronic payments, the problem of
online fraud has gradually become a focus of attention.
Phishing refers to a category of fraudulent behaviors in
which attackers use social engineering techniques to guide
users to visit fake websites that appear to be real through
SMSs, emails, fake advertisements, and live chat tools,
among other ways, to fraudulently obtain users’ private
information, such as private account passwords, payment
passwords, and credit card information.

Phishing is currently one of the biggest threats in
cybersecurity and is widely used. Many expert researchers
and government authorities give great attention to the
phishing problem and expect the phishing threat to become
more serious in the future [1, 2].­e reason for this phishing
threat is simple: many phishing incidents succeed because

users are unable to recognize phishing [3]. Historically,
many disruptive security attacks have occurred, and one of
the more threatening security attacks was a phishing security
attack called the Locky ransomware attack [4]. When a user
with enough access to an organization’s server opens a
phishing e-mail from an attacker, the attacker extorts the
organization by obtaining a large amount of encrypted data.
Researchers in ¡elds that are related to cybersecurity [5, 6]
and in governments [1, 7] have warned businesses and
individual users about the growing phishing threat.

If anti-phishing tools and phishing detection techniques
alone cannot e�ectively prevent phishing, the user is the
ultimate defense against phishing [8]. According to an
APWG report, 1,520,832 phishing websites and 1,031,347
phishing emails were detected in 2020, and the number of
phishing websites peaked in October 2020, with 369,254
phishing attacks occurring in January alone; phishing ac-
tivity is still at an all-time high [9].
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Several recent studies have found that Internet users are
unable to effectively distinguish legitimate sites from
phishing sites and are unable to avoid transactions on
phishing sites [10–12]; summarizing previous work, studies
have found that 40–80% of users are unable to correctly
identify phishing sites [10, 13, 14] and more than 70% of
transactions are made on phishing sites [10, 11]. Many
studies have used anti-phishing tools to prevent users from
visiting phishing websites, which mainly include web
browser security toolbars and plug-ins [15–17]. Although
these tools are highly accurate in detecting phishing web-
sites, phishing still has a high success rate, and these software
tools fail to attract users’ attention or warnings are ignored
[18]. Internet users always ignore the warnings of anti-
phishing tools because users believe that the warnings are
not directed to them [19].

Internet users are unable to recognize the threat of
phishing, and they click on links because they lack security
awareness, which depends mainly on their static awareness.
Static awareness is formed by a user before performing a
security action, so it does not correctly reflect the real sit-
uation of the user at the time of performing the action
[12, 20, 21].

*e central issue for phishing prevention and de-
tection is security awareness. Is the user thinking through
the process of performing actions when he or she is
subjected to a phishing attack? To solve this problem, we
mainly consider the influence of personal characteristics
(e.g., demographic characteristics, personality traits,
experience, and knowledge) and e-mail characteristics
(e.g., sender address and outgoing connections) on the
person [22].

Static awareness cannot be addressed in the case where
the user is performing the action and the static role is
separated. Since human behavior when subjected to
phishing attacks is determined by the interactions with
human perceptions of phishing attacks, awareness in this
interactive scenario is called dynamic awareness. Dynamic
awareness, which is derived from situational awareness, is
represented by a cyclical model (PCM) [15], which considers
both knowledge states and processes.

In contrast to previous studies that treat static aspects of
consciousness as separate from the actual situation, we adopt
an approach that is based on the assumption that safety-
related behaviors are generated by the interaction between
the person and the perception of the situation. *us, our
basic premise is that security-related behaviors are based on
the context of the environment in which they occur and
require an assessment of the encountered situation. To
conceptualize the actual awareness of individuals in security-
related situations, we introduce the construct of situational
information security awareness. It is derived from the
perceptual cycle model (PCM) of situational awareness [15],
which considers both products (knowledge states) and
processes (how knowledge is created through intelligent
interactions).

*e approach that is used in this study differs from
previous approaches in that, instead of predicting a single
phishing attack, we predict the user’s phishing

susceptibility. In this paper, we define the user’s sus-
ceptibility as the degree of interaction between the user
and the phishing attack. Our approach can truly reflect the
user’s susceptibility level, analyze the factors of suscep-
tibility, and provide personalized warning messages to the
user.

We propose a hybrid phishing susceptibility prediction
model that is based on static and dynamic features. *e
model integrates the key features of static and dynamic
features.*ese static features mainly include individual-level
features such as experience, personal attributes, and other
features. To obtain the static features, we use questionnaires
to collect the personal static features of 1150 volunteers. In
addition, to more realistically reflect the real situation of
users facing phishing, it is necessary to obtain the dynamic
features of users in the scenario. We conduct eye-tracking
experiments and questionnaires on 50 volunteers. We use a
hybrid model for static features, we mainly use an LSTM
model for feature extraction, and we apply the LightGBM
model for dynamic feature prediction, in which the
LightGBM algorithm is utilized to predict the user’s sus-
ceptibility. Finally, after the prediction stage, the prediction
results of the two models are combined. *e combined
model integrates the respective characteristics of the two
models, which can not only explore the intrinsic connections
between the time-series data but also avoid the influence of
discontinuous features on the prediction results. *e test
results show that the combinedmodel can realize lower error
than a single model in special scenarios and has more stable
prediction results.

Although phishing has been studied for many years,
predicting users’ susceptibility to phishing is a new challenge
in proactive defense against phishing attacks. Many experts
and scholars have emphasized that anti-phishing tools are
not effective in preventing users from being phished [23–25].
*erefore, according to the scientific guidelines [26], our
work can be regarded as an improvement to previous work,
and the main contributions of this paper are as follows:

(1) Previous studies have not analyzed the prediction of
users’ susceptibility to phishing emails but have
focused on developing or testing behavioral models,
and the present model demonstrates the feasibility of
susceptibility prediction.

(2) Previous phishing studies have analyzed user sus-
ceptibility with a static set of personal characteristics
in the model. *e present model combines static
personal characteristics while taking into account
interactivity and incorporates eye movement by
using eye movement data as a dynamic response to
threat perception for dynamic feature extraction.
*is model yields more accurate prediction results.

*e remainder of the paper is organized as follows:
Section 2 reviews the series of phishing susceptibility studies
that have been conducted, Section 3 discusses the proposed
work, Section 4 presents the detailed results of the data
analysis and discusses the limitations of the model, and
Section 5 discusses and summarizes the full paper.
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2. Related Work

Traditional anti-phishing efforts have focused on designing
and developing anti-phishing tools [26] and designing better
algorithms to improve the accuracy of detection [27]. De-
spite researching anti-phishing techniques, phishing is still
able to attack successfully, and phishing attacks have become
one of the most threatening digging attacks for network
security. To solve the problem of phishing attacks, more and
more researchers have started to shift the focus of their
research to user susceptibility analysis.

In recent years, a survey of Dutch cybercrime victims
[28] has been conducted to determine which user behaviors
increase the risk of being phished, using a multivariate risk
analysis approach. *e results of the analysis were used to
determine several behaviors that increase the user’s risk.

Leukfeldt [28] used risk perception theory, theory of
planned behavior, and decision theory to construct a model
to analyze the factors influencing spear phishing attacks on
users. *e experiments were conducted mainly in Middle
Eastern countries, and the final results analyzed the be-
havioral factors that increase cyber network susceptibility
and help to evaluate and select the use of phishing tools.

According to the research findings [20], some users are
more susceptible to phishing attacks due to attack scenarios
and personality factors, and experiments were conducted
through individuals and companies to analyze how per-
sonality traits affect human behavior.

Lin et al. [29] investigated the factors affecting users’
susceptibility by conducting a study on phishing emails and
analyzing the impact of psychological, demographic, and
cultural characteristics on susceptibility to phishing, and the
experimental results showed that age had the greatest impact
on phishing.

Luo et al. [30] designed a heuristic system model to
investigate the impact of users’ psychology and behavior on
phishing susceptibility through a qualitative study. *e
model can explain the factors of user number victimization.

Lillo et al. [31] showed that the factors influencing
susceptibility to phishing include demographics, knowl-
edge, experience, and self-efficacy, which affect the user’s
access to the browser and transactional behavior on the
phishing site.

Sheng et al. [32] proposed a phishing susceptibility as-
sessment model (DRKM) that analyzes multiple demo-
graphic variables including age, education, and gender as
well as knowledge and experience aspects mainly consid-
ering awareness of phishing, technical skills, etc. Based on
the analysis of the model, the final implementation results
showed that the susceptibility of users to phishing can be
effectively predicted by gender, age, and risk propensity.

Abbasi et al. [33] proposed a phishing funnel model
(PFM) for phishing susceptibility analysis, which divides the
user’s susceptibility into multiple stages and predicts the
user’s susceptibility by performing susceptibility analysis for
each stage separately.

Yang et al. [34] proposed a model for phishing sus-
ceptibility analysis, which mainly extracts features of pairs of

dimensions, including demographics, personality, knowl-
edge experience, and computer knowledge, and uses these
features to predict the susceptibility of users.

3. Proposed Method

In this section, we propose a user phishing susceptibility
prediction model that is based on static and dynamic fea-
tures. Based on the combined LSTM and LightGBM model,
the prediction of phishing susceptibility using static features
and dynamic features is realized. A flowchart of the model is
presented in Figure 1.

*e model has three main components. *e first com-
ponent obtains data for preprocessing. A lot of these static
data are obtained using a normalization method. *e
original static features and dynamic features are obtained for
preprocessing. *e converted data, which contain a variety
of factors that affect susceptibility, are conducive to the
prediction of user susceptibility. *en, we design an LSTM
model, set the LSTM parameters, use the LSTM model to
predict susceptibility for static features, and use the
LightGBM model to predict susceptibility for dynamic
features. Finally, the prediction of user phishing suscepti-
bility is realized by combining the prediction results of the
static susceptibility prediction model and the dynamic
susceptibility prediction model.

3.1. Data Preprocessing. When the LSTM and LightGBM
hybrid model is applied for network phishing susceptibility
prediction, the input feature vectors of the component
models consist of questionnaires and eye-tracking experi-
ment data, and feature values with different magnitudes and
large differences in values are obtained. According to the
characteristics of the network model, the data are directly
input into the model because the weighted accumulator data
will become abnormally large, thereby resulting in the
network failing to converge; therefore, the input data vector
needs to be normalized before the data are input. *e
commonly used method is the min–max normalization
method because it is easy to use and fast, so it is applied in
this paper, and the formula is presented below.

x
∗

�
x − xmin

xmax − xmin
. (1)

In the above equation, xmax is the maximum value of the
sample data, and xmin is the minimum value of the sample
data.

In this paper, the data obtained by questionnaires and
eye tracking, in which the input and output values vary
widely, are normalized using the min–max normalization
method, which can reduce the error of the model and map
the data into the interval [0, 1]. *e data are obtained from
static features such as personal attributes (e.g., gender, age,
income, experience, and knowledge) and dynamic feature
data (e.g., the time of eye gaze and the number of gazes
during user interaction) through questionnaires and eye
tracking. Table 1 presents the acquired data.
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Normalization is performed using the extreme values via
(1) for the above data, and the normalized data are presented
in Table 2.

3.2. LSTM. An LSTM is a special RNN network. RNNs have
the problems of gradient disappearance and gradient ex-
plosion. An LSTM, through a cell gate switch to achieve
temporal memory function and prevent gradient disap-
pearance, can learn the long-term dependence on infor-
mation, preserve the information, and overcome the
disadvantages of RNNs [22]. Its algorithm structure is il-
lustrated in Figure 2. *e current loss xt of an LSTM and the
last state that is passed down ht−1 are used to obtain four
states by splicing training, and the state formula is as follows:

z � tanh w
(z/2)t−1
h􏼐 􏼑, (2)

z
i

� σ w
ttt

h􏼒 􏼓, (3)

z
f

� σ wx
t
h

t−1
􏼐 􏼑, (4)

z
ρ

� σ w
axt

h􏼒 􏼓, (5)

zi, zf, and z0 in (2) and (3) are converted to values between 0
and 1 by a sigmoid activation function after multiplying the
splicing vector by the weight matrix as a gating state. In (2), z
is the result converted to a value between −1 and 1 by the
tanh activation function. ⊙ denotes multiplication of the
corresponding elements in the operation matrix, which
requires that the two multiplied matrices be of the same type
[12]. + denotes matrix addition. ct, ht, and yt are calculated
as follows:

c
t

� z
f ⊙ c

t−1
+ z

i ⊙ z, (6)

h
t

� z
0 ⊙ tanh c

t
􏼐 􏼑, (7)

y
t

� σ W
f

h
t

􏼐 􏼑. (8)

*e computational process of the LSTMmodel is divided
into three main phases: the forgetting phase, the input phase,
and output phase. In the forgetting phase, the previously

unused information is forgotten. *e forgetting gate decides
which information will be forgotten based on the input xt of
the current node, the state ct−1 of the previous node, and the
output ht−1 of the previous node. *e input phase deter-
mines which information will be left behind for the current
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Figure 1: DSM flow.

Table 1: Collected data.

ID Age (years) Annual income (yuan) Duration of gaze (s)
1 23 100,000 0.3
2 24 50,000 0.0087
3 54 80,000 0.2
4 12 300,000 0.0374
5 38 200,000 0.3551
6 21 400,000 0.008

Table 2: Data normalization.

ID Age (years) Annual income (yuan) Duration of gaze (s)
1 0.26 0.11 0.33
2 0.28 0.04 0.00
3 0.85 0.08 0.22
4 0.06 0.36 0.03
5 0.55 0.24 0.39
6 0.23 0.49 0.00

ct–1

ht–1

yt

c t

h t

zoz i

x t

z f Z

v

Figure 2: LSTM structure.

4 Mathematical Problems in Engineering



input data.*emain memory selection is made for the input
xt. *e current input content is expressed by (2).

z is derived, and the selection gating signal is controlled
by zi. From (2) to (4), the ct value that is transmitted to the
next state is obtained by (5).*e output stage determines the
output value. After obtaining the latest node state ct, the
LSTM combines the output ht−1 of the previous node and the
input xt of the current node to determine the output yt of
the current node, which is obtained by changing ht in (6) and
(7). zo in (6) is used to perform control and scaling of the
state ct (which is transformed by the tanh activation
function) [12].

3.3. LightGBM. LightGBM is a distributed gradient boosting
GBDTframework that is based on a decision tree algorithm,
and the GBDT algorithm faces substantial challenges in
terms of performance and accuracy in a data environment
with large training samples and high-dimensional features.
To overcome these problems, LightGBM was developed.
LightGBM has the features of fast training speed, low
memory occupation, high accuracy, and support for par-
allelized learning, and it can handle large-scale data [11].

LightGBMmainly uses some optimization algorithms in
the gradient algorithm.

(1) Gradient-based one-sided sampling algorithm
(GOSS): LightGBM uses the GOSS algorithm to
optimize the training sample sampling. *e basic
strategy of the GOSS algorithm is to first sort the
training set data according to the gradient, apply a
preset proportion, and keep the data samples with
gradients that are higher than the proportion among
all samples; the data samples with gradients that are
lower than the proportion are not discarded directly
but are sampled according to a sampling propor-
tion. To compensate for the impact on the sample
distribution, the GOSS algorithm calculates the
information gained by multiplying the data with
smaller gradients by a factor to amplify them. *e
algorithm can give more attention to the “under-
trained” sample data when calculating the infor-
mation gain.

(2) EFB (exclusive feature bundling) algorithm: *e
LightGBM algorithm not only optimizes the sam-
pling of training samples by the GOSS algorithm but
also performs feature extraction to further optimize
the training speed of the model. In the algorithm, a
table of nonzero-valued features can be created for
each feature. By scanning the data in the table, the
time complexity of creating the histogram can be
effectively reduced.

(3) Histogram algorithm: LightGBM uses a histogram-
based algorithm that discretizes continuous feature
values into K integers, constructs a histogram of
width K, traverses the training data, and counts the
cumulative statistics of each discrete value in the
histogram. In selecting the splitting points of the
features, only the discrete values of the sorted

histogram need to be traversed. *e histogram al-
gorithm reduces the computational cost and mem-
ory consumption.

(4) Grow-by-leaf (leaf-wise) algorithm: Most decision
tree learning algorithms for tree generation use the
grow-by-level (level-wise) strategy loss, as illustrated
in Figure 3.

LightGBM uses a more efficient leaf-wise strategy al-
gorithm, as illustrated in Figure 4. *is strategy finds the leaf
node with the largest splitting gain among all the leaf nodes
of the current decision tree to split in each round. *is
mechanism reduces the splitting computation for the leaf
nodes with lower gain. Compared with the level-wise
strategy, the leaf-wise strategy can reduce the error and yield
higher accuracy with the same number of splits. *e dis-
advantage of the leaf-wise algorithm is that it may generate a
deeper decision tree. *erefore, LightGBM adds a parameter
to limit the maximum depth on the leaf-wise decision tree to
prevent overfitting while ensuring the efficiency of the
algorithm.

3.4. LSTM-LightGBM Model. Because the two models have
different advantages for data processing, we linearly com-
bine the two prediction results by applying a weighting
factor α as follows:

......

Figure 3: Level-wise strategy map.

......

Figure 4: Leaf-wise strategy map.

LSTM prediction model

LightGBM Predictive Model

LSTM-LightGBM prediction model

Figure 5: LSTM-LightGBM prediction model.
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o � αo1 +(1 − α)o2, (9)

where o1 is the prediction probability of the LSTMmodel, o2
is the prediction model of the LightGBMmodel, o is the final
prediction result, and the value of α is determined by the
final evaluation metric; namely, the best α value on the
validation set is chosen. *e structure of the combined
model is illustrated in Figure 5.

4. Results and Discussion

To evaluate the effectiveness of the proposed model for
predicting users’ susceptibility to phishing based on a
combination of static and dynamic features, the static feature
dataset using LSTM and the dynamic feature dataset using
LightGBM are analyzed and studied, and all experiments in
this paper are conducted on a laptop with an Intel 8-core
2.8GHz processor, 32GB RAM, and a 1 TB hard disk using
Python 3.6.

4.1. Experiment Setup and Dataset. In this study, to evaluate
the effectiveness of themethod that is proposed in this paper,
the experimental dataset is mainly obtained by using
questionnaires and eye-tracking methods. Two datasets are
generated: a dynamic dataset and a static dataset. Static

Figure 6: Questionnaire experiment.

(a) (b)

Figure 7: Experimental diagrams of eye tracking. (a) Trajectory diagram. (b) Heat diagram.

0.5

0.4

0.3

0.2

0.1

0.0
–2 0 2 4 6 8

personality

D
en

sit
y 

pl
ot

precision=1
precision=0

Figure 8: Distribution of susceptibility characteristics.
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features are collected by using questionnaires; they consist
mainly of users’ characteristics, including name, gender, age,
income, experience, and knowledge. Data are collected from
1150 volunteers. *e susceptibility of users is judged by the
phishing detection of users. One of the survey questionnaires
is shown in Figure 6.

Fifty volunteers are selected from 1150 volunteers to
conduct eye-tracking experiments to build a dynamic feature
dataset, which is the user’s interaction behavior when re-
ceiving phishing requests. *e dynamic features are inter-
action behavior features, including gaze time, number of
gazes, and area of interest. One of the eye-tracking exper-
iments is shown in Figure 7. Because the testers are mostly
Chinese, the phishing emails in the questionnaire and eye-
tracking experiments are in Chinese, considering that vol-
unteers will experience ambiguity when they are recognizing
English.

In this experiment, two datasets are generated. For the
static dataset, 19 characteristics, such as name, age, income,
and knowledge, of 1150 volunteers are collected through 144
questions. Eighty percent of these are randomly selected as
the training dataset, and the rest are selected as the test
dataset. A dynamic feature dataset is obtained through an
eye-tracking experiment on 50 people who are randomly
selected from 1150 people for the experiment, and the dy-
namic features include six dimensions. Before the experi-
ment, the data need to be preprocessed.

4.2. Feature Analysis. For static features, in this paper, 19-
dimensional features, including gender, age, and knowledge,
are constructed mainly from the data that are obtained from
the questionnaire. To better make predictions, all the fea-
tures are analyzed, and by analyzing the distributions of the
categories and quantities of data, one can better understand
the data and improve the model’ correctness rate.

4.3. Analysis of Static Data. Personality is a very important
characteristic that impacts the susceptibility of users; the
distribution of personality characteristics in both categories
is shown below. According to Figure 8, the neurotic per-
sonality is the most common in susceptible users, and the
pleasant personality is the most common in nonsusceptible
users.

Previous studies have shown that education level is an
important factor that influences users’ susceptibility, but
according to the experimental results of this paper, edu-
cation level has little effect on phishing susceptibility; the
results are shown in Figure 9.

*e cybersecurity knowledge scores of susceptible and
nonsusceptible users are shown in Figure 10. *e cyberse-
curity knowledge scores of users who are susceptible are
distributed relatively evenly, but the scores of nonsusceptible
users are mainly concentrated at the average level.

*e distributions of other characteristic data, such as age,
annual income, and gender, are shown in Table 3. *e
distribution of gender is relatively even.*e number of users
with annual incomes of less than 30,000 RMB is the highest,
followed by the number of users with incomes of

30–100,000, and the number of users with incomes of more
than 200,000 is the smallest. *e ages are mainly distributed
in the range of 20–30 years old, because the volunteers are
mostly college students.

Experiment 1. Prediction of phishing susceptibility based on
static features.

In this experiment, the LSMT model is mainly used to
predict the susceptibility of users to network phishing using
static features as input. It is also compared with several other
machine learning models for analysis.
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Figure 9: Distribution of educational level characteristics.
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First, the input data are organized into a three-dimen-
sional structure, as required for LSTM, which is denoted as
(TrainX, SeqLen, Dim_in). *e first dimension, TrainX,
represents the corresponding sample; the second dimension,
SeqLen, represents the sequence data (specified sequence
length) that are collected for that sample; and the third
dimension, Dim_in, represents the corresponding feature
dimension of the static feature variables in the dataset of this
paper. *e dataset is divided into a training set and a test set
according to this three-dimensional structure [20].

Second, the LSTM model is constructed. *e model
structure is represented as (Units, Input_Shape, Activation,
Recurrent_dropout). Units is the number of neurons in the
hidden layer, Input_Shape is the structural form of the input
dataset, Activation is the activation function, and
Recurrent_dropout is the learning rate. *e sample size and
characteristics of the dataset are analyzed to obtain the best
model values. In this paper, Units is 45; Activation is the
activation function, which is “ReLU”; and
Recurrent_dropout is 0.01.

*ird, the LSTM model is trained. *e training model
structure is (X Train, Y Train, Epochs, Batch_Size,
Validation_Split). X Train and Y Train are the model
training data; Epochs is the number of iterations; Batch_Size
is the number of batch samples; and Validation_Split is the
training validation set splitting ratio. *e values of the
training model parameters are based on a priori knowledge
and many experiments. In this paper, Epochs is set to l00,
Batch_Size to l6, and Validation_Split to 0.8.

To compare and analyze the static feature prediction
models, a variety of machine learning models are selected,
such as RF [35], SVM [36], and KNN [37], and their ex-
perimental results are presented in Table 4.

In this experiment, the main dataset used is a static
feature dataset for the analysis of users’ phishing suscepti-
bility keys. *e LSTM static feature prediction model was
designed for comparison with other machine learning
models. According to the experimental results, LSTM ob-
tains the highest correctness rate of 89.71%, which is better
than the rates of other models.

Experiment 2. Dynamic feature network-based phishing
susceptibility prediction.

In this experiment, the main objective is to predict the
user network phishing susceptibility using dynamic features
as input to the LightGBM model. *is model is also com-
pared with several other machine learning models for
analysis.

*e dynamic feature dataset is divided into training and
validation sets, and the scaling factor between the training
and validation sets is set to 0.8. *e parameters of the model
are set based on a priori knowledge and many experiments,
and the core parameters of the LightGBM training model are
set as follows for the experimental data.

objective: task type. *e task type options are regres-
sion, binary, and multiclass, among others. In this paper,
the task is to make predictions, and the type is set to
regression.

num_leaves: the number of leaf nodes. *is parameter
determines the complexity of the tree model. *e larger it is,
the more accurate the model is; however, larger values may
lead to overfitting. *is parameter is set to 120.

max_depth: controlling the maximum depth of the tree.
*is parameter can explicitly limit the depth of the tree. It is
generally set to a value no greater than log2(num_leaves)
and is set to 7 in this paper.

min data in leaf : the minimum number of samples
per leaf node. It is an important parameter for dealing
with overfitting of the leaf-wise tree. By setting it to a
larger value, generation of an overly deep tree can be
avoided, but a larger value may also lead to underfitting.
In this paper, it is set to 16.

Table 3: Distributions of other characteristics.

Attribute Feature Category Frequency

Demographics

Age

<20 67
20–30 720
30–40 107
40–50 128
>50 83

Education level

Below high school 61
Vocational high school/high school 109

Undergraduate 610
Graduate or above 325

Gender Male 555
Female 550

Annual income

<¥30,000 477
¥30,000–¥100,000 369
¥100,000–¥200,000 178
>¥200,000 81

Table 4: Evaluation of LSTM on special static datasets with various
classifiers.

Classifier Accuracy
(%)

Precision
(%)

Sensitivity
(%)

F-measure
(%)

RF 87.00 89.00 88.00 87.98
SVM 88.04 88.42 88.23 88.25
KNN 88.59 83.31 85.88 84.26
LSTM 89.71 89.49 88.90 90.15
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learning rate: the learning rate of the training model. A
larger learning rate will accelerate the convergence but re-
duce the accuracy, and the default value is 0.1. *e learning
rate can be adjusted according to the size of the dataset and is
set to 0.05 in this paper.

Experiments are conducted on dynamic datasets to
predict susceptibility using the LightGBM model, and a
performance comparison is conducted with several other
machine learning models, such as DT [38], LR [39], and
XGBoost [40]. *e experimental results are presented in
Table 5.

In this experiment, the dataset is a dynamic feature
dataset, which is used to analyze the users’ susceptibility to
phishing. *e designed dynamic feature prediction model,
namely, LightGBM, is compared with other machine
learning models. According to the experimental results,
LightGBM obtains the highest correctness rate of 85.37%
among the compared models.

Experiment 3. Susceptibility prediction of phishing based on
hybrid features.

In the experiments in this section, users’ susceptibility to
phishing is predicted using a combined LSTM-LightGBM
model, in which the static feature variables personal attri-
butes, personality, knowledge, and experience data are input
into the LSTM training model, and each static feature
variable can be calculated to predict users’ susceptibility to
phishing. *e dynamic feature multidimensional prediction
values are fed into the LightGBM model as input variables,
from which the user’s phishing susceptibility prediction
values can be derived.

In this paper, a static feature dataset and dynamic feature
dataset are selected as test samples, and the test results of the
LSTM model alone, LightGBM model alone, and combined
model are presented in Table 6. According to Table 6, the
combined model has the highest correctness value and the
best result compared with the stand-alone models; not only
is it sensitive to timing, but it can also handle large batch data
to effectively predict the phishing susceptibility.

5. Conclusions

In this paper, based on static and dynamic data of users, a
prediction algorithm was used to predict the susceptibility
analysis of users to phishing. First, susceptibility prediction
was performed using an LSTM model for 19-dimensional
features, such as the annual income, occupation, age,
knowledge, and experience of users. *en, we used the
LightGBMmodel to predict the susceptibility using dynamic
features. Finally, we used a hybrid LSTM-LightGBM model
to predict the susceptibility of users to phishing. By com-
paring the susceptibility prediction results that were ob-
tained using the LSTM model alone and the combined
LSTM-LightGBM model, we concluded that the prediction
accuracy of the combined LSTM-LightGBM model was
higher, namely, 92.34%, and that its prediction results were
closer to the real situation. In this paper, we combined
dynamic features and static prediction of phishing suscep-
tibility, and by predicting user susceptibility, we identified
users who were susceptible to phishing, for whom a more
secure phishing defense could be implemented.

Although the proposedmodel can predict the susceptibility
of users, there are still several areas for improvement in future
work. For example, the testers in this paper weremainly college
students, and the sample data were not evenly distributed.
More data on occupation and age groups can be collected in the
future to improve the model’s robustness and accuracy rate.
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To improve the ability of market to avoid and prevent credit risk and strengthen the awareness of market risk early warning,
SMOTE is used to process the unbalanced sample, and fruit �y optimization algorithm (FOA) is utilized to optimize the pa-
rameters of support vector machine (SVM), and thus an improved SVM market risk early warning model is proposed.  e
simulation results show that the proposed model has excellent stability and generalization ability, and it can predict market credit
risk accurately. Compared with the prediction model based on FOA-SMOTE-BP and FOA-SMOTE-Logit, the proposed model
performs better on the indicators of G value, F value, and AUC value, which provides a reference for market credit risk prediction.

1. Introduction

Market risk early warning is an important measure to
prevent market risk and unknown loss and improve market
normalization. In recent years, with the development of
intelligent technology, deep learning has been widely used in
various �elds, including market risk warning. So far, the
relevant researchers achieved market risk early warning
through the use of deep learning. On the basis of in-depth
study of rough set theory (RST), Guan et al. proposed a
�nancial operation risk early warning model based on BP
neural network, which e�ectively realizes the prediction of
�nancial operation risk and pro�t risk of family farm [1]. In
the cross-border environment, scholars put forward the
marginal expected gap, delta conditional value at risk, and
conditional capital gap to measure the system risk.  e
feature pair method based on bilateral balance sheet data is
di�erent from the paradoxical risk measurement method
based on market price.  us, a systemic risk early warning
method based on the network spectral feature pair method
analyzing the core global banking system is proposed.  e
method provides risk early warning for the unstable �nancial
markets based on turning points similar to R numbers in

popular models [2]. Figini et al. improved the sample
performance of parametric models and nonparametric
models in credit risk estimation, so as to propose a multi-
variable outlier detection technology based on local outliers,
which can support �nancial institutions to make decisions
and avoid falling into corporate credit risks [3]. In view of
the credit risk assessment of the Internet �nance industry,
Yang and Yuan applied RBF network to analyze the sta-
tistical data of online peer-to-peer lending platform and
evaluated the credit risk of the platform, and thus a new early
warning method of RBF neural network model is proposed,
which can reasonably predict the credit risk status of the
industry development [4]. Based on the fuzzy theory and
related theories of �nancial risk early warning management,
Ding proposed the fuzzy comprehensive evaluation method,
which realizes more accurate early warning and assessment
of potential and obvious risks of �nancial enterprises. In
addition, the safety of �nancial enterprise management is
greatly improved, and the losses caused by various risks are
reduced [5]. Based on BP neural network, Li constructed a
risk assessment model of knowledge transfer in trans-
forming enterprises to realize knowledge management risk
warning [6]. Dong adopted the improved K-means
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algorithm of quantum evolution to divide the risk warning
interval by combining the given initial value and the value at
risk measured by well-known Chinese online financial
companies [7, 8]. Zhang and Chen used the autoregressive
conditional Fréchet (ACF) model to predict the tail risk of
the capital market, so as to identify major crisis sources [9].
Ouyang et al. applied the deep learning algorithm to the
early warning of market risk. 'e results show that the
algorithm has high accuracy compared with the traditional
BP and others [10].

Among them, SVM algorithm is widely used in the field
of classification because of its nonlinear and small sample
advantages, but the parameter optimization of SVM is a
research hotspot. For example, Jerlin Rubini and Perumal
proposed to optimize the SVM algorithm by using the
Drosophila algorithm and applied the optimized algorithm
to the classification of chronic kidney disease, showing a
good classification effect, indicating that the Drosophila
algorithm has great advantages in optimizing SVM [11].
Tian and others used the fruit fly algorithm to optimize the
echo state network, which greatly improved the accuracy of
prediction [12]. Lu et al. applied the fruit fly algorithm and
SVM to the prediction of urban gas load, which greatly
improved the accuracy of short-term prediction. It can be
seen from the above that the combination of Drosophila
algorithm and SVM for classification or prediction has
become the focus of current research [13]. 'e above early
warning models based on deep learning realize the early
warning of market risks to a certain extent. However, the
prediction accuracy needs to be improved. To solve this
problem, this paper applies the SVM model with excellent
predictive performance and constructs a market risk early
warningmodel by optimizing its parameters and unbalanced
samples.

2. Basic Methods

2.1. SVM Model. SVM is a generalized linear classifier,
which is proposed based on statistical learning theory and
the principle of minimizing structural risk. Its basic
principle is to construct an optimal hyperplane to maxi-
mize the distance between samples of two different cate-
gories, which is shown in Figure 1 [14]. Here, circles and
squares represent two different types, respectively, and the
optimal hyperplane is to maximize the range between the
two dotted lines.

Suppose, dataset � (xi, yi), i � 1, 2, . . . , n, x ∈ R, y ∈
−1, 1{ }, y is the category number. When y� 1, it means that x
belongs to the first category. Also, when y� −1, it means that
x belongs to the second category. Its linear discriminant
function is usually expressed as [15]

g(x) � w′ · x + b, (1)

where w′ is the inertia weight and b is a constant.
'e classification gap is 2/‖w′‖2 . When ‖w′‖2 is mini-

mum, the classification spacing is maximum. 'e form of
standard SVM is [16]

ming w′( 􏼁 �
1
2

w′
����

����2 + c 􏽘

n

i�1
ε2i⎛⎝ ⎞⎠, s.t.yi w′

T
xi + b

T
xi + b􏼒 􏼓≥ 1 − εi,

εi ≥ 0, i � 1, 2, . . . , n,

(2)

where c is the penalty function and ε is the slack variable.
SVM is used to perform nonlinear transformation for

undivided linear sample data, namely, φ:Rd⟶ H. 'us,
the data sample space can be mapped in high-dimensional
space. When solving, it should meet the requirement of [17]

Q(a) � 􏽘
n

i�1
ai −

1
2

􏽘

n

i,j�1
aiajyiyjK xi, xj􏼐 􏼑, (3)

where ai is the Lagrange multiplier and 􏽐
n
i�1 yiai � 0. Since

the above equation is constrained by the inequality, there is a
unique optimal solution corresponding to the Lagrange
multiplier ai

∗. 'e optimal classification discriminant
function is [18]

f(x) � sgn 􏽘
n

i�1
a
∗
yiK xi, yi( 􏼁 + b

∗⎧⎨

⎩

⎫⎬

⎭, (4)

where b∗ is the b value obtained from formula (2) and
K(xi, xi) is the kernel function. Take the radial basis
function (RBF) as an example, which can be expressed as
[19]

K(x, y) � exp −σ‖x − y‖
2

􏼐 􏼑, (5)

where σ is the RBF kernel parameter. According to formulas
(4) and (5), the optimal classification discriminant function
is

f(x) � sgn 􏽘
n

i�1
a
∗
yi exp −σ xi − yi

����
����
2

􏼒 􏼓 + b
∗⎧⎨

⎩

⎫⎬

⎭. (6)
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Figure 1: SVM for classification data example.
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As can be seen from the above analysis, the classification
effect of the SVMmodel mainly depends on two aspects: one
is whether the number of classification samples is balanced,
and the other is whether the kernel parameters and penalty
factors of the model are optimal, while the standard SVM
model does not consider the situation [20]. 'erefore, in
order to improve the classification effect of the SVM model,
this paper improves the model from the above two aspects.

2.2. SVM Model Improvements

2.2.1. Unbalanced Sample Processing. For the unbalanced
classification samples, the Synthetic Minority Oversampling
Technique (SMOTE) is used to deal with them from the data
level [21]:

(1) Determine a few sample categories X, calculate the
Euclidean distance d between samples in X, and
select K samples with the smallest distance d.

(2) SampleXwith themultiplier ofN�minority sample/
majority sample, and select Xi(i� 1, 2, . . ., N) from K
samples.

(3) According to formula (7), Xi and X are synthesized
into a new sample:

Xnew � X + rand(0, 1) × Xi − X( 􏼁. (7)

(4) CombineXnew andX as a new training set to learn on
the SVM model.

2.2.2. Optimization of Model Parameters. To optimize
kernel parameters and penalty factors of the SVM model,
this paper adopts fruit fly optimization algorithm (FOA)
with high searching accuracy to process. Figure 2 shows
simulated behavior of fruit fly foraging process [22]. 'e
basic operation is as follows.

(1) Initialize model maximum iteration, population size,
fruit fly population location range (LR), and other
parameters. In 2D coordinates (X, Y), the initial
position of each individual fruit fly is

X axis � rand(LR),

Y axis � rand(LR).
(8)

(2) Assign flight direction and distance to all fruit flies
and olfactory search is utilized to update [23]

Xi � X axis + rand(FR),

Yi � Y axis + rand(FR),
(9)

where FR represents the single flight range of fruit
fly.

(3) According to formula (12), the distance between the
individual position of fruit fly and the origin is
calculated [24].

DISTi �

�������

X
2
i + Y

2
i

􏽱

. (10)

(4) Smelli and Si are calculated according to fitness:

Smelli � fitness(Si),

Si �
1

DISTi

,
(11)

where fitness is the discriminant function, smelli is
the flavor concentration value, and Si is the judgment
value of smelli.

(5) Update bestSmell and bestIndex:

[bestSmell, bestIndex] � min(Smell). (12)

(6) Use visual search to make other fruit flies fly to the
best position [25]:

SmellBest � BestSmell,

X axis � X(bestIndex),

Y axis � Y(bestIndex).

(13)

(7) Repeat steps (2)–(6) until the algorithm iterates to
the set number.

FOA guides the search by the current optimal solution
and makes the result close to the optimal solution, so as to
realize the parameter optimization.

3. Market Credit Risk Early Warning Model
Based on Improved SVM

Smin and Smaj are used to represent the samples of market
credit risk and noncredit risk, and S is the set of all samples.
Based on the above improvements, the construction process
of the market credit risk early warning model is designed as
follows:

(1) Calculate k nearest neighbor points of each sample
point (xsmin, ysmin) in Smin, randomly select a
neighbor point |Smaj-Smin|/2 to subtract (xsmin, ysmin)
and multiply it by the random number δ in the

fruit fly3
(X3, Y3)

fruit fly
(X2, Y2)

fruit fly
(X1, Y1)

fruit flies
population

(X2, Y2)

food
Y_axis

X_axis

distance 1

distance 2
(0,0)

Figure 2: Simulation of fruit fly foraging behavior.
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interval [0, 1], and then add (xsmin, ysmin) to obtain a
new credit risk sample xnew, and thus there is

xnew � xsmin + xmin − xsmin( 􏼁 × δ. (14)

(2) Repeat the above steps until the number of xnew
reaches |Smaj-Smin|/2.

(3) Initialize relevant parameters of SVM and FOA. In
this paper, referring to reference [26], the maximum
iteration number of FOA is set to 100, and the
population size is set to 20.

(4) Use FOA to optimize the parameters of the SVM
model, and the judgment value of flavor concen-
tration is calculated according to DISTi �

�������
X2

i + Y2
i

􏽱

and Si � 1/DISTi.
(5) Continue to iterate until the optimal bestsmell is less

than the set value, and then the value is the optimal
parameter.

(6) Plug optimal parameters and xnew to construct the
improved SVM model and perform prediction.

'e above process is illustrated in Figure 3.

4. Simulation Experiment

4.1. Experimental Environment Construction. 'is experi-
ment is run on 64-bit Windows 7 professional edition
system.'e CPU is Intel(R)Xeon(R) e5-2620v3 2.40ghz, and
the GPU is Tesla K80. In addition, the memory is 16G. 'e
model was built with MATLAB2018a.

4.2. Data Sources and Preprocessing

4.2.1. Data Sources. 'e financial data of 260 listed
manufacturing enterprises in Shenzhen and Shanghai
from 2018 to 2020 are selected as the experiment data.
'rough references [21, 27, 28], there are a total of 20
financial indicators selected as credit risk warning indi-
cators of listed companies, including 6 first-level indi-
cators such as enterprise operation capacity, growth
capacity, profitability, and so on, and 20 second-level
indicators such as total asset turnover rate, net asset
growth rate, return on net asset, and so on. 'e indicators
are listed in detail in Table 1.

4.2.2. Data Preprocessing

(1) Descriptive Statistics. Since there are significant dif-
ferences between the mean of the above indicator vari-
ables and standard deviation and maximum and
minimum values, descriptive statistics of indicator
variables are carried out, and the results are shown in
Table 2.

(2) Normalization. Considering the dimensional level of
index variables, z-score is adopted for normalization, which
is shown in the following formula:

x
∗
j �

xj − μ xj􏼐 􏼑

σ xj􏼐 􏼑
, (15)

where μ(xj) and σ(xj) represent the sample mean and
standard deviation corresponding to index j, respectively.

After normalization, descriptive statistics of each indi-
cator variable are shown in Table 3.

(3) Significance Testing. For the selection of indicators that
can distinguish credit risks and nonuse risks of listed
companies, this paper adopts independent sample T-test to
test them, and the results are shown in Table 4.'eP value of
7 indicators, such as net asset-liability ratio and operating
profit growth rate, is more than 10%, which indicates that it
is unable to distinguish the credit risk and noncredit risk, so
it is deleted in this paper.

4.3. Evaluation Indicators. Set average accuracy (G), F value,
and AUC are used to evaluate the prediction performance of
model. Confusion matrix is used to represent the dichot-
omous dataset of credit risk, which is shown in Table 5.

'emodel sensitivity (SE), specificity (SP), and precision
(P) can be calculated as follows:

SE �
|TSmin|

(|TSmin| +|TSmin|)
,

SP �
|TSmin|

(|TSmin| +|TSmin|)
,

P �
|TSmin|

(|TSmin|| + FSmin|)
.

(16)

'rough the above three indicators, the following can be
calculated:

G � 0.1044,

F_measure � 2∗ SE∗
SP

(SE + P)
.

(17)

'e larger the selected index value is, the better the
model performance is.

4.4. Experimental Results

4.4.1. Model Verification. 'e samples are divided into
training sets and testing sets according to different pro-
portions, and experiments are carried out under different
kernel functions and different optimal parameter values.'e
results are shown in Table 6. Under the division condition of
different sample proportion, models corresponding to dif-
ferent kernel functions and optimal parameter values per-
form well in G value, F value, and AUC value, and the
differences are small, which indicates that the proposed
model has good prediction performance and strong gen-
eralization ability [29].

4 Mathematical Problems in Engineering



In order to more intuitively reflect the prediction per-
formance of different kernel functions and optimal pa-
rameter values under different training sample proportions,
the prediction results in the above table are plotted in

Figures 4–6. Figure 4 shows that under different ratios of
training set and testing set, the fluctuation range of G values
of different kernel functions is small. Compared with the
sigmoid and polynomial models, linear and RBF models
have higher G values, which indicates that linear and RBF
models have slightly better performance. On the other hand,
Figure 5 shows that under different proportions of training
sets and testing sets, F values of different kernels fluctuate
greatly, but the overall F value is high. 'ere is no trend
indicating that the model F value of certain kernels type has
the highest value, and thus the proposed model has good
generalization ability. As can be seen from Figure 6, the AUC
value of the proposed model fluctuates greatly, but the
proposed model also achieves good results on this index. To
sum up, the model proposed in this paper has good gen-
eralization ability and good prediction performance.

Considering that evaluating the model performance only
through evaluation indexes lacks a certain scientific character,
paired sample T test is adopted to test the prediction per-
formance of different kernel function models, and the results
are shown in Table 7. On the G value, the statistics of RBF and
polynomial model, linear, and sigmoid model are all less than
10%, which rejects the null hypothesis, indicating that the
performance of RBF and polynomial model is significantly
different from that of linear and sigmoid model. On the F
value, the statistics of all kernel function models are less than
10%, and all accept the null hypothesis, indicating that the
performance of different kernel function models is less

Start 

Select the initial samples, and use normalization and 
statistical analysis methods to preprocess the samples

Plug SMOTE algorithm: find k neighbor similar sample of 
minority sample, select one randomly from k samples, and use 

the following formula to construct a new 
sample: Xnew = Xi + rand (0,1) × (Xi-Xj)

Utilize FOA to optimize SVM parameters C and g

Use optimized C and g to establish SVM model

Adopt the established SVM model to test the testing set

Calculate and analyze the predicted results

End

Initialize the position of fruit fly 
population

Calculate distance D and flavor concentration 
determination value S

Calculate the numerical flavor concentration 
Smell of fitness

Search for individual position of fruit flies with the 
lowest flavor concentration

Retain and record the optimal value locations and 
flavor concentration

Reach the maximum number of 
iterations?

Obtain the optimal solution and output the simulation 
results

N

Y

Figure 3: Prediction process of market credit risk early warning model based on improved SVM.

Table 1: Index selection.

Index type Index name

Debt paying ability
Current ratio (X1)
Quick ratio (X2)

Net asset-liability ratio (X3)

Operation ability
Fixed asset turnover ratio(X4)
Total asset turnover ratio (X5)
Receivable turnover ratio (X6)

Profit ability
Return on net assets (X7)
Return on total assets (X8)
Net interest rate in sale (X9)

Growth ability

Growth rate of basic earnings
per share (X10)

Growth rate of total operating
revenue (X11)

Operating profit growth rate (X12)
Growth rate of net assets (X13)

Index per share

Earning per share (X14)
Net assets per share (X15)

Retained earnings per share (X16)
Operating revenue per share (X17)

Asset structure
Asset-liability ratio (X18)
Rights multiple (X19)

Capital fixed ratio (X20)
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Table 2: Descriptive statistical results of indicators.

Financial indicators Mean Standard deviation Minimum value Maximum value
X1 2.5217 2.9850 0.15 33.17
X2 2.0907 2.7981 0.13 33.17
X3 1.4701 1 1.5760 −151.94 231.66
X4 3.5915 4.4036 0.17 47.23
X5 0.7471 0.3703 0.03 2.64
X6 9.1016 9.0790 0.00 108.47
X7 2.7914 134.5795 −3106.24 871.51
X8 7.89869 7.8307 −60.11 48.03
X9 7.8415 15.9206 −222.31 153.66
X10 −35.1845 549.6023 −6200.00 4550.49
X11 14.9435 37.1203 −90.05 467.03
X12 1857.6662 52257.2278 −41692.61 1398352.86
X13 25.4540 76.0995 −1281.86 691.26
X14 0.4146 0.6626 −5.75 4.37
X15 4.7500 3.7401 −3.04 70.53
X16 1.6847 2.6542 −5.95 51.75
X17 6.1740 5.9962 0.06 72.55
X18 38.5987 23.5712 3.03 326.20
X19 2.6128 9.8620 0.00 232.68
X20 136 0941 769.6847 −12085.50 13048.27

Table 3: Descriptive statistics of index variables after normalization.

Financial indicators Mean Standard deviation Minimum value Maximum value
X1 0 1 −0.7976 10.2645
X2 0 1 −0.7032 11.1042
X3 0 1 −13.25121 19.8845
X4 0 1 −0.7785 9.9074
X5 0 1 −1.9700 5.0861
X6 0 1 −1.0026 10.9445
X7 0 1 −23.1019 6.4551
X8 0 1 −8.6845 5.1242
X9 0 1 −14.4564 9.1595
X10 0 1 −11.2170 8.3437
X11 0 1 −2.8287 12.1791
X12 0 1 −0.8335 26.7232
X13 0 1 −17.1797 8.7492
X14 0 1 −9.2881 5.9572
X15 0 1 −2.0798 17.5859
X16 0 1 −2.8729 18 8525
X17 0 1 −1.0214 11.0679
X18 0 1 −1.5097 12.2011
X19 0 1 −0.2650 23.3276
X20 0 1 −15.8788 16.7760

Table 4: Independent sample T-test results of index variables.

Financial indicators T value P value Financial indicators T value P value
X1 9.015 0.000 X11 2.163 0.032
X2 9.958 0.000 X12 0.174 0.864
X3 0.223 0.827 X13 2.772 0.014
X4 2.118 0.035 X14 3.862 0.002
X5 2.533 0.012 X15 3.601 0.000
X6 2.085 0.038 X16 4.695 0.000
X7 1.711 0.105 X17 1.246 0.215
X8 7.660 0.000 X18 −4.182 0.002
X9 6.117 0.000 X19 −1.504 0.153
X10 1.588 0.132 X20 0.176 0.863
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different. On the AUC value, the statistics of all models are
less than 10%, which rejects the null hypothesis, indicating
that the performance of linear and polynomial, sigmoid and
polynomial, and RBF models is significantly different.

In conclusion, the change of kernel function has little
influence on the prediction performance of the proposed
model, which means that the prediction performance of the
proposed model is relatively stable.

Table 5: Confusion matrix of credit risk dataset.

Judged as noncredit risk sample Judged as credit risk sample
Actually a noncredit risk sample |TSmaj| |FSmin|

Actually a sample of credit risk |FSmaj| |TSmin|

Table 6: Prediction results.

Kernel function Proportion of training
samples (%)

Proportion of testing
samples (%) Optimal parameter value G F AUC

RBF

90 10 c� 0.6509, g � 0 6666 0.6954 0.2023 0.6071
80 20 c� 0.0836, g � 0.0806 0.7659 0.2224 0.7946
70 30 c� 0.0908, g � 0.0798 0.7083 0.4576 0.7338
60 40 c−0.7157, g−0.6259 0.7578 0.2888 0.7821
50 50 c� 0.1384, g � 0.1355 0.7151 0.2143 0.7490

Polynomial

90 10 c� 2.1547, g � 0.7367, d� 6.8425, r� 0.9121 07071 0.2667 0.6843
80 20 c� 3.0080, g � 0.8021, d� 2.0911, r� 1.1900 0.6157 0.2222 0.5429
70 30 c� 4.5994, g � 0.4957, d� 0.9812, r� 1.8810 0.6279 0.4000 0.5514
60 40 c� 2.6578, g � 0.7339, d� 1.8111, r� 2.7077 0.6684 0.0909 0.5786
50 50 c� 0.2456, g � 0.0897, d� 0.0835, r� 0.0810 0.6673 0.2353 0.5677

Linear

90 10 c� 1.6133 0.7098 0.2349 0.7465
80 20 c� 0.1 0.7641 0.2311 0.7935
70 30 c� 0.0887 0.7761 0.4295 0.8024
60 40 c� 15.6392 0.6488 0.2127 0.6530
50 50 c� 0.1044 0.6954 0.2110 0.7108

Sigmoid

90 10 c� 5.7636, g � 0.7344, r� 0.7683 0.7011 0.2879 0.7243
80 20 c� 1.9080, g � 0.6945, r� 0.8052 0.6970 0.1319 0.7154
70 30 c� 3.3143, g � 0.5031 r� 0.8505 0.7061 0.3002 0.7212
60 40 c� 2.4913, g � 0.7543 r� 1.1081 0.6267 0.2199 0.5436
50 50 c� 0.2223, g � 0.0758, r� 0.0757 0.6443 0.1900 0.5981

RBF
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Linear
Sigmoid
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Figure 4: G values of the model under different kernel functions.
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Figure 5: F values of the model under different kernel functions.
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4.4.2. Model Comparison. To further verify the validity of
the proposed model, the prediction performance of the
proposed model is compared with that of other models. 'e
results are shown in Table 8. Compared with FOA-SMOTE-
BP and FOA-SMOTE-Logit, the proposed model has the
best performance on the indicators of G value, F value, and
AUC value, indicating that the model proposed in this paper
has the best prediction performance.

In order to observe the prediction performance of dif-
ferent models intuitively, the results of the above table are
drawn as shown in Figure 7. It can be seen from the figure
that the G value, F value, and AUC value curves of the
proposed model are significantly higher than those of the

comparison model, indicating that the proposed model has
better prediction performance.

5. Conclusion

In summary, the proposed market risk early warning method
based on deep learning takes SVM as basic model and uses
SMOTE to deal with unbalanced sample. In addition, mi-
nority samples are subjected to oversampling, and FOA is
utilized to tune model parameters. 'us, the classification
effect of the model is improved. 'e empirical results show
that the proposed model has excellent stability and gener-
alization ability and can accurately predict market credit risk.
Compared with FOA-SMOTE-BP and FOA-SMOTE-Logit
models, the proposed model performs better on G value, F
value, and AUC value indicators and has better prediction
performance, which provides a reference for market credit
risk prediction research. 'e contribution of this study is to
use a new improved SVM to predict the market risk. It
provides a new reference for information management and
prevention of the market. However, as the limitation of
conditions, there are still some deficiencies to be improved. In
the selection of market credit risk indicators, they are selected
just through references, without considering the actual sit-
uation of China’s manufacturing industry, which may affect
the final market risk prediction results. To avoid the influence
of index selection on prediction accuracy, the next research
will try to independently determine the relevant index vari-
ables affecting market credit risk.

Data Availability

'e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Figure 6: AUC values of the model under different kernel
functions.

Table 7: Paired T-test results of model prediction performance
under different kernel functions.

Evaluation
indicators Kernel function Polynomial RBF Sigmoid

G
Linear 0.164 0.754 0.023

Polynomial 0.055 0.531
RBF 0.101

F
Linear 0.492 0.514 0.324

Polynomial 0.495 0.708
RBF 0.274

AUC
Linear 0.019 0.871 0.008

Polynomial 0.062 0.140
RBF 0.296

Table 8: Comparison of prediction performance of different
models.

Model G F AUC
FOA-SMOTE-SVM 0.7083 0.4576 0.7338
FOA-SMOTE-BP 0.6377 0.1760 0.6855
FOA-SMOTE-Logit 0.7026 0.2563 0.7219

G value F value AUC value

FOA-SMOTE-SVM
FOA-SMOTE-BP
FOA-SMOTE-Logit

0

0.2

0.4
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Figure 7: Comparison of every indicator of different models.
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With the advent of the information age in the 21st century, Internet technology has developed rapidly. With the development of
agriculture, industry, and service industry, Internet technology has also achieved further innovation and cross-border integration.
�e rapid development of Internet technology has provided new ideas for poverty alleviation in poor areas of China and
accelerated the speed of poverty alleviation in poor areas. Based on the assumption of China’s industrial poverty alleviation and
the analysis of the implementation center, this paper puts forward an evaluation method of industrial poverty alleviation e�ect
based on the fuzzy comprehensive evaluation method, which is evaluated from three aspects: income structure, expenditure
structure, and labor resources. Taking Wuxi County as an example, this paper discusses the combination of human capital theory
and multidimensional poverty theory. �e evaluation of poverty alleviation e�ectiveness includes four indicators (comprehensive
analysis, evaluation system, policy implementation, poverty alleviation funds) and 21 secondary indicators. Fuzzy comprehensive
evaluation is an objective, fair, and comprehensive evaluation of the overall level of poverty alleviation and development in Wuxi.
�e expert scoring method is used to calculate the weight of each index and determine the level of members and the industrial
situation of China’s industrial poverty alleviation. According to the scores of each evaluation index, the poor households in Wuxi
County are very satis�ed with the person in charge of help, the villager group, the way of helping, and the e�ect of helping.

1. Introduction

In 2006, the State Council issued the Guiding Opinions on
Promoting the Action Plan of “Internet plus.” It is pointed
out that it is necessary to conform to the development trend
of “Internet plus” in the world and create new advantages
and new impetus for social and economic development.
Under the background of the Internet in the Internet plus,
poverty needs to seize the opportunity of the Internet.
�rough the “high-speed train” of information technology,
we can realize the high connection between resources in
poverty-stricken areas and external markets [1, 2]. In the era
of Internet plus, we should gradually explore new poverty
alleviation strategies for economic and social development
in poverty-stricken areas and innovate poverty alleviation
concepts, policies, and methods [3].

At present, the research direction of poverty alleviation
e�ect evaluation system in China is mostly in the �eld of
poverty degree evaluation and poverty identi�cation, which
is too inclined to economic development and ignores the
sustainable development of human society and ecological
environment. Government departments pay too much at-
tention to the investment of poverty alleviation funds and
the formulation of poverty alleviation policies and have less
evaluation on the e�ect of industrial poverty alleviation [4].
How to evaluate the e�ect of industrial poverty alleviation in
poverty-stricken areas and sum up experiences and lessons
can not only provide reference and guidance for the current
evaluation of poverty alleviation e�ect but also put forward
suggestions for the further development of poverty allevi-
ation in the future [5].�is is the practical signi�cance of this
study.
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On the basis of defining relevant concepts, this paper
analyzes the present situation and characteristics of indus-
trial poverty alleviation in Wuxi County and evaluates the
effect of industrial poverty alleviation in Wuxi County by
using fuzzy comprehensive evaluation method [6, 7]. At
present, fuzzy comprehensive analysis method is mainly
used to explore and analyze the risks of several projects. *e
theoretical significance of this paper lies in applying the
creative fuzzy comprehensive evaluation method to the
evaluation of industrial poverty alleviation effect, which
opens up a new perspective for the theoretical system of
poverty alleviation effect evaluation [8].

In this paper, the fuzzy evaluation model is used to
evaluate and apply the industrial structure, which provides a
theoretical basis for the design of the evaluation system of
industrial poverty alleviation. *rough fuzzy evaluation
method, the evaluation system of industrial poverty allevi-
ation effect is designed. By designing scientific and rea-
sonable evaluation indexes, the evaluation index system of
industrial poverty alleviation effect is established, including a
comprehensive evaluation system of 4 first-class indexes and
21 second-class indexes so as to make an objective and fair
evaluation of the industrial poverty alleviation effect in
poverty-stricken areas.

2. Definition and Theoretical Basis of Related
Concepts of Industrial Poverty Alleviation

2.1. Definition of Related Concepts

2.1.1. Industrial Poverty Alleviation. Industrial poverty al-
leviation refers to the process of poverty alleviation and
development with market as the guide, economic benefits as
the center, and industrial development as the lever. It is an
effective way to promote the development of poor areas and
increase the income of poor farmers [9]. It is the strategic
focus and main task of poverty alleviation and development.
Industrial poverty alleviation is an endogenous development
mechanism, which aims to promote the coordinated de-
velopment of poor individuals and poor areas, take root in
development genes, activate development momentum, and
cut off poverty momentum.

2.1.2. Fuzzy Comprehensive Evaluation. Fuzzy compre-
hensive evaluation method is a comprehensive analysis and
evaluation method based on reasoning, quantitative and
qualitative, correct, and fuzzy combination. A system
analysis method is suitable for “fuzzy” evaluation of things.
Membership theory in fuzzy mathematics is its basic
principle. When analyzing some complex system problems,
the fuzzy comprehensive evaluation method has incompa-
rable advantages over other correct analysis methods.
*erefore, in recent years, it has become the preferred tool to
deal with complex problems and has been widely used in
many research fields [10]. *e fuzzy decision model gen-
erally requires the following steps: (1) establish the factor set
of comprehensive evaluation, (2) establish the evaluation set
of comprehensive evaluation, (3) carry out single-factor

fuzzy evaluation to obtain an evaluation matrix, (4) deter-
mine a factor weight vector, (5) establish a comprehensive
evaluation model, and (6) determine the total system score.

2.2. 0eoretical Basis

2.2.1. Human Capital 0eory. Different from other material
capital, human capital is immaterial intangible capital, which
refers to the skills, experience, knowledge, and other qual-
ities attached to workers. Education investment such as
continuing education, training, and social practice is its
main investment form [11]. For the invested individuals,
human investment can achieve the synchronization of
personal development and income growth. *e same
amount of labor can bring additional benefits and accelerate
economic development.

2.2.2. Multidimensional Poverty 0eory. *e multidimen-
sional poverty theory was put forward by Indian economist
and Nobel Prize winner Amartya Fair in 1984. *e main
point is that human poverty includes not only income
poverty but also subjective perception of welfare through
objective indicators such as drinking water and roads [12].

3. Evaluation Method of Industrial Poverty
Alleviation Effectiveness Based on
Fuzzy Evaluation

3.1. Fuzzy Evaluation Steps

Step 1. *e judgment matrix determines the weight of each
index.

Analytic hierarchy process (AHP)mainly determines the
weights of indicators at all levels including target level,
standard level, and scene level. Its main idea is to establish a
judgment matrix to determine the importance of each el-
ement. According to the judgment of the expert group, the
two factors are compared and evaluated according to the
importance of each factor [13, 14]. *e index C is chosen as
the evaluation criterion, and the importance degree of el-
ements U1, U2, U3, . . . , Un relative to element C is the next
index controlled by it, that is, the weight. *e scale of 1 ∼ 9 is
used to quantify the importance of elements Ui and Uj to
criterion C as shown in Table 1.

Step 2. Consistency test.
When calculating the weight, consistency test must also

be carried out. *e inspection method and process are given
in Table 2.

Step A: calculate the consistency index (CI):

CI �
λmax − n

n − 1
. (1)

Because the CI value changes with the change of the
deterministic matrix, it is necessary to introduce RI as the
matrix matching index to verify the matching of different
next deterministic matrices.
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Step B: find the corresponding average random index
(RI)
Step C: calculate the consistency ratio (CR)

CR �
CI
RI

. (2)

Only when the CR value of the matrix is less than 0.1
can the matrix pass the consistency check and have con-
sistency. Otherwise, the judgment matrix needs to be cor-
rected twice.

When checking the consistency of the judgment matrix,
it is necessary to calculate the maximum characteristic of the
matrix, and the formula can be used:

λmax � 􏽘
n

i�1

(AW)i

nwi

�
1
n

􏽘

n

i�1

􏽐
n
j�1 aijwj

wi

. (3)

Step 3. Establish the evaluation set of fuzzy comprehensive
evaluation.

*e evaluation index in AHP is based on hierarchical
structure, and comprehensive evaluation is carried out on
this basis, so the evaluation index in AHP can be used di-
rectly. In the fuzzy comprehensive evaluation method, the
grades of comments are called fuzzy grades, such as good,
good, fair, and bad, which constitute the comment set V�

{V1, V2,. . ., V5}.

Step 4. Establish membership matrix R.
According to the expert evaluation, the membership

degree of each element of the index set to each comment is
obtained, and the membership matrix is constructed.

Step 5. Calculate the fuzzy comprehensive evaluation
vector.

*e fuzzy evaluation vector Bi of each evaluation index
can be calculated by using the calculation model Bi �Wi ∗
Ri of fuzzy comprehensive evaluation.

Step 6. Synthesize the result vector of fuzzy comprehensive
evaluation.

3.2. Construction of the Evaluation Index System for Industrial
Poverty Alleviation

3.2.1. Principles of Indicator Selection. *e establishment of
industrial poverty alleviation effect evaluation index is an
important part of industrial poverty alleviation effect eval-
uation in Wuxi County [10, 15]. *erefore, when con-
structing the effect evaluation system, we must follow the
following index selection principles: good faith principle,
scientific principle, focusing principle, and usability
principle.

3.2.2. Construction of the Evaluation Index System. Index
system of industrial poverty alleviation effectiveness eval-
uation is shown in Table 3.

3.3. Determination of Weight of the Index System

3.3.1. Determination of the Weight of the First-Class Index

(1) Principle of Good Faith. Wuxi County’s poverty allevi-
ation through business development refers to the support for
all the poor people in the county, not limited to one
household in 13 townships within the jurisdiction, but the
whole county. *erefore, when choosing the evaluation
index that can reflect the effect of poverty alleviation in the
whole county, we should pay attention to the integrity.

(2) Scientific Principles. *e indicators of the poverty alle-
viation effect evaluation system in Wuxi County should
objectively and fairly reflect the actual results and sub-
stantive characteristics of the county’s poverty alleviation
through business development. *e evaluation index should
have certain scientific significance and should not overlap
with other indicators.

(3) Focus Principle. *e content of industrial poverty alle-
viation activities is very extensive. In the several areas
covered, it is not possible to select indicators that reflect all
aspects, so we can only select representative key indicators to
reflect these indicators.

(4) Availability Principle. Although there are many indica-
tors that can reflect the same performance, the data of some
indicators are easy to obtain, and the data of some indicators
are not easy to obtain, so we must choose the common
evaluation indicators that are easy to start and easy for
statistical analysis.

*e A-Bn judgment matrix is shown in Tables 4–6.

3.3.2. Determination of the Weight of Secondary Indicators.
*e weight calculation and consistency test of B1 index of
living standard improvement are shown in Table 7.

Table 1: Importance scale of evaluation factors.

Important scale aij Meaning
1 i and j are equally important
3 i is slightly more important than j
5 i is obviously more important than j
7 i is more important than j
9 i is more important than j
1, 2, 6, 8 Corresponding intermediate scale

*e reciprocal of the
above values

If the importance ratio of element i to j is
aij, then the importance ratio of element j

to element i is aij � 1/aji

Table 2: Random index RI.

Matrix order 1 2 3 4 5 6 7 8 9
RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45
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*e weight calculation and consistency test of B2 index
of policy implementation are shown in Table 8.

*e weight calculation and consistency test of B3 index
for the promotion of poor villages are shown in Table 9.

*e weight calculation and consistency test of B4 index
of industrial poverty alleviation satisfaction are shown in
Table 10.

*rough calculation, the matching check of all decision
matrices is less than 0.1, that is, CR< 0.1, which shows that

the selected weight value is expected and effective, and the
satisfaction degree of the matrices constructed in this paper
is consistent.

Table 3: Index system of industrial poverty alleviation effectiveness evaluation.

Target layer Criterion layer Scenario layer

Effectiveness evaluation of industrial poverty
alleviation A

Living standard B1

Source of income C1
Expenditure structure C2

Food and clothing guarantee rate C3
Housing security rate C4

Policy implementation B2

Ex situ poverty alleviation and relocation C5
Industrial poverty alleviation C6

Renovation of dilapidated buildings C7
Ecological poverty alleviation C8

Poverty alleviation through education C9
Medical assistance C10

Workforce skills training C11

Improvement of poor villages B3

Rural drinking water safety rate C12
Hardening rate of rural roads C13
Village collective economy C14
Health and medical facilities C15
Cultural and sports facilities C16

Kindergarten and primary school C17

Accurate poverty alleviation
satisfaction B4

Satisfaction with helping those responsible
C18

Satisfaction with helping methods C19
Satisfaction with the resident team C20
Satisfaction with the effectiveness of

assistance C21

Table 5: Weight calculation table.

Column normalization of judgment
matrix Sum by row Weight

0.1053 0.1212 0.0588 0.1818 0.4671 0.1168
0.5263 0.6061 0.7059 0.4545 2.2928 0.5732
0.3158 0.1515 0.1765 0.2727 0.9165 0.2291
0.0526 0.1212 0.0588 0.0909 0.3236 0.0809

Table 6: Consistency inspection table.

AW AW/W λmax RI
0.4696 4.0211 4.1603 0.90
2.4781 4.3232 CI � (λ − n)/(n − 1) CR � CI/RI
0.9654 4.2136
0.3303 4.0831 0.0534 0.0594
If CR� 0.594< 0.1, it will pass the consistency test.

Table 7: B1-Cn (n� 1, 2, 3, 4) judgment matrix table.

B1 Cl C2 C3 C4 Weight RI
1 1 3 1/3 1/3 0.1611 0.9
C2 1/3 l 1/4 1/4 0.0806 CI
C3 3 4 1 1 0.3792 0.0282
C4 3 4 1 1 0.3792 CR� 0.0313
CR� 0.0313< 0.1 passed the consistency test.

Table 8: B2-Cn (n� 5, 6, 7, 8, 9, 10, 11) judgment matrix table.

B2 C5 C6 C7 C8 C9 C10 C11 Weight RI
C5 1 3 2 3 3 1/3 2 0.1883 1.32
C6 1/3 1 1/3 1 1 1/5 1/2 0.0598 CI
C7 1/2 3 1 3 3 1/3 1/2 0.1362 0.0448
C8 1/3 1 1/3 1 1 1/5 1/2 0.0598

CR� 0.0339C9 1/3 1 1/3 1 1 1/5 1/2 0.0598
C10 3 5 3 5 5 1 4 0.3406
C11 1/2 2 2 2 2 1/4 1 0.1555
CR� 0.0339< 0.1 passed the consistency test.

Table 9: B3-Cn (n� 12, 13, 14, 15.16, 17) judgment matrix table.

B3 C12 C13 C14 C15 C16 C17 Weight RI
B12 1 3 3 4 1 2 0.3425 1.32
B13 1/3 1 3 3 4 1/3 0.1365 CI
B14 1/3 1 1 3 4 1/3 0.1365 0.0448
B15 1/4 1/3 1/3 1 3 1/4 0.0726

CR� 0.0339B16 1/5 1/4 1/4 1/3 1 1/5 0.0417
B17 1/2 3 3 4 5 1 0.2702
If CR� 0.0486< 0.1, it passes the consistency test.

Table 4: A-Bn (n� 1, 2, 3, 4) judgment matrix table.

A B1 B2 B3 B4
B1 1 1/5 1/3 2
B2 5 1 4 5
B3 3 1/4 1 3
B4 1/2 1/5 1/3 1
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3.3.3. Determination of Comprehensive Weight and Ranking
Statistics of Each Index. Weight comprehensive ranking is
shown in Table 11.

3.3.4. Indicator Weight Description. It can be seen from the
data in the table that the weight of improving living standards
is 0.11168, the weight of policy implementation is 0.5732, the
weight of poor villages is 0.291, and the weight of industrial
poverty alleviation satisfaction is 0.0809. *e evaluation re-
sults show that among the evaluation indicators affecting the
effect of industrial poverty alleviation, policy implementation

has the highest proportion and is also the most important
indicator. *erefore, the implementation of poverty allevia-
tion policy is an important factor to promote poverty alle-
viation in rural poor areas and poor people. *e
implementation of this policy is directly related to the im-
provement of production and life of poor families, and experts
have paid more attention to it. Second, the improvement of
poor villages is mainly because the infrastructure conditions
of poor villages are still an important bottleneck affecting
poverty alleviation in poor areas. By vigorously building in-
frastructure, the development environment and conditions in
poverty-stricken areas can be greatly improved, which is an

Table 10: B4-Cn (n� 18, 19, 20, 21) judgment matrix table.

B4 C18 C19 C20 C21 Weight RI
C18 1/3 1/2 1/5 0.0858 0.9
C19 3 1 3 1/2 0.2887 CI
C20 2 1/3 1 1/4 0.1296 0.019
C21 5 2 4 1 0.4959 CR� 0.0211
If CR� 0.0211< 0.1, it passes the consistency test.

Table 11: Weight comprehensive ranking table.

A B criterion layer index Index
weight C Scheme layer indicators Index

weight
Composite
weight Sort

Index system for evaluating the
effectiveness of industrial poverty
alleviation work

B1 improvement of living
standards 0.1168

C1 source of income 0.1611 0.0188 16
C2 expenditure structure 0.0806 0.0094 20
C3 food and clothing

guarantee rate 0.3792 0.0443 7

C4 housing security rate 0.3792 0.0443 7

B2 policy
implementation 0.5732

C5 ex situ poverty alleviation
and relocation 0.1883 0.1079 2

C6 industry helps the poor 0.0598 0.0343 10
C7 renovation of dilapidated

buildings 0.1362 0.0781 5

C8 ecological poverty
alleviation 0.0598 0.0343 10

C9 education for poverty
alleviation 0.0598 0.0343 10

C10 medical assistance 0.3406 0.1952 1
C11 workforce skills training 0.1555 0.0891 3

B3 improvement of poor
villages 0.2291

C12 rural drinking water
safety rate 0.3425 0.0785 4

C13 hardening rate of rural
roads 0.1365 0.0313 13

C14 village collective
economy 0.1365 0.0313 13

C15 health and medical
facilities 0.0726 0.0166 17

C16 cultural and sports
facilities 0.0417 0.0096 19

C17 kindergarten and
primary school 0.2702 0.0619 6

B4 accurate poverty
alleviation satisfaction 0.0809

C18 satisfaction with helping
those responsible 0.0858 0.0069 21

C19 satisfaction with help
methods 0.2887 0.0234 15

C20 satisfaction with the
resident team 0.1296 0.0105 18

C21 satisfaction with the
effectiveness of assistance

work
0.4959 0.0401 9
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important indicator to measure the effect of poverty allevi-
ation.*ird, improve living standards. Only by implementing
poverty alleviation policies and improving the infrastructure
of poor villages can people’s living standards be improved.
*erefore, compared with the first two indicators, the given
weight is lower. Finally, the poverty alleviation through
business development satisfaction is evaluated. After the
implementation of poverty alleviation policy, the living
conditions of poor villages and poor households have im-
proved. If income increases, many poor families are very
satisfied, so experts give the lowest weight.

*rough the analysis of standard level indicators, among
the indicators for improving living standards, the weight of
income source is 0.1611, the weight of expenditure structure
is 0.0806, the weight of food and clothing security rate is
0.3792, and the weight of housing security rate is 0.3792,
which is consistent with clothing weight and food safety rate
and higher than the other two indicators. *is is because the
safety of food, clothing, and housing is the foundation of
human survival. It is the material basis to ensure the sus-
tainable development of mankind. In the process of policy
implementation, the proportion of poverty alleviation
transfer subsidy is 0.188, and the proportion of industrial
poverty alleviation, ecological poverty alleviation, and ed-
ucation poverty alleviation is 0.0598. *e importance of
various poverty alleviation policies is the same. *e two
complement each other. *e weight of reconstruction of
dilapidated buildings is 0.162, the weight of medical assis-
tance is 0.3406, and the weight of labor skills training is
0.1555, among which medical assistance has the highest
weight, indicating that a healthy body is the capital and
foundation of all human activities. In the process of pro-
moting poor villages, the weight of rural drinking water
safety rate is 0.3425, the weight of rural road hardening rate
is 0.165, the weight of rural collective economy is 0.165, the
weight of health andmedical facilities is 0.0726, the weight of
sports facilities is 0.0417, and the ratio of kindergarten to
primary school is 0.272. *e weight of satisfaction with
village groups is 0.11296, and the weight of satisfaction with
aid effectiveness is 0.4959. Among them, satisfaction ac-
counts for the highest proportion in the effect of poverty
alleviation activities. *e effect of poverty alleviation ac-
tivities is the final index to test poverty alleviation activities,
so we should focus on poverty alleviation.

After determining the comprehensive weight of each
index, the first six indexes have the greatest influence on
medical assistance, and the other five indexes are sorted
according to the comprehensive weight: poverty alleviation
transfer in different places, labor skills training, rural
drinking water safety rate, reconstruction of old houses, and
kindergartens and primary schools. *e other 15 index
factors are arranged according to comprehensive weight:
residents’ safety rate, food safety rate, clothing safety rate,
satisfaction with assistance effect, industrial poverty allevi-
ation, ecological poverty alleviation, education poverty al-
leviation, rural road hardening rate, village collective
economy, rescue mode, income source, health and medical
facilities, village team, sports facilities, and expenditure
structure. To a certain extent, the comprehensive weight

ranking of these indicators reflects experts’ concern about
the effect of industrial poverty alleviation.

4. Comprehensive Evaluation of Industrial
Poverty Alleviation in Wuxi
County, Chongqing

4.1. Introduction ofWuxiCounty. Wuxi County is one of the
key poverty alleviation counties in Chongqing, located in the
northeast of Chongqing, at the southern foot of the eastern
bus section. *is is a typical mountainous agricultural
county. Wuxi County is located at the junction of
Chongqing, Shaanxi, and Hubei provinces, bordering
Shennongjia Forest Region and Zhuxi County in Hubei
Province in the east, Fengjie County and Wushan County in
the south, Kaizhou District and Yunyang County in the west,
and Chengkou County and Zhenping County in Shaanxi
Province in the north. As of 2017, the total area of Wuxi
County has reached 4,030 square kilometers. According to
the data of the seventh census, as of November 1, 2020, the
resident population of Wuxi County was 388,600 with
810,000 mu of cultivated land. In addition, due to the uneven
distribution of rainfall in time and space, the rainstorm is
concentrated and the convergence speed is fast, which forms
a very serious water shortage problem in this project. In
particular, predatory reclamation has seriously damaged the
ecological environment of the whole county. *e area of soil
erosion is 2537 square kilometers, accounting for 63% of the
total area of the county, and the living environment is
further deteriorated. Once upon a time, the poverty rate here
reached 18%, ranking first in Chongqing. By the end of 2020,
all 150 poverty-stricken villages in Wuxi County have been
lifted out of poverty, with a decrease of 105,000 people and a
decrease of 0.65% in the incidence of poverty, and they have
successfully withdrawn from the national key poverty al-
leviation and development counties. *e result is shown in
Figure 1.

4.2. Expert Score to Determine the Membership Matrix of
Evaluation Index. Firstly, the comment set is established as
V� {V1, V2,. . ., Vn}, where Vj (j� 1, 2,. . ., n). *e comments
of industrial poverty alleviation indicators in Wuxi County
are set as “very good,” “good,” “medium,” “poor,” and
“difference.”*en, the comments represented in the order of
n� 5 and V1–V5 are “very good,” “good,” “medium,” “poor,”
and “difference.” In this manual, the annotation set can be
regarded as vector C and assigned values. *e added value of
the annotation set is shown in Figure 2.

Next, it needs to decide the membership degree, and the
membership degree value of each annotation is the pro-
portion of the number of experts who selected the anno-
tation. Table 12 shows the membership degree determined
by expert score.

According to the expert evaluation, the membership
degree of each element of the index set to each comment is
obtained, and the membership matrix is constructed. *e
results are as follows:
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R1 �
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0

0

0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

R2 �

0.1 0.5 0.4 0 0

0.2 0.3 0.4 0.1 0
0.3 0.4 0.3 0 0

0.2 0.3 0.3 0.2 0
0.3 0.5 0.2 0 0

0.3 0.4 0.3 0 0

0.1 0.2 0.4 0.2 0
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,

R3 �

0.1 0.4 0.4 0.1 0

0.2 0.3 0.4 0.1 0
0.1 0.2 0.5 0.1 0.1

0.3 0.5 0.2 0 0
0.2 0.3 0.3 0.2 0

0 0.2 0.3 0.3 0.2
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

R4 �

0.3 0.3 0.3 0.1 0

0.4 0.3 0.2 0.1 0
0.2 0.4 0.4 0 0

0.3 0.3 0.4 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(4)

4.3. Determining the Fuzzy Evaluation Vector. *e fuzzy
evaluation vector Bi of each evaluation index can be

calculated by using the calculation model Bi �Wi ∗ Ri of
fuzzy comprehensive evaluation method.

Bi � Wi ∗Ri,

W � (0.1168, 0.5732, 0.2291, 0.0809),

W1 � (0.0188, 0.0094, 0.0443, 0.0443),

W2 � (0.1079, 0.0343, 0.0781, 0.0343, 0.0343, 0.1952, 0.0891),

W3 � (0.0785, 0.0313, 0.0313, 0.0166, 0.0096, 0.0619),

W4 � (0.0069, 0.0234, 0.0105, 0.0401),

B1 � (0.0188, 0.0094, 0.0443, 0.0443)∗

0.2 0.4 0.3 0.1 0

0.1 0.2 0.4 0.2 0.1

0.7 0.3 0 0 0

0.6 0.3 0.1 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(5)

Get

B1 � (0.06229，0.03598，0.01383，0.00376，0.00094). (6)

Calculate B2, B3, and B4 in the same way.

Comprehensive synthesis of fuzzy evaluation vectors:
B�W ∗ R, R� (B1, B2, B2, B4), R is the data in Table 13,
resulting in

B � (0.08692, 0.14786, 0.13298, 0.02472, 0.00877) . (7)
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Figure 1: Trend chart of conceptual GDP in Wuxi County.
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Figure 2: Added value of the annotation set.
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Normalizing B results in

B � (0.21663, 0.36849, 0.33141, 0.06160, 0.02186) . (8)

According to the results of fuzzy evaluation vector, the
membership degree belonging to the “better” level is the
largest, which is 0.36849; that is, nearly 36.8% of experts
think that the industrial poverty alleviation effect in Wuxi
County is at a good level. According to the principle of
maximum subordination, the effect of industrial poverty

alleviation is at a “good” level. In addition, 21.7% of the
experts answered “good,” 33.1% thought it was “medium,”
and 6.1% answered “poor.” Only 2.2% of experts thought it
was “bad,” as shown in Figure 3.

4.4. Comprehensive Score of Industrial Poverty Alleviation
Effectiveness. *e above research results only qualitatively
evaluate the effect of industrial poverty alleviation in Wuxi
County, and the evaluation results are generally vague.
*erefore, the quantification score is used to quantify the
evaluation result. Five levels of performance evaluation (very
good, good, medium, poor, and difference). Multiply the
evaluation ratio by the index dependence matrix to obtain
the single factor score:

C1 �(0.2,0.4,0.3,0.1.0)
∗
(1,0.8,0.6,0.4,0.2)

T
� 0.74,

C2 � 0.1,0.2,0.4,0.2,0.1∗(1,0.8,0.6,0.4,0.2)
T

� 0.6,

C3 �(0.7,0.3,0,0,0, )∗(1,0.8,0.6,0.4,0.2)
T

� 0.94,

C4 �(0.6,0.3,0.1,0,0)∗(1,0.8,0.6,0.4,0.2)
T

� 0.9.

(9)

Table 12: Expert scoring table.

Indicators Very good Better Medium Poor Difference
Source of income 0.2 0.4 0.3 0.1 0
Expenditure structure 0.1 0.2 0.4 0.2 0.1
Food and clothing guarantee rate 0.7 0.3 0 0 0
Housing security rate 0.6 0.3 0.1 0 0
Ex situ poverty alleviation and relocation 0.1 0.5 0.4 0 0
Industrial poverty alleviation 0.2 0.3 0.4 0.1 0
Renovation of dilapidated buildings 0.3 0.4 0.3 0 0
Ecological poverty alleviation 0.2 0.3 0.3 0.2 0
Poverty alleviation through education 0.3 0.5 0.2 00 0
Medical assistance 0.3 0.4 0.3 0 0
Labor skill training 0.1 0.2 0.4 0.2 0.1
Rural drinking water safety rate 0.1 0.4 0.4 0.1 0
Hardening rate of rural roads 0.2 0.3 0.4 0.1 0
Village economy 0.1 0.2 0.5 0.1 0.1
Health and medical facilities 0.3 0.5 0.2 0 0
Cultural and sports facilities 0.2 0.3 0.3 0.2 0
Kindergarten and primary school 0 0.2 0.3 0.3 0.2
Satisfaction with helping those responsible 0.3 0.3 0.3 0.1 0
Satisfaction with the way of helping 0.4 0.3 0.2 0.1 0
Satisfaction with the resident team 0.2 0.4 0.4 0 0
Satisfaction with the effectiveness of assistance work 0.3 0.3 0.4 0 0

Table 13: Calculation table of the fuzzy evaluation vector.
B1 0.06229 0.03598 0.01383 0.00373 0.00094
B2 0.1257 0.21882 0.19166 0.02811 0.00891
B3 0.02414 0.07061 0.08434 0.0346 0.01551
B4 0.02556 0.02532 0.02699 0.00303 0

0.217

0.368

0.331

0.061 0.022

Good
Better
Medium

Poor
Difference

Figure 3: Proportion of experts’ evaluation of industrial poverty
alleviation in Wuxi County.
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Figure 4: Scores of various indicators of industrial poverty alle-
viation in Wuxi County.
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*e score of criterion level index can be calculated by
multiplying the weight of scheme level index by the score of
each index (taking the improvement of living standard as an
example).

B1 � (0.1611, 0.0806, 0.3792, 0.3792)
∗

(0.74, 0.60, 0.94, 0.9)
T

� 0.87. (10)

*e score of the target layer is the weight of the index of
the criterion layer multiplied by the score of each index, as
shown in Figure 4.

4.5. Evaluation Results and Problem Analysis. It can be seen
from Table 14 that the final comprehensive score of in-
dustrial poverty alleviation effect in Wuxi County is 0.74,
and the industrial poverty alleviation effect in Wuxi County
is at a “good” level, in which the living standard is improved
by 0.87, the policy implementation is 0.75, 0.65 is used to
improve poor villages, and 0.78 is used to meet industrial
poverty assistance.

In terms of improving living standards, the score of
income source is 0.74; the score of expenditure structure is
0.60; the score of food, clothing, housing, and transportation
security rate is 0.94; and the score of housing security rate is
0.90. According to the scores of various evaluation indica-
tors, the living standards of poor households have improved
significantly since Wuxi County launched industrial poverty
alleviation activities. *e income sources are not only crop
planting but also characteristic aquaculture, five-in-one fi-
nancial poverty alleviation, coordinated dividends, and solar
power generation industry, which greatly increased the
income of poor families. *e main reason for the low score
of expenditure structure is the large expenditure on medical
and health care. More than 50% of poor families in Wuxi
County are poor due to illness. Medical expenses account for
half of the total income, daily expenses account for 33%, and

operating expenses account for 8%. *e expenditure
structure is unreasonable. Food and clothing security rate
and housing security rate reached a good level. Poor
households in Wuxi County basically have no worries about
food and clothing, and their housing is basically guaranteed.

Under the policy implementation, the scores of relo-
cation, poverty alleviation, and transfer are 0.74, 0.72, 0.80,
0.70, 0.82, 0.80, and 0.60 respectively. Judging from the
scores of various evaluation indicators, Wuxi County has
done a good job in relocation and poverty alleviation so that
farmers’ income will continue to increase. In the renovation
of dilapidated buildings, the renovation has been completed
by means of new construction, replacement, and repair, but
there are some poor families giving up the renovation. *e
government should pay special attention to finding out the
reasons. In terms of ecological poverty alleviation, since
2008, the coal industry has continuously integrated re-
sources and closed small and medium-sized coal mining
enterprises with high-ash, high-sulfur, high-gas, low-heat,
and great potential safety hazards. *e government vigor-
ously protects the environment and strengthens the man-
agement of atmospheric environment. At the same time, by
2025, the forest coverage rate will reach over 25%, the urban
sewage treatment rate will reach 100%, the degree of soil and
water conservation management will reach 63.07%, and the
energy consumption per 10,000 yuan of GDPwill be reduced
by 17%. Urban and rural areas will become more livable.
Poor family members with labor force are employed as forest
rangers. Wuxi County is better in poverty alleviation edu-
cation. *e enrollment rate of school-age children reached
100%. Subsidies to students in the nine-year compulsory
education stage are given, subsidies of 5,000 yuan to students
in more than two courses are given, and subsidies of 2,000
yuan to technical school students every year are given. *e
farmers are very satisfied. In terms of medical assistance,
medical conditions are insufficient. Poor people are further

Table 14: Evaluation scores of indicators at all levels.

Criterion layer Scenario layer Score Target level score

Improvement of living standards

Source of income 0.74

0.74

Expenditure structure 0.6
Food and clothing guarantee rate 0.94

Housing security rate 0.90

Policy implementation

Ex situ poverty alleviation and relocation 0.74
Industrial poverty alleviation 0.72

Renovation of dilapidated buildings 0.8
Ecological poverty alleviation 0.7

Poverty alleviation through education 0.82
Medical assistance 0.8
Labor skill training 0.6

Improvement of poor villages

Rural drinking water safety rate 0.7
Hardening rate of rural roads 0.72
Village collective economy 0.62
Health and medical facilities 0.82
Cultural and sports facilities 0.7

Kindergarten and primary school 0.5

Accurate poverty alleviation satisfaction

Satisfaction with helping those responsible 0.76
Satisfaction with the way of helping 0.8
Satisfaction with the resident team 0.76

Satisfaction with the effectiveness of assistance 0.78
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impoverished by illness and disability. *e number of poor
people due to illness in Wuxi County accounts for half of the
card-building households. By providing medical assistance,
the government has greatly improved the medical environ-
ment in poor areas, and medical assistance must continue to
improve.

In the improvement of poor villages, the rural drinking
water safety rate is 0.70, the rural road hardening rate is 0.72,
the village collective economy score is 0.62, the health and
medical facilities score is 0.82, the sports facilities score is 0.70,
and the kindergartens and primary schools score is 0.50.
Judging from the scores of each evaluation index, in terms of
infrastructure construction, since poverty alleviation activities
were carried out, the appearance of villages has been greatly
improved, and waterways have been basically improved.
However, due to the imperfect infrastructure, hardened
roads, and damaged village committees and roads in some
remote villages, the government must continue to improve.
*e collective economy of the village began to move towards
zero in just two years, but it is still immature and the funds are
not in place in time. In some rural areas with poor natural
conditions, there is no collective economic dividend income
at present, and the score of basic education is the lowest. At
present, the number of kindergartens and primary schools in
Wuxi County is small, so we should increase investment in
basic education. Judging from the scores of each evaluation
index, poor households in Wuxi County are very satisfied
with the person in charge of helping, villagers’ groups, helping
methods, and helping effects.

5. Conclusion

In order to study the concrete effect of industrial poverty
alleviation, this paper puts forward an evaluation method of
industrial poverty alleviation based on fuzzy evaluation
method. First of all, collect relevant literature at home and
abroad, collate relevant data, summarize the previous re-
search results of scholars at home and abroad, briefly in-
troduce the concept of industrial poverty alleviation, and
summarize the previous experience of industrial poverty
alleviation, which provides a certain theoretical basis for the
design of industrial poverty alleviation evaluation system in
this study. Secondly, based on the present situation of in-
dustrial poverty alleviation in Wuxi County, this paper
analyzes the natural and economic conditions of Wuxi
County and obtains the present situation of extensive
poverty and serious poverty in Wuxi County. By analyzing
the causes of poverty in Wuxi County, we can see that
natural factors, government financial supply capacity, in-
frastructure construction, and poverty level are the main
causes of poverty in Wuxi County. At the same time,
through the analysis of the effect of industrial poverty al-
leviation in Wuxi County, we can understand the devel-
opment process and achievements of industrial poverty
alleviation in Wuxi County and introduce the industrial
poverty alleviation model and experience inWuxi County in
detail.

Based on fuzzy evaluation method, the evaluation system
of industrial poverty alleviation effect in Wuxi County is

designed. By designing scientific and reasonable evaluation
indexes, the evaluation index system of industrial poverty
alleviation effect in Wuxi County is established, including a
comprehensive evaluation system of 4 first-class indexes and
21 second-class indexes. *rough fuzzy evaluation method,
this paper analyzes the weight of each index in detail, obtains
the specific status of industrial poverty alleviation effect in
Wuxi County, and makes an objective and fair evaluation of
industrial poverty alleviation effect in poverty-stricken areas
of Wuxi County.
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How to effectively realize the perception and fusion of data in the enterprise management society is the core problem that must be
solved by enterprise management. On the basis of defining the resource system of enterprise management society, a semantic-
oriented metadata model is proposed, combined with the classification of user needs, to build a data fusion framework for
enterprise management society based on multisource data. )e study designs a multilayer convolutional neural network model to
process the data and proposes a recommendation path for the implementation of user data services for the enterprise management
society based on the data operation center of the enterprise management society. Finally, it proposes suggestions for the de-
velopment of the data fusion of the enterprise management society by improving the data fusion standard of the enterprise
management society from multiple sources, actively formulating the data opening policy, and exploring the personal data
collection and storage protection scheme. Experiments show that the scheme designed in this study is 5% more accurate than the
state-of-the-art scheme.

1. Introduction

Enterprise management societies are developed on the basis
of enterprises and are the advanced form of enterprises [1].
)e guidance on promoting the Healthy Development of
Enterprise Management Societies, jointly issued by eight
Chinese ministries and commissions, states that, “by
2020, a number of distinctive enterprise management
societies will be built” [2]. )e )irteenth Five-Year Plan
for National Economic and Social Development clearly
states that the construction of modern information in-
frastructure should be strengthened and an enterprise
management society should be built [3]. )e Report on
the Development of New Enterprise Management So-
cieties 2017 shows that the construction of new enter-
prise management societies in China is developing in
clusters, and at the National Conference on Network
Security and Informatization in April 2018, General
Secretary Xi Jinping proposed to promote the deep de-
velopment of digitalisation, big data, and artificial in-
telligence, and the application of big data provides a

strong technical guarantee for the development of en-
terprise management societies [4].

Many researchers also study the use of enterprise data
through the deep learning model [5]. )e essence of a deep
learning application is to extract and classify data features.
Its research directions are mainly divided into two cate-
gories: one is to optimize the way of extracting features
from data, and the quality of feature extraction directly
affects the final classification results; the other is to build a
good classifier based on the existing feature extraction
methods [6].

)e difficulty of many data processing tasks depends on
the representation of information. )is principle has a far-
reaching impact on computer science and machine learning.
For example, for tasks such as 210 divided by 6, giving the
form of the problem will change the ease of calculation; if
the numbers are expressed in Roman characters, the
process of obtaining the results becomes less intuitive.
When most modern people deal with the problem of CCX
divided by VII, they first convert the numbers into Arabic
numerals and then calculate them. In addition, once the
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cessing the data can be quantified, for example, inserting
numbers into a sequential (Table 1). If the list is imple-
mented by a chain, the time complexity isO (n). If the chain
is implemented by a red-black tree, the time complexity can
be said to be the same as good data representation, making
the next machine learning task simple. For different data
processing tasks, the representation of data will change [7].

)ere is still no uniform definition of the concept of EMS
in the industry. Sun et al. [8] argue that the connotations of
the enterprise management society include the fundamental
role of information and communication technology, eco-
nomic development and encouragement of innovation, and
the promotion of resource sharing and collaborative oper-
ations among various sectors. Although researchers have
interpreted the definition of the enterprise management
society from different perspectives, their core concepts are
basically the same, namely, the use of a new generation of
information technology tools to integrate core data on
enterprise operations and provide intelligent services to the
public [9, 10].

Liu et al. [11] reviewed the current status of enterprise
management society research through literature and con-
cluded that enterprise management society research is more
concerned with technological progress, data integration and
fusion. In 2021, the National Enterprise Management So-
ciety Standardization General Group released the standard
document “Enterprise Management Society Data Fusion,”
which specifies the conceptual model and data coding
specification for data collection, organization, intercon-
nection, and service [12]. Based on clarifying the enterprise
management social resource system, this study proposes a
semantic-oriented metadata model, combines the classifi-
cation of user needs, builds a framework for enterprise
management social data fusion based on multisource data,
enhances public participation in enterprise management,
provides decision support for the government and enter-
prises, and innovates the enterprise management social
information service model [13].

2. Related Work

In terms of the basic elements of enterprise construction,
scholars have mostly focused on the basic elements of en-
terprise construction and have not discussed the technical
issues. Zhou et al. [14] propose a preliminary framework for
an enterprise-managed society from a system integration
perspective, integrating government, residential communi-
ties, the economy, infrastructure, and the natural environ-
ment. Makkar and Kumar [15] argue that the fundamental
elements of a business-managed society include people,

technology, and organization. Blake and Michalikova [16]
argue that the subjects of information resource management
are government, business, and society. Rowland and Porter
[17] believe that the main body of enterprise operation and
management is the government department, and the service
targets are the government, enterprises, and individuals.

As for the application of enterprise management in
society, scholars have constructed a technical framework of
enterprise management in society with data mining and
analysis technology as the core, in order to provide diver-
sified application services on this basis. For example,
Muhammad and Hossain [18] proposed an enterprise
management social technology framework based on tra-
jectory data analysis and mining, which is divided into three
levels: trajectory sensing, knowledge discovery, and specific
application; Li et al. [19] proposed an enterprise manage-
ment social technology framework with a “four-level feed-
back” structure, including enterprise sensing and data
acquisition, enterprise management social management,
enterprise management social analysis, application, and
service.

In the area of enterprise management social integration,
scholars have built a framework for enterprise management
social data integration from different perspectives. Wu et al.
[20] studied emergency information fusion and proposed an
information fusion framework based on emergency infor-
mation and aimed at serving emergency decision-making.
Ning et al. [12] proposed a theoretical architecture for
multimodal data fusion in enterprises, including service
information description model, metadata model, and data
interconnection model, and proposed a framework for
sharing and fusion of enterprise management social data.
From the technical implementation level, there are enter-
prise management social integration framework based on
Web API information integration, enterprise management
social integration framework based on metadata, and en-
terprise management social integration framework based on
semantic aggregation: the enterprise management social
integration framework based on Web API is more widely
used, but the disadvantage is that the open interface is in-
consistent, and specific APIs only allow access to specific
data or services and cannot achieve data; metadata-based
enterprise management social inclusion frameworks use a
unified metadata standard to aggregate enterprise opera-
tional data, but there may be cases where the same entities
from different datasets are represented, ignoring the se-
mantic relationships between entities and the corresponding
matching relationships. )e framework makes use of do-
main-specific ontologies [13] (e.g., Km4City) to collect data
from enterprise operators and aggregate data that are in-
trinsically semantically linked so that they are integrated in a

Table 1: Comparison of various models on CIFAR 10.

Model name Training accuracy Verification accuracy Training time
Original network 0.8056 0.8104 —
SVM hybrid model 0.85711 0.8137 —
Enhanced network N1 0.79725 0.8195 1080.479
Enhanced network N2 0.79658 0.8127 998.404
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unified, semantically interoperable multidomain ontology-
based model.

3. Corporate Management Social
Resource System

)e enterprise management social resource system is a
complex system formed by integrating geospatial data as a
unified carrier and based on the intrinsic relationship of data
in various fields within the enterprise’s spatial and temporal
scope. )e government, enterprises, and public are the
subjects of the enterprise management society. From the
perspective of the system, the geospatial data are used as the
root to build the enterprise management society data re-
source system based on the enterprise subjects, as shown in
Figure 1:

)e enterprise data in Figure 1 refer to the data related
to the operation of the enterprise, including data formed
in various aspects such as product development and
design, manufacturing, marketing, and capital flow. )e
management enterprise system under big data thinking is
based on massive data for information processing, so the
traditional manual data statistics method is no longer
applicable, and a big data system support system based on
automatic docking must be built. Modern Internet en-
terprises have more complete management information
systems. For example, the trading system of e-commerce
platforms integrates customer management, order
management, transaction management, and settlement
management, and the management system of commu-
nication operators includes network management sys-
tem, business management system, customer
management system, marketing management system,
and settlement management system [14–16]. )ese
business systems can provide a large amount of man-
agement enterprise information, which is very useful for
enterprise internal management and business decisions,
but this information is scattered in various systems, in a
fragmented state, and must be collected, collated, and
modeled to turn into useful information, and this process
must rely on the automatic docking of business systems to
achieve the processing and handling of big data man-
agement enterprise information.

4. Semantic-OrientedSocialMetadataModel for
Business Management

4.1. Metadata. Metadata are structured data describing
the attributes of a certain type of resource. A standardised
enterprise management social metadata model is the basis
for achieving interoperability between enterprise appli-
cations, resolving heterogeneous data conversion,
achieving resource aggregation on the same topic, and
providing data services for enterprise decision makers.
)e metadata service providers, mainly data producers
and owners, publish metadata services to the enterprise’s
UDDI registry [13]. )is study defines the metadata
model as a six-tuple MD � {S, E, A, I, R, C}.

(1) Data source S (Source): the data sources are data
from the Education Bureau, Transport Bureau,
Health Bureau, Taxation Bureau, Housing and
Construction Bureau, Public Security Bureau, Civil
Affairs Bureau, Meteorological Bureau, Water Bu-
reau, and so on. )e set of data sources is denoted as
� S1, S2, . . . , Sn􏼈 􏼉, where Si (1< i< n) denotes the ith
data source [18–20].

(2) Entity-type collection E: a generic term for the set of
entities that share the same attributes. Entity types
include people, objects, and spatiotemporal entities.
People (agent) is a generic term for governments,
businesses, and public and refers to data holders who
are capable of autonomous activities. Objects include
natural geographical entities (e.g., mountains, rivers, and
lakes) and man-made geographical entities (e.g., build-
ings, roads, bridges, and streets). Temporal spatial entity
refers to objects with multidimensional characteristics in
space and time. )e temporal spatial entity (temporal
spatial entity) is an object with spatial and temporal
multidimensional characteristics, as shown in Figure 2.

(3) Entity attribute A: the set of entity attributes
A � a11, a12, . . . , amk􏼈 􏼉, where
aij(1< i<m, 1< j< k) represents the jth attribute of
the ith entity. For example, a sensing device is a physical
device that can sense changes in external information in
real time and transmit the acquired information to other
devices, such as sensors, GPS positioning devices, video
surveillance devices, and RFID devices.

(4) )e set of instances I is the set of entity class objects.
An entity is a real-world, identifiable object, and set
of instance classes is denoted I � I1, I2, . . . , Im􏼈 􏼉,
where Ii (1< i<m) denotes the ith entity [21].

4.2. Deep Learning Feature Classification. )e advantage of
deep learning lies in the ability of deep neural networks to fit
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data, which not only brings high accuracy to deep learning
but also has the disadvantage that deep neural networks
require large amounts of data for training. )e collection of
labeled samples is labor intensive.

)e specific mixture of CNN and SVM is divided into
two parts. Firstly, a CNN is obtained by training on the
original dataset or by pretraining on a large dataset. )e
second part of the hybrid model is an SVM, which follows
the last layer of the CNN. During training and testing, the
data is first extracted by the CNN, and the extracted features
are then used as input to the SVM, thus enabling the training
and testing of the SVM [22].

)e hybrid model of CNN and SVM only uses the
features of the last layer of the CNN and feeds them into the
SVM, which does not make full use of the features of the
lower layers.

)e network framework is divided into two parts: the
first part is the original network and the second part is the
augmented network.)e original network is a normal CNN,
which can be trained in two ways: either on the target dataset
or directly on the large-scale dataset using the same CNN
structure.)e second part of the network is an augmentation
of the original network, which is modified from the second
half of the original network and incorporates the last layer of
feature mapping of the image with the original features. In
Figure 3, the augmented network replicates the feature map
of the original CNN from the feature map coincidentally and
uses the same structure as the original network to regain the
feature maps [23–25].

In general, the augmented network has two main
functions: when the training set of the original network is the
training set of the target task, the classification accuracy is
improved without changing the original network; when the

training set of the original network is not the target training
set, the original network can only be used as a feature ex-
tractor of the data; the task of the augmented network is the
main body of the task implementation.

5. Enterprise Management Social Data
Integration Framework

5.1. Enterprise Management Social User Needs’ Classification.
)e government is the operational manager of the enterprise
management society, and the public is the object of the
enterprise management and society management and ser-
vices. Enterprise development is driven by user needs [14],
user needs and feedback cannot be ignored, and meeting
user needs is the key to building an enterprise management
society.

)e user needs are dynamic, multifaceted, and uncertain,
and the enterprise management society covers specific ap-
plications in many fields, making it difficult to precisely
describe their specific needs. Using the Kano model and
taking into account the five stages of an individual user’s
lifecycle, including infancy, childhood, adolescence, adult-
hood, and old age, we have gradually refined the demand
groups with different functional attributes (see Figure 4) and
developed specific products covering different industry
sectors, including smart education-related products, smart
healthcare-related products, smart transport-related prod-
ucts, and smart community-related products [26].

5.2. Data Service Recommendation Path. Based on a mul-
tisource data fusion framework, the enterprise management
social data operation center is established, responsible for

Entity

Agent Object Temporalspatial
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Government Enterprise Person Road Moutain Building Place Temporral
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Figure 2: Example of a classification system for entities.
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the collection, management, and sharing of big data in
enterprise life, and establishing an enterprise-wide paradigm
of multidepartmental cooperation, which can improve the
current situation of inadequate horizontal collaboration
among government departments. Based on the catego-
risation of the needs of EMS users, the data are combined
with demographic attributes, usage preferences, and other
data to build a profile of EMS users’ needs and provide
specific data recommendation services. Figure 5 illustrates
the three paths of user data recommendation services: (i)
path 1 is to match user demand information with the
knowledge base related to the enterprise management so-
ciety at a coarse-grained level and provide users with services
related to the enterprise management society [27], (ii) path 2
is to match user demand semantic information with
knowledge units extracted from the knowledge base of the
enterprise management society at a fine-grained level, fuse
the knowledge units with multidimensional data, and
provide users with, and (iii) path 3 is to study how to open up
data interfaces to resource owners and service providers and
provide corresponding data services to them based on user
demand profiles.

6. Simulation Experiments and
Analysis of Results

6.1. Enterprise Data Effectiveness. )e building of an en-
terprise management society requires the synergistic de-
velopment of enterprise, data, and standardisation. In the

big data environment, the Internet of )ings, cloud com-
puting, and sensing technologies transform the information
flowing within the enterprise into data, giving the attributes
of data and thus presenting the development of an enterprise
management society [28]. On the basis of the data coding
specification, data collection specification, and municipal
infrastructure data element specification, further
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improvement should be made to the enterprise management
social multisource data fusion standard, including entity
data standardisation, entity attribute standardisation, and
application context standardisation, and data conversion
standard and storage specification should be established to
achieve cross-domain, cross-sector, and cross-level data
fusion. See Figure 6.

)e government provides decision optimization support,
universities provide intellectual service support, and enterprises
provide technology and product support and establish a data-
sharingmechanism for stakeholder partnership. Data are a true
reflection of the enterprise, and the construction of an en-
terprise management society should protect data extensively.
)e data privacy of the scheme in this study is shown in
Figure 7. )e government formulates a data opening policy to
clarify the scope of data that can be opened. As a data provider,
it should try to provide original data-sharing services and
ensure the integrity of data fields under the premise of con-
forming to policy regulations; as a data recipient, it still has the
responsibility to ensure information security under the premise
of the reasonable use of data.

6.2. In-Depth Performance. )e original CNN network
consists of three convolutional layers, three pooling layers,
and two fully connected layers. )e ReLU activation func-
tion is used by default, and each convolutional operation
uses a 5× 5 convolutional kernel with a step size of 1, filling a
blank area of 2 pixels. )e pooling layer is first a maximum
pooling layer of size 3× 3 with a step size of 2, followed by an

average pooling layer of size 3 × 3 with a step size of 2. )e
number of fully connected neural units in the penultimate
layer is 512, i.e., the number of output features is 512. )e
training curve is shown in Figure 8.

)e final training accuracy of the network at the 200th
epoch was 0.8059, and the validation accuracy was 0.8107.
)e features extracted from the original network at the 200th
epoch were used in the experiment.
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)e enhanced network was trained using the feature map
of the conv2 layer of the original network, and N1 was
merged with pooB3 of the original network at the pool3
layer. n2 was spliced with fcl of the original network at the f1
layer. )e training curves of N1 and N2 are shown in
Figure 9. In the training of the augmented network, both N1
and N2 were trained on the 200th epoch of the original
network, with an initial training step of 0001 for 100 epochs
and a step size of 01 times the original at the 16th, 32nd, and
64th epochs. In Figure 9, N2 converges on the validation set
at approximately epoch 16 and N1 converges at epoch 32.
)e training and validation accuracies of the network at the
100th epoch are shown in Table 1.

As can be seen from Table 1, the results of either training
method have improved the classification results of the
original network. )e augmented network N1 has the best
classification result because it replicates the feature maps of
the convolutional layers in the original network, which is
equivalent to increasing the number of convolutional layers,
and N1 makes full use of the features in the intermediate
layers compared to N2.)e effect of the augmented network
N2 is weaker than that of the SVM hybrid model because the
augmented network N2 only replicates the features in the
original fully connected layer, which does not make full use
of the features in the intermediate layers and increases re-
dundancy. In the augmented network model, we can see that
the training accuracy is lower than that of the SVM hybrid
model, but the final performance on the test set is better,
which indicates that the augmented network has good
generalization.

7. Conclusions

)is study proposes a semantic-oriented metadata model,
combined with the classification of user needs, and con-
structs an enterprise management social data fusion
framework based on multisource data. Based on the en-
terprise management social data operation center, this study

designs a multilayer convolution neural network model to
process the data. It can be seen from the experiment that the
CNN enhancement model proposed in this study is better
than the hybrid model of CNN and SVM and is slightly
weaker than the model that directly adds corresponding
neural units to the original network, but it does not need to
retrain the whole network. )e CNN enhancement model
proposed in this section is essentially a shallow CNN model.
Compared with the original network, the enhanced network
is easier to train and has faster convergence speed.
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)e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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With the development of random image processing technology and in-depth learning, it is possible to recognize human
movements, but it is di�cult to recognize and evaluate dance movements automatically in artistic expression and emotional
classi�cation. Aiming at the problems of low e�ciency, low accuracy, and unsatisfactory evaluation in dance motion recognition,
this paper proposes a long short-term memory (LSTM) model based on deep learning to recognize dance motion and auto-
matically generate corresponding features. �is paper �rst introduces the related deep learning model recognition methods and
describes the related research background. Secondly, the method of identifying dance movements is identi�ed concretely, and the
process of identifying concretely is given. Finally, through the comparison of di�erent dance movements through experiments, it
shows that there are obvious advantages in the accuracy of action recognition, error rate, similarity, andmodel evaluation method.

1. Introduction

As time enters the twenty-�rst century, the technology in the
computer �eld has made a qualitative leap, and various
scienti�c and technological achievements have been widely
used in people’s daily life, constantly promoting the world to
be trendy day by day. Human thought, art, and creativity are
by far the most unique and di�cult to replicate, and dance is
one of the carriers of artistic inheritance. It is not only a
grand goal but also a signi�cant research project to make the
“dance” created by machines without “emotion” recognized
by human beings. It can be applied to education, enter-
tainment, animation, games, and other �elds, liberating
human work and creating new artistic life. Up to now,
computer-generated dance movements are sti� and out of
rhythm, and the speci�c generation process still stays at the
stage of extracting matches from the existing dance
movement database, so it is impossible to automatically
create new dances. In this paper, a data set of music and
dance movements containing about 270,000 frames is
constructed, dance posture features are extracted by human

posture detection technology, a speci�c music feature en-
coder is designed, and a system for automatic generation of
dance movements is proposed based on the deep learning
method. Literature [1] proposed a deep learning framework
DanceNet3D. Dance is generated with parameterized mo-
tion converter. MIDI Music Emotional Annotation System
integrates music and dance movements to complete auto-
matic choreography [2]. Literature [3] made autonomous
humanoid robot generate dance through real-time music
input. Literature [4] designed an automatic facial animation
generation system for dance characters considering emo-
tions in dance and music. Literature [5] selected motion to
generate dance according to connection similarity. Litera-
ture [6] proposed a new system of Music2Dance to solve
automatic music and choreography. Literature [7] intro-
duced a system and method for automatically generating
dance symbols. Literature [8] generated a human skeleton
sequence map from music to generate the �nal video. Lit-
erature [9] took violin or piano playing audio as input and
output skeleton predicted video for animated avatars. A
method is capable of generating realistic video independent
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of subject directly from original audio [10]. Literature [11]
proposed an effective method for real-time detection of
image 2D posture by using part association fields. Literature
[12] reviewed the latest trend of video-based human capture
and analysis to realize automatic visual analysis of motion.
Literature [13] automatically generated Labanotation from
human motion capture data stored in BVH file. Literature
[14] summarized the research of target detection based on
convolution neural network. Literature [15] designed the
LSTM recurrent neural network speech recognition system
based on i-vector feature.

2. Theoretical Basis

Due to space limitations, only simple explanations are made
such as deep learning [16], LSTM [17], dance generation
algorithm [18], self-encoder [19], and so on.

2.1. Deep Learning Model. We divide deep learning into
three categories. (e first type is the commonly used con-
volution neural network (CNN). (e second is self-coding
neural network based on multilayer neurons, which includes
self-coding and sparse coding; the third type is deep con-
fidence network (DBN), which mainly uses multilayer self-
coding neural network for pretraining.

(ere are two characteristics of deep learning. (e first
point is that deep learning can emphasize the depth of model
structure; the second point is to clarify the importance of
feature learning. It makes classification and prediction op-
erations easier.

(e high bias or high variance state of the deep network
is shown in Figure 1.

In the application of deep learning, a lot of mathematical
knowledge will be used. We show some formulas as follows:

(1) Upper and lower bounds are as follows:

∀a ∈ A⇒a≤ supA,

∀b> 0, ∃a0 ∈ A⇒a0 > supA − b,

∀a ∈ A⇒a≥ infA,

∀b> 0, ∃a0 ∈ A⇒a0 < infA + b.

(1)

(2) Concave and convexity of functions are as follows
[20]:

f λx1 +(1 − λ)x2( 􏼁≤ λf x1( 􏼁 +(1 − λ)f x2( 􏼁,

f λx1 +(1 − λ)x2( 􏼁≥ λf x1( 􏼁 +(1 − λ)f x2( 􏼁.
(2)

(3) Sigmoid function is as follows:

S(x) �
1

1 + e
− x. (3)

(4) Directional derivative is as follows:

zf

zl
�

zf

zx
cos ϕ +

zf

zy
sin ϕ. (4)

2.2. Dance Generation Algorithm. As shown in Table 1, we
summarized some dance generation algorithms.

2.3. LSTM. Cyclic neural network is referred as “RNN.” It
can effectively deal with the problem of time series format
data.

Ot � g V · St( 􏼁,

St � f U · Xt + W · St−1( 􏼁.
(5)

(e infrastructure of the cyclic neural network is shown
in Figure 2. Cyclic neural network has a closed loop, which
can continuously input time series information into the
network layer at different times. (is cyclic structure shows
the close relationship between RNN and time series data.

In Figure 2, ht is called state or hidden state and A is
hidden layer, which is cyclic layer.

Long and Short-TermMemory (LSTM) network. It belongs to
a special type of RNN. Although RNN has made amazing
achievements in recent years, ordinary cyclic neural net-
works are mainly trained by the back propagation algorithm,
and it is very difficult to learn long-term dependence. (is is
due to gradient disappearance and gradient explosion.
LSTM can solve the problem of long-term dependence, and
it works well on time series.

(e state of cells in each network layer and the horizontal
line passing through cells are the key to LSTM.(e structure
of cells is like a conveyor belt structure. Data run directly on
the chain with only a small amount of linear interaction.

ft � σ Wf · ht−1, xt􏼂 􏼃 + bf􏼐 􏼑,

it � σ Wi · ht−1, xt􏼂 􏼃 + bi( 􏼁,

􏽥Ct � tanh WC · ht−1, xt􏼂 􏼃 + bC( 􏼁,

Ct � ft ∗Ct−1 + it ∗ 􏽥Ct,

ot � σ Wo · ht−1, xt􏼂 􏼃 + bo( 􏼁,

ht � ot · tanh Ct( 􏼁.

(6)

Low Variance High Variance

High
Bias

Low
Bias

Figure 1: Deviation/variance diagram.
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2.4. Self-Encoder. (e self-encoder includes a decoder and
an encoder as shown in Figure 3.

f: χ⟶ F,

g: F⟶ χ,

f, g � argmin
f,g

‖X − g[f(X)]‖
2
.

(7)

Detailed process description is as follows:

y � σe(Wx + b),

z � σe W′y + b′( 􏼁,

W′ � W
T
,

L(xz) � ‖x − z‖
2
,

LH(x, z) � − 􏽘
n

k�1
xklog zk + 1 − xk( 􏼁log 1 − zk( 􏼁􏼂 􏼃,

(8)

whereinW and B are the weights and offsets of the codes and
W′ and b′ are the weights and offsets of the decoding. (e
whole training process uses the traditional gradient-based
training method.

(e characteristics of the self-encoder are shown in
Table 2.

Table 1: Dance generation algorithm based on deep learning.

Algorithm Content

Yi wang and other researchers proposed NPHHMM in 2005.
(is hierarchical hidden Markov model can capture action data.
NPHHMM is trained to include a wide variety of ballet and disco

movements.

In 2006, Bai niao takagi created an action synthesis method based on
motion capture system [21], which can input music synchronously.

When the system inputs music, this method can calculate the
similarity between motion and music features. (e system can use

correlation tracking motion graph to generate new motion.

In 2012, a new many-to-many statistical mapping framework
emerged. (e framework proposed by ofli et al. can learn musical
features and dance figures.

(e framework is also a discrete hidden Markov model. In addition,
it introduces an improved Viterbi algorithm to synthesize dance
sequences. It can use MFCC features to classify music and generate

corresponding dance postures.

Chor-RNN’s system was proposed in 2016.
RNN of LSTM type was used for modern dance training. (is is the
first time that deep recurrent neural network is used to automatically

generate dances and generate new dance sequences.

Omid alemi et al. designed an application called GrooveNet in 2017.
(is application can learn and generate dance patterns on a very
small training set. It uses FCRBM and RNN to generate dance

movements.

A deep recurrent neural network with good performance is
proposed.

Its encoder adopts one-dimensional convolution layer and
multilayer LSTM, which can process the audio power spectrum.(e

decoder part uses LSTM layer to generate dance movements.

Vondrick et al. designed a deep learning model [22].
Sound and motion features are used to extract mapping. In order to
get better performance, time index and masking methods are

also used.

A

ht

Xt

Figure 2: Simple cyclic neural network.

…… …… ……

W1 W2

Input layer Hidden layer Output layer

Coding stage Decoding phase

Figure 3: Process description of self-coding machine.
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2.5. Attention Mechanism.

cj � 􏽘
T

i�1
αijhi. (9)

(e core idea of the attention model is to introduce
attention weight α into the input sequence and to learn by
adding an extra feedforward neural network into the Se-
quence-to-Sequence architecture. (e two states of hi,Sj are
used as the input of neural network, and then the value of αij

is learned.
Attention mechanism has three advantages. First, the

interpretability of neural networks is improved; Second, it is
linked with input length and input sequence, which affects
network performance. (ird, in order to improve the per-
formance of deep learning, the model is allowed to dy-
namically focus on the input part.

3. System Design and Implementation

3.1. General System Design. In this chapter, the overall de-
sign of the dance automatic generation system is discussed.
(e timing characteristics of the generated dance data and
the music data are focused. Music and dance coexist, and
they cannot be well integrated, which proves that the design
of this system fails as shown in Figure 4.

(e system first extracts features related to audio and
action. (en, the system inputs the audio features into the
dance generator and then passes the audio features through
the autoencoder module. In this way, we can get the pre-
dicted dance form and make MSE loss, and we can also get

the audio reconstructed loss. Finally, the system puts the
predicted dance form and the real MSE loss into the dis-
criminator to discriminate the training model.

3.2. Music Feature Extraction. Music feature extraction is
divided into rhythm and prosody. For prosody, we mainly
choose the 24-dimensional Meyer frequency cepstrum
feature and the 8-dimensional Tempogram feature which are
closest to the field of human sound processing. Let them
represent vectors so as to represent the melody of audio and
make the sound have more satisfactory feature represen-
tation as shown in Table 3.

Quoting rhythm characteristics, both music and dance
have fixed beats and rhythms. If this feature is not intro-
duced, music and dance will be arranged in a messy and
inconsistent way. In addition, because sound features will
slowly disappear in the deep network, it is necessary to
introduce rhythm features as shown in Table 4.

3.3. Open Pose Attitude Detection. Considering the funds
and specific usage of this research, we choose from several of
the most popular human posture estimation algorithms.
Open Pose open-source library is selected. and human

Table 2: (ree characteristics of self-encoder.

Characteristic Content
Data correlation Refers that the self-encoder can only compress data similar to its previous training data.

Data lossiness [23] Compared with the original input, the output of self-encoder will lose information when decompressing,
so self-encoder is a data lossy compression algorithm.

Automatic learning [24] Automatic encoders learn automatically from data samples, which mean that it is easy to train a specific
encoder for the input of a specified class without completing any new work.

Music
Feature

Pose Feature
Encoder Decoder

Autoencoder

MSE Loss

Reconstruction Loss

Predicted Music

Predicted Pose

GAN Loss

Figure 4: Network structure diagram of the dance generation system.

Table 3: Prosodic characteristics.

Audio feature Feature dimension
MFCC M1. . .M24
Tempogram [25] M24. . .M32
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posture is described with connected coordinates. We can
effectively detect the 2D movements of single or multiple
people in dance videos.

L
t

� ϕ F, L
t− 1

􏼐 􏼑,

S
TP � ρt

F, L
TP􏼐 􏼑,

S
t

� ρt
F, L

TP , S
t− 1

􏼐 􏼑.

(10)

Pose detection is shown in Figures 5 and 6.
18 key points are selected. In this way, the feature

representation can be well divided to represent the dance
posture as shown in Table 5.

Training data is shown in Table 6.
Finally, the optimization goal of the model is shown in

formula as follows:

min
G

max
D

LGAN(G, D) + λ1LMSE(G)

+ λ2LRecon(Encoder,Decoder).
(11)

3.4. Automatic Generation Design of Dance. In this module,
we need the generator to transform the feature vector to a
certain extent, and then we get the dance posture we need.
Simply generating each posture of dance is not complete.We
specially introduced the improved Pix2Pix algorithm to

transform the dance into a real person’s posture, so as to
make it smoother and more realistic.

LGAN(G,D) � E(x,y)[logD(x,y)]+Ex[log(1−D(x,G(x))],

Lsmooth(G,D) � E(x,y) logD xt−1,xt,yt−1,yt( 􏼁􏼂 􏼃

+Ex log 1−D xt−1,xt,G xt−1( 􏼁,G xt( 􏼁􏼐 􏼑􏼐 􏼑􏼐􏽨 􏽩.

(12)

Feature dimension vectors are mapped by human pos-
ture as shown in Figure 7.

Table 4: Rhythm characteristics table.

Rhythm characteristics Feature dimension
Position of the whole music audio frame B1
Position of audio frame within beat B2
Relative values of audio frames within a beat B3

OpenPose Network

Extracting Features from Images
Using Network Layer of VGG-

19

Predict 18 confidence diagrams
(each representing a joint in the

human skeleton)

Predict a set (including 38 joint
affine fields describing the

degree of connection between
joints)

Bifurcation of convolution layer

Optimize the
predicted value

Optimize the
predicted value

…… ……

Figure 5: Open pose actual detection flow chart.
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Figure 6: Key point model diagram of human skeleton.

Table 5: Characteristic representation of key points of human
posture.

Serial number
of key points Key point feature Feature representation

0 Nose P1,P2
1 Neck P3,P4
2 Right shoulder P5,P6
3 Right elbow P7,P8
4 Right hand P9,P10
5 Left shoulder P11,P12
6 Left elbow P13,P14
7 Left hand P15,P16
8 Right leg P17,P18
9 Right knee P19,P20
10 Right foot P21,P22
11 Left leg P23,P24
12 Left knee P25,P26
13 Left foot P27,P28
14 Right eye P29,P30
15 Left eye P31,P32
16 Right ear P33,P34
17 Left ear P35,P36
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4. Experimental Analysis

4.1. Experimental Environment Setting. (e specific exper-
imental environment settings are shown in Table 7.

4.2. Performance Comparison of LSTM. In this part, we test
the performance of LSTM when the features are different
and select the best expression features. (e test data of left
and right legs are intercepted, and the method is unified as
LSTM, and only the characteristics are different as shown in
Figure 8.

We can find that LSTM based on Join + Line features has
the best performance, which is 2.5% higher than the method
with single features. (erefore, in the feature part of dance
generation research, the best choice is Join + Line feature
fusion method.

In order to better highlight the advantages of this
method, we compare the performance of the LSTM method
adopted in this paper with other common methods. (e test
data of left and right legs are intercepted.(e accuracy of the
two data sets is compared. We can find that the LSTM
method in this paper has the highest accuracy, with an
average accuracy of 94.33%, as shown in Figure 9.

4.3. Loss FunctionAnalysis. (e experiment in this section is
mainly aimed at the stage of music feature extraction. We
will analyze different data set processing methods and
compare their final influence on the loss function. Filtering
erroneous data are very important for the final result. If we
eliminate the wrong key coordinate points of human body
extracted in the extraction stage, our final result will be
significantly enhanced as shown in Figure 10.

After filtering the wrong data, we can find that the
generator based on the generator model has the lowest loss,
with an average of 11.93; the average loss of the Gen-
erator +Discriminator model is 14.61. With autoencoder,
the average loss is as high as 17.36 which has the greatest
influence and the worst fitting ability as shown in Figure 11.

4.4. Analysis of Dance Sequence Results. (e dance effect is
measured by similarity. From the figure, we can find that
LSTM-PCA has the highest similarity, up to 0.205;
Generator +Discriminator +Autoencoder model has the
best effect, and the similarity is as low as 0.063, which is
superior to other methods. (e details are shown in
Figure 12.

4.5. System Usage Analysis. (e basic performance of the
system is tested professionally.

4.5.1. Evaluation of Dance Authenticity. Because our system
is arranged and designed by computer machines, we need to
invite the audience to score and evaluate the authenticity of
this dance, and we can also use scores to test the integrity,
smoothness, and rationality of the dance.

We first invited 20 ordinary spectators who volunteered
to participate. Five experts related to dance music were also
invited. (ey score the authenticity of the dances generated
by our system. (e dances watched are divided into 5 types,
with a total of 15 dance fragments. (e highest score for
realistic evaluation is 10 points, and the lowest score is 0

D

D

Real
temporally coherent

Fake
temporally 
incoherent

Figure 7: Improved training process of Pix2Pix network.

Table 6: Representation of training data.

Characteristic Feature representation
Audio feature Mi � 〈m1

i , m2
i , . . . , m32

i 〉

Metrical feature Bi � 〈b1i , b2i , b3i 〉

Attitude feature Pi � 〈p1
i , p2

i , . . . , p36
i 〉

Audio data M � M1, M2 . . . Mn􏼈 􏼉

Dance posture data P � P1, P2 . . . Pn􏼈 􏼉

Table 7: Experimental environment settings.

All the experiments were completed on a NVIDIA 1080tigpu

Generator
training stage

Set the training model to train 10000 rounds.
(e model input dimension is 35, the encoder
convolution layers are 3, the maximum length
of each convolution kernel is 5, the decoder
RNN dimension is 1024, the prenet dimension
is 256, the learning rate is set to 0.001, the
gradient clipping threshold is set to 1, the

weight attenuation is set to 1e-6, the batchsize
is set to 40, the seqlen is set to 125, and the

optimizer uses Adam.

Discriminator
training stage

(e discriminator is trained once every three
training rounds, the learning rate of the

discriminator is 0.001, the weight attenuation
is 1e-6, and the optimizer uses Adam.

(e training set used 80% dance data,
and the test set used 20% dance data
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Figure 8: Performance comparison of different features.
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points. We can find that Model 5 has the best effect with an
average truth of 8 points as shown in Figure 13.

4.5.2. Music Consistency Evaluation. What this system
emphasizes most is the consistency of music and dance. We
selected three music data sets Kpop, Poppin, and Hip-hop
for testing and asked the audience to score their models,
respectively. We can find that the scores of Kpop data set in
five models are the highest, which are 4.54 points, 5.61
points, 6.54 points, 8.01 points, and 9.01 points, respectively.
(is shows that Kpop music type is most suitable for this
system, and the consistency of dance generation music is
high as shown in Figure 14.

4.6. Image Quality Evaluation. (e quality of the generated
image is evaluated. Generator + Investigator +Autoencoder
is rated as high as 40.37 with the best image quality, more
details, and obvious dance posture as shown in Table 8.

5. Conclusion

(e results show that

(1) From the experimental results, we can see that the
LSTMmethod in this paper is more efficient and has
the highest accuracy than other existing methods,
with an average accuracy of 94.33%. (e Join + Line
feature performs best.

(2) Erroneous data have the greatest influence. After
filtering error data, the generator based on the
Generatormodel has the lowest loss, averaging 11.93,
and the best fitting ability.

(3) By calculating the similarity between the generated
dance and the real dance, the Generator +
Discriminator +Autoencoder model has the best
effect, and the similarity is as low as 0.063, which is
superior to other methods.

(4) Model 5 is the best in evaluating the degree of dance
truth, and the average degree of dance truth is as high
as 8 points. Kpop music type is most suitable for
dance generation in this system, and its music
consistency is high.

(e system designed in this paper basically meets the
requirements. However, the content of this system is not rich
enough, simple, and simplified, and the structure con-
structed by deep learning is too complex. In fact, people will
have different movement postures, and the automatic dance
generation system is still missing and insufficient. In the
future, it is necessary to add more dance data sets for data
training and find better models.
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,e current Internet development situation regarding the analysis of sports teaching information is very necessary and can be a
way to improve the effectiveness of sports teaching in the information environment. Aiming at the defects of strong subjectivity
and low discrimination accuracy of the current sports video classification results, this paper proposes an effective sports video
classificationmethod based on deep learning, which can effectively evaluate the sports assisted teaching. Specifically, the key frame
features are obtained by using the similarity coefficient key frame extraction algorithm, and the sports video image classification is
established through the deep learning coding model.,us, the ability of the school to rely on the scheme proposed in this paper to
improve the teaching facilities, physical education curriculum teaching materials, assessment teaching materials, management,
and so on.,e results show that for different types of sports videos, the overall effect of the classification of themethod in the paper
is significantly better than that of other current sports-assisted teaching evaluation methods, which has significantly improved the
effect of sports-assisted teaching evaluation.

1. Introduction

In recent years, with the development of cloud computing
and big data technology, new forms of education and
teaching such as digital learning, flipped classroom, cate-
chism, and microlesson have emerged, signifying that the
field of education is undergoing a revolutionary change [1].
Research on teaching informatization will help us gain a
deeper understanding and a comprehensive grasp of the
factors that affect teaching effectiveness, grasp the laws of
informatized teaching, better apply modern information
technology to teaching practice, and promote the devel-
opment of education informatization. In the field of edu-
cation, information technology has greatly changed the
ecological structure of teaching and learning, and it is re-
building the education, teaching, and learning process from
all aspects that affect the whole education field. It is not only
changing the entire educational process but also affecting the

relationship between teaching and learning in the teaching
process and the value system that determines this
relationship [2].

,e physically active nature of PE teaching and the
openness of the teaching space make it more difficult for PE
teachers than teachers of other subjects to use IT in PE
teaching to improve the effectiveness of their teaching [3]. In
PE teaching, the level of information technology is very low,
both in terms of the way PE teachers obtain various teaching
information and in terms of information exchange between
teachers and students and among students. In particular, in
order for students to establish correct technical concepts,
teachers still need to complete a large number of demon-
strations of technical movements [4]. ,e teacher’s age,
gender, and physical characteristics, as well as the teacher’s
own level of comprehension and mastery of technical
movements, psychological factors, and other conditions,
may affect the effectiveness of the teacher’s demonstrations.
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On the other hand, as PE teaching is mainly a class-based
collective teaching, there are bound to be some students who
have difficulty in clearly observing the teacher’s demon-
stration, no matter how much they adjust their formation
during the demonstration of sports techniques. ,erefore,
the use of modern highly developed information technology
to optimise the way of information exchange and trans-
mission in the process of physical education and to improve
the effectiveness of physical education is a subject that needs
to be urgently studied in the informatization of physical
education [5].

One of the key features of intelligent computer-
assisted teaching is its suitability for individualised
teaching, with Lang being able to select appropriate
content and adopt appropriate teaching strategies based
on the actual needs of the learners. ,e system needs to
receive timely and accurate feedback from learners
during the teaching process and to identify specific
teaching strategies based on the feedback model, i.e., the
preestablished learning model within the system [6].
Feedback is collected by providing a large number of
content-related test questions for learners to answer
during the teaching process and then analysing the results
to extract useful information. ,e assessment system
consists of three main components: firstly, the creation
and maintenance of an open-ended test bank; secondly,
the automatic assembly of papers for interactive testing
based on the attributes of the test questions selected by
the student; and finally, the comprehensive assessment of
the learner’s mastery of the content based on the test
results and the recommendation of the student’s next
steps in learning based on the assessment results [2]. ,is
is the kind of interactive testing and assessment that
assessment systems provide. ,ere are many issues that
need to be studied and many mathematical algorithms
that need to be analysed in order to design and develop an
assessment system. In this paper, we analyse the following
aspects of the algorithms.

Sports video is an important video resource with the
characteristics of a wide range of users. Due to the rapid
development of information technology, sports-assisted
teaching evaluation research has gradually become a hot
issue of concern to relevant personnel [7]. Without an ef-
ficient sports video retrieval system, the large amount of
sports video information in the network will be cluttered and
disorganised. ,erefore, how to organise sports video re-
sources with high efficiency and accuracy and to achieve the
classification and organisation of sports videos is beneficial
in assisting users to efficiently access the sports video content
they need [8].

In order to overcome the shortcomings of current
sports-assisted teaching evaluation methods, a sports-
assisted teaching evaluation method based on deep learning
is proposed and its performance is analysed through sim-
ulation experiments, in anticipation of providing reference
values for sports videos and even classification problems in
the image field [9].

2. Strategies for Improving the Effectiveness of
Physical Education

2.1. Optimising Physical Education Curriculum Resources

2.1.1. Teaching and LearningMaterials for Physical Education
Courses. Physical education teaching materials include the
teaching content used by teachers and students to complete
the teaching tasks and achieve the teaching objectives, in-
cluding the main teaching and learning objectives, electronic
textbooks and teaching reference materials, and multimedia
teaching materials (sound, pictures, videos, and teaching
software platforms). With the increasingly widespread use of
information technology in education, the full use of modern
Internet technology and computer technology can effectively
integrate all physical education curriculum resources, so as
to build a physical education curriculum of teaching ma-
terials with the idea of “building blocks” as the core and use
modern network technology to achieve interaction and
sharing of physical education curriculum building blocks
resource base. In the process of PE teaching, PE teachers can
conveniently and flexibly call up and produce PE teaching
materials suitable for different PE teaching contexts
according to the actual needs of PE teaching, the actual
situation of different teaching targets, and the corresponding
teaching strategies [10].

2.1.2. Physical Education Course Assessment Materials.
Assessment materials for PE courses are materials that assess
and evaluate students’ knowledge, skills, and abilities and
include both objective examination questions corresponding
to the knowledge of the PE subject and assessment forms for
students’ behavioural performance in terms of skills and
abilities. ,e assessments are divided into pretests and
posttests, which can be used by teachers as part of the
teaching or learning materials as required, so that students
can complete different assessments of the effectiveness of PE
teaching in specific teaching sessions, as required by the
teacher’s teaching design.

2.1.3. Information on the Management of Physical Education
Programmes. ,e PE curriculum management informa-
tion is an essential part of the PE curriculum teaching
package, providing PE teachers with an overview of the
teaching materials and demonstrating how they can be
effectively integrated with the different stages of the
student’s learning process. It also includes some PE
teaching assessment and evaluation materials and im-
portant information about the implementation of the
curriculum [11]. In addition to providing student guid-
ance templates, the web-based teaching and learning
management platform also provides teachers with tech-
nical support for course management, including the
import of student lists, tracking of student progress,
monitoring of learning items, online examinations, grade

2 Mathematical Problems in Engineering



RE
TR
AC
TE
D

management, and mechanisms for information exchange
between teachers and students or among students.

2.2. Optimising the Time Structure of Physical Education.
,e process of physical education is a dynamic and
changing process, and effective physical education in the
information technology environment is specifically
manifested in the deep integration of information tech-
nology and physical education in the process of physical
education design [12].

Teaching in the information environment is a modern
form of teaching performance as opposed to traditional
teaching. It attaches importance to the role of modern in-
formation technologies, such as modern Internet technol-
ogy, computer technology, multimedia technology, and
telecommunication technology, in teaching, makes full use
of modern educational technology means and modern
teaching methods, mobilises a variety of teaching media and
information resources, and builds a good teaching and
learning environment, under the organisation and guidance
of teachers. Under the guidance of teachers, the initiative,
enthusiasm, and creativity of students are developed com-
pletely, so that students can really become active con-
structors of knowledge and information, thus achieving
good teaching results [13]. ,e main concepts that PE
teachers need to change in the information environment are
the change of the teaching subject, the change of the
teacher’s role, and the correct understanding of information
technology. ,e key to the integration of information
technology and physical education is not how to use in-
formation technology, but to choose teaching media and
teaching methods that are more suitable for developing
students’ abilities according to the needs of physical edu-
cation at different stages [14].

3. Difficulty Algorithm for Sports
Test Questions

At present, there are generally three methods for selecting
topics in the test question bank. One is to allow users to
input the required test question types and chapters and
directly use random functions to randomly select test
questions to form test papers. Second, use random function
to select questions within the range proposed by users, so
that the selected questions can indeedmeet the requirements
of users, but it is too cumbersome and workload for users.
,ird, the user will display or print all the questions in the
question bank, and then manually (expert) select the
questions to form the test paper, or after the user is familiar
with the contents and parameters of the question bank,
understand the distribution of the questions. ,is way of
selecting questions can make the questions of the test paper
more accurate. ,is method of question selection can be
more accurate while selecting papers that meet the re-
quirements, but this method is also too cumbersome and
demanding for the user, making it difficult to reflect the
advantages of a test bank. To address these problems, a
mathematical model of question selection was established

using the binomial distribution function B(n, p) of a discrete
random variable to determine the distribution of question
type and difficulty and then a random function was used to
select questions, with good results.

Since the concept of a randomly drawn test question
does not depend on the results of other drawn questions,
there are only two possibilities for each test question, i.e., to
be drawn or not to be drawn, and it is random in nature. ,e
randomly drawn question event can therefore be considered
to conform to the binomial distribution function of a dis-
crete random variable B(n, p), i.e.,

Pn(k) �
n

k
􏼠 􏼡p

k
q

n− k
�

n

k
􏼠 􏼡p

k
(1 − p)

n− k
, (1)

where k� 1, 2, . . ., n, n is a positive integer, 1> P> 0, q> 0,
and p+ q� 1; the mean of the binomial distribution is

Q � np. (2)

In the model, k denotes the difficulty level, Pn(k) denotes
the probability that the difficulty level is k (i.e., the pro-
portion of questions with difficulty level k in the total
number of questions), andQ denotes the average difficulty of
the test paper. Because for n, P fixed binomial distribution
B(n, p), when k increases, the probability P{x� k} first
monotonically increases to the maximum and then
monotonically decreases and the probability of both ends is
very small that it can be ignored, so in the actual calculation,
take n� 6 a total of 7 levels of difficulty, from formula (2) to
find p, p, n, k into formula (1), you can find out each dif-
ficulty. ,e proportion of Pn(k) in the total number of
questions for each difficulty level can be found by
substituting p, n, and k into (1) and then multiplying Pn(k)
by the total number of questions to obtain the number of
questions that should be taken for each difficulty level.

,e binomial function B(n, p) of discrete random var-
iables is used to establish the mathematical model of random
question selection, which can well solve the problem of
difficulty distribution in the process of test bank preparation.
On this basis, the random function is then used to randomly
select questions within this difficulty distribution, with good
randomness, and if the question type, chapter range, and
other conditions are added, satisfactory questions can be
automatically selected.

4. Evaluating Physical Education Assistance

4.1. Similarity Coefficient Key Frame Extraction Algorithm
Based on Lens Boundaries

4.1.1. Sports Video Feature Extraction. Features represent a
target and certain attributes that can be quantified. In the
case of sports videos, these include mainly generic features
and domain-specific features. Considering the efficiency of
key frame extraction for sports videos, the sports video
image features are set into colour histograms and colour
division descriptors [15]. In general, the description of sports
video image colour belongs to the colour space problem and
the key frame extraction algorithm based on the similarity

Mathematical Problems in Engineering 3



RE
TR
AC
TE
D

coefficients of the lens boundaries used in this paper; after
the image is in the HSV colour space derived from the colour
histogram, the histogram index is first initialised and the
similarity of the two frames ga and gb of the sports video
histogram Hista(h, s, v) can be seen as follows:

sim ga, gb( 􏼁 � 􏽘
15

h�0
􏽘

3

s�0
􏽘

3

v�0
min Hista(h, s, v),Histb(h, s, v)􏼈 􏼉,

(3)

where 0 describes a very large difference between the colour
histograms of the two images and 1 describes the same

difference between the colour histograms of the two images.
For the colour segment descriptor, which is used to rep-
resent the spatial part of the colour in the sports video image,
the feature extraction process is as follows: the sports video
image is chunked; the dominant colour is selected; the Y, Cb,
and Cr components of the 64 pixels are discrete cosine-
transformed to obtain three sets of coefficients; finally, the
obtained discrete cosine coefficients are Zigzag scanned, and
a small number of low-frequency coefficients are selected to
create a new segment descriptor [16]. ,e distance between
frames ga and gb is then set to Ay, ACd, and ACR.
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where AYjh describes the hth term of the discrete cosine
coefficient of the Y component of frame ga and ϖ describes
the weight.

4.1.2. Sports Video Boundary Detection. ,e shot boundary
coefficients are set according to the properties of the sports
video domain transformation [6]. Assuming that the width
of the domain window is 2M+ 1, the neighbourhood win-
dow frame difference for frame a is as follows:

Asw(a) � 􏽘
M

b�1

M − b + 1
H

A(a − b, a + b), (5)

where H � H(M + 1)/2.
,e variation in shots is higher than the variation be-

tween shots; if the distance between two random frames in a
shot isAs and the distance between shots isAb, thenAs<Ab.
If at this point M� 3 and there is a shot mutation between
frameH and frameH+ 1, then the sequence of constants Usw

(b) that can be obtained is (1, 3, 6, 6, 3, 1). ,e similarity
coefficient of the shot boundary at frame a can be set as
follows:

Bsbs(a) �
􏽐
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b�−M+1 Asw(a + b)Usw(M + L)􏼂 􏼃
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2
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Here, if the similarity coefficient of the shot boundaries is
close to 1 when transforming between adjacent frames, there
are very small values between 0 and 1 in the remaining
conditions.

4.1.3. Key Frame Sequence Clustering. In order to reduce the
iterative nature of the final key frame sequence, the key
frame sequences were clustered by K-means clustering, with
the final K-value set according to the cluster validity method
[17], because the same footage in the same sports video can

occur repeatedly, resulting in repeated key frame sequences
being obtained.

,e clustering performance metrics are
G � xScat(a) + dis(a), (7)

where G describes the clustering result of sports video key
frame sequences; Scat(a) and dis(a) both describe the key
frame sequence classes; and x and y describe the interclass
distances in turn.

Since these two values vary widely, a weighting factor
dis(dmax) is set, dmax indicating themaximum predetermined
number of clusters. ,e d obtained when this value is at the
minimum is the optimal number of clusters [16].

4.2. Sports Video Image Classification Based onDeep Learning
Coding Models. A multilayer restricted Boltzmann machine is
used to encode and learn G into a visual lexicon with repre-
sentational properties. Based on the spatial information ofG, the
neighbouringG features are set as the input to the RBM and the
RBM is trained using theCD fast algorithm to obtain the hidden
layer features; afterwards, the neighbouring hidden layer fea-
tures are set as the input to the lower RBM to obtain the output
dictionary [18, 19].Whenϖ1 andϖ2 are the connectionweights
of the RBM, there is one explicit layer and one hidden layer of
the RBM and the neurons at the same level in the RBM are not
connected based on the connection relationship [18]. When the
network is trained, the connection between the hidden and
explicit layers of the RBM is achieved according to a conditional
chance distribution, where the conditional chance between the
explicit and hidden layers is

q si|y( 􏼁 � sigmoid ci + 􏽘
i

j�1
ϖjiyj

⎛⎝ ⎞⎠,

q yj|s􏼐 􏼑 � sigmoid bi + 􏽘
i

j�1
ϖjisj

⎛⎝ ⎞⎠,

(8)

where yj and si describe the feature and coding layers of the
sports video, i.e., the explicit and implicit layers in the RBM,
respectively.

4 Mathematical Problems in Engineering



RE
TR
AC
TE
D

By setting the weight matrix ϖ and the hidden layer bias
vector c, the input layer features y can be encoded into a
visual dictionary s. Correspondingly, by setting ϖ and the
explicit layer bias matrix b, the sports video features can be
reconstructed from the visual dictionaries. For a set of
input and encoding layers in the RBM, its energy function
is

D(y, s) � −lgq(y, s) � − 􏽘
i

j�1
􏽘

i

i�1
yjϖjisi − 􏽘

i

i�1
bjyj − 􏽘

i

i�1
cisi.

(9)

We calculate the energy function to be able to obtain the
joint chance distribution function of (y, s).

q(y, s) �
e

− D(y,s)

􏽐y,se
−D(y,s)

, (10)

where e describes the derivation factor.
To obtain the edge distribution of the joint sports video

distribution, the chance distribution of the feature input
nodes is

q(y) �
􏽐y,se

− D(y,s)

􏽐y,se
−D(y,s)

. (11)

,e RBM network is trained primarily to maximize q(y),
and its gradient is

zlg q(y)

zϖji

�〈yjsi〉data −〈yjsi〉model, (12)

where 〈yjsi〉data describes the expected value of the prior
chance distribution in the sports video training dataset and
〈yjsi〉model describes the expected value of the chance dis-
tribution in this model.

In general, it is possible to obtain sample models using a
Monte Carlo Markov chain approach.

yj � gdec s,ϖj􏼐 􏼑 � μ􏽘
i

i�0
ϖjisi, (13)

where gdec describes the sports video key frame feature
vector.

,e CD algorithm is used to implement fast learning into
the RBM to improve the convergence efficiency of the pa-
rameters, and the amount of updates to obtain the weights is
ϖji.

Δϖji � φ 〈yjsi〉data −〈yjsi〉model􏼐 􏼑, (14)

where φ describes the speed of learning.
,e CD algorithm is able to acquire the latest parameters

of the sports video features until the parameters converge
and the initial visual dictionary is acquired.

5. Simulation Experiments

5.1. Experimental Subjects. In order to analyse the effec-
tiveness of the classification method in this paper, three
categories of sports videos were set: figure skating, bad-
minton, and yoga.

Table 1: Key frame missing rate of sports video images for the
method in the paper.

Extraction times Figure skating Badminton Yoga
1 0.02 0.02 0.01
2 0.02 0.02 0.01
3 0.01 0.02 0.01
4 0.01 0.02 0.01
5 0.01 0.03 0.02
6 0.02 0.03 0.02
7 0.01 0.02 0.03
Mean value 0.01 0.02 0.02
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Figure 1: Interference of differential visual measurement point size
on the method of this paper.
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Figure 2: ,e role of fine-tuning on the effect of method classi-
fication in the text.
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Figure 3: Effectiveness of different physical education systems.
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5.2. Experimental Results and Analysis. ,e results are
shown in Table 1, which tests the comprehensiveness of the
extracted key frames of the three sports video categories:
figure skating, badminton, and yoga. Table 1 shows that the
average missing rate of key frame extraction is less than 0.02
for figure skating, badminton, and yoga, which indicates that
the method can fully extract key frame features in sports
video images.

,e results are shown in Figure 1, which shows that the
classification accuracy of the method increases with the size
of the visual dictionary of sports videos and stabilizes at 0.98
when the size of the visual dictionary of sports videos reaches
2000MB.

In order to test the effect of supervised fine-tuning on
the classification of the in-text method, the effect of the in-
text method PET assessment with and without fine-tuning
is shown in Figure 2. As can be seen from Figure 2, there is
a significant difference between the effect of supervised
fine-tuning on in-text method classification and unsu-
pervised fine-tuning, with supervised fine-tuning im-
proving in-text method classification accuracy. ,is is due
to the fact that supervised fine-tuning can adjust the pa-
rameters of each layer of the deep learning network in the
form of error backpropagation to optimise the classifica-
tion effect.

5.3. Teaching Aid Effectiveness. ,e information-based
teaching environment should create the conditions for the
creation of a modern physical education learning process or
a new physical education teaching model.

We create conditions for the management and evalua-
tion of modern physical education learning resources and
information. We apply modern scientific theories and
technological achievements to establish school teaching
information management systems to realise the efficient
collection, processing, and presentation of a wide variety of
teaching information in the process of physical education
teaching and make full use of modern media technology to
strengthen teaching activities, such as establishing physical
education teaching television monitoring, computer
teaching management, school or faculty teaching manage-
ment, learning resource retrieval and management, physical
education teaching information feedback, and physical
education teaching effect. ,e modern physical education
teaching information resource management system with
functions of assessment and evaluation is shown in Figure 3.

,e informative teaching content can be transmitted and
shared over long distances through the network, and
learners can access the information resources they need by
networking through computers and mobile terminals. ,e
linear organisation of hypermedia is as follows: under the
informatization environment, the teaching content is con-
structed using hypermedia technology, supporting multi-
media information such as text, audio, video, image, and
animation and using the hypertext way of organising and
managing information nonlinearly in a mesh structure to
effectively organise teaching information, which is suitable
for the human brain’s cognitive way of thinking and is also

conducive to effectively organising teaching information and
promoting the transfer of knowledge and skills.

6. Conclusions

With the continuous development of information tech-
nology and the emergence of new technologies and media,
information technology has become an important direction
for the development and reform of physical education. In
this environment, physical education teachers should firstly
establish a modern concept of physical education and
consciously use the theories and methods of modern in-
formation technology to improve the effectiveness of
physical education. Secondly, they should think about the
objectives of physical education teaching, teaching situa-
tions, teaching strategies, and teaching evaluation in the
informationized environment from different levels and ac-
tively use modern information technology to create an
informationized physical education teaching environment.
,e experimental results show that for three types of sports
videos, namely, figure skating, badminton, and yoga, the
classification accuracy, recall, and the maximum value of F1
of the method in the paper are better than those of the
comparison method and a better evaluation result of sports-
assisted teaching is obtained.
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With the rise of some concepts such as “Digital Earth” and “digital city,” how to realize the three-dimensional reconstruction and
visualization of the urban art landscape is becoming a current research hotspot. �is study takes the VR-Platform as the de-
velopment platform and combines it with 3dsMax technology to study the dynamic simulation technology of urban 3D art
landscapes. Additionally, this study combines the dynamic simulation technology of urban three-dimensional artistic landscape,
designs the urban three-dimensional artistic landscape dynamic simulation system from the aspects of landscape modeling,
texture mapping, drive integration, and so on, and �nally realizes the basic functions such as roaming interaction, map navigation,
information measurement, and visual display of the urban three-dimensional artistic landscape dynamic simulation system,
which has a certain practical application value.

1. Introduction

Virtual reality technology (VR) is a multidisciplinary, in-
terdisciplinary subject and an important direction of the
development of simulation technology, which can build a
virtual system with real-world shadow and physical e�ects
[1]. With the popularization of virtual reality technology and
the concept of the digital city, the application of virtual
reality technology in the �eld of urban planning has been
paid more and more attention. Urban 3D art landscape
planning is that designers use three-dimensional modeling
software to model according to their own landscape plan-
ning e�ects and generate virtual scenes through a virtual
simulation platform to show the e�ect of urban three-di-
mensional art landscape planning. Applying virtual simu-
lation technology to urban three-dimensional virtual
landscape planning can not only realize the real repro-
duction of an urban landscape but also deeply analyze
various types of spatial information by using urban VR,
which can provide strong decision support for urban spatial
distribution, architectural structure design, landscape

garden planning, space-time positioning, lighting analysis,
road design, and other aspects. It is conducive to the real-
ization of more scienti�c and reasonable urban manage-
ment, thereby promoting the sustainable development of the
city. In addition, virtual simulation technology is applied to
the �eld of urban landscape planning. �e current or future
cities can be simulated realistically through 3D modeling
and presented on a virtual platform so that multiple plan-
ning and design schemes can be seen through a virtual
platform. �is will help users more clearly determine the
reasonable planning scheme, make users feel immersive,
facilitate the communication between planning decision
makers and landscape planning designers, reduce the huge
losses caused by unreasonable planning, and make the
planning more scienti�c and reasonable. �e main virtual
reality software used at home and abroad includes Virtools,
Quest 3D, Converse 3D, and VR-Platform [2]. By comparing
various 3D modeling technologies and virtual simulation
technologies, this study �nally chooses the VR-platform for
modeling and scene planning of urban 3D art landscapes,
aiming at realizing dynamic simulation and display of urban
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3D art landscapes and providing reference and guidance for
the application of virtual reality technology in urban
landscape planning.

2. Dynamic SimulationTechnologyofUrban3D
Art Landscape

2.1. VR-Platform Virtual Simulation Platform. (e VR-
platform is the most widely used virtual reality software in
China, which is extensively used in urban planning, interior
design, industrial simulation, historic site restoration, bridge
and road design, military simulation, and other domains [3].
Compared with other 3D virtual reality software, VR-plat-
form can effectively solve complicated programming
problems. It adopts a modular approach in the construction
process, which allows visual editing of the interface and
enables complex interaction functions with simple sentences
[4].

(e advantages of the VR-platform virtual simulation
platform are prominent, mainly as follows: (1) VR-platform
can obtain beautiful, realistic static light and shadow effects
through lighting mapping generated by various renderers in
3dsMax and has the real-time material editing function that
seamlessly transforms with 3dsMax. (2) VR-platform virtual
simulation platform is embedded with script language and
has a powerful secondary development interface. More re-
quired functions can be developed through the custom-
ization function [5]. (3) (e display effect of the virtual
simulation platform is interactive, and customized browsing
is realized by setting up a walking camera, a flight camera, a
role control camera, a tracking camera, and so on. (4) (e
VR-platform virtual simulation platform has a material li-
brary, which can be used to simulate materials in real time
through simple operations. You can also set material types
and adjust material properties, such as dynamic lighting,
transparency, and color [6]. (5) A collision detection al-
gorithm is introduced in VR-platform to realize efficient
collision detection. (6) (e association between the virtual
simulation model and the database in VR-platform is also
associated with multiple databases. (7) Seamless conversion
is achieved with 3ds Max [7].

2.2. Technical Process of Dynamic Simulation of Urban 3DArt
Landscape. (e core content of using VR-platform software
to construct a dynamic simulation system of urban 3 D

artistic landscape is to construct 3 D virtual scenes, and 3D
modeling is the foundation [8]. (e establishment of urban
virtual landscape environments must first be modeled and
then form a virtual world according to real-time drawing
and stereoscopic display of the virtual environment. (e
technical process of the dynamic simulation of urban 3D art
landscape based on a VR-platform is shown in Figure 1.

First of all, the 3D modeling of the virtual scene of the
urban 3D art landscape is carried out to obtain the relevant
basic data, and the 3D modeling technology is used to es-
tablish the scene 3D model. (e production of a virtual 3D
landscape model mainly involves the production of terrain,

landscape trees, flowers, plants, and other models, as well as
the realization of 3D terrain and landscape model fitting.

(en, the 3D model needs to be further processed. A
realistic and smooth 3D virtual scene should have not only a
realistic model but also a smooth operation effect, which has
strict requirements on the 3D scene model. (e model
should be optimized as far as possible without affecting the
overall effect [9]. Specifically, 3dsmax is used to establish 3D
terrain and construct a 3D landscape model to realize the fit
between the terrain and the model. (en, texture mapping
and painting are carried out to create a realistic 3D scene.

Finally, through the real-time rendering and the three-
dimensional display of the three-dimensional interactive
simulation platform in the virtual simulation platform, the
functions of a dynamic query, interactive roaming, and user-
defined browsing of urban art landscapes are realized by
designing environmental effects, adding connection data-
base, buttoning trigger events, adding sky boxes, and setting
special effects.

3. Design of Dynamic Simulation System for
Urban 3D Art Landscape

Combined with the technical process of urban 3D art
landscape dynamic simulation, VR-platform virtual simu-
lation platform was used to design the simulation system,
including the establishment of the 3D art landscape model,
texture mapping, and baking of the landscape model, and
integrate and drive of virtual scene simulation, and the basic
functions of the urban 3D art landscape dynamic simulation
system were realized.

3.1. Establishment of the 3DArt LandscapeModel. Urban 3D
art landscape model involves topography, architectural
complexes, landscape trees, flowers and plants, architectural
sketches, roads and rivers, and other related scenes.
(erefore, 3dsMax modeling software was used to establish
the scene model of the urban art landscape.

On the basis of DEM data and CAD data of the land use
planning map, the topographic model was established, and
in particular, DEM data and building elevation information
were obtained through fieldmeasurement [10]. According to
the actual situation, texture data were obtained by digital
camera shooting on-site, and then, it was imported into
3DsMax to form a 3D terrain model in line with planning
CAD data, as shown in Figure 2.

In urban 3D art landscape planning, exhibition halls,
toilets, restaurants, and other large buildings are usually
represented by body. Body shape ground objects play a
crucial role in 3D modeling. (e diversity of body shape,
ground objects, and visual appearances add a beautiful
scenery line for the city 3D art landscape. Rules are estab-
lished based on the virtual reality model of 3dsMax to
capture vertices or edges to sketch the general outline of the
building [11]. In addition, the model is simplified by re-
moving redundant faces and nonvisible and redundant
vertices. Figure 3 shows the architectural scene model.
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When making outdoor virtual reality scenes, not only
buildings should be considered but also a large number of
auxiliary models such as roads and green belts should be
considered. (erefore, environmental scenes need to be
added. For example, trees and flowers are all represented by
models, which lead to a large number of model faces in VR
scenes, bringing a lot of difficulties to editing and scene
operation. (erefore, the green model is expressed with ten
literal objects or hollow stickers. For the landscape of flowers

and trees, the “cross-plane” modeling method combining
image and model is adopted to establish the corresponding
entity model [12].(at is to say, attaching one side of the tree
to two intersecting planes and then copy the same tree model
by instance copy. At the same time, street lamps, rivers, and

3D model 
establishment

3D model texture 
map

Baking treatment

3D drive and 
integration

Virtual simulation 
function realization

3D simulation 
platform

Database 
Connectivity

Terrain model
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interaction

map 
navigation

Information 
query Visual display

Figure 1: Dynamic simulation technology flowchart of the urban 3D art landscape.

Figure 3: Exhibition hall scene model.

Figure 2: Terrain scenario model.
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other models of similar size in the scene are copied by
instance, which improves efficiency and saves system re-
sources. (e plant scene model is shown in Figure 4.

In 3D scene, the fitting of 3D model and terrain is an
important part of urban 3D art landscape planning and
design. (erefore, the surface leveling tool [13] is used to
place the three-dimensional model on the terrain so that the
urban architectural elements are truly integrated into the
irregular terrain. (e fitting effect of the 3D model and the
terrain is shown in Figure 5.

3.2. LandscapeModel TextureMapping and Baking. In order
to make the 3D scene closer to the real environment of the
urban art landscape, it is necessary to enhance the texture
of the 3D model and improve the modeling of the 3D
model through mapping. Specifically, the method of
bitmap pasting can be applied to 3D urban art landscape
model mapping. Firstly, select the required texture model
and select a picture in the Material Editor. (en, select the
bitmap in the diffuse channel and select the drawing to
specify the material to a sphere model [14]. Finally, click
to assign the material to the selected object and display the
standard map in the viewport. When using a bitmap, 3ds
Max will automatically pop up the parameter setting panel
of the bitmap after the bitmap is loaded, and the relevant
values of the bitmap can be set, such as offset value and
angle value. Taking steps as an example, the texture
mapping effect is shown in Figure 6.

At the same time, select the baking model in 3dsMax for
rendering processing and rendering, and select the baked
object to fill and assign the corresponding value [15]. Select
Lighting Map from the output options and add relevant
elements to create a new baking object. Click “Render” to
complete the baking operation of the model.

3.3. Virtual Scene Simulation Drivers and Special Effects.
(e VR-platform 3D interactive simulation platform is used
as the driving engine for the dynamic simulation system of
the urban 3D art landscape. Firstly, the modeling is con-
verted to 3dsMax for texture mapping and rendering, and
the VR-platform export plug-in is installed to export the
scenario model to VR-Platform format [16]. Click the VR-
platform editor to import, edit, set, and browse on the VR-
platform. Additionally, skyboxes, particle effects, water ef-
fects, smoke, collision settings, and cameras can also be
added to achieve virtual scene simulation integration and
drive, as shown in Figure 7.

(1) Create a skybox. When planning a city 3D art
landscape, adding a skybox to the virtual scene can
make the virtual scene and skybox fusion, forming a
more realistic effect. (ere are two ways to the add
skyboxes. One is to directly add skyboxes in VR-
platform [17]. (e second is use 3dsMax to make
skyboxes and then add skyboxes directly to the VR-
platform [18]. (erefore, add the skybox to the VR-
platform editor, set the sky color and display type,
and add it to the 3D scene environment. (e skybox

can also be modified by right-clicking “Modify,” as
shown in Figure 8.

(2) Set the water surface material. Only static models are
not enough for the real-time virtual reality scenes. In
order to create light and shadow effects, dynamic
mapping technology is adopted in this study [19] to
create a light and shadow effect. Specifically, adjust it
into Fresnel water surface material, edit the water
surface refraction group and reflection group model,
and adjust water wave parameters.

(3) Enable collision detection. Due to the change of
model position and posture, it may collide with static

Figure 4: Plant scene model.

Figure 5: Effect of a 3D model and terrain fitting.
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or dynamic models in the scene [20] during the
urban 3D art landscape roaming. Collision detection
is added to main models such as the ground and
main structure, which can effectively improve the
authenticity of roaming in virtual scenes. VR-plat-
form has designed an efficient and accurate collision
algorithm. Open the “Physical Collision” panel in the
VR-Platform editor, select the model to which col-
lision detection effects need to be added, and add
collision attributes [21], and then, hide the model so
that visitors cannot cross when they use the angle of
view of the collision detection camera to roam. Fi-
nally, browsing is prohibited in some places in the
scene, as shown in Figure 9.

(4) Simulate different weather effects. In order to sim-
ulate the different weather conditions of the city so
that visitors can browse the virtual art landscape of

the city under different weather conditions, a variety
of weather effects for the current virtual scene can be
added, such as fog and cloudy [22].

(5) Add background music. In order to make the urban
virtual art landscape not only visually realistic but
also auditory appealing, a music background can be
added to the virtual scene. Select the music file you
want to add and set it as background music; the
music can also be repeated [23].

(6) Set up the camera. In order to let visitors know where
they are browsing in the virtual art landscape of the
city, a timely navigation map can be used to help
visitors locate. Custom browsing is also possible by
setting up walking, rotating, and flying cameras [24].
On the VR-platform editor interface, interactive
production is used to realize the interactive functions
of virtual scenes.

Figure 6: Map effect for the step scene.

Figure 7: Integration and driver of virtual scene simulation.
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Based on the above design scheme, the 3D renderings of the
urban virtual art landscapewere obtained, as shown in Figure 9.

3.4. Function Realization of Urban Landscape Dynamic
Simulation System. VR-platform virtual simulation plat-
form has a powerful interface design module, a database
module, a script interaction module, and a secondary de-
velopment function module [25]. (ese functional modules
are applied to the functional development of the dynamic
simulation system of urban 3D art landscapes, and the
following basic functions can be achieved.

(1) Roaming interactive function: the dynamic simula-
tion system of urban 3D art landscape realizes three

kinds of roaming functions: fixed-point roaming,
path roaming, and avatar roaming [26]. (e preset
state is fixed-point roaming, which can directly
switch to the starting point of each fixed-point
camera [27]. (e camera’s movement can be con-
trolled by WSDA four-letter keys or up, down, left,
and right arrow keys to reach the user’s desired
location. Path roaming is to let the camera walk
along the preset path to automatically view the scene
[28]. When the user clicks “Path Roam,” the window
switches to a series of default path windows. Users
can choose from four paths, and they can choose
their favorite viewing path. (e avatar tour is to
create avatar characters in the scene, which allows

Figure 9: 3D renderings of urban virtual art landscape.

Figure 8: Create a skybox.
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you to roam the scene as an avatar, roaming and
browsing the scene from the avatar’s perspective
[29].

(2) Map navigation function: dynamic navigation is a
basic function of the dynamic simulation system of
urban 3D art landscapes [30]. Roaming through
virtual scenes, users mostly focus on the details of the
scene, and it is difficult to fully understand the overall
situation of the scene. After roaming, users often do
not know which road they have taken in the scene.
(erefore, it is necessary to add position and navi-
gation functions in the system. Users can see the
location of roaming on the navigation map and
quickly roam to the desired place using the navi-
gation map. Figure 10 shows the map navigation
function.

(3) Information query function: the information
query function can be used to query information
about buildings and planned plots in a scenario,
including building name, height, area, and design
concept [31]. Click the information query button
on the interface, and the dynamic simulation
system of the urban 3D art landscape will switch to
the information query function. At this time, as
long as users click on the building or plot that they
want to query, the system will query relevant data
from the database, and the relevant information
window will pop up.

(4) Visual display: the visual presentation function can
output what is currently displayed in the scene in
JPG format [32]. (is feature can be used when the
user needs an output screen in the current scene. By
changing the parameters, the user can modify the
output effect picture.

4. Application Prospect of Urban 3D Art
Landscape Dynamic Simulation System

With the continuous development of landscape planning,
virtual simulation technology, and 3Dmodeling technology,
the combination of these three technologies has broad ap-
plication prospects [33]. With the help of virtual simulation
technology and 3D modeling technology, the dynamic
simulation of urban 3D art landscapes is also an objective
requirement of landscape planning and development. (e
development and application of the dynamic simulation
system of urban 3D art landscape can simulate a full three-
dimensional, life-like urban landscape environment, which
provides a three-dimensional and intuitive three-dimen-
sional spatial information system for urban landscape
planning, construction, and operation management and
improves the level of urban landscape planning and man-
agement. Urban 3D art landscape dynamic simulation
system can be widely used in all aspects of planning and
bring considerable benefits. (e details are as follows:

One is to show a life-like urban landscape planning
scheme. Current urban landscape planning is mainly based
on static or animation effects, most of which are two-

dimensional planes, lacking three-dimensional, dynamic,
and immersion. It is not conducive to the overall evaluation
of planning schemes. (e landscape planning is designed as
a 3D model, and custom browsing can be realized through
virtual simulation technology so that any position in the
scene can be observed, giving people an immersive feeling.
In industrial augmented reality and other aspects, VR
glasses, gloves, and other applications in this industry can
enable the audience to experience planning and design from
all aspects of vision, hearing, touch, and so on. (e dynamic
simulation system of urban 3D art landscape can bring
realistic visual effects to users and give them an immersive
experience by displaying the results of planning schemes in
three dimensions. It can also obtain the data of planning
projects through the database to facilitate the organization
and management of projects.

(e second is to avoid design risks and make the
planning scheme reasonable and scientific. At present, urban
art landscape planning and design are mainly based on the
professional knowledge and materials mastered by planners
and designers [34]. Using AD and other software to make
planar graph and 3D animation effect drawing cannot reflect
the rationality of planning and layout, and it is not easy to
modify.

Using virtual simulation technology to generate virtual
landscape planning scenes is helpful for planning designers
or users to browse all angles of planning layout, find defi-
ciencies, and modify timely. For example, you only need to
set the corresponding parameters to change the height of the
building, building color, green density, and so on. To some
extent, it speeds up the speed and quality of planning scheme
design, improves work efficiency, and saves a lot of man-
power and material resources. In view of the advantages of
virtual simulation technology, if it is introduced into urban
landscape planning and design, it can find out whether the
planning layout is reasonable without actual planning
implementation. (e virtual environment established by the
dynamic simulation system of urban 3D art landscape is
based on real and scientific data and digital models, and the
landscape planning and design can be reproduced truly
according to the specifications and requirements of the
planning project design. (rough roaming and interactive
experience, users can easily find some design defects that are
not easy to detect, which can reduce the loss caused by
incomplete plans and greatly improve the quality of urban
landscape planning.

(e third is to facilitate the promotion of the urban
landscape. With the development of the Internet, virtual
tourism has gradually become a hot topic. After the com-
pletion of the urban art landscape planning results, the use of
network technology to upload the design of a three-di-
mensional landscape scheme to the Internet can not only
provide tourists with a realistic scene of the city’s tourism
scene but also provide consumers with detailed information.
Let the tourists who are thousands of miles away can wander
freely and customize their browsing experience, so as to
facilitate the tourists to understand the overall situation of
the urban landscape and find places to attract their own. At
the same time, it is also convenient for tourists to increase
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the publicity of popular science knowledge of urban art
landscape protection.

5. Conclusions

At present, the application of 3D modeling and virtual
simulation technology is becoming more and more ex-
tensive, and its application in urban landscape planning
can make urban landscape planning scientific, reason-
able, and refined. (rough the research on the dynamic
simulation technology of urban 3D art landscape based
on VR-platform, the 3D scene modeling of urban art
landscape is completed. (e terrain modeling and
building modeling are completed by using the 3dsMax
geometric modeling method, and the environmental
modeling of trees, flowers, roads, and so on is completed
by means of example replication. (rough virtual scene
simulation integration and drive, the basic functions of
the dynamic simulation system of urban 3D art landscape
are finally realized, including roaming interaction, map
navigation, information query, visual display, and so on.
(e development of a dynamic simulation system
of urban 3D art landscapes has broad application pros-
pects. It not only demonstrates the realistic urban
landscape planning scheme, avoids design risk, and
makes the planning scheme reasonable and scientific but
also facilitates the publicity and promotion of urban
landscape, which is conducive to the realization of the
digital city.
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(e dataset can be obtained from the corresponding author
upon request.
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Machine translation, as an e�cient tool, can achieve equivalent conversion between di�erent languages while preserving the
original semantics. At present, machine translationmodels based on deep neural networks have become a hot research topic in the
�elds of natural language processing and image processing. However, the randomness of neural networks leads to the existing
neural network machine translation models unable to e�ectively re�ect the linguistic dependencies and having unsatisfactory
results when dealing with long sentence sequences. To solve these two problems, a new neural network machine translation model
with entity tagging improvement is proposed. First, for the low-frequency word translation problem, UNK entity tags replacement
is used to compensate for the weakness of the randomness of neural networks and the encoding/decoding strategy of entity
tagging is improved. �en, on the basis of the LSTM translation model, an attention mechanism is introduced to dynamically
adjust the degree of in�uence of the context at the source language end on the target language sequence to improve the feature
learning ability of the translation model in processing long sentences. �e analysis of the experimental results shows that the
translation evaluation index BLEU of the proposed translation model is signi�cantly improved compared with various translation
models, which veri�es its e�ectiveness.

1. Introduction

Machine translation (MT) is an important research direction
combining natural language processing and arti�cial intel-
ligence [1–4]. With the development of the Internet tech-
nology, international communication has become more and
more frequent. Traditional manual translation does not
achieve high e�ciency while consuming a lot of human and
�nancial resources, while computers can obtain translation
results quickly and e�ciently.

Traditional machine translation was implemented
mainly using statistical methods. In the statistical-based
approach to machine translation, the translation task is
abstracted as a probabilistic problem. It is necessary to es-
tablish a probability model [4–7] between any two sentences
in the bilingual corpus, and the translation task is to �nd the
corresponding target with the highest probability for the
source-side utterance using a suitable method. Statistical
machine translation solves the bottleneck problem of

knowledge acquisition by learning from a bilingual corpus to
obtain transformation rules and no longer requires human
initiative to provide language rules. �e �eld of statistical
machine translation has produced many results, mainly
including language models, hidden Markov models, and
models based on the idea of maximum entropy [8–10].
However, to obtain perfect translation results, statistical-
based machine translation methods still have many prob-
lems [11, 12]. Data preprocessing links such as word
alignment, word segmentation, and rule extraction have a
great in�uence, so experienced experts are needed for
manual processing. Choi et al. [13] used semantic role
tagging information to reorder the list of candidate trans-
lations and improved the accuracy of translation pre-
processing by this method. Sevens et al. [14] used dynamic,
static, and topic caching techniques to improve the selection
of phrase translations based on the nature of articulation,
hoping that the same phrases remain consistent throughout
the document. Church [15] found that unknown words are
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an important factor in translation errors during cross-do-
main translation and proposed the use of dictionary mining
techniques to solve the translation problem of unlogged
words in new domains. Although statistical machine
translation greatly reduces the labor cost and development
cycle, the translation focuses on the conversion between
source and target languages, ignoring the connection be-
tween contexts, resulting in a lack of semantic coherence in
translation results.

With the development of deep learning techniques, deep
neural networks have achieved remarkable results in the
fields of image processing and speech recognition. Deep
learning techniques provide new solutions to the challenges
related to machine translation. Sennrich et al. [16] proposed
an “encoding-decoding” model of neural machine transla-
tion and explained the encoding rules. Liang and Du [17]
used a convolutional neural network to construct the en-
coder and a recurrent neural network for the decoder to
obtain historical information and process variable-length
strings. )e current mainstream neural network machine
translation approach is an end-to-end codec translation
system built using recurrent neural network (RNN) models.
Although the implementation of machine translation based
on neural network modelling achieves significantly better
results compared with traditional methods, there are still
some obvious problems that constrain the performance of
neural network machine translation models after the anal-
ysis of the model structure and translation results. )ese two
problems are as follows: (1) the problem of unregistered
words and low-frequency words: as the neural network
approach requires modelling of word vectors for all source
and target words, unregistered words and low-frequency
words cannot be trained in a normal model, and the im-
portance of this problem is particularly apparent when the
language is rich in word morphology or has a large vo-
cabulary. (2))e long-distance dependency problem: neural
network-based machine translation models tend to have
better translation results for inputs that are closer to the
decoder, while words that are farther away lead to inaccurate
translation of long sentence sequences due to the loss of
information transfer.

)erefore, in order to solve the above 2 problems, a neural
network machine translation model based on entity tagging
improvement is proposed in this paper. )e main work in-
cludes the following: (1) improvement for the low-frequency
word problem. UNK entity tag replacement is used to
compensate for the weakness of randomness of neural net-
works. Using the improved entity tagging coding/decoding
strategy, all target words are mapped to a controlled size
lexicon to achieve adaptation to the neural networkmodel; (2)
improvements for the model structure. )e long short-term
Memory (LSTM) decoder incorporates an attention mech-
anism, which solves the problem of gradient disappearance in
the traditional RNN and solves the problem of long-distance
dependence in the training of translation models through the
control of three types of “gates.”

)e rest of the paper is organized as follows: in Section 2,
the low-frequency word processing based on improved
entity tagging is studied in detail, while Section 3 provides a

neural network translation model incorporating attentional
mechanisms. Section 4 provides the results and discussion.
Finally, the paper is concluded in Section 5.

2. Low-Frequency Word Processing Based on
Entity Tagging Improvement

In the traditional neural machine translation model, all
unregistered words or low-frequency words are marked as
<UNK> symbols. For <UNK> symbols, the current main-
stream approach searches for the corresponding aligned
words by sequence backtracking at the source end and
performs a fill-and-replace operation. )is approach pro-
vides a feasible solution for regions that cannot be covered
by the dictionary, but its effectiveness is hardly guaranteed.

2.1. Named Entity Location Tasks. For neural network ma-
chine translation models, the coding and decoding methods
with the addition of entity tags reduce the uncertainty of
variables in the neural network while imposing higher re-
quirements on some performance at the machine translation
level. For example, for the decoding stage, as entity tags need
to be decoded at specific locations, their semantics and
context may not be quite the same as other common words,
leading to error cases such as mistranslation and omission.
)erefore, we make specific enhancements to the named
entity localization in the decoding stage.

)e main goal of the named entity localization task is to
determine, during the decoding operation, whether it out-
puts a named entity and the class of the output named entity.
)is task has certain commonalities with the conventional
named entity identification task, while there are differences
[18–21]: (1) both are tasked with identifying named entities,
but the latter operates on a determined input text and is a
direct identification task. )e localization task, on the other
hand, determines the output type at decoding based on the
encoding result of the sequence at the source and does not
need to determine the specific result of decoding; (2) named
entity recognition is annotated at the word level, and the goal
is to annotate a single entity word or a group of entity words
in multiple consecutive combinations. However, the local-
ization task has already completed the recognition and
combination of named entities during preprocessing.
)erefore, only the semantics of that output is discriminated,
and the need for contextual information is relatively small.

)erefore, simple named entity localization can be
implemented entirely based on the neural network machine
translation model, and only the dimension of the last output
layer is changed. Since the codec method proposed in this
paper labels tags as 4 classes, the output dimension of the
output layer is 4 + 1� 5, corresponding to 4 classes of tags
and other common words, respectively.

2.2. Encoding Strategy for Entity Tagging. For named entity
words, more advanced extraction methods currently exist.
)erefore, we can extend the encoding method of low-
frequency words based on the features of named entity
tagging. Based on the common named entity classification,
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we divide low-frequency words into four categories, as
shown in Table 1.

)e rules and constraints for the tagging of words are as
follows:

(1) For the named entities obtained through recogni-
tion, only the individuals with lower word frequency
are marked. For words like "China", "Smith," and
others with high frequency, it is better to include
them into the dictionary as normal words for
translation.

(2) For numeric-related entity words, the current tool
does not recognize numeric entities well because of
the complex format of numbers and the existence of
words, abbreviations, numbers, and other forms. In
addition, numbers often require different translation
methods depending on the scenario, even affecting
the overall semantics, and are not suitable for ex-
cision and labeling. )erefore, for the operation of
entities, we choose to discard numeric entities.

According to the above rules and constraints, a dictio-
nary of specified size is built based on the word frequency
and then the entity words or phrases outside the dictionary
are tagged according to the corresponding labels. Using the
tagging method for low-frequency words does not mean
abandoning the subword logic-based word separation
method. For words other than tagged entities, there is still an
option to preprocess them using double-byte encoding, thus
extending the coverage of the lexicon as much as possible.

After incorporating the subword construction strategywith
double-byte encoding, the new corpus preprocessingmethod is
as follows: (1) performing the normal word-sorting operation:
for different languages, the cut-off method in word sense is
identified; (2) the operation of named entity identification is
performed on the training corpus. Each entity word is iden-
tified with its category; (3) statistical word frequency: for entity
words with word frequencies below a specific read value,
tagging operation is performed according to the corresponding
category and the mapping of entity tags to entity words in each
sentence is saved; (4) for untagged words, the operation of
cutting subwords is performed according to the double-byte
encoding. )e final lexicon based on subword logic and the
preprocessed corpus are obtained.

For example, given a sentence “I visited Peking Uni-
versity in China in 2018.,” it is processed to get “I visit$ ed
<LOC> in China in 20$ 18.”, and we can see that “Peking
University” as an institutional entity word with low word
frequency is replaced using the corresponding tag.)e high-
frequency word “China” is not. Among the other words, the
past tense and the year numeral are cut into two words by the
subword cutting method due to the dictionary size limita-
tion, but the statistical-based features still keep them lin-
guistically meaningful.

2.3. Decoding Strategy for Entity Tagging. For the problem of
low-frequency words, we design an improved decoding rule
for entity tags: (1) For the decoding step where the decoding
output is an entity word tag, the source input sequence is

sorted according to its attention score. )e search is done
according to the principle of “same entity tag> other words,”
and the found words are translated by looking up the bi-
lingual dictionary. (2) For other decoding steps with UNK
tags, the search is carried out according to the principle of
“UNK tags> other words,” and the others are similar.

For example, when translating “Annie visited Peking
University in China in 2018.,” the output sequence is
mapped by dictionary to “<PER> visited <LOC> in China in
2018.” According to the above decoding rules, for the <PER>
tag, it was found that the source-end sequence did not have a
<PER> tag, so the output of this step was mapped to the
source-end word “Annie” with the highest ATTENTION
score. It is translated as “Annie” by regularization methods
such as dictionary search. For the <LOC> tag, although the
word with the highest attention score is “in,” the source
sequence contains the same <LOC> tag at this time, so we
locate the position and get the correct translation result of
“Peking University” by word translation, as shown in
Figure 1.

3. A Neural Network Translation Model
Incorporating Attentional Mechanisms

3.1. Neural Machine Translation Module. To date, various
neural machine translation frameworks have been proposed.
Among them, self-attentive-based frameworks achieve the
most advanced translation performance. )e self-attentive-
based framework follows an encoder-decoder architecture,
where the encoder converts a source sentence X into a set of
context vectors C. )e decoder generates a target sentence Y

from the context vectors C. Given a parallel dataset of
sentence pairs D � (X, Y){ }, where X is the source sentence
and Y is the target sentence, the loss function can be defined
as follows:

L(D; θ) � 􏽘
(X,Y)∈D

log p(Y|X; θ), (1)

where p represents the probability function and θ represents
the weight to be updated.

3.2. LSTM Module. Recurrent neural network (RNN) is a
class of neural networks designed for the processing of
serialised information. Traditional perceptrons and con-
volutional neural networks generally accept information as a
whole and have difficulty modelling serialised information
such as time and history, in which cases recurrent neural
networks can be better adapted. Based on the basic ideas of
recurrent neural networks, a number of quite effective
improvements have been produced to address their com-
mon problems and limitations. An example is the Long
Short-Term Memory Module [22, 23], also known as LSTM.

Unlike the RNN network architecture, the LSTM has
three additional "gates": a forgetting gate, an input gate, and
an output gate. )e forgetting gate is a probability vector
based on the current input, so that the information from the
previous step is passed on with a certain weight. )e input
gate is responsible for the selective transfer of long-distance
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dependent information, so that only part of the input in-
formation of the current step is involved in the state update.
For the output values, the input information is used to
generate output gates that filter the updated state infor-
mation. )e multiple gating settings strictly control the flow
of information in the sequential network and improve the
performance of the RNN in long sequences, as shown in
Figure 2.

)e output of the next moment in the LSTM is calculated
together with the output of the last moment whenever there
is a new word vector input to the network. )e hidden layer
loops and keeps the latest state. LSTM connects the hidden
layer with a traditional feedforward network as the output
layer. Each node yi in the output layer corresponds to the
unnormalised log probability at the next moment, and the
output y is then normalised by the softmax function. )e
equation for this is as follows:

􏽢yt � softmax W
(s)

ht􏼐 􏼑, (2)

where 􏽢yt is the probability distribution of the hidden layer
calculated based on all vocabulary in each iteration. )at is,
the weights of all the predefined words in the document and
the observed word vector x(t) will be determined when the
model predicts the following words.

)e LSTM also needs to decide which information is
forgotten by the neurons. For a dataset Xt ∈ Rn×x with
sample size n and feature vector dimension x at moment t,
the state of the hidden layer at the previous moment is
denoted as Ht−1 ∈ Rn×h, at which point the forgetting gate is
represented as follows:

ft � σ Xt · Wxf + Ht−1 · Whf + bf􏼐 􏼑. (3)

Here, Whf and Wxf are the learnable weight parameters and
bf is the bias vector parameter.

3.3. Translation Models Using Attention Mechanisms.
Attentional mechanisms can model the attentional model of
the human brain. When a person sees a picture, the eye
focuses on certain parts of the picture rather than the whole
picture. )e human brain pays attention to different parts of
the picture differently, and this is at the heart of the attention
mechanism.

In this paper, we propose to incorporate an attention
mechanism in the decoder part to solve the long-distance
dependence problem of translationmodels dealing with long
sequences. )e proposed model is mainly based on an at-
tention-based LSTM. Using the forgetting, input, and output
gates of the LSTM reduces the number of features required
for text encoding and allows for efficient encoding of long-
range word dependencies. An LSTM incorporating an at-
tention mechanism is able to access both previous and
subsequent contextual information, treating the information
obtained as two distinct text features. )is feature is then fed
into the attention layer, which selects the feature that is
highly relevant to the entity marker, as shown in Figure 3.

Using such processing, the attention mechanism can
significantly improve the accuracy of the translation and
reduce the number of learnable weights required to run and
efficiently learn the contextual embedded meaning of var-
iable-length sentences around the target word.

)e attention mechanism in this model uses the Bah-
danau attentionmodel, which calculates the contextual word
vector for the i-th target word based on the hidden vector hj

of the source word vector and the weights αij.

ci � 􏽘
T

j�1
αijhj. (4)

)e formula for calculating the weights is as follows:

αij �
exp eij􏼐 􏼑

􏽐
T
k�1 exp eik( 􏼁

. (5)

Here, eij denotes an alignment model that refers to the
fraction of the input at position j that matches the output at
position i.

3.4. Loss Functions. In this paper, the model is trained to
learn a linear Softmax classifier model by minimizing the
cross-entropy loss function [24].

Loss(W) � − 􏽘
i∈Jt

􏽘
k

yi,k ln p yi,k|vi; W􏼐 􏼑􏼐 􏼑. (6)

For the proposed Chinese-English translation model, W
denotes the network model weight, k denotes the number of
entity tokens, vi denotes the entity token of the i-th text, n

Table 1: Tagging of low-frequency words.

Category Tags Description
Person name <PER> Person names with low word frequency
Geographical name <LOC> Geographical names with low word frequency
Organization name <ORG> Organization name with a low word frequency, possibly a phrase
Low-frequency words <UNK> Other low-frequency words

Annie visit ed <LOC> in China in 20 18.

<PER> in China in 2018 <LOC> visited

Annie in China in 2018 Peking University visited

Entity tagging
code

Attention
score

Entity tagging
decode

Annie visited Peking University in China in 2018.

Figure 1: Example of coding and decoding process for entity
tagging.
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denotes the maximum number of texts, Jt denotes the set of
training samples after text annotation, and yi,k denotes the
entity token corresponding to the binary representation.

4. Experiment and Result Analysis

4.1. Experimental Environment and Dataset. In order to
control the cost and ensure the effectiveness of the exper-
iment, the CAsia2015 bilingual alignment corpus with good
data quality was selected as the training dataset, containing a
total of 105,000 aligned sentence pairs. )e test set was
selected from the newstest2017 bilingual alignment corpus,
containing a total of 2002 sentence pairs. newstest2017 was

equally divided into three subsets, newstest2017-1, newst-
est2017-2, and newstest2017-3. )e neural translation sys-
tem was built on the deep learning framework TensorFlow
machine translation system. For the LSTM-based translation
model, the encoder is a recurrent neural network with a
forward-backward depth of 2 layers each and the decoder is a
unidirectional recurrent neural network with a depth of 4
layers. Based on the convergence experience, the number of
running steps is set to 8 epochs.

)e experiments were conducted using the deep learning
framework TensorFlow to build a neural machine transla-
tion system, and the development language was Python 2.7.
)e hardware configuration was Intel Xeon E5-2678 CPU,

Annie visited Peking University in China

<PER> Visit -ed China <LOC>

Target language
Word samples

Word
Probability

Hidden layer state

Attention
weights

Source language coding
status

Word
vectors

Source language
sequences

Encoder

Decoder

Figure 3: Translation model using the attention mechanism.
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Figure 2: Architecture of long short-term memory.
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2.50GHz main frequency, 64GB RAM, NVIDIA GTX
1080ti GPU, and the operating system was CentOS 7. )e
relevant parameters are set as shown in Table 2.

4.2. Evaluation Standards. Translation quality is the most
general measure of a good or bad translation model. )e
most commonly used quality evaluation metric for machine
translation tasks is called BLEU (bilingual evaluation un-
derstudy) [25], which is an algorithm designed based on the
co-occurrence frequency of words and phrases, and the
formula for calculating BLEU is shown as follows:

BLEU � BP · exp 􏽘
N

n�1
ωnlog pn

⎛⎝ ⎞⎠, (7)

where BP denotes the length penalty factor, ωn denotes the
weight of the n-word (usually taken as a constant value of 1/
n), and pn is the matching accuracy of the n-word.

BP �

1, lc > ls,

exp 1 −
ls
lc

􏼠 􏼡, lc ≤ ls,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

where lc is the length of the candidate sentence and ls is the
length of the reference sentence.

Pn �
􏽐i􏽐kmin hk ci( 􏼁,maxj∈mhk sij􏼐 􏼑􏼐 􏼑

􏽐kmin hk ci( 􏼁( 􏼁
, (9)

where ci denotes the whole sentence to be translated and si

denotes the standard answer. hk(ci) denotes the number of
occurrences of Wk in ci, hk(sij) denotes the number of
occurrences of Wk in sij, and maxj∈mhk(sij) denotes the
number of words that occur most frequently in multiple
standard answers.

4.3. Convergence of the Named Entity Location. When using
the encoding preprocessing operation of named entity
tagging, we simultaneously trained the named entity lo-
calization task for the target language. )e convergence of
the named entity localization task was presented as a change
in the prediction accuracy of the named entity labels during
training. After multiple training sessions on a dataset, cross-
drops of entity labels and targets were calculated on the
validation set and the resulting statistics are shown in
Figure 4, with the number of training cycles as the horizontal
coordinate and the cross-entropy values as the vertical
coordinate.

It can be seen that the overall value of cross entropy
shows a decreasing trend as training proceeds and the
decreasing curve eventually converges unchanged, indi-
cating that the proposed entity labeling improvement
method effectively compensates for the weakness of the
randomness of the neural network. )e proposed method
completes the normal training of low-frequency words,
thus better adapting to the neural network machine
translation model.

4.4. Performance Comparison of Translation Models.
Different neural networks were trained separately in the
translation models. )e performance comparison results of
the translation models with different network structures on
the Chinese-English machine translation task are shown in
Table 3.

As can be seen from Table 3, the performance of the
LSTM-based translation models is better (larger BLEU
values) compared to models with BPNN, CNN, and RNN
structures without the use of the attention mechanism. )e
translation models incorporating the attention mechanism
on the original structure each achieved improved perfor-
mance. At this point, the LSTM model incorporating the
attention mechanism achieves optimal performance. )is is
because the long-distance dependency problem is solved by
enhancing the representation of contextual information at
the source language end, thus improving the translation
accuracy of long sentence sequences.

Next, the LSTM+Attention model with entity tagging
improvement and the LSTM+Attention model without entity
tagging improvement were compared for the low-frequency
word problem, and the results are shown in Figure 5.

It can be seen that although the addition of the attention
mechanism leads to an improvement in translation quality,
the increase in scores due to tag replacement after the entity
tagging improvement leads to a further improvement in
overall performance, with a mean BLEU value of 24.7%.)is
indicates that the use of entity labeling improvement can
solve the problem of randomness in neural networks, en-
hance the training of low-frequency words, and thus better
adapt the neural network model to improve the overall
performance of machine translation.

Table 2: Experimental parameter setting.

Parameter type Value
Batch size 64
Maximum acceptable sequence length 100
Hidden variable size 1000
Word vector size 500
Dropout_probability 0.3
Attention_method Bahdanau
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Figure 4: Cross-entropy change curve for named entity
localization.
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5. Conclusions

)is paper presents a neural network machine translation
model based on entity tagging improvement. An improved
entity tag coding/decoding strategy is used to map all target
words to a controlled size lexicon to achieve an adaptation to
the neural network model. In addition, the LSTM decoder
enhances the representation of contextual information at the
source language end by incorporating an attention mech-
anism, thus improving the translation accuracy of long
sentence sequences. )e comparison results between mul-
tiple neural network machine translation models show that
the proposed model has the highest performance with a
mean BLEU value of 24.7%, effectively solving the low-
frequency word problem and the long-distance dependency
problem. Due to the limitation of hardware conditions, a
very large amount of data cannot be used in the selection of
training data and similarly the parameters such as the
number of training sessions and data dimension cannot be
set too large. Larger scale experimental tests will be con-
ducted on more types of datasets later.
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In an era of rapidmobile Internet development, students are increasingly expressing their views on speci�c events through campus
comments. In the Web 2.0 era, the concept of public media participation is widely used by students, and it is important to
e�ectively analyze online campus public opinion comments and present the �ndings in a rationalized form for the management of
campus public opinion. In the new era of education governance modernization, the level of public opinion management in
universities has become a key indicator to improve the standard of education management in higher education institutions;
therefore, this paper focuses on proposing an innovative deep learning-based researchmethod for topic management of university
public opinion. Firstly, through the improved LDA module with sentiment discrimination learning capability, the sentiment of
the main arguments in the campus commentary is extracted, and then the statistical sentiment intensity of the in-depth learning
module is used to analyze the sentiment intensity of the thematic arguments of di�erent events in time series, so as to achieve the
long-term tracking of the trend of the sentiment intensity of the whole event.

1. Introduction

Public opinion, as a sociological term, refers to the subjective
perception of public events in a certain context. Public
opinion on campus networks refers to the attitudes and
possibly related behaviors of the “subjects of public opin-
ion,” with university students being the speci�c group of
people, toward the events they care about on the Internet [1].
As “subjects of public opinion,” university students are
signi�cantly di�erent from other groups in expressing their
views on speci�c events due to their age, psychology, and
cognition [2]. According to the 48th Statistical Report on the
Development of China’s Internet released by China Internet
Network Information Center (CNNIC) in Beijing on August
27, 2021, the number of Internet users in China reached
1.011 billion in June 2021, an increase of 21.75 million
compared with December 2020, and the Internet penetra-
tion rate was as high as 71.6% [3]. �is huge scale includes
the most active group of students in colleges and univer-
sities. In the context of promoting the modernization of

educational governance, the management of online public
opinion in colleges and universities has become an im-
portant part of improving educational management in
colleges and universities [4]. College administrators must
pay attention to the in£uence of information technology on
students’ thoughts and education and strengthen public
opinion management through scienti�c and innovative
methods, and it is on this basis that this paper proposes an
innovative and feasible method.

Currently, for opinion analysis and management, from
an algorithmic perspective, the most focus is on LDA
probabilistic topic models and deep learning models. �e
literature [5] used LDA models with word2vec models to
construct sentiment dictionaries for the temporal analysis of
sentiment intensity of hot events of students’ concern. In the
literature [6], for public opinion comments in complex
contexts, the sentiment value measurement algorithm was
constructed and incorporated into the improved LDA-
ARMA model for dynamic presentation and �ne-grained
classi�cation of the sentiment of event opinion. In the topic
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detection task in the opinion analysis subtask, literature [7]
proposed to extend the topic distribution obtained from the
LDA model with word vectors trained by Skip-gram of
word2vec as the text representation and used it as the
features of the SKM algorithm for cluster analysis, while
optimizing the cluster number selection of SKM with the
first-order difference of distance cost function values to
obtain multiple text clusters as the online opinion topics.
Literature [8] used a more efficient sentiment classification
model based on this, which was constructed by LSTM neural
network model, and the accuracy rate was improved by
about 10%. Literature [9] used dimensional sentiment
analysis based on Valence-Arousal, and the sentiment
classification effect was significantly improved. Literature
[10, 11] used a hybrid algorithm based on LSTM.
LSTM+ Bi further reduced the influence of irrelevant
words in long texts on the classification results, while
LSTM+ Bert + Bi had higher accuracy and effectively
solved the sentiment classification problem in public
opinion. In the literature [12, 13], a logistic curve model
was used to classify the stages of public opinion, and graph
attention networks were used to predict the evolution of
public opinion after sentiment classification. +e litera-
ture [14, 15] used softsign activation function instead of
tanh activation function in the LSTM model, while using
regularized LSTM input weights to effectively combine the
advantages of their respective models to classify the
tendency of public opinion into positive and negative
sentiments for early warning purposes, and the experi-
ments proved that the performance of the enhanced
model improved significantly and effectively.

+e aforementioned literature applies deep learning
algorithm models to various stages of opinion management
from different perspectives, but from a general perspective,
the following shortcomings still exist: (1) LDA models, as
unsupervised machine learning techniques, adopt the bag-
of-words approach to transform textual information into
digital information that can be easily modeled, but the bag-of-
words approach does not consider the order between words
and there are difficulties in evaluating the effect; (2) word2vec,
as a static approach, has strong generality but cannot be
dynamically optimized for a specific task, and the problem of
multiple meaning words cannot be effectively solved because
the generating vector and the words are in a one-to-one re-
lationship. Based on the above considerations, this paper
improves the existing IDAmodel and deep learning algorithm
based on the existing LDA probabilistic topic model and deep
learning model from the perspectives of analysis strategy,
dynamic monitoring, and effect evaluation; then combines
various hybrid algorithms; and applies them to the opinion
management of campus reviews. Finally, the effectiveness of
the algorithmic model for campus opinion management is
demonstrated with experimental validation analysis.

2. Related Work

As the essence of the research method proposed and applied
in this paper is to use LDAmodels with deep learning models
(word2vec, Bert), combined with sentiment dictionaries, to

perform a temporal analysis of the intensity of sentiment in
campus reviews, this section will focus on three parts:
probabilistic topic models, neural network language models,
and sentiment analysis based on sentiment dictionaries.

2.1. Probabilistic Topic Modeling. In probabilistic topic
modeling, as one of the most common models in topic
modeling methods, the core is to extract topic information
from a large amount of textual information through sta-
tistical methods and theories, and it has a wide range of
applications in the field of information retrieval [16]. +e
most initial text representation models, the TF-IDF model
[16] and the spatial vector model [17], are simpler and cannot
distinguish between polysemantic words. Latent Semantic
Analysis (LSA) models are therefore proposed to achieve a
high-dimensional to low-dimensional spatial mapping of
document words [18]. Latent Dirichlet Allocation (LDA) is a
more effective probabilistic topic model for identifying latent
topic information in campus reviews, using a three-layer
Bayesian framework, compared to the previous models [19].
However, as the traditional LDA model uses a bag-of-words
approach that lacks consideration of interword order and
text-to-topic links, the improved LDAmodel is used to extract
and analyze thematic information from the text in order to
optimize the results and improve the accuracy of sentiment
analysis in campus reviews.

2.2. Neural Network Language Models. Statistical language
models aim to learn the joint probability functions of words,
and their main challenge is dimensional catastrophe. +e
emergence of neural network language models (NNLMs)
has effectively addressed this problem. +e first neural
network language model (NNLM) [20] was systematized by
Bengio. By optimizing the training model, it is possible to
eliminate dimensional disasters and to understand a number
of sentences with similar meanings. Two core components
make up the neural network language model: distributed
representation and word embedding [21]. Neural network
models have evolved considerably over the last decade or so,
and various models have been proposed using the NNLM as
a template, including the CBOW model and the Skip-gram
model [22, 23], which are simpler than the NNLM. In ad-
dition, hierarchical Softmax algorithms and negative sample
algorithms have been developed to train models faster and
more efficiently [24]. Google’s deep learning tool, word2vec,
released in 2013, is a combination of these models and al-
gorithms and provides a fast and effective way to obtain
semantic associations between words. Based on the effec-
tiveness of word2vec and its ability to accurately capture
potential semantic similarities between words, the aim of
this paper is to use an improved word2vec and Bert model to
calculate the sentiment intensity of topic ideas extracted
from campus reviews.

2.3. Emotional Analysis. Sentiment analysis is mainly
implemented based on corpus, lexicon, and graph ap-
proaches. +e corpus-based evaluation word extraction and
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discrimination utilize the statistical properties of the corpus
to mine and judge the polarity of corpus words, but the
accuracy is more difficult to assess due to the limitations of
the corpus. +e lexicon-based evaluation word extraction
and discrimination are mainly achieved through lexical links
between words in the lexicon, and the HowNet sentiment
lexicon is usually used for semantic similarity and semantic
tendency of words based on semantic correlation fields. +e
calculation method, word-by-word matching for each
comment text, finds all positive sentiment words and neg-
ative sentiment words in the text for sentiment calculation,
and the sentiment scoring rule for each sentiment word is
shown in the following equation specifically.

S � (−1)
n
VeW. (1)

+e sentiment score of the sentiment word in the time
period is obtained by adding the sentiment scores of the
same sentiment word appearing in different comment texts
in the same time period, where S is the sentiment score of the
sentiment word; n is the number of negative words; Ve

represents the sentiment lexicality, with a value of 1 indi-
cating a positive sentiment word and −1 indicating a neg-
ative sentiment word; and W is the degree weight value.

Graph-based sentiment analysis is implemented by in-
troducing an attention mechanism, which can solve the
problem of information loss and accuracy degradation
caused by the increase of coding intermediate vectors as the
input text length increases when methods such as LSTM and

word2vec are used for text classification. In this paper, a self-
attentive mechanism is used to reduce the dependence on
external information and improve the ability to capture data
features, which in turn improves the accuracy of text de-
emphasis analysis. +e method is implemented by acquiring
sentiment words for a certain time period of comment text
and associating the comment text with the sentiment words
to construct a graph structure, as shown in Figure 1.

+e vertices in Figure 1 are the sentiment words that
appear in that time step, and if there is a sentiment word w in
the comment text, the comment s is attributed to the cor-
responding vertex v. A vertex can contain multiple com-
ments, and a comment can be assigned to multiple vertices.
+e mapping relationship also implies that the more the
public comment texts associated with two sentiment words,
the closer the sentiment expressed. In this paper, we propose
a method for constructing edges between vertices based on
the union of text structure and text content. +e TF-IDF text
similarity of the comment text associated with vertex vi and
vertex vj is Tij. If there are public comments on the asso-
ciated comment text and the number of public comments is
N, then an edge eij is added between these two vertices with
the weight wij:

wij �
a + N

b + N
, (2)

where a and b are the numerator and denominator, re-
spectively, after conversion to the simplest fraction. +e

v4

v6 v5

v3v2

v1

s1

w1 w4

w3w2

s2

s1w6 w5
s4 s6

s3

s3
s1 s4

s3

Figure 1: Emotional interaction diagram.
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threshold value of text similarity a is set to 0.3. If there is no
common comment between two vertices but their text
similarity Tij is greater than or equal to a, an edge eij is
similarly added between vi and vj with the weight

wij � Tij. (3)

2.4. GatedCirculationUnits. GRU is the same improvement
to recurrent neural networks as LSTM. +e GRU model
contains two gate structures, update gates and reset gates.
+e reset gate determines how new input information is
combined with previous memory, and the update gate de-
fines the amount of previous memory saved to the current
time step. By having a more streamlined structure, the GRU
model has a speedup in training compared to the LSTM
model and is able to better characterize and model the text.
Let the input be xt and the output of the GRU hidden layer be
ht at moment t. +e computation is shown as follows.

zt � α WZ ht−1，xt
􏽨 􏽩􏼐 􏼑, (4)

rt � α Wr ht−1,st
􏽨 􏽩􏼐 􏼑, (5)

�ht � tanh W rt ∗ ht−1, st􏼂 􏼃( 􏼁, (6)

ht � 1 − zt ∗ ht−1 + zt ∗�ht, (7)

where w is the weight matrix connecting the two layers,
subscripts r and z denote the reset and update gates, and tanh
and σ denote the activation functions.

+e model in this paper uses a two-way gate to control
the cyclic unit for data extraction, which fully considers the
sequence information of the text and improves the accuracy
of sentiment judgment.

3. Research Methodology and Framework

To effectively study the changing trends of sentiment in-
tensity of topical events in campus comments, this study
combines Latent Dirichlet Allocation (LDA) and deep
learning. Considering the need for high timeliness in
managing public opinion in campus comments, we design a
sentiment intensity analysis framework based on probabi-
listic topic modeling and deep learning. +e framework uses
LDA models to discover information related to a specific
topic event from campus comments; annotates the infor-
mation by topic; mines students’ views and opinions on the
event; implements sentiment analysis through word2vec
word embedding and LSTM networks, so as to obtain the
sentiment intensity of the information and apply it to the
topic distribution; and finally builds up the sentiment in-
tensity through changing it under each topic by attention
networks and gated recurrent units combined to form a
predictive model based on graph neural networks.

3.1. Potential Dirichlet Allocation Model. Probabilistic topic
models (PTMs) have been used for good effect in text

classification, information retrieval, and other related fields.
+e basic principle of a probabilistic topic model is that a
document is a mixture of probability distributions of several
topics, each of which is a mixture of probability distributions
of words, and can be regarded as a generative model of a
document. Among the various approaches to probabilistic
topics, the Latent Dirichlet Allocation (LDA)model is one of
the most effective [16].

+e traditional LDA-based topic modeling relies on a
word cooccurrence model, which is necessarily less effective
for short texts such as reviews. +erefore, this paper will
improve the IDA to enable adaptive and short textual ad-
aptation of the topic model.

3.1.1. Model Generation Process. +e LDA is a generative
probabilistic model of a 3-layer Bayesian network with the
graphical model shown in Figure 2.

Each campus review is assumed to be a mixture of topics;
each topic is a probability distribution over a set of words,
and each word in the document is generated from a fixed
topic.

+e generation process is as follows:

(1) Sample a word distribution Φz ∼ Dir(β) for any
topic z.

(2) For each comment dm, sample a topic distribution
θd ∼ Dir(α).

(3) For the word wmi in comment dm, traverse a, b.

(a) Select a subject zmj, zmj ∼ Multi(θd).
(b) Choose a word wmi, wmi ∼ Multi(Φk).

α

β

m ∈ [1,M]

i ∈ [1,N] i

k ∈ [1,k]

θm

zmj

wmiΦk

Figure 2: Graphical model of IDA.
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M denotes the number of documents d in the corpus; z
denotes the topic in the corpus; w denotes the words in the
corpus; θk denotes the word distribution of topic zk; θd

denotes the topic distribution of document d; wm, i denotes
the i-th word of document dm; zm, j denotes the j-th topic
associated with document dm; Nd denotes the number of
words in document d; zd denotes the topic of document d;
and α and β are hyperparameters, empirical values: α� 50/k,
β� 0.0.1.

In the topic model, wmn(d) is the known variable, α
and β are the two prior parameters of the given Dirichlet
distribution, and zmn is the potential topic, which is also
the generating variable, so it is the document-topic dis-
tribution θmk and the topic-word distribution ϕkt that
need to be estimated. Parameter estimation methods
currently include the EM (expectation maximization) al-
gorithm, GS (Gibbs sampling), variational Bayesian esti-
mation, message passing algorithm, mean-field variational
expectation maximization, and expectation propagation
algorithm.

+is paper focuses on the collapsed Gibbs sampling algo-
rithm for LDA. “Collapsing” in Gibbs sampling refers to the use
of statistical relationships in the form of integrals to achieve
estimates of the document-topic and topic-word distributions,
avoiding direct computation of the implied parameters.

Based on the model in Figure 2 and the generation
process in Section 3.1.1, the joint probability distribution of
the model can be calculated.

p(w, z|α, β) � p(w|z, β)p(z|α),

p(w|α, β) � 􏽚 p(w|z,Φ)p(Φ|β)dΦ � 􏽙
M

m�1

Δ nm+β􏼐 􏼑

Δ(α)
,

p(z|α) � 􏽚 p(z|Θ)p(Θ|α)dΘ � 􏽙
M

m�1

Δ nm+β􏼐 􏼑

Δ(α)
,

nz � n
(t)
z􏽮 􏽯

V

t�1,

nm � n
(k)
m􏽮 􏽯

K

k�1,

Δ(α) �
􏽑

K
i�1 T αi( 􏼁

T 􏽐
K
i�1 αi􏼐 􏼑.

(8)

n(t)
z is the number of times a word t appears in topic

zk; n(k)
m is the number of times a word in document dm

appears in topic zk; Θ, θ are a parameter space consisting
of α, β.

α � (α1, ...., αk),

α1 � α2 � · · · � αk, β � β � (β1, . . . , βk), β1 � β2 � · · · βk.

(9)

Calculate the conditional posterior probability using the
joint probability distribution calculated in (1).

p zi � k|z−i( 􏼁 �
p(w, z)

p w, z−i( 􏼁
, (10)

p(w, z)

p w−i|z−i( 􏼁p wi|z−i( 􏼁p z−i( 􏼁

�
p(w, z)

p w−i, z−i( 􏼁
.

1
p wi, z−i( 􏼁

∝
Δ nz + β( 􏼁

Δ nz,−i + β􏼐 􏼑
.
Δ nm + α( 􏼁

Δ nm,−i, α􏼐 􏼑

∝ ·
n

(t)
k,−i + βt

􏽐
V
t�1 n

(t)
k,−i + βt

.
n

(t)
m,−i + αk

􏽐
K
k�1 n

(k)
m + αk􏽨 􏽩 − 1

.

(11)

Using the corollary of the prior distribution of the poly-
nomial distribution, the Dirichlet distribution, and (10), the
probability distribution of the target parameter can be ob-
tained, and finally the estimation of the parameter is achieved.

p θm|w, z, α( 􏼁 �
􏽑

Nm

n�1 p zm,n|θm􏼐 􏼑p θm|α( 􏼁

􏽒Θ􏽑
Nm

n�1 p zm,n|θm􏼐 􏼑p θm|α( 􏼁dθm

,

􏽑 i;zi�k{ }p wi|Φk( 􏼁p Φk|β( 􏼁

􏽒Θ􏽑 i;zi�k{ }p wi|Φk( 􏼁p Φk|β( 􏼁dΦk

� Dir Φk|nk + β( 􏼁,

Φk,t �
n

(t)
k + βt

􏽐
V
t�1 n

(k)
k + βt

,

θm,k �
n

(k)
m + αk

􏽐
K
k�1 n

(k)
m + αk

,

􏽑
Nm

n�1 p zm,n|θm􏼐 􏼑p θm|α( 􏼁

􏽒Θ􏽑
Nm

n�1 p zm,n|θm􏼐 􏼑p θm|α( 􏼁dθm

� Dir θm|nm + α( 􏼁.

(12)

3.2. Word2vec. As a deep learning-based tool, word2vec
provides a more efficient way of representing the semantic
distance between words by calculating the cosine distance
between the word vectors and obtaining the vector ex-
pressions of each word in the corpus, based on the corpus
and optimization of the training model. Word2vec includes
two word vector training models, CBOW and Skip-gram,
both of which include an input layer, a projection layer, and
an output layer, but the CBOW model predicts the current
word from its context, whereas the Skip-gram model pre-
dicts the current word from its context. Similarly, word2vec
includes two word vector optimization models, the Hier-
archical Softmax model and the Negative Sampling model.
+e Hierarchical Softmax optimization method constructs a
binary tree using the frequency of words in the corpus as
weights and maps the leaf nodes to all words, while the
Negative Sampling optimization method uses relatively
simple resampling to improve the speed of word vector
training. By combining the two training models with the two
optimization methods, a total of four frameworks for
training word vectors can be obtained. As a tool for training
word vectors, it can quickly and efficiently represent words
in a corpus as vectors and capture the semantic features and
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similarities between words for use in other related appli-
cation studies. +e sentiment intensity of the text data is
obtained and used in the correlation analysis of the change of
sentiment intensity over time for each topic.

3.3. Specific Study Process. In this paper, we investigate a
method for sentiment intensity analysis (shown in Figure 3),
using probabilistic topic modeling and deep learning to crawl
text data from campus forums based on selected hot events
and clean the data. +en, we train the model to analyze se-
lected topics that are meaningful or need attention. Based on
explicit sentiment words, we use word2vec to obtain implicit
sentiment words in the text data and calculate the sentiment
intensity of each text. Finally, we perform sentiment intensity
time-series analysis under the selected topics.

(1) Data crawling and preprocessing.+e twomain tasks
are text data capturing and text data preprocessing.
+e crawler collects and crawls time-series data re-
lated to hot events. After crawling the data, the
crawled data is preprocessed by word separation,
spam filtering, and deactivation of words.

(2) Topic modeling and filtering. After acquiring the
data and preprocessing it, probabilistic topic mod-
eling is carried out using the LDA model.

(3) Sentiment intensity calculation. +e calculation of
sentiment intensity is carried out in parallel with the
LDA theme modeling. Sentiment intensity was cal-
culated by importing the data into word2vec for word
vector cosine distance calculation and then by SO-SD.

3.3.1. Deep Learning Sentiment Analysis Methods Incorporating
Self-Attention Mechanisms. +is paper further incorporates
deep learning sentiment analysis with a self-attentive

mechanism based on traditional methods, which can ef-
fectively improve the accuracy of temporal analysis.

+e model in this paper is divided into six main layers:
the word embedding layer, the BGRU layer, the self-attentive
layer, the multi-granularity convolutional layer, the atten-
tion-based pooling layer, and the fully connected and
classified layer, as shown in Figure 4.

+e comment text is transformed into word sequences
using a word separation library; i.e., the text data is pre-
trained to achieve word vector mapping.

Implementing a word vector to a bidirectional gated
cyclic unit to learn serialization features, the operation can
be combined via a forward GRU and a reverse GRU, fol-
lowed by the output, as shown in the following equations:

h
+
t � fGRU ht−1, vt( 􏼁, (13)

h
−
t � fGRU ht−1, vt( 􏼁, (14)

ht � h
+
t , h

−
t􏼂 􏼃. (15)

+e self-attentive mechanism is used to perform an initial
screening of features after sequence analysis and extract
features with high task relevance. +e specific form is as
follows: global information is considered, word weight values
α are calculated, and the weights are weighted and summed
with the features at each moment to obtain the highlighted
new focus feature Ht. +is formula is shown as follows:

Ht � 􏽘 αtht, (16)

where αt is the feature weight and the condition 􏽐 αt � 1 is
satisfied.

+is layer receives the output features from the attention
layer and selects convolutional kernels of different sizes for
further feature extraction using the ReLU function, which
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Figure 3: Specific process for sentiment analysis.
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speeds up the training convergence and effectively avoids
problems such as gradient explosion and disappearance.+e
feature extraction process is shown as follows:

ci � fRelu w.xi:i+h−1 + b( 􏼁, (17)

where w is the convolutional kernel weight, h ∗ m denotes
the convolutional kernel window granularity, andfRelu is the
activation function.

After the model has obtained the feature map, pooling is
used to reduce the amount of training data and model
parameters to further find out the factors that have the
greatest impact on the final sentiment polarity classification
results, and this paper uses the attention mechanism instead
of the traditional pooling layer to improve the feature ex-
traction capability, as shown in the following equation:

Pt � 􏽘 at
′ct, (18)

where at
′ is the feature weight and satisfies 􏽐 at

′ � 1.
+e feature map of the data obtained in the convolution

layer is extracted by self-attentive dimensionality reduction
to obtain a local feature sequence.+is layer feeds the feature
sequence into the fully connected layer for feature fusion and
is classified by the classification layer for emotional polarity.
+e specific operation process is as follows: the sequence is
processed through the fully connected layer to obtain the
feature sequence Dfinal; the classification layer performs
feature fusion analysis through Softmax and transforms
Dfinal to derive the probability distribution of the two
emotional polarities.+e calculation formula is shown in the
following equation:

pi � Softmax W.D
final

+ b􏼐 􏼑, (19)

where pi is the probability distribution of sentiment polarity,
W is the weight matrix of Softmax, and b is the offset.

+e sentiment intensity calculation is performed si-
multaneously with the LDA modeling, which is more
complex compared to the topic modeling.

+e processed data were transformed into word vectors,
the sentiment lexicon was combined with word2vec and
LSTM networks to label sentiment word lexicality, and fi-
nally SO-SD was applied to calculate sentiment intensity.
+e specific calculation formula is shown as follows:

SO − SD(word) � 􏽘
poword∈Pwords

SD(word, pword)

− 􏽘
noword∈Nwords

SD(word, nword), (20)

where poword denotes a positive dominant sentiment word
that is highly correlated with word; Powords denotes a
positive dominant sentiment word that is most correlated
with word; nword denotes a negative dominant sentiment
word that is highly correlated with word; and Nwords de-
notes a negative dominant sentiment word that is most
correlated with word.+e specific formula is shown as
follows:

SD(word1,word2) �
􏽐

n
k�1 x1kx2k������

􏽐
n
k x

2
1k

􏽱 ������

􏽐
n
k x

2
1k

􏽱 , (21)

where n is the word vector dimension, x1k is the k-di-
mension value of the first word vector, and x2k is the k-
dimension value in the second word vector.

Once the SO-SD values are obtained, p and q are used as
thresholds to make judgments as follows:

SO − SD(word)

>pThe Word is a positive implicit emotionword,

∈ [p, q]Theword is neutral,

< qTheword is a negative implicit emotionword.

⎧⎪⎪⎨

⎪⎪⎩
(22)
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Figure 4: Deep learning sentiment analysis methods incorporating self-attentive mechanisms.
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All positive and negative sentiment words are represented
as +1 and −1, respectively. Finally, according to the emotional
words and their corresponding emotional intensity, the eval-
uation is carried out in the campus comment text.

3.3.2. Building Predictive Models. Existing prediction
models are mainly based on graph neural networks, using
them as feature extractors, embedding nodes in vectors,
and implementing sequence learning with recurrent
neural networks. +ese methods require information
about the nodes over the entire time span and have limited
applicability to scenarios where the nodes change fre-
quently. +erefore, recurrent neural networks are usually
used for dynamic injection into graph convolutional
network parameters to form evolving sequences to solve
this problem.

+is paper introduces an attention mechanism into
graph neural networks on this basis, enabling adaptation to
different neighbor weights shared across all edges in the
graph, without relying on pre-access to the global graph
structure and node features. +e prediction model is based
on a graph attention network and gated recurrent units,
where the graph attention network is the basis and the gated
recurrent network implements network parameter updates.
+e node features are convolved with the graph attention
network to obtain a temporal node embedding matrix, and
the weight matrix evolves over time through the gated cyclic
unit, with the dynamic evolution of the l-th level of the
weight parameter matrix being shown as follows:

W
(l)
t � GRU H

(l)
t , W

(l)
t−1􏼐 􏼑, (23)

where W
(l)
t and W

(l)
t−1 are the weight parameter matrices for

time period t and time period t− 1, respectively; H
(l)
t is the

time period t, l-layer node embedding matrix, updated in the
manner shown in the following equation:

H
(l+1)
t � GAT At, H

(l)
t , W

(l)
t􏼐 􏼑, (24)

where At is the corresponding adjacency matrix for time
period t, which is used to store the inter-vertex relationship,
and the node embedding matrix for time period t and layer
l+ 1 is obtained by calculation. +e model can predict the
possible sentiment words and the corresponding scores in
the next time period by the graph structure in the time
period, through the multilayer perceptron MLP, with x
graph structure information, and finally all scores are
summed up as the sentiment words derived from the time
period prediction.

4. Experiments and Analysis

4.1. Experimental Setup

4.1.1. Experimental Environment. +e model was trained
using Ubuntu 18.04 operating system, Python 3.8 Tensor-
Flow 1.14 deep learning framework was used for stability
considerations, and the hardware configuration is shown in
Table 1.

4.1.2. Experimental Dataset. To test the ability of this model
to classify sentiment polarity in the Chinese corpus, two
datasets, the online_shopping_10_cats provided by Chinese
NLP corpus and the collected campus review dataset, were
used for this experiment.

+e dataset contains 2 sentiment tendency labels, 0 for
negative tendency sentiment and 1 for positive tendency
sentiment. +e experiments used 52,783 training data items
and 10,000 test data items, which were balanced so that each
has 5,000 positive and 5,000 negative data items. Specific
examples are shown in Table 2.

+e campus review dataset contains 7,000 and 3,000
positive and negative disposition sentiment data items, re-
spectively, with 9,000 training data items and 1,000 test data
items being set in this experiment; the specific parameters
are shown in Table 3.

4.1.3. Parameter Settings. +e use of moderate dimensional
word embeddings preserves the deeper meaning of words
and reduces the training overhead and computation. In this
paper, a trained high-dimensional word vector model,
Chinese Word Vectors, modified by word2vec, is used.

In order to fully extract the text features, four different
convolutional kernels are used for contextual information
extraction, and a dropout mechanism is added to avoid the
phenomenon of fitting; the specific parameter configuration
is shown in Table 4.

Table 1: Experimental environment configuration.

Hardware Configuration
CPU Intel Core i7-10700K; main frequency: 3.8 GHz
Memory (GB) 16
GPU NVIDIA RTX 2080 Ti; video memory: 11GB

Table 2: Statistics for the online_shopping_10_cats dataset.

Emotional tendency Amount Average length Mark
Positive 31,727 68.78 1
Negative 21,056 54.97 0

Table 3: Statistics on the campus review dataset.

Emotional tendency Amount Average length Mark
Positive 7,000 112.11 1
Negative 3,000 169.06 0

Table 4: Model parameter configuration.

Hyperparameter Configuration
Word vector dimension 300
Size of convolution kernel (2, 3, 4, 5)
Layer of BGRU 128
Batch size 50
Learning rate 0.0012
Dropout rate 0.5
Optimizer Adam
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4.2. Assessment Criteria and Comparison Experiments

4.2.1. Assessment Methods. In this paper, accuracy (ACC)
and cross-entropy loss (CEL) functions are used to evaluate
the parameters.

+e formula for calculating ACC is as follows:

ACC(i) �
Ti

N
, (25)

where Ti is the number of correctly classified data entries
and N is the total number of data entries.

+e GEL is calculated as follows:

GEL � −
1
N

􏽘[y ln a +(1 − y)ln(1 − a)], (26)

where a is the true output, y is the desired output, and N is
the total number of texts.

4.2.2. Comparative Experiments. To demonstrate the val-
idity of the model, this paper also compares it with other
better-performing sentiment analysis models.

(1) Text sequences were extracted using LSTM, and the
comparison experiments were based on the results of
the network proposed by Zaremba et al. with partial
adaptations.

(2) Bi-LSTM [25] combines contextual information to
improve feature extraction of text sequences.

(3) GRU improves model training speed by simpler
structure.

(4) Bidirectional GRU (BGRU) enhances the combi-
nation of contextual information.

(5) ATT-BiLSTM uses an attention mechanism to dif-
ferentiate the importance of the output of the
BILSTM network.

(6) TextCNN uses CNN networks to extract local fea-
tures from text.

4.3. Results and Analysis

4.3.1. Test Results. +e accuracy of each model is shown in
Table 5.

Because the same dataset was used, some of the algo-
rithms used results from the existing literature.

4.3.2. Accuracy Analysis. As shown in Table 5, the model in
this paper achieves 92.75% accuracy on the hotel review
dataset, which is the best result for the reformulation group.
+e experimental results prove that the model in this paper
has better performance in the Chinese corpus. At the same
time, considering the reasonableness test of the model re-
sults, this paper also conducts ablation experiments, and the
experimental results prove that the multi-granularity con-
volutional neural network has certain advantages in im-
proving the model classification, especially with long text
data. +is paper concludes that convolutional neural

networks can effectively reduce the dimensionality of data
and improve the local feature extraction ability of the model.

+e review of the experimental data revealed that the
LSTM network structure with complex results and multiple
parameters is prone to overfitting in training, reducing
accuracy. For recurrent neural networks, the multi-granu-
larity approach improved the accuracy by 0.76% and 1.2%
over the single convolutional kernel approach for both
datasets. +e results demonstrate the effectiveness of multi-
scale convolutional kernel feature extraction in sentiment
classification tasks, and the self-attentive mechanism further
improves the model feature extraction capability and clas-
sification accuracy compared to the traditional approach.

4.3.3. Analysis of Callback Parameters. +e analysis of each
parameter of the training process of the model in this paper,
as shown in Figure 5, shows that the loss function decreases
rapidly with increasing number of training rounds and tends
to converge.

On the online_shopping_10_cats dataset, after 6 rounds
of training, the loss of the training model will decrease. After
13 rounds, the loss function decreased more slowly, and
finally after 18 rounds, the loss function stabilized at 0.009.
In the campus comments dataset, the loss function of the
model decreased faster and converged after the 8th round.
After the 15th round, the loss function dropped to below
0.0001, and the best fit of the model to the dataset was
achieved.

From Figure 6, it can be seen that on the online_-
shopping_10_cats dataset, the test accuracy of the model is

Table 5: Summary of model accuracy.

Model Online_shopping_10_cats Campus
comments

LSTM 91.58 84.09
GRU 91.79 84.76
Bi-LSTM 91.86 85.76
BGRU 92.29 86.43
ATT-BiLSTM 92.38 88.22
TextCNN 91.11 87.92
Models in this paper 92.94 92.75
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Figure 5: Training loss function of the model in this paper.
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relatively short and the model fits the training data better as
the number of experimental rounds increases, but the test
accuracy does not change significantly. +e test accuracy did
not change significantly.

As shown in Figure 7, for the campus review data, the
model’s test accuracy gradually improved from the first five
rounds, and in the 11th round the model performance
stabilized.

As shown in Figure 8, the model uses the graph neural
network and the adaptive weighting method to effectively
improve the performance of evolutionary prediction and
achieves good results in the evolution of emotional trends of
campus comments. Leveraging the campus review text’s
semantic relations, structural properties, transforming the
text into a graph structure, and then extracting features for
predictive modeling through a graph convolutional network.
+e final result comparison graph proves that the improved
scheme is effective.

+e above experimental results show that the model can
be stabilized with fewer training rounds, with fast conver-
gence, high accuracy of sentiment prediction, and better
performance.

To further validate the effectiveness and superiority of the
model, this paper randomly divides the dataset into a training
set and a test set in a ratio of 8 : 2. For each dataset, the ex-
periment is repeated three times, and the average of accuracy,
precision, recall, and AUC is taken as the final result.+emain
configuration parameters of the LSTM model contain the
maximum number of training rounds (epoch� 10) and word
embedding size (embeddingSize� 100).

Comparing thismethodwith SVMand textCNN, as shown
in Table 6, we find that textCNN is outstanding in shallow text
feature extraction but is not effective in long text areas due to
modeling limitations and discourse order insensitivity. LSTM,
on the other hand, can capture sequence information and is
more effective in sentiment analysis. In this dataset, LSTM
achieves accuracy, precision, recall, and AUC of 96.1%, 84.2%,
88.9%, and 0.904 (threshold� 0.7), which are 3.2%, 0.9%, 3.3%,
and 0.053 higher than textCNN and 7.2%, 4.8%, 7.7%, and
0.0821 higher than SVM, respectively. +e above data dem-
onstrate the superiority of using LSTM models for solving text
sentiment analysis problems.

In this paper, we analyze the influence of different word
vector dimensions on the performance of the model. As
shown in Figure 9, word vector data with dimensions of 50,
100, 150, and 200 are processed, and the accuracy rate can
reach 89.3%, 89.9%, 88.9%, and 88.6%, respectively, by
comparing the LSTMmodel with the annotated text, and the
results show that the accuracy is higher when the word
vector dimension is 100.+erefore, the model is trained with
a word vector dimension of 100.

In this paper, we also consider the influence of the
maximum number of training rounds of the LSTMmodel on
the results, as shown in Figure 10, the maximum number of
training rounds epoch is a key parameter affecting the
performance. Too many times will cause the predicted value
of the fitted loss rate available estimation model to be in-
consistent with the true value. +e experiments were carried
out with 5, 10, 15, 20, and 25 dimensions.+e results showed
that with the increase of dimensions, the loss rate decreased
first and then increased. When the dimension was 10, the
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online_shopping_10_cats dataset.

Table 6: Comparison of LSTM with other methods.

Methods Accuracy (%) Precision (%) Recall (%) AUC
SVM 88.9 79.4 81.2 0.8219
TextCNN 92.9 83.3 85.6 0.8510
LSTM 96.1 84.2 88.9 0.9040
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loss rate reached the best value of 16.8%. +erefore, the
maximum number of training rounds in this paper was set to
10.

Overall, it can be found that the sentiment intensity
analysis method based on probabilistic topic model and deep
learning model proposed in this paper can obtain different
views and student evaluation in public opinion based on
campus comments more accurately and can reasonably and
effectively analyze the change of sentiment intensity of each
opinion and event over time. +is method not only effec-
tively makes up for the shortcomings of traditional opinion
analysis methods in terms of not being able to obtain trends
of changes in sentiment and make effective predictions for
managing public opinion, but also allows for targeted
sentiment analysis based on students’ different views and
opinions and can calculate and analyze students’ public
opinion and their sentiment more accurately, which is of
great significance and value for monitoring and managing
public opinion. +e method also has a certain degree of
significance in guiding students and university opinion
management workers in public opinion, helping them to
handle and respond to public opinion in a reasonable
manner and carry out more scientific and effective opinion
management.

5. Conclusion

For campus opinion analysis and management, which is
essentially a text sentiment analysis task based on Chinese

corpus, this paper proposes a deep learning sentiment
analysis method incorporating a self-attention mechanism.
+e model uses a recurrent neural network structure to
extract the sequence features of the text; then uses the self-
attentive mechanism to highlight the sentiment classification
features, which are fed into a multi-granularity convolu-
tional neural network for higher-level feature extraction;
uses the self-attentive mechanism to implement the pooling
function; and finally achieves the sentiment polarity de-
termination of the text. Experiments on two typical datasets
demonstrate that the model has improved the accuracy of
sentiment polarity prediction compared with the current
mainstream methods. In addition, this paper demonstrates
the soundness of the model structure through ablation
experiments. By using a combination of convolutional
neural networks and recurrent neural networks, the model
achieves good results on both datasets. However, in reality,
there is often a lack of high-quality training data in the target
domain, and how to improve the ability of deep learning
models to solve cross-domain problems from existing
training datasets is worthy of further research.
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+e experimental data used to support the findings of this
study are available from the author upon request.
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With the continuous development of science and technology, network technology has become more and more advanced and
network applications are widely used in all walks of life, and vocal music teaching is no exception. �e Intelligent Agent plays a
unique role in networked teaching by making up for the lack of intelligence, adaptiveness, autonomy, and interoperability and
interactivity in all aspects of traditional teaching. �is paper introduces the knowledge of Intelligent Agent and then discusses its
application in the networked teaching environment. Compared with the traditional teaching environment, the intelligent network
teaching environment is more conducive to the initiative and innovation of students, re�ecting the characteristics of student-
centred learning and achieving a variety of functions such as teaching resource sharing, information interaction, online
communication, and distance learning with the support of computer network technology. It is a new �eld to be explored,
especially opening up a new chapter of online vocal music teaching.

1. Introduction

In recent years, the online delivery method has been growing
rapidly, with more and more students and parents recog-
nising that online education is “time-saving and geo-
graphically unrestricted” [1]. Online web-based education
can balance the educational resources of di�erent regions,
allowing children in relatively disadvantaged areas to enjoy
high-quality education. In order to adapt to online educa-
tion, the author has also tried to teach online vocal music
courses for a long period of time, and this article brie�y
discusses the teaching of online vocal music courses based
on his teaching experience [2].

Online courses have become amajor form of learning for
students at all levels, and this fast and convenient way of
learning has become very common, been gradually accepted,
and brought convenience to the promotion of vocal music
teaching courses [3]. Cloud vocal courses and cloud concerts
are already being widely disseminated in 2020. �e role of
digital technology in vocal music teaching is becoming
increasingly important [4].

Internet technology, especially the 5G media that have
been developed in recent years, is a new and modern media

based on the original digital technology, which is improved
and enhanced by modern technology [5]. With the devel-
opment of science, the transmission speed of 5G is more
than ten times faster than 4G, greatly reducing the time to
download high-de�nition course videos, and the course
itself can carry a larger capacity of lesson transmission, thus
bringing great convenience to the demonstration of vocal
singing teaching and the improvement of classroom e�-
ciency [6]. �rough online teaching, students can save and
play back what they have learned, digest and absorb it re-
peatedly, and delve into the organic integration of digital
technology and vocal teaching, bringing convenience to the
promotion of vocal teaching courses. �e digital technology
means to bring together the best talents and works from all
over the country to form a collaborative singing and per-
formance across the air [7]. How to combine digital tech-
nology with vocal teaching organically to achieve the
innovative point of unifying online and o�ine teaching and
to form a new model of vocal teaching activities is the key
topic of vocal teaching research at present.

Vocal music lessons in higher education are a com-
pulsory part of the curriculum for music majors and are
traditionally taught in a “hands-on, master-apprentice”
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mode [8].(is is usually a class where a vocal teacher teaches
one or more students about vocal music, analyses the
structure of the music, and teaches singing techniques, so it
is also known as a “vocal technique class” [9]. Vocal lessons
are very specialised and require the teacher to identify and
solve problems in a timely manner, including musical,
technical, and emotional issues. Vocal online lessons have
changed the traditional mode of vocal teaching, but since it is
a new thing, the cognitive study of it needs to go through a
process of exploration, and in the face of many difficulties, it
is a great test for vocal teachers to overcome the difficulties
and make a good vocal online lesson [10].

At present, the construction of a networked teaching
environment is gradually popularized, especially the con-
struction of a networked teaching environment in higher
education institutions, but the construction of an intelligent
networked teaching environment is relatively lagging behind
[11]. (erefore, the construction of an intelligent network
teaching environment and its application to teaching have
become a hot topic of discussion at present.

2. The Integration of Digital Technology and
Vocal Skills Techniques

(e 5G full media are a product of the current social de-
velopment and an important part of innovative technology
[12]. Vocal music teaching in the era of full media needs to
create new teaching methods to test and improve the
technicality and singing ability of vocal music works through
digital technology. In this way, we can disseminate online
courses related to vocal music teaching, follow the perfor-
mances and lectures of influential figures in the vocal music
industry through online platforms such as Shake, WeChat
Friend Circle, andWeibo, and exchange and learn from each
other, drawing on the experience and methods of the master
performers and applying them to our own vocal music
teaching [13]. (e famous singers Dai Yuqiang’s “Dai You
Sing,” Mr. Yan Weiwen’s “Master Yan Makes High Stu-
dents,” Mr. Shi Yijie, Mr. Liu He Gang, Mr. Zhang Ye, etc.,
all conveyed their vocal learning experience to vocal learners
through the Internet technology, so that the majority of
vocal singers can directly gain experience and methods and
quickly improve their singing ability [14].

In today’s society, vocal music teaching can only be
diversified to meet the current needs of talent training and to
provide more opportunities and directions for students’
future employment and further education [15], under the
premise of expanding vocal teaching methods, achieving all-
round and multiperspective teaching, solidly promoting
students’ technical skills training in stage performance and
singing, using digital technology as a carrier to achieve the
integration and development of digital technology and vocal
teaching, and making more people aware of the forward-
looking impact of using digital 5G all-media in vocal
teaching to realise the systematisation of vocal teaching.
More aspirants are encouraged and supported to be placed
in the development of online courses that integrate digital
technology and vocal teaching, so that students can better

develop the integration of their studies and related
knowledge [16].

Not only internal quality system construction is reflected in
the policy and curriculum system of arts vocational education
but also teachers for leading education and students as the
subject of education also play an important role in education,
strengthening the teacher talent training model and thus
promoting the development of arts vocational schools. Voice
teaching exploration and growth become an important
guarantee of internal system construction in the new era of arts
vocational institutions [17]. To this end, we need to use digital
technology to identify, access, and respond to common and
unexpected problems in the internal quality management of
teaching in a timely and accurate manner; to react, reflect, and
continue in-depth research in the first instance; and to promote
the establishment of a highly qualified, innovative, and pro-
fessional teaching staff. In the process of teaching vocal music,
it is important to keep pace with the times, sing the voice of
China in the new era, and use advanced technological means
such as big data to establish a new model of sound internal
quality system in art vocational schools [18].

3. Intelligent Agent Technology

3.1. IntelligentAgentDefinition. IntelligentAgent technology
is a distributed computing environment software intelligence
technology and is a product of artificial intelligence and
network technology, and it provides a distributed heteroge-
neous environment with intelligent applications to achieve
intelligent coordination of a new computing model. An In-
telligent Agent is a software package that has intelligent
reasoning and decision-making capabilities and can take
certain countermeasures in the face of changing environ-
ments. An Intelligent Agent is an intelligent computer pro-
gram that can be subdivided into many small functional
modules, making the program modular and flexible.

3.2. Smart Agent Features

(1) Autonomy: the ability to adapt to changes in the
environment according to the needs of the user, to
take the initiative to provide services for the user, and
to make appropriate responses to the impact and
information from the environment

(2) Intelligence: the ability to perceive the surrounding
environment, reason and calculate intelligently,
analyse the needs of the user, and accumulate ex-
perience to improve its ability to deal with problems

(3) Agent (agent): can represent the user to complete
some work or agent user software and other software
to communicate and contact

(4) Mobility (mobility): as a living body, able to roam
across platforms on the internet to help users
gather information, their state, and behavior with
continuity

(5) Security: to avoid damage to the computer envi-
ronment caused by malicious agents
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Because the Intelligent Agent has the characteristics of
professionalism, the Intelligent Agent in the network
teaching system must also be MAS (multiagent system). At
the same time, in order to complete a complex task, it is also
possible to create multiple collaborative and cooperative
agent groups to improve the system’s ability to solve
problems.

4. Intelligent Agent-Based Networked
Teaching Environment

4.1. )e Concept of Intelligent Agent Networked Teaching.
Networked teaching and learning includes the teaching of
teachers and the learning of students in a networked en-
vironment [19]. (e agent used in the networked teaching
environment is called the network teaching agent, and the
network teaching agent is an agent that assists students in
their learning and can interact with them; in the networked
teaching environment, it must be able to coordinate with
other agent systems and make judgments and decisions on
the methods and steps used by the system in different en-
vironments. (e environment in which the network
teaching agent system is located is the student’s learning
environment, and the teaching agent system can give the
necessary tutorials and tips to students at all stages of
learning, which make them interact with the network
teaching agent system, so that students feel that they are
communicating with a living individual, thus improving the
efficiency of learning and the quality of network teaching. At
the same time, intelligent agents must provide teachers with
an intelligent teaching environment [20].

4.2. Intelligent Agent Networked Teaching Environment Sys-
tem Model. (e system adopts the B/A/S model, i.e.,
Browser/Agent/Central Server, which helps to speed up
access, and the client uses the Internet/Intranet network
which can provide a unified environment for complex
distributed applications. (e model consists of four parts:
client, browser system, Intelligent Agent system, and server
resource system (see Figure 1).

4.2.1. Smart Agent Web-Based Teaching Solutions. Based on
the networked teaching environment of Intelligent Agent,
the networked teaching solution was proposed and applied
to the teaching of some courses in Shandong Trade Union
Management Cadre College. (e structure of the Intelligent
Agent network teaching solution is shown in Figure 2.

A flowchart of the Intelligent Agent’s web-based
teaching process has been designed based on the structure
diagram in Figure 3.

4.2.2. Intelligent Agent Web-Based Teaching Solution Module
Features. (e Intelligent Agent-based web-based teaching
and learning solution includes three types of users: students,
teachers, and administrators. (ere are 8 agents involved:

(1) Student agent: It is an agent automatically generated
by the system after students enter the online teaching

environment; it provides an interface for students to
interact with the system, selects the teaching content
dynamically according to the actual situation of
students, and guides students to learn independently.
(ey can apply for tutorials from the teacher, submit
assignments or request tests, interact and discuss
with other student agents, and prepare for the next
step of learning based on the user’s learning record.

(2) Teacher agent: it is an agent automatically generated
by the system after the teacher has logged into the
online teaching environment, which can simulate the
teacher’s behaviour, select the appropriate knowl-
edge to be taught to the students according to their
actual situation, monitor and evaluate the students’
behaviour, and provide help and select correction
methods at the request of the students, whose ter-
minal is located in each department office [21].

(3) Administrator agent: it is an agent automatically
created by the administrator after logging into the
network teaching environment; the administrator
agent is the organiser of the whole system, and its
terminal is in each teaching management depart-
ment such as the Academic Affairs Office. (e ad-
ministrator agent can coordinate a series of
management procedures in the teaching process,
such as course management, student registration
management, and grade management.

(4) Management agent: the management agent is re-
sponsible for the interaction between students,
teachers, administrators, and the teaching and man-
agementsubsystemandrecordstheinteractionprocess.
(emanagementagentisresponsibleforregisteringthe
current learning status of individual students and
triggering the teaching agent to provide personalised
teaching. It also monitors and evaluates students’
learning through interactive information, giving tips,
conclusions, and reference information [22].

(5) Review training agent: teaching activity itself is an
interactive process, and teachers need to understand
the students’ knowledge mastery and adjust their
teaching methods and contents in time; students
need to cooperate with teachers to master various
types of knowledge and basic skills. (erefore, the
review training agent provides the auxiliary learning
functions of review training and automatic question
and answer.

(6) Evaluation agent: teaching evaluation is a very im-
portant part of the teaching process, and the in-
troduction of an evaluation agent in the network
teaching environment can provide dynamic teaching
evaluation of the whole teaching process.

(7) Exam and test agent: the exam and test agent is an
agent responsible for testing students’ questions and
is used to support students’ self-assessment of their
current learning situation, mainly through interac-
tion with the test bank to determine students’
knowledge level and errors. (e test agent gives
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correct answers and scores after the test is completed
and completes the evaluation of the test results.

(8) Extension agent: the extension agent combines the
openness of the system and provides ports for the
whole system to match with other systems at any
time.

4.2.3. Implementation of the System. (e development of
Intelligent Agent applications can use a variety of distributed
object building block technologies such as CORBA, DCOM,
and Java RMI. (e interface definition language IDL in
CORBA also provides mapping to Java, C++, Smalltalk, and
other languages, allowing easy interaction between objects
from different platforms on the web. (erefore, the best
solution for implementing an agent-based web-based
teaching system is to use a combination of CORBA and Java
technology. (e B/A/S model is used, i.e., Browser/Agent/
Central Server. Windows XP is used, and NT is used for the
server [23, 24].

5. Intelligent Agent Technology in a Networked
Teaching Environment

In 2020, we used traditional computer-based teaching
methods, and in 2021, we piloted the implementation of
networked teaching for vocal courses using Intelligent Agent
technology and are now conducting a comparison experi-
ment between the two years of the vocal course (see Table 1).

(e results of the comparison and interviews with some
students show that students’ motivation to learn is signifi-
cantly improved, their hands-on skills are significantly en-
hanced, and the difficulty of the course is intelligently
adjusted according to the level of the students, so that the
potential of each individual can be maximised and students
can be effectively guided to learn better. It provides an ef-
fective platform for teachers to innovate in the curriculum,
reduces duplication of effort, accurately grasps students’
mastery of knowledge, provides targeted instruction, im-
proves teaching efficiency, and is welcomed by teachers
[25, 26].
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Figure 2: Structure of the Intelligent Agent web-based teaching solution.
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As shown in Figure 4, digital full media technology
brings certain facilities for vocal teaching and provides
modern resources for the improvement of vocal teaching
techniques. (ere are two sides to everything, and the same
is true of modernmedia technology. If used accurately, it can
quickly improve singing skills and enhance the knowledge
and techniques we learn. (e Gaussian distribution of vocal
learning results across students shows that the use of full
media technology in vocal performance teaching methods,
which includes the promotion and dissemination of vocal
performance teaching methods through digital technology,

makes it easier to improve teaching efficiency and enable
students to acquire the latest knowledge [27].

As shown in Figure 5 for the vocal effect assessment, our
students are recorded by video and audio at the beginning of
their enrolment to create a record of their initial learning
status.(rough the intervention of digital teaching methods,
students are able to realise their shortcomings and identify
ways and means to solve their problems. At special instances
when parents cannot be present to watch their students’
examinations, the digital network technology allows parents
to see their students’ learning status at school without having

Table 1: Comparison of 2007 computer class results.

Fundamentals
of computer
(average)

Software engineering
(average)

Assembly language
(average)

Java
language
(average)

Visual
basic language

(average)

Network technology
(average)

Network
technique 82.3 71.2 77.4 77.5 75.2 78.2

Software
technology 79.1 73.9 79.4 78.1 76.2 79.4

Computer
application 79.2 72.4 79.9 78.4 75.2 78.4

Animation
technology 79.572.8 77.4 77.5 74.3 75.2 77.1
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to leave home, greatly facilitating communication between
the school and parents.

In the process of learning vocal lessons in colleges and
universities, vocal practice and singing songs remain an
unavoidable process in vocal lessons and vocal skills are
basically addressed in vocal practice pieces and songs. Due
to the instability of the signal transmission or the sensi-
tivity of receiving equipment, the transmission of

information in online courses is more or less delayed. As
shown in Figure 6 for the correlation of vocal charac-
teristics in this paper, the network reception delay can be
as much as five or six seconds in some cases if the student
is in a different area. Vocal lessons require student singing
and teacher accompaniment at the same time, in order to
reduce the delay caused by teacher accompaniment of
student singing.
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Figure 4: Distribution of online learning outcomes of vocal students by year.
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6. Conclusions

(e application of Intelligent Agents in the online teaching
environment of vocal music makes the teaching effect,
teaching mode, and system performance much better than
the traditional teaching mode, promotes the intelligence of
the networked teaching environment, improves teaching
efficiency, saves teaching costs, and plays a positive role in
promoting the overall teaching reform and the imple-
mentation of quality education. As an auxiliary means of
network teaching, the Intelligent Agent teaching system
cannot completely replace the role of the teacher and the two
must be combined in practical applications.
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Rolling bearings play a very important role. If the state of the rolling bearing is wrong, the whole equipment will fail, so we need to
check the state of the running bearing. Fault Feature Extraction of Rolling Bearings. CEEMDAN (Complete Ensemble Empirical
Mode Decomposition with Adaptive Noise) analyzes the collected oscillation signals to obtain various natural state functions.
Kurtosis and Correlation Factor Evaluation Index are used to screen IMF components with a large number of error data, and
independent component analysis is carried out on the selected components.�e corresponding processing and reconstruction are
carried out to extract the feature frequency.�e built-in signal processing method can deal with the problem of bearing fault signal
and identify the speci�c fault frequency. Fault Pattern Recognition of Rolling Bearings. �e decomposition acceleration sensor is
used to analyze the data of bearing in di�erent states, and then, several components are obtained. �e components related to the
error signal are found, and the corresponding feature vectors are calculated. �en, the dimension vector is reduced, and a particle
�ow optimization algorithm is used to identify speci�c error conditions after dimension reduction. Experiments show that this
method has higher detection rate in identifying speci�c fault states.

1. Introduction

�e SVD (Singular Value Decomposition) method proposed
in this paper can e�ciently extract the fault features of
bearings [1]. �e cyclic spectral density method cannot
identify the speci�c faults of bearings. �erefore, CSDK (Chi-
square distribution-kernel method) is proposed in this paper,
and experimental research shows that CSDK is a more ef-
fective method to solve the problem of fault feature extraction
[2]. Compared with other methods, the distributed parameter
extraction method is more sensitive and accurate in solving
the fault problem of rolling bearings [3]. Aiming at the
problem of fault feature extraction in bearings, it is concluded
that the capacity distribution of the bearing frequency band
can judge the state of the bearing [4]. Aiming at the problem
of compound faults, this paper proposes a wavelet analysis
method. �e research shows that this method has great ad-
vantages in solving the problem of compound fault analysis
[5]. Vibration analysis is very e�ective for fault feature ex-
traction of rolling bearings. In this paper, the cyclic Wiener
�lter is used to further diagnose the extracted faults, and the

experiment shows that this method is very e�ective [6].
Rolling bearing failure will produce some major disasters; if
the fault features can be e�ectively extracted, it will reduce the
possibility of disasters. �is paper veri�es the e�ectiveness of
the minimum entropy deconvolution method in solving the
rolling bearing problem [7]. �e fault characteristic param-
eters are normalized, and the neural network is used to di-
agnose the fault so that the ability of troubleshooting is
e�ectively improved [8]. For fault diagnosis, the singular value
decomposition method is proposed in this paper. It is con-
cluded that the singular value decomposition method is
higher in e�ciency and accuracy [9]. It is very important for
bearing fault identi�cation to extract useful problem features
frommany problems.WPT has great advantages in extracting
discriminant features [10]. Intelligent fault diagnosis is an
important way to reduce maintenance costs. In this paper, a
manifold learning algorithm is proposed for the intelligent
diagnosis of rolling bearings, which can e�ectively and ac-
curately identify di�erent states of bearings [11]. Traditional
analysis methods are not suitable for unstable bearing faults.
In this paper, a neural network is proposed to identify fault
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modes, and the research shows that this method has higher
accuracy [12]. Feature extraction and feature classification are
the core of bearing diagnosis. In this paper, a support vector
machine is proposed to identify the fault of rolling bearings,
and the research shows that this method ismore accurate [13].
A vibration signal is developed by the pattern recognition
method. (e vibration signal can effectively diagnose the
bearing state in the rolling bearing problem [14]. Recognition
and pattern classification are the core of fault diagnosis. In this
paper, a statistical pattern recognition method is proposed to
solve the problem of fault classification [15]. Literature [16]
uses PSO and SVM to identify rolling bearing faults, which
has an obvious recognition effect in related feature extraction,
kernel function, and parameter optimization. In [17], a fault
diagnosis model based on the combination of CEEMD, PNN,
and PSO is proposed, aiming at the high existence of non-
stationarity and nonlinearity in bearing vibration signals. (e
feature extraction efficiency of the vibration signal is high,
thus improving the recognition rate.

2. Bearing Fault Diagnosis Method

2.1. Temperature Monitoring Method. Under different
working conditions, the internal temperature of rolling
bearings will show different distribution characteristics due
to different heating mechanisms. Holkup et al. obtained the
thermal characteristics of bearings under different working
conditions through experiments, so the health monitoring of
bearings can be realized through the change of internal
temperature of bearings.(rough practice tests, temperature
monitoring is really sensitive to the lubrication effect, load
degree, and internal impact of bearings. However, when the
bearing has early faults such as normal wear, pitting cor-
rosion, and skin peeling, its internal temperature will hardly
change, and it is impossible to accurately detect the early
faults of bearings. Moreover, the temperature is easily af-
fected by the weather and has great limitations.

2.2. Oil Sample Collection and Analysis Method. (e oil
sample collection and analysis method is mainly used to
diagnose the faults by analyzing the components contained
in the lubricating oil when rolling bearings are running.
During the running process of the bearing, all parts contact
each other and produce friction, so that the lubricating oil of
the bearing will contain tiny particles produced by friction.
When the wear position is different or the wear degree is
different, the size, shape, and number of wear particles in
lubricating oil are different. By analyzing the size, shape, and
number and chemical composition of wear particles in lu-
bricating oil, the fault severity and fault type of bearings can
be monitored. However, the oil sample analysis method is
not widely used because of its high cost, poor timeliness, and
ease to be affected by the particles that fall off from other
parts, and it can not accurately locate the fault location.

2.3. Acoustic Emission Monitoring Method. (e acoustic
emission monitoring method is also called the stress wave
emission monitoring method. However, the signal-to-noise

ratio of the acoustic emission monitoring method is not
high, and its wide spectrum range makes the workload of
measurement and analysis heavy, the equipment is ex-
pensive, and it is easily interfered with by external noise,
which requires a high test environment and noise pro-
cessing, so its application and popularization in production
are limited.

2.4. Vibration Analysis Method. When the bearing fails, the
vibration signal will be abnormal. (e advantage of this
method is that it is suitable for diagnosing bearing faults
under various types and working conditions, the vibration
sensor is cheap, simple, and convenient to operate, and the
diagnosis results are reliable, so it is widely used in practical
engineering.

3. FaultPatternRecognitionofRollingBearings

3.1. Basic *eory

3.1.1. Sample Entropy. (e sample entropy calculation
method is as follows:

(1) A vector of dimension m, Xm(1), . . . ,

Xm(N − m + 1), numbered, as shown in the formula

Xm(i) � x(i), x(i + 1), . . . , x(i + m − 1){ },1≤ i≤N − m + 1.

(1)

(2) Define the distance d[Xm(i), Xm(j)] between Xm(i)

and Xm(j) as the absolute value when the difference
between them is the largest, as shown in the formula

d Xm(i), Xm(j)􏼂 􏼃 � max(|x(i + k) − x(j + k)|). (2)

For a given vector Xm(i), count the distance between
Xm(i) andXm(j); if it is less than and equal to J number of R,
where 1≤ j≤N − m, j≠ i, is denoted as Bi, then it is shown
in the formula

B
m
i (r) �

1
N − m − 1

Bi. (3)

Define B(m)(r) as shown in the formula

B
(m)

(r) �
1

N − m
􏽘

N−m

i�1
B

m
i (r). (4)

Increase its dimension untilm+ 1, and then calculate the
number of distances between Xm+1(i) and Xm+1(j) that are
less than or equal to R, and write it as Ai; then, Am

i (r) is
shown in the formula

A
m
i (r) �

1
N − m − 1

Ai. (5)

Define Am(r) as shown in the formula

A
m

(r) �
1

N − m
􏽘

N−m

i�1
A

m
i (r). (6)

(e sample entropy is defined as shown in the formula
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sampEn(m.r) � lim
N⟶∞

−ln
A

m
(r)

B
m

(r)
􏼢 􏼣􏼨 􏼩. (7)

If N is a finite value, it can be estimated by the formula

sampEn(m.r, N) � −ln
A

m
(r)

B
m

(r)
􏼢 􏼣. (8)

3.1.2. Pattern Recognition Classification Method

(1) Support Vector Machine. (e SVM method is usually
used for data classification. When classifying data, different
classification situations will have different effects, but there
will be an SVM best result.

Assuming that the training sample set is (x, y)|i �􏼈

1, 2, . . . , k}, the optimization problem is constructed as
shown in formula (10):

min
w,b

‖w‖
2

2
+ C 􏽘

k

i�1
ξi, (9)

s.t.yi wxi( 􏼁 + b􏼂 􏼃≥ 1 − ξi, i � 1, 2, . . . , k, (10)

where W is the weight; C is the penalty parameter of error
term ξi, C> 0; ξi: 0; b is the intercept.

Solve the corresponding value and get the formula

f(x) � sgn 􏽘
k

i�1
aiyiK xi, x( 􏼁 + b

∗⎛⎝ ⎞⎠, (11)

where ai is the Lagrange multiplier; K(xi, x) is the kernel
function of Mercer condition; b∗ is the intercept.

In this paper, the RBF kernel function is used to analyze
the results of SVM classification. As shown in the formula,

K(x, y) � exp −
‖x − y‖

2

2g
2􏼠 􏼡, (12)

where g represents the regularity of vibration signals.

(2) PNN Neural Network. Classification according to
probability density is the essence of a probabilistic neural
network. It can output probability in a short time and
maximize the probability. As shown in the formula,

f X,ωi( 􏼁 � exp − X − ωi( 􏼁
T X − Wi( 􏼁

2δ
􏼢 􏼣, (13)

where ωi is the weight; δ is the smoothing factor.

3.1.3. Support Vector Machine Optimized by Particle Swarm
Optimization. A particle swarm optimization algorithm is
the most suitable method to find the solution. (e SVM
parameter C and G selection problem is actually an opti-
mization problem that satisfies certain criteria or objectives.
(e classification recognition rate is directly used as the
fitness to evaluate the advantages and disadvantages of the
solution.

Assume that the individual extreme value is Pbest. (e
global optimal solution is Gbest. (e search space contains m
different particles.(e position xi and velocity vi are brought
into the functional equation for calculation. As shown in
formulas (14) and (15),

vi(t + 1) � α􏼂ωvi(t) + c1r1 Pbest(t) − xi(t)( 􏼁

+ c2r2 Gbest(t) − xi(t)( 􏼁􏼃,
(14)

xi(t + 1) � xi(t) + vi(t + 1), (15)

where c1 and c2 are acceleration factors; r1 and r2 obey [0, 1]

distribution; vi ∈ [−vmin, vmax] and vmax are nonnegative;
α is the compressibility factor, α � 2/|2 − C −

�������
C2 − 4C

√
|;

C � c1 + c2; ω is the weight. Search performance is improved
through it. Use linear decreasing weights, as shown in the
formula

ω � ωmax −
ωmax − ωmin( 􏼁∗ (t − 1)

M − 1
, (16)

where t represents the current number of iterations andM is
the maximum number of iterations.

In order to find the most suitable target value, the
particle swarm optimization (PSO) algorithm is usually used
to build a support vector machine (SVM) for parameter
optimization of SVM. Update the speed and position of each
particle. If the conditions for the completion of verification
are not met, the calculation can be carried out according to
equation (12), and the results can be output after ensuring
that this condition is met.

3.1.4. Comparison of Classification Effects of Different Feature
Vectors. (e length of data plays a decisive role in the
calculation of approximate entropy. Sample entropy does
not depend on the length of data, and the calculation time is
short. (erefore, this paper chooses sample entropy as a
feature vector for bearing pattern recognition.

(e approximate entropy of sample points
x(i)i � 1, 2, . . . , N{ } of bearing fault signal is as shown in the
formula

X(i) � (x(i), x(i + 1), . . . , x(i + m − 1)),

i � 1, 2, . . . , N − m + 1.
(17)

If the threshold value ε of similarity tolerance is set, the
distance d(X(i), X(j)) between X(i) and X(j) is less than
the number B d(X(i), X(j))< ε􏼈 􏼉 of ε; then, Dmi(ε) is de-
fined as shown in the formula

Dmi(ε) �
B d(X(i), X(j))< ε􏼈 􏼉

N − m + 1
. (18)

(e autocorrelation degree of vector X(i) is shown in the
formula

φm(ε) �
1

N − m + 1
􏽘

N−m+1

i�1
ln Dmi(ε). (19)

Its approximate entropy is shown in the formula
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ApEn(m, ε, N) � φm(ε) − φm+1(ε). (20)

(e approximate entropy of bearings in different states is
shown in Table 1.

It can be seen from Table 1 that the results of approx-
imate entropy of IMF component of vibration signal in
different states of bearings are different, and it can be seen
that the information contained in the signal is different.

Using the PSO-SVM classification model, the feature
vectors extracted from IMF components after CEEMDAN
decomposition are used for pattern recognition, and the
program is run five times. (e results are shown in Tables 2
and 3.

Observing Tables 2 and 3, we can get that the average
classification recognition rate is 95% when approximate
entropy is feature information, and the classification rec-
ognition rate is 95.5% when sample entropy is feature
information.

4. Application of Fault Feature Extraction
Method for Rolling Bearing

4.1. Fault Feature ExtractionMethodBased onDesign. In this
section, the advantages of the LMD method, permutation
entropy theory, multivariate feature fusion method, and LLE
dimensionality reduction clustering theory are compre-
hensively used to propose a new method for fault feature
extraction of rolling bearings. (is method has the following
advantages for fault feature extraction in different states.

First, aiming at the nonstationary problem of the initially
collected test time series in a single scale, the initial signal is
decomposed to different scales for analysis by using the
adaptive decomposition ability of LMD, and the stationary
component form of the signal can be obtained. (e im-
proved LMD method also preliminarily eliminates the in-
terference information. Second, aiming at the influence of
equipment structure and function coupling and uncertain
signal path route, because of the complex components of
vibration signals and weak fault changes, permutation en-
tropy can better describe the complexity of signals and good
sensitivity to abrupt signals and quantitatively express the
fault information contained in different component signals,
thus completing the initial extraction of fault features.
(irdly, in view of the “dimension disaster” and information
redundancy in the process of initial signal acquisition of
rotating machinery vibration signals, because of the low
efficiency of fault feature recognition, the redundant in-
formation in feature vectors is removed by using the better
dimension reduction ability of LLE and the clustering results
are visualized, thus completing the secondary extraction of
fault features and improving the accuracy of fault
recognition.

(ere are five steps in the implementation of the fault
feature extraction method, which are collecting signals,
carrying out multiscale analysis on initial signals, and
summarizing and sorting out all the obtained single com-
ponents. (e improved LMD algorithm is used to screen the
PF components obtained in step 1 to obtain all effective PF

Table 1: Approximate entropy of different IMF components.

Component IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8
Normal 1.0631 1.121 0.7146 0.6315 0.6292 0.4228 0.2721 0.1157
Status 0.9941 0.7881 0.6981 0.6674 0.6144 0.3856 0.2342 0.0977
Inner ring 1.1442 0.6092 0.8782 0.6386 0.6261 0.4947 0.312 0.1189
Malfunction 1.12 0.5867 0.8381 0.64 0.6148 0.4704 0.2916 0.1383
Rolling body 0.9928 1.1418 0.9041 0.6335 0.6211 0.4272 0.2966 0.1171
Malfunction 0.9904 1.1466 0.9121 0.6265 0.6175 0.4078 0.2933 0.1026
Outer ring 0.5872 0.6566 1.002 0.6412 0.6194 0.4629 0.2544 0.1227
Malfunction 0.6068 0.6827 0.942 0.6483 0.5979 0.4711 0.3291 0.1195

Table 2: Classification effect of approximate entropy as a feature vector.

Number of runs Running time (s) C g Fitness value Recognition rate (%)
1 112.59 97.7 0.01 97.67 95
2 117.86 4.634 3.656 97.67 95
3 109.93 100 0.01 97.67 95
4 109.15 96.324 0.01 97.67 95
5 109.01 98.384 0.01 97.67 95

Table 3: Sample entropy is the classification effect of the feature vector.

Number of runs Running time (s) C g Fitness value Recognition rate (%)
1 115.661 15.7986 2.2624 97.33 95
2 110.928 100 1.0574 97.67 95.5
3 109.904 91.9482 1.0315 97.67 95.5
4 115.351 90.1702 1.176 97.67 95.5
5 100.922 51.5063 0.8525 97.33 95.5
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component sets, and the arrangement entropy of all effective
PF components is calculated to complete the initial
extraction of fault features. According to the selection
criteria of error characteristic sensitive parameters, shielding
can effectively restore the time domain and frequency
domain characteristic parameters of the essential
characteristics of the output signal and shield the time-
frequency domain characteristics of the start-up signal.
Combining the time domain characteristic index of the
initial signal with the PF-PE characteristic vector obtained in
step 2, a high-dimensional characteristic data set is
constructed, and the high-dimensional characteristic data is
reduced by LLE to obtain the low-dimensional characteristic
data with good clustering, thus. completing the secondary
extraction of rotating machinery fault characteristics.

4.2. Data Enhancement Technology. Data enhancement
technology can provide a spatial solution for limited
problems. On the basis of the original, it can improve the size
and quality of data by performing necessary transforma-
tions, such as performing various operations on the original
picture in the field of computer vision. For example, when
the offset is set to 100 and the sample length is 2400, the first

signal sample is intercepted from the 1st to 2400th data
points of the initial signal, the second signal sample is
intercepted from the 101st to 2500 data points, and so on,
and an enhanced data set is obtained.

4.3. Application of LMD and LLE

4.3.1. CWRU Rolling Bearing Data Description. (e struc-
ture of the rolling bearing vibration signal testing device
includes a motor, power meter, sensor, decoder, and other
components.

Two types of test bearings were selected for the test, and
the structural description is shown in Table 4.

In Table 4, SKF and NTN represent bearing sources. (e
two test bearing specifications are shown in Table 5.

(e default failure modes of the test are shown in Table 6.
Four working conditions were designed in the test, as

shown in Table 7, and faults and no faults were set in dif-
ferent degrees and positions under each working condition.

4.3.2. Experimental Analysis of Feature Extraction.
According to the data enhancement algorithm, the offset is
100, and the vibration signals of 36 different fault types

Table 4: Relevant specifications and parameters of test equipment.

Category Model Number of rolling elements Position Action

Deep groove spherical bearing 6203-2RS JEM SKF/NTN 8 Fan end Support motor shaft6205-2RS JEM SKF/NTN 9 Driving end

Table 5: Relevant specifications and parameters of rolling bearings.

Bearing type Inner ring (mm) Diameter size outer ring (mm) Rolling body (mm) Nodal ring (mm) (ickness (mm)
6203-2RS 17 40 6.7462 28.4988 12
6205-2RS 25 52 7.94 39.04 15

Table 6: Rolling bearing failure mode settings.

Failure mode Loss dimension (diameter/mm) Position setting Source of bearing

Single point loss fault EDM

0.1778

Inner ring SKFCompanyRolling body

Outer ring
3 o’clock
6 o’clock
12 o’clock

0.3556

Inner ring
Rolling body

Outer ring
3 o’clock
6 o’clock
12 o’clock

0.5334

Inner ring NTNCompanyRolling body

Outer ring
3 o’clock
6 o’clock
12 o’clock

0.7112

Inner ring
Rolling body

Outer ring
3 o’clock
6 o’clock
12 o’clock
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under four working conditions and different fault positions
and diameters are selected from the CWRU data set to carry
out fault diagnosis tests.

(e rolling bearing failure test data set selected in this
paper is shown in Table 8. Each fault contains 250 sets of
data, and the sampling points of each group of samples are
set to 2400 points. 4/5 samples are randomly selected as the
training set of the model, and the remaining 1/5 samples are
used as the test set of the model.

In order to verify the effectiveness and superiority of the
proposed method, some test results of labels 11, 13, 16, and
19 are selected as examples to analyze and explain. (e
sample parameters of vibration signals in different states are
shown in Table 9.

(e main fault information calculated by the correlation
coefficient method is included in the first five components.

It can be seen in Table 10 that the solution values of faults
are very close, and it is difficult to distinguish them if
permutation entropy is directly used as the selected feature.

Figure 1 is the distribution diagram of the arrangement
entropy of different types of faults.

It can be seen that there are some differences between PE
values under various working conditions, and the PE values
in PF components of each level in the same signal corre-
spond to the confusion degree at its scale.

As shown in Figures 2 and 3, it can be seen that com-
pared with LMD permutation entropy, the features extracted
by the other two methods have a serious aliasing phe-
nomenon, which increases the difficulty of distinguishing
the fault state of rolling bearings. (is proves the advantage
of LMD permutation entropy in feature extraction.

Figure 4 shows the distribution of LMD permutation
entropy in different states.

We can also see the change law of arrangement en-
tropy of four states. (e permutation entropy is the
smallest in the normal state. (e permutation entropy of
different faults increases in different degrees, and the
permutation entropy becomes smaller and smaller with
the decomposition. (is is because the LMD decompo-
sition makes the vibration signal tend to be stable con-
tinuously, and the permutation entropy is different in
different states, while the entropy of different PF com-
ponents in the same signal reflects the uncertainty at this
scale.

In this paper, the permutation entropy and sample
entropy in four states are calculated at the same time, as
shown in Figures 5 and 6.

It can be seen from the figure that compared with EMD
permutation entropy and LMD sample entropy, LMD
permutation entropy has fewer cross-aliasing areas, and the
distinction between different states is more obvious. (e
advantages of LMD permutation entropy in feature

extraction are proved. Some high-dimensional eigenvector
values are shown in Table 11.

(e eigenvectors of four kinds of fault states, which are
labeled as 1U3, 16, and 19, respectively, are calculated, and
then the corresponding training set and test set are obtained.
Table 12 shows SVM recognition results under different
eigenvalues.

It can be seen from Table 12 that the recognition rate is
the lowest when only using the permutation entropy feature
of the original signal, while the classification accuracy is
obviously improved by using the PF-PE method, which
shows that it is necessary to carry out multiscale analysis on
the initial signal of rolling bearings. Compared with the PF-
PE method, the recognition result of the PF-PE time-fre-
quency domain method is improved to some extent, which
shows that the method of multifeature fusion retains the
essential characteristics of the initial signal well. (e results
of PF-PE-Time-Frequency Domain-LLE and PF-PE-Time-
Frequency Domain show that LLE can eliminate redundant
information and improve the clustering degree of low-di-
mensional features and further prove the suitability of the
LLE method combined with LMD permutation entropy and
multifeature fusion in feature extraction of rolling bearings.

To illustrate the universality of the extraction method
designed in this paper, an additional class of rolling bearing
data sets is introduced. (e XJTU-SY rolling bearing test
data set of Xi’an Jiaotong University is used to apply the
proposed algorithm. Because the bearing data belongs to the
whole cycle life test data, in order to be used in the verifi-
cation of this method, to ensure that the fault information
type represented by the obtained signals is clear, the samples
are taken at the beginning (normal position) and the last
failure position (clear fault position), and then, the test set is
expanded by data enhancement.

(e rolling bearing fault test data set is shown in
Table 13.

According to the data enhancement algorithm, the offset
is 1000, four position failure modes (early normal state, inner
ring, outer ring, and cage) are selected from XJTU-SY rolling
bearing accelerated life test data set, fault diagnosis test is
carried out for vibration signals with different rotational
speeds and single fault damage conditions, with a total of 10
different fault modes� each fault contains 250 groups of data,
and the sampling points of each group of data are set to 2400
points, of which 4/5 samples are arbitrarily extracted as the
training set of the model, and the remaining 1/5 samples are
used as the detection set of the model. Table 14 shows the
eigenvalue results of partial initial feature extraction.

Calculate the time domain and frequency domain fea-
tures of the corresponding initial signal and combine the
fault features extracted for the first time to obtain a high-
dimensional feature vector group, and use the improved LLE
algorithm to reduce its dimension. Table 15 is the eigenvalue
results of partial secondary feature extraction.

SVM is used to classify and identify different eigenvalues.
Table 16 shows the recognition results of SVM under dif-
ferent eigenvalues.

Fault feature extraction is an important part of fault
diagnosis technology, and it is the basis of ensuring the

Table 7: Working condition setting of rolling bearings.

Working condition number 1 2 3 4
Motor speed (r/min) 1797 1772 1750 1730
Motor load (horsepower) 0 1 2 3
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effectiveness, feasibility, and accuracy of mechanical
equipment fault monitoring and diagnosis. Aiming at the
difficulty of the current fault feature extraction method of

vibration test signal based on acquisition in processing and
aiming at the fault extraction of rolling bearings, this paper
concludes that the fault feature extraction method of rolling

Table 8: Fault test data set of rolling bearing.

Motor
speed
(r/min)

Fault
location

Fault
diameter
(mm)

Training
sample

Test
sample

Sample
label

1797

Failure-free 0 200 50 1
0.1778 200 50 2

Inner ring
0.3556 200 50 3
0.5334 200 50 4
0.1778 200 50 5

Outer ring
0.3556 200 50 6
0.5334 200 50 7
0.1778 200 50 8

Rolling
body

0.3556 200 50 9
0.5334 200 50 10

1772

Failure-free 0 200 50 11
0.1778 200 50 12

Inner ring
0.3556 200 50 13
0.5334 200 50 14
0.1778 200 50 15

Outer ring
0.3556 200 50 16
0.5334 200 50 17
0.1778 200 50 18

Rolling
body

0.3556 200 50 19
0.5334 200 50 20

1750

Failure-free 0 200 50 21
0.1778 200 50 22

Inner ring
0.3556 200 50 23
0.5334 200 50 24
0.1778 200 50 25

Outer ring
0.3556 200 50 26
0.5334 200 50 27
0.1778 200 50 28

Rolling
body

0.3556 200 50 29
0.5334 200 50 30

1730

Failure-free 0 200 50 31
0.1778 200 50 32

Inner ring
0.3556 200 50 33
0.5334 200 50 34
0.1778 200 50 35

Outer ring
0.3556 200 50 36
0.5334 200 50 37
0.1778 200 50 38

Rolling
body

0.3556 200 50 39
0.5334 200 50 40

Table 9: Sample parameters under normal and typical fault conditions.

Working condition setting Fault setting Mapping label

Model selection 6205-2RS JEM SKF Failure-free 11
Inner ring fault (diameter� 0.3556mm) 13

Sampling frequency 12999Hz Outer ring fault (diameter� 0.3556mm) 16
Rotational speed 1772 r/min Roller failure (diameter� 0.3556mm) 19
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Table 10: Average value of permutation entropy of PF1.

Malfunction Normal state Inner ring position Outer ring position Roller position
Average 4.4516 5.4286 5.5251 5.0207

0

1

2

3

4

5

6

7

2 3 41

Inner ring fault
Outer ring fault

Roller failure
Normal

Figure 2: EMD permutation entropy.

Inner ring fault
Outer ring fault

Roller failure
Normal

0

1

2

3

4

5

6

7

2 3 41

Figure 1: LMD permutation entropy.
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Outer ring fault

Roller failure
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Figure 3: LMD sample entropy.
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Figure 4: LMD permutation entropy of vibration signals in four states.
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Figure 5: EMD permutation entropy of vibration signals in four states.
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Figure 6: LMD sample entropy of vibration signals in four states.
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Table 11: Partially constructed high-dimensional feature vectors.

Eigenvector 11 11 13 13 16 16 19 19 . . .

1 0.4032 0.4022 2.8331 4.0316 0.6487 0.5962 1.6842 2.2994 . . .

2 0.0655 0.0648 0.1679 0.1675 0.0929 0.0921 0.1649 0.1632 . . .

3 2.7783 2.769 19.5567 34.5963 2.9704 2.8728 5.7624 8.6372 . . .

4 4.5781 4.6118 19.6046 27.5137 5.2636 4.6146 9.8718 12.8731 . . .

5 4.4687 4.5155 5.4531 5.4495 5.5489 5.5489 4.9651 4.9272 . . .

6 2.6808 2.7751 3.3737 3.448 3.5529 3.5217 3.118 3.1707 . . .

7 1.5133 1.5506 1.9819 1.9906 2.0186 2.0745 1.7637 1.7449 . . .

8 1.0364 1.026 1.3565 1.2851 1.3067 1.301 1.2552 1.237 . . .

9 0.8674 0.8294 0.9622 0.9521 0.9682 0.9386 0.914 0.9263 . . .

Table 12: Recognition results of different features.

Feature classification Normal (%) Inner ring position (%) Outer ring position (%) Roller position (%) Average (%)
Initial signal 84.17 77.83 75 78.08 78.69
PF-PE 99.83 84.35 88 85 92.25
PF-PE-time-frequency domain 100 90.91 90.09 91.82 93.04
PF-PE-time-frequency domain-LLE 100 100 100 100 100

Table 13: Fault test data set.

Fault type Motor speed (r/min) Training sample Test sample Label
Normal 2100 200 50 1
Normal 2250 200 50 2
Normal 2400 200 50 3
Inner ring fault 2250 200 50 4
Inner ring fault 2400 200 50 5
Outer ring fault 2100 200 50 6
Outer ring fault 2250 200 50 7
Outer ring fault 2400 200 50 8
Keep and reduce faults 2100 200 50 9
Keep and reduce faults 2250 200 50 10

Table 14: Characteristic parameters of arrangement entropy of effective components of LMD.

Serial number Normal Inner ring Outer ring Keep decreasing
Effective component1 6.1312 6.1132 5.9753 5.9603 6.3119 6.3034 6.1099 6.1042
Effective component2 3.1976 3.2602 3.3621 3.3854 3.0968 3.1051 3.1603 3.1652
Effective component3 1.8998 1.8929 1.9508 1.9794 1.7517 1.7457 1.8545 1.8506
Effective component4 1.2189 1.2184 1.2287 1.246 1.1929 1.1967 1.2056 1.1758

Table 15: Modified LLE dimension reduction characteristic parameters.

Coordinates Normal Inner ring Outer ring Keep decreasing
X 1.1681 1.1683 −0.9597 −0.9612 −0.3832 −0.4644 −1.1733 −1.173
Y −0.3477 −0.4483 −1.7338 −1.2773 1.9823 1.9901 0.11306 0.1004
Z 0.1585 0.3671 1.0638 0.9573 −0.4371 −0.6875 −0.4631 −0.3956

Table 16: Recognition results of different features.

Feature classification Normal (%) Inner ring (%) Outer ring (%) Rolling body (%) Average (%)
Initial signal 86.00 75.00 73.53 49.01 70.79
PF-PE 91.00 86.00 89.00 83.50 86.60
PF-PE-time-frequency domain 100.00 93.46 94.29 98.95 97.01
PF-PE-time-frequency domain-LLE 100.00 95.00 100.00 100.00 99.38
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bearings based on LMD replacement entropy and LLE is
very effective. Simulation data and experimental data of two
types of rolling bearings show that the proposed method is
suitable for fault feature extraction of rolling bearings.

5. Conclusion

(e state of the bearing will affect the overall operation.
(erefore, the research on the state of bearings is a very im-
portant issue. Bearing is also one of the most important me-
chanical fault sources. In fault diagnosis, vibration signals are
usually taken as themain research object in this field, and signals
containing a large amount of fault information are extracted.
EMD is often used in nonstationary signal processing. It can
distinguish the error characteristics of signals and compensate
for the mode aliasing effect. Identification of Rolling Bearings.
CEEMDAN can extract the features of fault signals. Two in-
dexes are added to reconstruct the screened signals to solve the
problem of fault feature extraction. Finally, the signal processing
method based on CEEMDAN-ICA is verified by the measured
signal. (e results show that the method can separate the fault
characteristic frequency of the fault bearing and then realize the
fault diagnosis of the bearing. In this paper, CEEMDAN is
combinedwith the sample entropy, Fisher point, andPSO-SVM
to realize the pattern recognition of various failure states of
rolling bearings.
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With the rapid rise in the number of people buying houses, the demand for interior space design has also increased accordingly.
,e diversification of existing room types and the diversity of the public’s perception of fashion make interior designers in short
supply. ,e future of computer science and technology in the field of automatic design of indoor areas will be immeasurable. ,is
paper proposes an automatic layout method for spatial area design based on convolutional neural networks (CNN). CNNmethods
are a fast and efficient method. By mimicking the designer’s design process, it proposes a two-stage algorithm that defines the
room first and the wall later, and the algorithm also provides a large-scale dataset called RPLAN that contains more than 80,000
interior layout plans from real residential buildings. Starting from the prediction living room, the automatic layout of the indoor
areas is completed by iteration. A large number of empirical results show that the interior area design effect of this method is
comparable to the interior design floor plan of professional designers.

1. Introduction

In the long history of 5,000 years, China has formed a unique
set of architectural styles and concepts of its own, and
China’s architectural style and interior design have been
influencing neighboring countries since the feudal society.
Today’s Chinese society continues to grow and develop; with
the improvement of China’s international status, China’s
traditional architecture is more valued and imitated by fa-
mous designers across the country. Chinese interior design
style symbolizes traditional Chinese culture, and many
contemporary designs make it possible to integrate popular
elements into modern Chinese interior design while
inheriting traditional Chinese architectural Wenhua,
forming a new style, and promoting the development of
modern interior design [1]. ,e automatic layout of the
indoor automatic area design should consider the location of
the indoor area wall and, more importantly, consider the
needs of the occupants. For example, when designing a
psychiatric hospital, there is a positive impact on the health

of patients [2]. In the automatic layout of interior design, the
public’s emphasis on natural elements has become an in-
dispensable part of the interior landscape. To this end, the
automatic layout design should add the way natural ele-
ments are reflected in the indoor landscape and the principle
of using natural elements in the indoor landscape [3]. When
building children’s boarding schools in rural areas, it is
necessary to carry out scientific automatic layout of the
indoor space environment of teaching buildings, dormito-
ries, school canteens, toilets, and activity rooms of “residual
children’s homes” based on psychological and behavioral
psychology and architectural space theory [4] according to
the purpose of promoting children’s physical and mental
development. In this paper, in the case of the actual floor
area of the house, this paper expounds on the calculation
basis and system operation process of automatic generation
of interior design, puts forward the overall system design
and database structure design, and summarizes the char-
acteristics of the automatic generation system of interior
decoration area [5]. Although virtual reality technology is
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widely used in the automatic layout of interior design today,
interior design is still a difficult field to master, without a
strong, mature model to compete with the expertise of the
industry. Moving away from the virtual reality trend, this
paper proposes an end-to-end concept, based on a learning
scoring function, to implement applications and their
learning techniques to actually assess the quality of pro-
fessional and realistic room furniture layouts, including
different interior design guidelines, ergonomics, and com-
mon sense signs [6].We further presented a proof of concept
based on simulated annealing techniques for random op-
timization, aiming to generate new, reasonable, and pleasing
furniture layouts that meet the strict regulations of interior
design. ,is software tool will eventually prove that pro-
fessional-quality furniture layouts in the real world can be
obtained in a way that is at least semiautomatic. Using the
energy function, the interdependencies of various furniture
functions and styles, common practices of relative furniture
positioning in the room, and other ergonomic factors that
contribute to the acquisition of pleasant, livable rooms are
analytically represented as cost items. Using machine
learning, the ranking function parameters adapted to various
types of rooms and complex furniture objects allow the
method to be extended in complex interior design knowl-
edge modeling [7]. First of all, the feature-based graphic
recognition technology is modeled, the replanning of the
internal space is realized by adding an automatic layout
algorithm, and finally, the HTML5 Canvas 2D API is used
for online graphic drawing, which realizes the allocation and
management of indoor space and establishes the empty
order of the internal space in partition management and
timing [8]. In the era of the rise of computers, a new
technology—virtual reality—has become a common and
important application in people’s lives. ,e technology
mainly imitates a real scene, reflecting the changing form of
the entity so that people have a more intuitive feeling. ,e
complex and diversified characteristics of interior design are
to apply virtual reality technology as a major technology;
through this technology, the design enables them to show
the scene image of their own design, which makes the in-
terior design continue to develop and progress [9]. ,e
placement of parameter servers is an important part of
distributed deep learning global model training. For the
placement strategy of PSs, the training time of distributed
deep learning under the minimum conditions is proposed.
,e whole phase is divided into two parts, the first part uses
the approximation algorithm and the rounding algorithm to
solve the problem, and the second part proposes to adjust
algorithm 1, which reduces the amount of time spent
training the global model by continuously improving the
decision of the placement strategy of the PSs. Experiments
have shown that both the approximation algorithm and the
rounding algorithm are superior to existing algorithms [10]
in terms of training time for global models. When selecting
various application areas for information processing, general
deep learning methods mainly consider the following three
indicators: professional knowledge or knowledge of the
author; the application area has successfully used deep
learning techniques, such as speech recognition; and the

application area is likely to receive a significant impact on
progressive learning [11]. Deep learning requires first ex-
amining the encoder-decoder concept of conformity and
then classifying with spatially dominant information. Fi-
nally, the two features are merged using the new deep
learning framework. From this, we can see the highest
classification accuracy. ,e framework is a hybrid of prin-
cipal component analysis (PCA), deep learning architecture,
and logistic regression. Specifically, as a deep learning ar-
chitecture, stacked autoencoders are designed to gain useful
advanced features [12]. ,e latest deep learning frameworks
typically use deep convolutional neural networks (CNNs) to
extract image features, which are then converted into
hundreds of code markers through the recurrent neural
network- (RNN-) based code generators, making them
through encoders. ,e decoder framework makes it possible
to automatically convert the graphical user interface (GUI)
into code. But the implementation of the framework must
overcome two challenges: one is how to take full advantage
of the GUI and the information contained in the Domain
Specified Language (DSL) code, for which this paper ad-
dresses a model called HGui2Code, which integrates GUI
features that support visual attention (extracted by CNN). It
supports semantic features of DSL attention (LSTM ex-
traction); another is how to make the build DSL code
conform to syntax rules, and in response to this problem,
this paper proposes the SGui2Code model, which uses the
ON-LSTM network to generate syntactic correctness DSL
code. Although the model does not have a big improvement
on IOS and Android datasets, it is generated by the model.
,e DSL code is very close to the component layout [13] in
the corresponding GUI. ,is paper mainly discusses the
topology layout of wireless sensor networks and the visu-
alization of node data, and the overall complexity of the
visualization algorithm is 2O (n). ,e hardware design and
execution part of this paper are based on the algorithm to
automatically provide the main load optimization of the
visual automatic layout algorithm, network control and
design, module network-based research, and analysis of
module serial port UART and WSN network joint moni-
toring platform [14]. Data representation determines the
success of machine learning, and domain knowledge and
learning can be used to aid design, and more, the public’s
quest for artificial intelligence is inspiring the design of more
powerful representation learning algorithms. Recent work in
the field of unsupervised feature learning and deep learning
includes probabilistic models, manifold learning, and deep
learning. ,ese works raise long-unanswered questions
about the appropriate goal of learning good representations,
computational representations (i.e., reasoning), and repre-
senting the geometric connections between learning, density
estimation, and manifold learning [2].

2. Deep Learning Analysis

2.1. Convolutional Neural Networks (CNN). Convolutional
neural network is a representative neural network in the field
of deep learning technology. Compared with traditional
image processing algorithms, the advantage of convolutional
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neural network is that it avoids the complex image pre-
processing process, and convolutional neural network can
directly input the original image for work [1].

Convolutional neural networks contain convolutional
operations and depth structures.

2.1.1. Convolution Operations Are at the Heart of Con-
volutional Neural Networks.

W �

w11 w12 · · · w1n

w21 w22 · · · w2n

· · · · · ·

wm1 wm2 · · · wmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(m×n)

. (1)

,e process of convoluting image X is to multiply each w

in the convolutional kernel W with the corresponding pixel
x in the original image X to be covered and then summed.

z � w1x1 + w2x2 + · · · wmnxmn � 􏽘
mn

k�1
wkxk � W

T
X. (2)

In Figure 1, for example, a convolutional kernel overlays
9 pixels of the original image each time and slides four times,
resulting in 2× 2 two-dimensional data. Obviously, for a raw
image with a convolution kernel of n, after f-convolution
operations, the output image is sized n-f +1.

2.1.2. Step. ,e convolutional step size is the spacing of the
slide, and after combining the step size operation, the output
image size is

p � ⌊
n − f

s
⌋ + 1, s � step · length, (3)

where stride� 1 indicates that the convolutional kernel of the
standard convolutional mode slides over the distance of each
adjacent pixel is 1, stride� 2 indicates that the movement
step is 2, the adjacent pixels are skipped, and the output
image is the original 1/2. By analogy, when stride� 3, the
image is reduced to 1/3 of the original.

2.1.3. Padding. For the problem that the image loses a lot of
information at the edges each time it is zoomed out, the
edges of the image can be filled with “fake” pixels [15].
Assuming the fill pixel is p, n becomes n+2p, and the di-
mensions of its output image are

p �
n + 2p − f

s
􏼢 􏼣 + 1. (4)

Fill pixels generally have two options: valid convolution
and same convolution. ,e valid image will be reduced after
calculation, and the output size is

p �
n + 2p − f

s
􏼢 􏼣 + 1. (5)

,e same convolutional image output size remains the
same; according to the above formula, the same convolu-
tional image output size is

n + 2p − f

s
􏼢 􏼣 + 1 � n, (6)

where P can be described by the following formula:

p �
(n − 1)s − n + f

2
. (7)

When s� 1,

p �
f − 1
2

. (8)

2.2. Deep LearningModel Framework andDesign. ,is paper
uses graph neural networks (GNNs) to learn plan diagrams
and uses both supervised and unsupervised learning strat-
egies [16]. ,e system flow is shown in Figure 2.

(1) Sample floor plans are encoded into graphs, which
are data structures such as procedure 1. ,e nodes in
the diagram represent rooms, and the edges repre-
sent the types of adjacency between rooms.

(2) Supervised learning: use the graph neural network to
embed the nodes and subgraphs in the graph to
obtain the corresponding vector representation and
the overall vector representation of each graph. After
the training, you can extract subgraphs that have a
large impact on the score as a good design, such as
procedures 2 and 3.

(3) Unsupervised learning: use GNN to map all sample
plots to high-dimensional spaces and visualize them,
as in procedure 4.

(4) Structure combination: by adding new variables to
combine some nodes and further using additional
nodes to add new designs, manual judgment of the
effectiveness of the design is required.

(5) Generate the final conceptual design: a new drawing
(graph) that conforms to the design is obtained and
converted to a floor plan.

Figure 3 illustrates the graph neural network architecture
used to discover the build subgraph.

Figure 4 is end-to-end learning that does not require
input features and, more importantly, considers the rela-
tively large fragments in the graph, that is, extracting the r-
radius subgraph [14]. M in the graph is the number of
subgraphs of all r radii in a graph; of course, we need to
update the subgraph vectors

x
(t+1)
i � x

(t)
i + 􏽘

j∈N(i)

x
(t)
ij . (9)

2.3. Algorithm Optimization. ,is paper uses the Adam
algorithm to improve the algorithm model; as the name
suggests, Adam integrates the first-order momentum of
SGD and the second-order momentum of RMSProp.

m
t+1
w � β1m

t
w + 1 − β1( 􏼁∇Lt

, (10)

where m is a first-order moment estimate,
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v
t+1
w � β2m

t
w 1 − β2( 􏼁 ∇Lt

􏼐 􏼑
2
; (11)

where v is a second-order moment estimation,

􏽢mw �
m

t+1
w

1 − βt+1
1

. (12)

Estimation correction to achieve unbiased estimation is
as follows:

􏽢vw �
v

t+1
w

1 − βt+1
2

w
t+1← � w

t
− η

􏽢mw��
􏽢vw

􏽰
+ θ

.

(13)

,e gradient method is used to optimize the parameters
of the model, which can speed up the training.

,e conjugate gradient method optimizes the prediction
model to obtain the optimal parameter matrix of the net-
work model, the essence of which is that the mean square
error reaches the minimum value, and the definition of the
mean square error is as follows:

MSE � E e
T
e􏼐 􏼑 � E o d − o( 􏼁

T
o d − o( 􏼁􏼐 􏼑, (14)

where o d is the model predicts the output and o is the actual
output, which is the error o d − o between the model pre-
diction output and the actual output [17]. ,e weights of the
model are adjusted according to the following equation until
the parameters are optimal.

wk+1 � wk + akdk, (15)

where the search direction is k times dk during the training
of the model and the step ak size.

When optimizing the weight matrix and paranoidmatrix
of the model using the conjugate gradient method, the initial
value of the search direction is calculated

d0 � −∇MSE w0( 􏼁 � −g0. (16)
As the number of iterations increases, the search di-

rection for k+1 is as follows:

dk+1 � −gk + βkdk, (17)

where βk is the conjugate gradient algorithm that updates the
parameters when optimizing the model, and the calculation
formula is as follows:

βk

gk+1
����

����
2

gk

����
����
2 . (18)

3. Space Layout Design

We extract design constraints from real houses, generate
complex layout forms, and then use the hierarchical algo-
rithm of complex layout structures to complete the layout
design.

3.1. Constraint Modeling. Constraints are crucial to the
layout design of indoor spaces, and there are mainly the
following constraints.

3.1.1. Dimension Constraints. ,e size of the room has the
range of room sizes and the specific target size of the room.
Dimension range constraints Csize are defined as

wi ≤wi ≤wi, di ≤di ≤di,􏼚 (19)

where (wi , di ) and (wi) are the maximum and minimum
values of the di room size, respectively.

3.1.2. Scale Constraints. Use the scale constraint of the room
Coverlap to avoid generating a room length and width in-
congruity. We set a secondary binary variable for each room
to represent the orientation of the room rectangle, hori-
zontal wi (>) di, or vertical (<). widi scale constraints are
defined as
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r
i

· di ≤wi + M · σi, ri · di ≥wi − M · σi, r
i

· wi ≤di + M · 1 − σi( 􏼁, ri · wi ≥di − M · 1 − σi( 􏼁,􏼚 (20)

where (ri) is ri the maximum and minimum ratio between
room wi i di and ri ≥ 1. σi � 0 indicates that room i is
horizontal, the range of scales is [ri, ri], and σi � 1 indicates
that the room is vertical.

3.1.3. Position Constraints. Interior space design usually
requires specifying the approximate location of the room,
and we represent the guided location of the room as some
points (x∗, y∗) (one or more). ,e position constraint of
each point requires that the Cpos room area covers the point.

xi ≤x
∗ ≤ xi + wi,

yi ≤y
∗ ≤yi + di·,

􏼨 (21)

3.1.4. Boundary Constraints. Lighting conditions are im-
portant to boundary constraints, and to achieve this con-
straint, we added boundary Cboundary constraints.

yi ≤y + M · 1 − ρk( 􏼁,

xi ≤ x2 − wi + M · 1 − ρk( 􏼁,

xi ≥ x1 − M · 1 − ρk( 􏼁,

􏽘
k�1

ρk ≥ 1,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(22)

where ρk is the auxiliary binary variable, n is the number of
edges of the specified boundary, and ρk � 1 indicates that the
constrained room is adjacent to the edge k.

3.1.5. Adjacency Constraints. Suppose that xi rooms i yi (wi,
di) and room xj j yi (wi) di are adjacent, the overlap of the
two rooms is implemented first, and then the nonoverlap-
ping constraint is combined. Coverlap is also necessary to
constrain the minimum overlapping length c of the common
edge between two adjacent rooms, called the contact length.
Adjacency constraints Cadj can be written as

xi ≤ xj + wj − c · θi·j,

xi + wj ≥ xj + c · θi·j,

yi ≤yj + dj − c · 1 − θi·j􏼐 􏼑,

yi + dj ≥yj + c · 1 − θi·j􏼐 􏼑,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(23)

where θi·j is an auxiliary binary variable that determines the
adjacent direction. θi·j �1 indicates vertical neighbor;
otherwise, it indicates horizontal neighbor.

3.1.6. Extend the Target Function. ,e final optimization
problem is defined as

min
L,σ,θ,ρ

λcoverEcover(L) + λsizeEsize(L). (24)

L� {(xi, yiwi, di)} is a rectangular tuple of rooms. σ, θ,
and ρ are binary variables. λcover is the weight that λsize
balances between the area Ecover term and the size error term.
In this document, Esize is set λcover � � 1.

3.2. Multilevel Algorithms. Our multilevel algorithm is
equivalent to further improving the details of the resulting
interior space layout by extending the basic algorithm, with
the advantage of being fast and efficient [18].

3.2.1. Polygon Layout Area Representation. A set of rect-
angles is used to describe the layout area of a polygon, the
rectangular area marked as an obstacle cannot overlap any
room, and the rectangular area marked as an obstacle re-
mains unchanged.

3.2.2. Subregion Selection. If there is an indoor area that is
not filled, then we will select this subarea to continue
optimization.

3.2.3. Initialize. For a rectangular room of subarea, we
randomly divide it into two subelements of the same size as
shown in Figure 5, and the subelement inherits the parent
rectangle label.

3.2.4. Constraint Updates. For the newly given layout area,
we make the following constraint update. Start by updating
the internal constraints and nonoverlapping constraints
with the new layout area and the initial CinsideCoverlap layout.
Second, for a room with a location constraint Cpos, you need
to set a new location constraint for its subfolders and update
the boundary constraint in the same way. ,en, we add an
adjacency constraint Cboundary to each sublevel, making sure
that there are no neighbors to the sublevel. Finally, add a
subdivision constraint for each pair of child rectangles Crefine
to replace the dimension constraints of the parent rectangle.
,emain goal Csize is to avoid major changes in the layout of
the interior space that is eventually generated. Assuming a
vertically oriented decomposition, as shown in the image
above, the segmentation constraint is Crefine defined as
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xi1 ≥xi − δ

xi1 ≤xi

yi1 ≥yi − δ

yi1 ≤yi

yi1 + di1 ≥yi + di

yi1 + di1 ≤yi + di + δ

xi2 + wi2 ≥ xi + wi

xi2 + wi2 ≤ xi + wi + δ,

yi2 ≥yi − δ

yi2 ≤yi

yi2 + di2 ≥yi + di

yi2 + di2 ≤yi + di + δ

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(25)

For horizontal decomposition, the subdivision con-
straint for dimensions is defined

xi1 ≥xi − δ

xi1 ≤xi

xi1 + wi1 ≥ xi + wi

xi1 + wi1 ≤ xi + wi + δ

yi1 + di1 ≥yi + di

yi1 + di1 ≤yi + di + δ

xi2 ≥xi − δ

xi2 ≤xi

yi2 ≥yi − δ

yi2 ≤yi

xi2 + wi2 ≥ xi + wi

xi2 + wi2 ≤ xi + wi + δ

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (26)

where (xi1, yi1, wi1) is the shape parameter of di1 the subfold
i1 ( xi2 yi2) is the shape parameter of the wi2 subpolar di2 i2,
and δ is the range of variation of the size breakdown.

3.2.5. Optimize. We represent the objective function as
equation (24), which also requires that the update constraint
on the subarea be satisfied [19]. Once all subregions have
been subdivided and optimized, proceed to the next iteration
process. ,e rational hierarchy algorithm framework per-
forms indoor space layout generation. When each room size
is less than the threshold, stop iteration. Merge rectangular
rooms with the same labels to get the final layout result.

4. Algorithm Examples and Result Analysis

4.1. Experimental Procedure. ,e 12 types of room types that
appear in a typical indoor space are summarized in Table 1.

Room positioning: the living room is an essential part,
often as a core area, connected to other rooms. So first
predict the living room location, as shown in Figure 6. ,e
room connectivity of the indoor space is obtained by

detecting the adjacent relationship between the living room
and other rooms. ,rough comparison, it is found that the
living room prediction model alone helps to improve the
prediction accuracy and the overall rationality of the indoor
space layout.

Wall positioning: the next step is to use the method of
constraint satisfaction to locate the wall, using the position
of the room as a design constraint to allocate a reasonable
space for each room. Since too many design constraints
can lead to unworkable optimization problems, we need to
use a prediction-based positioning strategy at a time, as
shown in Figure 7 [20]. Specifically, the encoder-decoder
network is used to predict the pixel-level wall based on the
input ring and room position, and then the predicted wall
is converted into a vector representation through some
postprocessing.

User research: for floor plans with the same screenplay as
a group, we mandate users to compare and choose a better
floor plan. ,e actual number of participants was 100, and
people of different ages and different jobs voted for the
designer works and the deep learning network automatic
layout works, recording the votes of the two teams. It is
shown in Table 2.

4.2. Evaluation Indicators. In this paper, two evaluation
indicators are introduced, mean squared error (MSE) and
mean relative error (MAE), to measure the performance of
the deep confidence network model in spatial design layout
prediction so as to illustrate the prediction ability of the
model [21].

MSE(y, 􏽢y) �
􏽐

n
i�1 yi − 􏽢yi( 􏼁

2

n

MAE(y, 􏽢y) � 􏽘
n

i�1
yi − 􏽢yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
.

(27)

4.3.Analysis of ExperimentalResults. According to the above
experimental and evaluation indicators, we can know the
difference between the overall effect before and after opti-
mization. It shown in Figures 8–18.

It can be seen that, after using the conjugate gradient
method, the correct rate of the model converges quickly
during training, and the accuracy rate is the best.

,e complexity of traditional machine algorithms is high
compared with traditional machine learning methods; the
popularity of deep learning image processing is much higher
than that of traditional algorithms because the current
operation speed of traditional machine algorithms is much
lower than the speed of deep learning, which makes deep
learning have better development prospects, and the fol-
lowing figure shows why deep learning gradually replaces
traditional machine learning.

,rough the survey, we can get the results as shown in
the figure. Ordinary users of the design of the space area
prefer the deep learning network design of the interior space,
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mainly because the design professionals will spend more
cost, slower time, and less space utilization.

,e layout models of different types of bedrooms are
evaluated experimentally according to MSE and MAE.

(1) Mouth-shaped bedroom.

(2) L-type bedroom.

(3) Vertical hall-type living room.

i i1 i2
i1

i2

Figure 5: Room decomposition in a multilevel algorithm.

Table 1: Room types.

Serial
number Room name Remark

0 Living room Living room

1 Master
bedroom

One of the bedrooms of each type of apartment must be the size of a master bedroom, generally with a
separate bathroom, which is the largest bedroom

2 Second
bedroom Bedrooms other than the master bedroom generally do not have a bathroom

3 Restaurant Generally connected to the kitchen
4 Toilet When there is only one bathroom in the home, you must choose a larger bathroom
5 Laundry room
6 Storage room
7 Wardrobe Generally designed in the master bedroom
8 Studio Den
9 Corridor Extra rectangular space connecting the room
10 Terrace A platform that extends out of the outdoors
11 Maid’s room
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CNN CNN Study
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Living
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Living roomKitchen
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Figure 6: An iterative model of room types and locations.
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Figure 7: Convert a prediction wall to a vector.
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Table 2: User votes.

Designer votes Deep learning votes Cumulative votes
Voting users 42 58 100
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Figure 8: ,e correct rate of the strategy model before and after optimization.
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Figure 9: Algorithm advantages and disadvantages.
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Figure 10: Comparison of user satisfaction.
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Figure 12: Type bedroom MSE indicator.
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Figure 13: MAE index of type L bedroom.
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Figure 14: MSE indicator of type L bedroom.
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Figure 15: MAE index of vertical hall-type living room.
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Figure 16: MSE index of vertical hall-type living room.
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0

1000

2000

3000

4000

5000

6000

1 2 3 4 5 6 7

va
lu

e

epoch

bed_point
bed_vec

wardrobe_point
wardrobe_vec

Figure 18: MSE index of the horizontal hall-type living room.

Table 3: Oral-type bedroom evaluation index table.

Parameter MAE MSE
Bed_point 7.1 68.7
Bed_vec 0.6 0.04
Wardrobe_point 1.8 0.5
Wardrobe_vec 0.5 0.03

Table 4: L-type bedroom evaluation indicators table.

Parameter MAE MSE
Bed_point 7.5 77.9
Bed_vec 0.9 0.09
Wardrobe_point 1.1 1.8
Wardrobe_vec 0.4 0.01

12 Mathematical Problems in Engineering



(4) Cross-hall-type living room.

From the experimental comparison, Tables 3–6, it can be
seen that the number of network iterations converges sig-
nificantly after 5 to 10 times, the MAE and MSE evaluation
indicators gradually decrease, and the error of the model is
very small and tends to be stable [22].

5. Conclusion

Under the current wave of rapid development of computer
networks, the industrial structure of home improvement
design will also usher in an upgrade point. Based on today’s
scientific and technological trends and the needs of people’s
home decoration design, this paper has studied the auto-
matic layout of indoor space design, Li Yong machine deep
learning, imitating designers to create and carry out more
scientific typography design, so that the public can get the
best creative combination of interior design. First of all, this
paper introduces the basic theory of deep learning, then
establishes an interior design model based on deep confi-
dence network, conducts research experiments on the
model, analyzes the results, and explores the application of
deep learning in interior design.

Although the deep learning in this paper has achieved
some results in the field of interior area design, there are still
some shortcomings in this research:

(1) Further optimization of the deep confidence network
structure is needed.

(2) Data characteristics and processing need to be
improved.

(3) Although the deep confidence network in this paper
has achieved good theoretical results, there are still
many mainstream methods to be tried.
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'e detection and tracking of athletes in sports videos is of great importance, as it helps to automate the analysis of sports videos,
thus providing advanced tools and instruments for sports training.'e Cam Shift algorithm uses the colour information of objects
to achieve tracking of moving targets, so it is very important to choose a suitable colour space when obtaining the colour
information of objects. To this end, this paper improves the Cam Shift algorithm by converting the visual system mechanism to
perceive the colour characteristics of the image processing, i.e., converting the video image from the RGB colour space to the HSV
colour space, using the H (hue) component to model the target object. Experiments show that the improved athlete detection and
tracking algorithm is more robust in practical applications. 'e improved tracking algorithm also has better real-time per-
formance, with a processing speed of 20 fps during the experiments.

1. Introduction

In sports videos, the movement of athletes is irregular and their
posture changes in variousways as theymove [1].'e colours of
the athletes and the scenes may be similar, and there is often
mutual occlusion between the athletes. 'e unique nature of
sports videos poses many challenges to the process of athlete
detection and tracking. 'erefore, the main objective of this
paper is to analyse and investigate themain currentmethods for
motion target detection and tracking, to propose an effective
algorithm for athlete detection and tracking in sports videos,
and to develop a prototype system to verify the correctness of
the algorithm [2].

'e detection and tracking of motion targets involves
many disciplines such as image processing, computer vision,
signal processing, and pattern recognition. In these fields,
much of the processing of images and videos relies on target
detection and tracking techniques, so research into motion
target detection and tracking methods, and the improve-
ment and refinement of related algorithms, is important for
the advancement of these fields [3].

Motion target detection and tracking can be applied to
many fields such as human-computer interaction, video

surveillance, video analysis, and sports training. In the field
of human-computer interaction, the combination of human
detection and tracking technology with other technologies
such as audio can be used to develop multichannel user
interfaces, which can both broaden the bandwidth of hu-
man-computer interaction and make the human-computer
interaction more efficient and natural [4]. In the field of
video analysis, motion target detection and tracking can be
used to extract meaningful video objects from the video and
analyse their behaviour, thus helping to implement content-
based video retrieval techniques. Motion target detection
and tracking technology can also be applied to sports video
analysis; through the detection and tracking of athletes, you
can obtain a variety of athletes’ motion parameters and
human posture parameters, which is conducive to the
analysis of athletes’ motion trajectory, and determine the
normality of their movements, but also conducive to the
application of these parameters for three-dimensional re-
construction, in a three-dimensional way to realistic sim-
ulation, design, and analysis of technical movements. It is
important to improve the training effect of athletes [5].

In addition, traditional machine learning algorithms are
limited in their ability to process raw kinematic data, cannot
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effectively train on discontinuous, noisy, and high-dimen-
sional data with missing values [6], and always require
preprocessing of the raw data, including Kalman filter, fast
Fourier transform (FFT), and vector coding techniques [7].

It is worth noting that the balance between robustness,
accuracy, and effectiveness of a competition-based computer
vision motion analysis system relies on improved algorithms
and hardware optimisation compared to 3D motion capture
analysis in a laboratory environment [8, 9].

2. Related Work

In markerless action recognition based on generative al-
gorithms, the pose shape of the human body is determined
by matching the human model with information extracted
from the image. For example, for a given set of model
parameters (body shape, bone length, joint angles, etc.), the
corresponding model prediction parameters can first be
generated and subsequently compared with the image-
extracted features to calculate a single “error value” which
can represent the degree of difference between the hy-
pothesis and the observed values [10]. One study [11]
projected the predicted 3D mesh onto a 2D image, adjusted
to maximise the degree of overlap between the mesh and the
capture target contours, and the iterative closest point (ICP)
algorithm allowed for a comparison of the match between
the visual shell of the image and each vertex of the capture
target. 'e key to generative algorithms is the accurate
definition of the algorithm function so that specific as-
sumptions can be compared to image information; if the
algorithm function is out of calibration, matching of optimal
model parameters cannot be achieved, resulting in reduced
motion constraints and increased probability of outliers [12].
Constructing highly robust algorithm functions for higher
image noise and lower model configurations is more diffi-
cult, on the one hand, because generative algorithms require
reasonably reliable initial speculation on model parameters
and, on the other hand, the captured target needs to be
initially calibrated in a specific pose at the beginning of the
phase [13]. Without human intervention, the algorithmic
function is not self-correcting and reversible due to deg-
radation inaccuracy caused by occlusion, image noise, or
other factors. Previous studies [14] attempted to improve the
relevant algorithm functions or to address this difficulty by
combining generative and discriminative algorithms.

3. Applying the Cam Shift Algorithm to
Track Athletes

3.1. Colour Characteristics of Statistical Targets. Colour in-
formation is insensitive to translation, rotation, and de-
formation of the target and is therefore often used as a
feature for target tracking. Among the many statistical
methods used to characterise the colour distribution of an
object, the histogram is one of the most commonly used. It is

a parameter-free density estimator obtained by counting the
number of pixels with the same pixel value in a region of
interest. In order to calculate the colour histogram of a target
object, the colour of the target is quantified into different
classes so that pixels with similar colours can be clustered
into the same histogram class while at the same time re-
ducing the time and space complexity of the calculation
process. 'e traditional histogram is calculated as follows:
for a histogram with m rank values qu􏼈 􏼉u�1...m,

qu � 􏽘
x∈R

􏽘
y∈R

δ[c(x, y) − u]. (1)

'is is the target area for which the histogram is to be
calculated, and function R2⟶ 1, . . . . . . , m{ } is used to
convert the pixel values with coordinates (x, y) to the
corresponding histogram level values. δ is the Kronecker
symbol.

δ[i − j] �
1, if i � j,

0, otherwise.
􏼨 (2)

In order to obtain a probability distribution within the
range [0, 255], the histogram needs to be scaled. 'e fol-
lowing formula scales each level of the histogram from [0,
qmax] to [0, 255]:

pu � min
255
qmax

qu, 255􏼠 􏼡, (3)

where u � 1, . . . , m and qmax � max(qu)􏼈 􏼉u�1,...m.

3.2. Calculating Probability Distribution Charts. 'e Cam
Shift algorithm tracks a moving target by iteratively
finding peak points in a probability distribution. A
probability distribution is a special type of image in which
each pixel value represents the probability that the pixel
belongs to the target object. Any method that relates the
value of a pixel to the probability that the pixel belongs to
the target object can produce a probability distribution
map, with the most commonly used method being the
histogram back-projection [15].

'e histogram back-projection is calculated by first
obtaining the colour information of the target object, repre-
senting it as a colour histogram, and then processing the input
image as follows: for each pixel in the image, the pixel value is
used as an index to find the histogram and replacing the pixel
value with this statistic to obtain the probability distribution. It
is usually necessary to scale the pixel values of the probability
distribution so that the values are in the range [0, 255].'e steps
to calculate the probability distribution are as follows:

(1) Convert the video image to HSV colour space and
extract the values of the H component.

(2) Calculate the colour histogram of the target object.
(3) Calculate the probability distribution map. Let the

value of the pixel located at (xy) in the video image be
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f(x, y) and P be the probability distribution map
corresponding to this image. 'en,

P(x, y) � pf[I(x, y)], (4)

where pu􏼈 􏼉u�1...m is the colour histogram and function
f[I(x, y)] finds the corresponding grade value in the
histogram based on the value of I(x, y).

3.3. Applying the Cam Shift Algorithm to Track Targets.
'e Mean Shift algorithm can only be used for static
probability distributions as the search window remains
constant during the iterative process, whereas the Cam
Shift algorithm can dynamically update the size and
position of the search window during the iterative process
of using the Mean Shift algorithm, thus being able to
handle dynamic probability distributions [16]. 'e Cam
Shift algorithm first selects a suitable colour space and
then calculates the colour information of the target in that
colour space. As the colour information of the target
changes due to deformation, partial occlusion, and
shadow interference during the target’s motion, the Cam
Shift algorithm needs to recalculate the colour infor-
mation of the target in each frame and generate the
corresponding probability distribution map when
tracking the target [17]. In order to dynamically adapt to
changes in the probability distribution caused by target
motion, the Cam Shift algorithm applies spatial moments
to adjust the size and position of the search window
during the iterative process, which is the main difference
from the traditional Mean Shift algorithm.'emain steps
of the Cam Shift algorithm are as follows [18]:

(1) Select the initial position of the search window.
(2) Apply the Mean Shift algorithm and save the results

of the calculation (the centre of mass position and
the zero-order moment of the window).

(3) Reset the position and size of the search window
according to the saved zero-order moments.

(4) Repeat steps 2 and 3 until the algorithm con-
verges. 'e Cam Shift algorithm can dynamically
set the position and size of the search window
during operation. 'e initial centre of the search
window for the next frame is the same as the
centre of the current search window, and the size
and orientation can be calculated as follows: let,
I(x, y) be the value of the pixel located at x andy

in the probability distribution, and x and y take
values throughout the search window.

Calculating the second-order moments of the search
window,

M20 � 􏽘
x

􏽘
y

x
2
I(x, y),

M02 � 􏽘
x

􏽘
y

y
2
I(x, y),

M11 � 􏽘
x

􏽘
y

xyI(x, y).

(5)

Assumptions:

a �
M20

M00
− x

2
c ,

b � 2
M11

M00
− xcyc􏼠 􏼡,

c �
M02

M00
− y

2
c ,

(6)

where xcyc is the window centre of mass; the length and
width of the search window for the next frame are as follows:

l � 2∗

�������������������

(a + c) +

����������

b
2

+(a − c)
2

􏽱

2

􏽶
􏽴

,

w � 2∗

�������������������

(a + c) −

����������

b
2

− (a − c)
2

􏽱

2

􏽶
􏽴

.

(7)

'e direction of movement of the search window can be
calculated using the following formula:

θ �
1
2
tan− 1 b

a − c
􏼠 􏼡. (8)

When using the above steps to track the target, the Cam
Shift algorithm calculates the centroid and area of the
windowwithin the range of the search window and resets the
position and size of the next search window according to the
calculation results [19]. 'erefore, in the subsequent
tracking process, it is not necessary to recalculate the
probability distribution map of the whole image, but we only
need to calculate the centroid of the current search window
as the central position; a probability distribution map of the
area slightly larger than the search window can be used,
which can greatly reduce the amount of calculation [20].
'erefore, when the Cam Shift algorithm is used to track
athletes in sports videos, its steps can be improved to the
following form [21]:

(1) In the first image, set the calculation area of the
probability distribution to the whole image.
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(2) Select the initial position and size of the Mean Shift
search window. 'is window generally corresponds
to the target object.

(3) Calculate the probability distribution for the current
search area. 'e centre of this area is the same as the
centre of the search window, and the area is slightly
larger than the search window.

(4) Iterate through the probability distribution using the
Mean Shift algorithm and calculate the mass-pre-
serving zero-order moments of the probability dis-
tribution (the area of the distribution).

(5) After calculating the centre of mass and zero-order
moments in step 4, reset the position and size of the
search window. Move the centre of the search window

Figure 1: Effectiveness of system athlete detection.

Figure 2: Systematic athlete tracking effect.

Table 1: Experimental data statistics.

Experimental
video Count frames Athlete detection

accuracy (%)
Precision of traditional Cam

Shift algorithm (%)
Precision of improved Cam Shift

algorithm (%)
Group A 80 frames 98.6 92 94
Group B 80 frames 97.5 62 86
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Figure 3: Different tracking effects.
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Figure 4: Different tracking errors.
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to the centre ofmass of the conservation and the area as
a function of the zero-order moments. Go to step 3.

'e above way of calculating the probability distribution
reduces the amount of computation and improves real-time
tracking [22, 23].

4. Experimental Results

'e experimental data for the analysis of this system were
obtained from an NBA game video with a size of 20× 240.
'e video was divided into two groups: group A and group
B. 'e colour distribution of the players in group A was not
similar to the background, while the colour distribution of
the players in group B was more similar to the background
[24, 25]. Both videos were captured with a still camera. 'e
athlete detection effect of the system is shown in Figure 1; the
upper half of the figure is the detection effect of group A
video, and the lower half is the detection effect of group B
video. 'e athlete tracking effect is shown in Figure 2; the
upper half of the figure is the video tracking effect of group
A, and the lower half is the video tracking effect of group B.

In order to better analyse the algorithm proposed in this
paper, the formula proposed in [26] is used to measure the
efficiency of the algorithm.1

Precision rate �
correct athlete area detected (tracked)

all athlete areas detected (tracked)
. (9)

Based on the experimental results, the data in Table 1
were obtained.

'e experimental results show that the improved athlete
detection and tracking algorithm in this paper has higher
robustness in practical applications. 'e improved tracking
algorithm also has better real-time performance, with a
processing speed of 20 frames/second during the
experiments.

Compared to the Microsoft Kinect camera based on red,
green, and blue (Red-Green-Blue, RGB) depth images, deep
learning algorithms have fewer constraints on the distance
between the camera and the target to be measured and the
sampling frequency of the video recording. Current methods
based on deep learning have been implemented to auto-
matically estimate the centre of a human joint from a 2D
RGB image and output the 2D coordinates in the image.
Different tracking effects are shown in Figure 3. Also, by
using multiple cameras in conjunction, synchronising the
2D joint positions of the human body in multiview camera
images and combining them with deep learning algorithms
enables the localisation of human joint centroids and key
bony marker points in 3D spaces. Deep learning computer
vision research based on 3D human pose recognition is
attempting to use an algorithm for pose position estimation
and tracking, and studies have explored different tracking
errors for 3D human pose recognition based on monocular
cameras as shown in Figure 4.

Based on the above research status, this paper reveals the
potential applications of markerless motion capture in the
field of motion detection and feature motion recognition,
such as the interference-free recognition and fast feedback of

athletes’ movements in daily training competitions, which
can provide reference for coaches’ training decisions.

5. Conclusions

In this paper, the Cam Shift algorithm is improved to
perceive the colour characteristics of the image processing
based on the view system mechanism, i.e., converting the
video image from RGB colour space to HSV colour space,
using the H (hue) component to model the target object.
Experiments in this paper show that the improved athlete
detection and tracking algorithm has higher robustness in
practical applications. 'e improved tracking algorithm also
has better real-time performance, with a processing speed of
20 frames/second during the experiments.
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It is difficult for college students to find jobs after graduation, which is the most important problem to be solved now. (is paper
chooses the statistical analysis method to analyze the career planning of college students under different circumstances. Four
aspects are analyzed, which are decision-making action, current situation evaluation, career exploration, and self-understanding
level. (e main conclusions of this paper are as follows. In this study, the gender differences of college students have a certain
impact on their career. Generally speaking, the career planning level of boys is higher than that of girls. (e job-hunting needs of
college graduates are students who enter social work. Family factors affect the level of college students’ career planning. It is found
that students’ school experience is the most important factor affecting the level of career planning, and school experience is also
reflected in whether students have class committee experience.

1. Introduction

Deep learning is an advanced abstraction of modeling data,
which is a branch of machine learning [1]. Deep learning
uses a backpropagation algorithm to command machines to
change their internal entries, thus discovering complex
structures in large data sets [2]. (is paper shows how to
solve the research problems by training the deep network of
learning features and how to share the representation
learning patterns and evaluate them on a specific task [3]. In
this paper, through a series of experimental studies, it is
proved that deep learning can solve the problem of face
recognition well. Face recognition task increases the dif-
ference between people by extracting verification features
from different identities, while face verification task reduces
the difference between people by combining verification
features extracted from the same identity, which are nec-
essary for face recognition [4]. (rough a large number of
systematic experiments, this paper shows why traditional
methods cannot explain the generalization ability of large
neural networks [5]. (is paper briefly describes the ap-
plication research of deep learning in each field. (e most
advanced technology at present is summarized, and the
future research direction is given [6]. Although deep
learning technology is widely used in various fields, it cannot

capture the uncertainty of the model. Although the Bayesian
model can reason the uncertainty of the model, its calcu-
lation cost is very high [7].(e specificity of DNA binding to
protein can be determined by deep learning technology.
Experiments show that this algorithm is more excellent than
other algorithms [8]. In this paper, an algorithm is created by
deep learning, which can be applied to the field of medical
imaging [9]. (is paper analyzes the trend and key points of
college students’ career development and provides guiding
principles for college students’ career planning [10]. Career
planning is a compulsory course for contemporary college
students, which can avoid blind employment. (erefore, the
school helps college students to plan their internship career
through system and reform [11]. Nowadays, there are many
problems in college students’ career planning. If we can
make correct guidance for students’ career planning, it will
help students and the development of society. In this paper,
PDCA theory is used to improve and upgrade it, so that
college students’ career planning is optimized [12]. Nowa-
days, the employment difficulties of college students are
becoming more and more obvious. In order to improve the
education of college students’ career planning, a series of
measures should be taken [13]. Nowadays, more and more
attention has been paid to the employment of college stu-
dents. In view of this problem, this paper analyzes the
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existing problems in college students’ career planning and
puts forward some suggestions and countermeasures [14].
Learning to plan one’s career after graduation is a com-
pulsory course for college students. It can help students
better understand their own situation and then make their
own employment plan [15].

2. An Empirical Study on Career Planning

2.1. Gender and Career Planning of College Students.
(ere are many differences caused by gender, which are also
reflected in graduates’ career planning. Most scholars believe
that there are significant differences betweendifferent genders
in many aspects, including career awakening, career aware-
ness, career experience, and career development. However,
Chinese scholarChenLijuan found through research that girls
are moremature than boys in physiological development, but
in careerplanning, boys’ careermaturity is higher thangirls’ in
college and beyond. However, there are many influencing
factors, and only gender has differences in the twodimensions
of goal planning and interpersonal relationship.

2.2. Major and Career Planning of College Students. (e
difference between occupation and social life is significant,
and the difference between occupation experience and oc-
cupation attitude is extremely significant. Some scholars
have done relevant research and found through empirical
research that when students learn different subjects, their
factors are not significant in terms of their understanding,
status, and need for career planning.

2.3. Grade. (ere are some differences among college stu-
dents in different grades, and their understanding of oc-
cupation will increase with the increase of grades. Domestic
scholars take the college students trained by exam-oriented
education under China’s national conditions as the research
object. Wang Shengnan found that the differences in pro-
fessional grades are significant in different grades, while
grades 1 and 4 are significantly higher than grades 2 and 3,
especially grades 1 and 4.

2.4. Career Counseling Experience and College Students’ Ca-
reer Planning. Not only experts or scholars but also general
education practitioners or most ordinary people believe that
career counseling is of positive significance to college students
in all aspects.(erefore, through practical experiments, it can
be concluded that if a group of students who have received
relevant vocational counseling are compared with the same
numberof studentswhohavenotreceivedcounselinghelp, the
former will be found to be better. (erefore, schools should
increase counseling centers and train professional tutors.

2.5. Career Planning of College Students Experienced by
Student Cadres. It is a manifestation of students’ ability and
an opportunity to exercise. (erefore, the work unit rec-
ognizes student cadres. However, some scholars have found
that this is not the case. For example, Zhang’s survey results

show that there is no significant difference between the size
of all career planning and that of nonstudent cadres, but the
report shows that, in the future life, students who have been
student cadres will pay more attention to exploring their
careers, have stronger self-awareness, and have better
planning and better interpersonal coordination ability.

3. Deep Reinforcement Learning

A complete Markov decision process consists of a quintuple
[S, A, P, R, c]: S represents the set of environmental states; A
represents the set of actions; P represents the state transition
matrix Pa

ss′
� P[St+1 � s′|St � s, At � a]; R represents the

reward function, R(s, a) � E[Rt+1|St � s, At � a]; c denotes
the attenuation factor; c ∈ (0, 1).

Reinforcement learning agents need to use strategy π to
determine the behavior mechanism. Different reinforcement
learning can adopt fixed strategies or unfixed strategies.
Getting a perfect strategy to describe agent behavior is the
ultimate goal of reinforcement learning. Formula (1) can be
obtained by using strategy π for functions:

vπ(s) � E Gt|St � s􏼂 􏼃. (1)

Further decomposing it into the current reward and the
subsequent status can result in formula (2):

vπ(s) � Eπ Rt+1 + cvπ St+1( 􏼁|St � s􏼂 􏼃. (2)

(en, using strategy π, formula (3) can be obtained:

qπ(s, a) � Eπ Gt|St � s, At � a􏼂 􏼃. (3)

Decompose the function into subsequent states and
current rewards to obtain formula (4):

qπ(s, a) � Eπ Rt+1 + cqπ St+1, At+1( 􏼁|St � s, At � a􏼂 􏼃. (4)

(ey can be transformed into each other, as shown in
formula (5):

vπ(s) � 􏽘
a∈A

π(a|s)qπ(s, a)qπ(s, a) � R(s, a) + c 􏽘
s′∈S

P
a
ss′Vπ s′( 􏼁.

(5)

(e median optimal value function of all strategies is
found by reinforcement learning as shown in formulas (6)
and (7):

v∗(s) � maxπvπ(s), (6)

q∗(s, a) � maxπqπ(s, a). (7)

In order to find the optimal value function, the recursive
relationship between the optimalQ function and the optimal
V function is used, as shown in formulas (8) and (9):

v∗(s) � vπ∗(s) � 􏽘 a∈Aπ∗(a|s)qπ∗(s, a)

� maxaqπ∗(s, a) � maxaq∗(s, a),
(8)

q∗(s, a) � R(s, a) + c 􏽘 s′∈S
p

a
ss′v∗ s′( 􏼁. (9)
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(rough continuous iteration, the optimal function can
be obtained.

3.1. Q-Learning. In Q-Learning, Q means that Q(s, a) is the
expectationthat(s ∈ S)and(a ∈ A)actionscangetbenefitsata
certainmoment s.(e environment gives feedback rewards to
agentsaccording to theactions takenbyagents, thenconstructs
Q-TablethroughstatesandactionstostorethelearnedQvalues,
and selects the actions that can get the maximum benefits
according to the Q values, as shown in Table 1.

By defining the problem as an MDP process, it can be
expressed as formula (10):

Goal : maxπE 􏽘

H

t�9
c′R St, At, St+1( 􏼁|π⎡⎣ ⎤⎦, (10)

where the state value function of qπ(s, a) can be defined as in
formulas (11) and (12):

qπ(s, a) � Eπ rt+1 + crt+2 + c
2
rt+3 + · · · |At � a, St � s􏽨 􏽩,

(11)

qπ(s, a) � Eπ Gt|At � a, St � s􏼂 􏼃, (12)

where Gt is the total discount reward starting at time t, and
c ∈ (0, 1), when it is closer to 1, means that it pays more
attention to the value of subsequent states, and when it is
closer to 0, itmeans that it paysmore attention to the current
income. (e optimal value function Q can be expressed as
formula (13):

Q
∗
(s, a) � maxπQ

∗
(s, a). (13)

Expand the desired formula as shown in formulas
(14)–(16):

Q
∗
(s, a) � 􏽘

s′

P s′|s, a( 􏼁 R s, a, s′( 􏼁 + cmaxa′Q
∗

s′, a′( 􏼁( 􏼁,

(14)

Q
∗
k+1(s, a)←􏽘 P s′|s, a( 􏼁 R s, a, s′( 􏼁 + cmaxa′Q

∗
k s′, a′( 􏼁( 􏼁,

(15)

Q(s, a)←Q(s, a) + α r + cmaxa′
Q s′, a′( 􏼁 − Q(s, a)􏼔 􏼕.

(16)

(en, the Q-Table is updated in a time difference manner
as shown in equation (17):

Q(s, a)←Q(s, a) + α r + cmax
a′

Q s′, a′( 􏼁 − Q(s, a)􏼢 􏼣, (17)

where c is the decay factor, α is the learning rate, and the
next state s is selected and updated according to the cor-
responding position in Q-Table. Q-Learning is shown in
Algorithm 1.

3.2. Strategy Gradient. Q-Learning cannot deal with rein-
forcement learning. (erefore, reinforcement learning

method is produced, which is to find the optimal strategy by
learning the gradient information of strategy parameters.
(e specific strategy can be described as a function with
parameter θ, as shown in formula (18):

πθ(s, a) � P(a|s, θ) ≈ π(a|s). (18)

(e original strategy is transformed into a continuous
function to find the optimal strategy. Specifically, the op-
timization target is set to the expectation in the initial state,
as shown by formula (19):

J1(θ) � Vπθ s1( 􏼁 � Eπθ G1( 􏼁. (19)

(e strategy gradient can be expressed by multiplying
the strategy by the reciprocal of a likelihood function, which
becomes the score function, where the Softmax-based score
function is expressed as formula (20):

∇θlog πθ(s, a),

� ∇θlog
e
ϕ(s,a)Tθ

􏽐 e
ϕ(s,a)Tθ

,

� ∇θlog e
ϕ(s,a)Tθ

− ∇θlog 􏽘 e
ϕ(s,a)Tθ

􏼒 􏼓,

� ϕ(s, a) −
1

􏽐 e
ϕ(s,a)Tθ

􏽘 e
ϕ(s,a)Tθ

· ϕ(s, a)􏼔 􏼕,

� ϕ(s, a) − 􏽘
e
ϕ(s,a)Tθ

􏽐 e
ϕ(s,a)Tθ

⎛⎝ ⎞⎠ · ϕ(s, a)⎡⎢⎢⎣ ⎤⎥⎥⎦,

� ϕ(s, a) − 􏽘 π(s, a) · ϕ(s, a)􏽨 􏽩,

� ϕ(s, a) − Eπθ[ϕ(s, ·)].

(20)

Table 1: Q-Table example.

Q-Table a1 a2
s1 q (s1,a1) q (s1,a2)
s2 q (s2,a1) q (s2,a2)
s3 q (s3,a1) q (s3,a2)

(1) Random initialization Q(s, a)

(2) Initializations
(3) repeat
(4) For every step in every paragraph
(5) Select the best action in the current s through

Q-Table a

(6) Take action a, get reward r and new status s′
(7) Q(s, a)←Q(s, a) + α[r + cmaxa′

Q(s′, a′) − Q(s, a)]

(8) s←s′
(9) until Until s reaches the termination state

ALGORITHM 1: Q-Learning.
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(e score function of the Gaussian distribution can be
expressed as formula (21):

∇θlog πθ(s, a) �
(a − μ(s))ϕ(s)

σ2
. (21)

(e gradient is then obtained by derivation, as shown by
formulas (22) and (23):

J(θ) � Eπθ[r]

� 􏽘
s∈S

d(s) 􏽘
a∈A

πθ(s, a)Rs,a,
(22)

∇θJ(θ) � 􏽘
s∈S

d(s) 􏽘
a∈A

πθ(s, a)∇θlog πθ(s, a)Rs,a

� Eπθ ∇θlog πθ(s, a)r􏼂 􏼃.

(23)

Selecting an action to maximize the reward and selecting
the optimal action depending on the current state and ac-
tion, the expectation of the reward multiplies the score
function to obtain the derivative of the reward function,
resulting in formula (24):

∇θJ(θ) � Eπθ ∇θlog πθ(s, a)r􏼂 􏼃. (24)

Expectations in the reward function are replaced by
samples, and after the end of a segment, the parameters are
updated with each step in the segment.(e policy gradient is
shown in Algorithm 2.

4. Experimental Analysis

4.1. Performance Comparison. Deep learning, analytic hi-
erarchy process, and fuzzy recognition are frequently used in
daily experiments. In order to make the experiment more
accurate and concise, we counted the performance capa-
bilities of deep learning, analytic hierarchy process, and
fuzzy recognition in information acquisition, model rec-
ognition, and model recognition accuracy for 10 times, and
the results are shown in Figures 1–3.

By analyzing Figures 1–3, we come to the conclusion that
deep learning is the best in information acquisition ability,
followed by analytic hierarchy process, the worst is fuzzy
recognition, the best in model recognition ability, the worst
is analytic hierarchy process, the best in model recognition
accuracy, the second is fuzzy recognition, and the worst is
analytic hierarchy process. It is concluded that deep learning
is superior to other AHP and fuzzy recognition in all aspects,
so we choose deep learning for the next research.

(e accuracy of Mean, PMF, AutoRec, NADE, DLTSR,
REda, and DMF in five data sets was tested, and the lowest
RMSE, MSE, and MAE were compared in Figures 4–8. On
the whole, compared with general methods, AutoRec, NADE,
DLTSR, REda, and DMF have significant improvement in
accuracy compared with other methods, and DMF has
achieved certain advantages in the process of comparing with
other comparison methods, and DMF has a fast convergence
speed in the training process. AutoRec, NADE, DLTSR, and
REda all take the user’s scoring history behavior as input
information, but they all use an adjacency matrix to encode,
which leads to extremely high-dimensional and sparse input

information of the model, which makes the number of pa-
rameters of the model extremely large. Different from these
models, DMF uses the IFE model to encode historical be-
havior, which reduces the number of parameters of the model
and improves the training efficiency of the model. It can be
observed that DMF has great advantages in training efficiency
compared with AutoRec, NADE, DLTSR, and REda.

4.2. Analysis of the Present Situation of College Students’
Career Planning

4.2.1. Overall Status Analysis. It can be seen from Table 2
that the average score of students’ self-status evaluation level
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Figure 1: Information acquisition capability.

(1) Random initialization Q(s, a)

(2) Initializations
(3) repeat
(4) In every paragraph s1, a1, r2, · · · , sT−1, sT−1, rT ∈ πθ
(5) θ←θ + α∇θlog πθ(st, at)vt

(6) s←s′
(7) until Until s reaches the termination state
(8) Return θ

ALGORITHM 2: Strategy gradient.
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Figure 2: Model recognition ability.
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after calculation is 31.72 points, which is higher than the
average score of 30 points corresponding to “conformity,”
indicating that students have a good understanding of career
planning. (e average score of students’ self-understanding
(including interests, personalities, values, and skills) is 27.18.
Although it is already in the second place, it is far below the
average score of 33, which is the middle level of achieving

“conformity.” It shows that although students have a better
sense of career planning, there is some confusion in planning
behavior, which comes from their own understanding and
does not know what they really want and for. Finally, we can
see that the average score of career exploration and decision-
making in Table 1 is no more than 30, which is lower than
the average score, indicating that students “talk but do not
do,” lack action, only realize its importance, but lack decisive
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Figure 3: Correct rate of model recognition.
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Figure 5: Comparison of RMSE, MSE, and MAE on the second
data set.
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career line and clear career goals, so they have no concrete
actions.

In addition, it can be seen from Table 2 that the dis-
tribution at each level is right-sided.

(1) Current Situation Evaluation and Analysis. Table 3 gives
descriptive statistics on the evaluation of college students’
professional status. It can be seen from the table that stu-
dents have the highest score of environmental awareness,
which is 11.47 points, indicating that students still have a
good understanding of the employment environment, and it
may also be that schools and society instill more in this
respect for college students. After excluding environmental
cognition, the scores of the other two parts are not high,
which shows that students are a little deficient in these two
aspects and need to improve their clear understanding of
their hobbies, personalities, and interests.

(2) Analysis of Self-Understanding Level. Table 4 shows the
descriptive statistics of students’ self-understanding. Here, it
is divided into two categories: “self-adaptation” and “ex-
pected goal.” (e value of self-adaptation and expected goal
is generally low, which indicates that students cannot de-
termine which jobs are suitable for themselves in the process
of career planning, and there is a gap between the jobs they
want to engage in and their personal abilities.

(3) Career Exploration Analysis. It can be seen from Table 5
that the scores of these three parts are not much different,
and they are all about 9 to 10 points, which are not high. But
generally speaking, the scores of interpersonal relationship
are higher than those of the other two, which shows that
students think that good interpersonal relationship is very
important for employment and their career planning pro-
cess, such as having good teacher-student relationship and
good relationship with classmates and roommates.

(4) Analysis of Decision-Making Action Level. Table 6 makes
a statistical analysis of the decision-making action level of
college students’ career planning. From the table, we can see
that the scores of these two parts are very low, which is lower
than those of the three tables analyzed above, which shows
that students lack mobility and action awareness in career
planning. In particular, the average score of the evaluated
career goals is only 7.37, which indicates that students ba-
sically will not set the revision and action of goals, let alone
make evaluation and feedback, which is consistent with the
research results of career goals.

(5) Analyze by Item. Table 7 gives an analysis of some of
the most representative items. According to the average
value and standard deviation analysis in the table, the
students’ scores are not very optimistic. In the table, there
are 11 questions with an average score of more than 3
points, accounting for one-third, while the remaining 20
questions have low average scores. (is result shows that
the overall situation of college students’ career planning
should prove the theory mentioned in the second section
of this study.

It can be seen that the average score of the third question
in the question is the highest, so it can be concluded that
college students are still very aware of the importance and
necessity of career planning, so they are still happy to
participate in relevant training in the school. Another high
score item is Question 27: It is believed that college students
should “strive to learn professional knowledge well and
improve professional quality.”(is title is 3.57 points, which
is higher than the above topic. It shows that students think
that the most important thing in their career planning is to
learn professional knowledge to enhance their competi-
tiveness. Only in this way is an effective way to achieve high-
quality employment; after analyzing the high-scoring items,
let us look at the low-scoring situation. We can see that the
average score of the 20th question in the table, “Often
consult relevant experts about work knowledge,” is the
lowest, as low as less than 2 points, which shows that there is
a lack of professional exploration spirit, which is manifested
in the lack of professional consultation and help from
teachers in the school employment guidance center. (is
phenomenon deserves the double attention of universities
and society.

To sum up, the high-scoring items all lie in the self-
understanding and current situation cognition of career
planning, and the average scores of these two levels are
optimistic, while the scores of other items are not so opti-
mistic. Especially in the decision-making action level, the
average scores of basically every item are very low, which
shows that college students generally feel confused when
facing employment.

4.2.2. Difference Analysis

(1) Personal Characteristic Variable. As mentioned above,
gender is usually regarded as a prominent variable in many
human nature studies because there are obvious differences
between men and women in many aspects. In this study, it can

Table 2: General situation.

Sample
Average
value

Standard deviation
value

Skewness Kurtosis

Effective Invalid Numerical
value

Standard
error

Numerical
value

Standard
error

Limit 3215 0 31.72 5.467 0.492 0.104 0.319 0.206
Understand 3215 0 16.93 3.2 0.761 0.103 1.043 0.206
Explore 3213 2 27.18 5.651 0.443 0.104 0.894 0.207
Decision-
making 3213 2 16.15 3.542 0.398 0.104 0.119 0.206
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be found fromTable 8 that the P value of the t-test in total table
is 0.005, which is a significant difference. From a numerical
point of view, the average score of male students’ career
planning level is higher than that of female students that is,
there are significant differences between male and female
college students in all aspects of career planning. Among these
four levels, only the self-understanding level has little difference
in scores between men and women. Except for it, there are
significant differences between male students and female
students in status assessment, career exploration, and decision-
making actions, and this difference is that male students are
generally higher than female students.

Because the topic of this study is college students’ career
planning, majors are naturally worth discussing for college
students. In order to study the influence of majors on them,
it is concluded in Table 9 that the P value of the t-test in the
total table is 0.692, which is not significant, indicating that
professional differences (only divided into arts and sciences
to discuss here) do not lead to various differences in college
students’ career planning level.

When students are discussed by grades, it can be known
from Table 9 that the P value of the t-test of total scale is
significant; that is to say, there are significant differences in
grades. In addition, from the numerical point of view, the F
test P values of status assessment and self-understanding
level are 0.015 and 0.002, respectively, which is very sig-
nificant, indicating that there are significant differences in
students’ cognitive level of themselves in different grades.
According to psychological research, this is because stu-
dents’ cognitive level is gradually rising with age.

(rough Table 10 and Table 11, multiple comparison
tables of different grades, it is found that the evaluation level
of sophomores at all levels is significantly lower than that of
graduating class. For example, in the single level of self-
understanding, the level of graduating class students is
significantly higher than that of freshmen, sophomores, and
juniors. On the overall level, sophomores and juniors are still
obviously lower than graduating class students. Generally
speaking, senior students in graduating class have higher
career planning level than other grades, but sophomores and

Table 3: Distribution characteristics of current situation evaluation scores.

Sample
Average
value

Standard deviation
value

Skewness Kurtosis

Effective Invalid Numerical
value

Standard
error

Numerical
value

Standard
error

Career awakening 3215 0 10.59 2.571 0.67 0.103 −0.439 0.206
Self-cognition 3215 0 9.67 2.417 0.461 0.103 −2.49 0.206
Environmental
cognition 3215 0 11.47 2.719 0.643 0.104 0.35 0.207

Table 4: Distribution characteristics of self-understanding scores.

Sample
Average
value

Standard deviation
value

Skewness Kurtosis

Effective Invalid Numerical
value

Standard
error

Numerical
value

Standard
error

Self-
regulation 3215 0 8.25 2.228 0.767 0.103 0.573 0.206

Expected goal 3215 0 8.69 1.78 0.384 0.103 8.03 0.206

Table 5: Distribution characteristics of career exploration level.

Sample
Average
value

Standard deviation
value

Skewness Kurtosis

Effective Invalid Numerical
value

Standard
error

Numerical
value

Standard
error

Career exploration 3215 0 9.99 2.471 0.512 0.104 1.005 0.207
Interpersonal
relationship 3215 0 10.31 2.817 0.461 0.103 0.43 0.206

Self-improvement 3215 0 9.48 2.019 0.443 0.104 0.194 0.206

Table 6: Decision-making actions.

Sample
Average
value

Standard deviation
value

Skewness Kurtosis

Effective Invalid Numerical
value

Standard
error

Numerical
value

Standard
error

Goal
evaluation 3124 1 7.37 2.2 0.491 0.103 0.787 0.206

Revised plan 3124 1 8.78 2.198 0.443 0.103 0.34 0.26

Mathematical Problems in Engineering 7



juniors in middle grades have the lowest career planning
level. In addition, there are significant differences in four
aspects of career planning, namely, current situation eval-
uation, self-understanding, career exploration, and decision-
making action. (e P values of t-test are 0.007< 0.01,
0.002< 0.01, 0.0005 < 0.001, and 0.0009< 0.001, respectively.

(2) Family Variable. Family has a great influence on chil-
dren, especially on adolescent children. In order to verify
this point, in Table 12, the P value of the t-test of the total size
of college students from different families is 0.009, which is
significant, indicating that there are significant differences in
the level of career planning between college students from

Table 7: Distribution characteristics of scores of each item.

Title expression Average Standard
deviation

Self-understanding

It is considered that career planning plays a great role in personal development 3.45 0.949
(ink you need to plan your career at present 3.44 0.974

It is necessary to carry out career planning in college 3.7 0.943
Understand one’s own personality characteristics and hobbies 3.44 0.877

Be clear about what you like and dislike 3.19 0.992
Know what kind of work your major is suitable for 3.04 0.95

Know which professionals are in short supply nowadays 2.47 0.835
Know the specific requirements of the career you want to pursue in the future 2.81 0.901

Understand the content and characteristics of ideal work 2.9 0.908

Status assessment

Have clear personal career development goals 2.74 0.962
Believe in the results of various career tests 2.64 0.727

Different stages have different personal development goals 2.85 0.839
I plan to participate in more social practice activities to accumulate “social

experience” 3.44 0.898

I thought about asking the school’s employment guidance center for help 2.61 0.858
Have the habit of setting short-term and long-term goals 2.66 0.857

Career exploration

I will always keep abreast of the latest news in my ideal industry 2.64 0.944
Ask relevant people for their experience in finding a job 2.75 0.88

Understand yourself by testing your personality and professional ability 2.62 0.872
Consult with relevant experts frequently 1.99 0.73

Take the initiative to contact seniors and teachers who are beneficial to their future
job search 2.52 0.915

Actively participate in various school and off-campus activities and make more
friends 2.75 0.885

Usually, I prefer to associate with classmates who are helpful to my career
development 2.46 0.879

Take the initiative to exercise one’s interpersonal skills 3.03 0.846
Take the initiative to find further education plans to improve their competitiveness 2.88 0.899

Ask some relatives and friends with good work experience for advice 2.58 0.894
Work hard to learn professional knowledge and improve professional quality 3.57 0.864

Decision-making
action

Will regularly check the achievement of the scheduled career goals 2.41 0.839
Have your own career development plan and will implement it 2.36 0.737

Regularly assess the achievement of your career goals 2.61 0.871
My understanding of myself will often change 2.99 0.911

(ere has been a change in views on the current employment situation 3.02 0.929
In the last year, I adjusted my interpersonal communication scope 2.77 0.913

Table 8: Analysis of gender differences.

Gender
Sample

Average value Standard deviation value t-test value Significance value
Effective Invalid

Status assessment Male 1060 0 32.7 5.684 2.328 0.020∗Woman 2155 0 31.77 5.425

Self-understanding Male 1060 0 17.92 3.143 2.356 0.019∗Woman 2155 0 16.96 3.007

Career exploration Male 1060 0 27.14 5.88 1.895 0.59Woman 2153 2 25.26 5.313

Decision-making action Male 1059 1 16.1 5.587 2.383 0.017∗Woman 2154 1 15.25 3.483

Total amount table Male 1059 1 97.02 15.119 2.819 0.005∗∗Woman 2152 3 93.31 14.398
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cities and rural areas; that is to say, the level of career
planning of college students from cities is higher than that of
students from rural areas. It is possible that this is because
students who grew up in cities have more knowledge and
opportunities, which will naturally have a positive impact on
their career planning. In addition, there are significant
differences between urban and rural students in terms of
current situation assessment and career exploration; spe-
cifically, urban students are generally higher than rural
students.

(3) School Experience Variable. (e student cadres men-
tioned above are a manifestation of students’ ability in
school, which can be obtained from Table 13. (e t-test P

value of the total table is 0.002, which is significant, indi-
cating that there is a very significant difference. It shows that
the level of students who have experienced student cadres is
higher than that of students who have not been student
cadres. (is conclusion supports the previous hypothesis
H2.5; that is to say, there are significant differences in all
levels of career planning among those who have work

Table 9: Difference analysis of specialties.

Specialties
Sample

Average value Standard deviation value t-test value Significance value
Effective Invalid

Status assessment Wen 1929 0 31.7 5.509
−0.142 0.887Tube 1286 0 31.77 5.425

Self-understanding Wen 1929 0 16.92 3.143
−0.131 0.896Tube 1286 0 16.96 3.297

Career exploration Wen 1928 1 27.14 5.88
−0.234 0.815Tube 1285 1 27.26 5.313

Decision-making action Wen 1929 0 16.1 5.587
−0.485 0.628Tube 1284 2 16.25 3.483

Total amount table Wen 1928 1 94.36 15.081
−0.396 0.692Tube 1283 3 94.86 14.245

Table 10: Difference analysis of different grades.

Grade
Sample Average

value
Standard deviation

value
F test
value

Significance
valueEffective Invalid

Status assessment

Freshman year 2572 0 31.93 5.669

4.26 0.015∗Sophomore year and junior
year 189 0 30.83 4.892

Graduating class 643 0 32.43 5.716

Self-understanding

Freshman year 2572 0 16.91 3.169

0.903 0.406Sophomore year and junior
year 189 0 16.72 3.113

Graduating class 643 0 17.17 3.319

Career exploration

Freshman year 2571 1 26.58 5.296

6.313 0.002∗∗Sophomore year and junior
year 189 0 26.6 5.281

Graduating class 642 1 28.39 6.183

Decision-making
action

Freshman year 2572 0 16.11 3.311

1.576 0.208Sophomore year and junior
year 189 0 15.86 3.655

Graduating class 641 2 16.51 3.638

Total amount table

Freshman year 2571 1 94.12 13.989

4.577 0.011∗Sophomore year and junior
year 189 0 92.53 13.687

Graduating class 640 3 97.08 16.17

Table 11: Multiple comparisons of different grades.

I J Status
assessment

Self-
understanding

Career
exploration

Decision-making
action

Total amount
table

Freshman year
Sophomore year 1.1 0.18 −0.02 0.26 1.6
Graduating

class −0.5 −0.26 −1.8 −0.39 −2.95

Sophomore
year

Graduating
class −1.6 −0.44 −1.78 −0.65 −4.55
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experience as student cadres. Outstanding in the current
situation assessment and career exploration level, there are
obvious differences in the work experience of student cadres,
and the P values of the t-test are 0.048< 0.05 and
0.000< 0.001, respectively.

Part-time job or internship is a way for students to
contact the society, and it is also necessary. On the premise
of ensuring safety, it should be advocated in large quantities.
I believe that there should be differences in career planning
level with or without part-time internship experience, which
is also confirmed by Table 14. (e t-test P value of the total
table is 0.009, which is significantly different. In addition, the
P values of the t-test are 0.009< 0.01, 0.003< 0.01, and
0.013< 0.05, respectively, which shows that students will
take part-time jobs and internships, which is very helpful to

students’ personal employment and career planning.
(erefore, students with internship and part-time jobs must
be stronger than students without these experiences in many
aspects.

Very few students spontaneously have a higher level of
career planning, so students must have external forces such
as career counseling to promote. From Table 15, the t-test P

value of the total scale is 0.000, which shows that there is a
very significant difference; that is, the level of students who
consult employment information and have relevant career
counseling experience is significantly higher than that of
students who have not experienced these that is, there are
significant differences among students with different career
counseling experiences at all levels. Similarly, students with
career counseling experience are higher than those without.

Table 13: Difference analysis of student cadres’ experiences.

Student cadres
Sample

Average value Standard deviation
value F test value Significance

valueEffective Invalid

Status assessment Have 868 0 32.04 5.462 1.982 0.048None 2347 0 30.44 5.426

Self-understanding Have 868 0 17.8 3.139 1.553 0.121None 2347 0 16.74 3.347

Career exploration Have 866 2 27.43 5.669 4.306 0.005None 2687 0 26.67 5.267

Decision-making action Have 867 1 16.27 3.429 0.998 0.319None 2346 1 15.9 3.837

Total amount table Have 865 3 95.3 14.804 3.129 0.002None 2346 1 91.25 14.097

Table 12: Difference analysis of different family locations.

Location
Sample

Average value Standard deviation value F test value Significance value
Effective Invalid

Status assessment Town 1929 0 32.18 5.472 2.415 0.016Village 1286 0 31.04 5.4

Self-understanding Town 1929 0 17.1 3.151 1.533 0.126Village 1286 0 16.68 3.262

Career exploration Town 1928 1 27.62 5.695 2.24 0.026Village 1285 1 26.53 5.534

Decision-making action Town 1929 0 16.39 3.531 1.917 0.056Village 1284 2 15.8 3.537

Total amount table Town 1928 1 95.87 14.387 2.617 0.009Village 1283 3 92.54 15.055

Table 14: Difference analysis.

Part-time
experience

Sample Average
value

Standard deviation
value F test value Significance

valueEffective Invalid

Status assessment Have 2829 0 31.95 5.462 2.623 0.009None 386 0 31.44 5.426

Self-understanding Have 2829 0 17.8 3.139 3.01 0.003None 386 1 15.74 3.347

Career exploration Have 2829 0 27.43 5.669 2.565 0.013None 385 1 16.67 5.267
Decision-making
action

Have 2829 0 16.27 3.429 0.123 0.902None 382 3 16.9 3.837

Total amount table Have 2829 0 95.3 14.798 2.618 0.009None 381 5 90.25 14.164
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First, it is very important for students to understand the
social employment environment in which they are currently
located. (ey should always understand that there are still
many aspects that need self-improvement and maintain a
positive and progressive attitude. Second, as a university, it is
necessary to understand the particularity and difference of
career planning guidance, and functional departments
should change their working methods and try their best to
ensure that employment services and guidance can follow up
with every student.

5. Conclusion

Generally speaking, there are many successful places in
China’s university education, and the enrollment data can
be enough to show that China’s university education has
made great achievements; at least the public enjoys the
right to receive higher education. However, China’s total
population ranks among the best in the world, with a large
population and surplus labor force, so people’s employ-
ment pressure can be imagined. Graduates from good
universities are better at finding jobs, while students from
ordinary universities are relatively difficult to find jobs.
For the development of our society, we must pay attention
to the disadvantages of college students’ lack of career
planning. From the above analysis, it can be concluded
that decision-making action is very lacking in college
students nowadays, and it is the last step of personal career
planning, which is very important. In the process of
visiting and investigating some students offline, it is found
that most students do not know what decision-making
actions are, are too lazy to act, or are confused and in-
decisive when acting. (erefore, under the current situ-
ation of no action, the overall level of college students’
career planning is naturally not high, which deserves great
attention.
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Note recognition technology has very important applications in instrument tuning, automatic computer music recognition, music
database retrieval, and electronic music synthesis. $is paper addresses the above issues by conducting a study on acoustic quality
evaluation and its note recognition based on artificial neural networks, taking the lute as an example. For the acoustic quality
evaluation of musical instruments, this paper uses the subjective evaluation criteria of musical instruments as the basis for
obtaining the results of the subjective evaluation of the acoustic quality of the lute, similar to the acoustic quality evaluation,
extracts the CQTandMFCC note signal features, and uses the single and combined features as the input to the Softmax regression
BP neural network multiclassification recogniser; the classification coding of standard tones is used as the target for supervised
network learning. $e algorithm can identify 25 notes from bass to treble with high accuracy, with an average recognition rate of
95.6%; compared to other recognition algorithms, the algorithm has the advantage of fewer constraints, a wider range of notes,
and a higher recognition rate.

1. Introduction

Traditional Chinese music is an important component of
music that makes up the world, containing a rich resource of
historical, cultural, and folk traditions, representing the
accumulation of national history and ideology, a living
tradition. In the world of musical instruments, western
instruments dominate the field, and our national instru-
ments are not yet comparable to them. Our national musical
instruments need to move out of the country to promote our
excellent traditional culture, as well as vigorously promote
national musical instruments [1]. At present, the musical
instrument manufacturing industry of China lags behind
that of the west by 20 years and there is a need to change the
current situation.$e study of the acoustic quality of musical
instruments will help the inheritance, development, and
promotion of folk musical instruments, play a vital role in
improving the quality of musical instruments, promote the
development of musical instrument manufacturing and
related cultural industries, and provide guidance to the
buyers of musical instruments [2]. In today’s context, the

development of science and technology and the prosperity of
culture and art have brought about the integration of
technology and culture, resulting in a prosperous scene of
cultural development. $e new discipline of music tech-
nology is a product of the combination of music and
technology. $e recent emergence of music information
retrieval (MIR) technology is an important part of the music
technology field. Note recognition is an important branch of
music information retrieval (MIR) [3]. Note recognition is
an important area of research in the field of music signal
analysis and processing, and note recognition technology
has important applications in the tuning of musical in-
struments, automatic computerised score recognition, music
database retrieval, and electronic music synthesis. Note
recognition is of great importance in promoting the de-
velopment of music technology and new electronic indus-
tries [2].

With the development of science and technology, new
tools and technologies are changing day by day and artificial
intelligence (AI) has become synonymous with the new era
[4]. In this paper, we focus on the subjective evaluation of the
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acoustic quality of musical instruments, which does not
objectively and comprehensively reflect the acoustic quality
of musical instruments due to the difference in individual’s
musicianship and preferences, as well as the following
problems in the study of note recognition: the estimated
pitch is difficult to correspond to the standard pitch, the
range of recognisable pitches is narrow, the recognition
process is not robust, and the recognition rate is low. Using
machine learning in the field of artificial intelligence (AI), a
new idea is proposed: an artificial neural network-based
assessment of the acoustic quality of the pipa and its note
recognition, which eliminates the human subjective factor
and the uncertainty that arises in the subjective evaluation
process.$e pipa is the most ethnically distinctive of China’s
traditional musical instruments, and it is known as the “king
of musical instruments” due to its complexity, versatility,
and representativeness [4].$erefore, the pipa was chosen as
the object of this study to facilitate the subsequent study of
other instruments.

2. Related Work

From the relevant domestic and international literature
reviewed so far on the research methods for evaluating the
acoustic quality of musical instruments, they can be broadly
divided into three categories: first, subjective evaluation;
second, objective evaluation; third, a combination of sub-
jective and objective evaluation, with subjective evaluation
being the main focus and objective evaluation being sup-
plementary. However, most of the literature focuses on the
human subjective sense of listening and finally gives the
instrument a corresponding evaluation through subjective
feelings. In the absence of a unified objective evaluation
standard, it is not yet possible to use an advanced and in-
dependent objective evaluation for the assessment of the
acoustic quality of musical instruments and scholars at home
and abroad are currently exploring a scientific method that
can replace subjective evaluation. Alternatively, it may be
possible to combine the evaluation of some measurable
physical parameters (frequency, amplitude, time, etc.) and
the physical characteristics of the instrument (material,
mechanics, size and resonance characteristics, etc.) with
subjective perception. $e study in [5, 6] systematically
discusses terminology, technical preparation, and methods
related to evaluation, giving specific evaluation methods; for
the first time, it proposes the use of seven subjective pa-
rameters for scoring and evaluation. $e study in [7]
presents a comprehensive overview of the issues to be taken
into account in the behind-the-scenes appraisal (subjective
evaluation) of the acoustic quality of musical instruments;
the study in [8] proposes a system for evaluating the acoustic
quality of musical instruments according to the different
purposes, positions, and perspectives of people [9]. A two-
channel FFTanalyser, a 0.62 cm condenser microphone, and
a preamplifier were used to analyse the sound waves gen-
erated by the instrument and thus to evaluate its perfor-
mance. $e study in [10] objectively evaluated the acoustic
quality of musical instruments from a mechanical per-
spective by means of simulation analysis. $e study in [11]

used a new objective acoustic quality evaluation metric, the
difference in fractal dimensionality in the time-frequency
domain (DFDTF), which is no longer an objective evalua-
tion metric in the traditional simple sense of frequency,
amplitude, and time. $e study in [12] established a link
between subjective evaluation and objective quantitative
analysis and described the importance of establishing sub-
jective and objective evaluation methods. Different evalu-
ations of the violin by the study in [13] ultimately make an
assessment of the instrument and the musician from the
subjective perception, while the physicist from the vibra-
tional properties of the violin. A system of subjective and
objective sound quality evaluation methods for the im-
provement of bass string instruments was investigated by the
study in [14], where the objective evaluation was done by
analysing the frequency spectrum of the sound signal, the
acoustic sound pressure level, and the dynamic range of the
sound intensity [15].

In summary, subjective evaluation is still the most im-
portant method for evaluating the acoustic quality of mu-
sical instruments, and there is no scientific evaluation
method that can replace it; the study of objective evaluation
is also challenging, and it is not easy to achieve the effect of
subjective evaluation [16]. $e ultimate goal of research into
methods for evaluating the acoustic quality of musical in-
struments is to replace human subjective perceptions, to
replace subjective evaluation as far as possible, and to
achieve artificial intelligence. It is hoped that the results of
this paper will make a small contribution to this goal.

3. Pipa Music Signal Library

$e music signal is acquired using the audio signal acqui-
sition system set up for the subjective evaluation of themusic
used in the evaluation, and both the subjective evaluation
process and the pipa music signal acquisition process are
carried out simultaneously. Each music file is acquired in
30 s, and each lute is subjectively evaluated and acquired
three times. $e principle process of building a pipa music
signal library is shown in Figure 1.

3.1. Note Signal Library. $e audio signal acquisition system
is used for the acquisition of the pipa note signals. $e
acquisition process is carried out after the pipa music signal
has been acquired and a library of the various types of pipa
note audio to be identified is created. Prior to note acqui-
sition, the timing of each single note audio needs to be
determined to facilitate subsequent experimental studies. In
terms of string vibration, the longer the vibrating string
length, the longer the duration of the audio, because more
overtones are produced; conversely, the shorter the vibrating
string length, the shorter the duration of the audio and the
fewer the overtones produced [17]. To ensure that the four
phases of each single note (silent section, transition section,
musical section, and ending section) are all within the de-
termined time, the captured notes should be complete. $e
duration of each single note was determined to be 3 s. To
facilitate the control of each note within 3 s and reduce
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repetitive recording operations and improve efficiency, each
type of note was played three times at intervals of about 2 s.
$e acquisition time was set to 20 s to ensure the integrity of
each type of note signal [18].$e specific principle process of
building a pipa note signal library is shown in Figure 2.

4. Evaluation of the Acoustic Quality of the Lute
and Its Note Recognition Model

$e determination and establishment of a model for the
evaluation of the acoustic quality of the lute and its note
recognition is the core of this research and a key part of the
solution to the research problem. $e model will directly
affect the results of the research; therefore, the selection and
construction of a suitable model is the focus of this chapter.

4.1. Modelling Ideas for the Evaluation of the Acoustic Quality
of the Lute. $e ultimate goal of the research on the lute
acoustic quality evaluation method is to replace the sub-
jective feelings of human beings, to replace subjective
evaluation as far as possible, and to achieve artificial in-
telligence. Using artificial neural networks with the function
of mimicking the behavioural characteristics of the human
brain, a modelling analysis is carried out using BP neural
networks and a model based on BP neural networks is
constructed for the evaluation of the acoustic quality of the
pipa, the basic idea of which is shown in Figure 3. A library
of subjectively evaluated pipa music signals is established,
which contains samples to be trained, test samples, and
validation samples. $e parameters (CC, CQT, and MFCC)
that are more representative and closer to human ear per-
ception are extracted from the time, frequency, and ceps-
trum domains of the lute signal and fed into the evaluation
model for learning and training, resulting in the best pre-
dicted evaluation results.

4.2. Pipa Note Recognition Modelling Ideas. $e idea of
multiclassification recognition is used to recognise the notes
of the lute. As it is considered that BP neural network has a
good recognition effect for binary classification problems,
for multiclassification problems, the recognition effect is not
good and it cannot meet the requirements of this paper for
note recognition. $e Softmax regression model has a great
advantage in the multiclassification problem, and combined
with the good nonlinear mapping ability, self-learning
ability, and fault tolerance ability of BP neural networks,
therefore this paper proposes a method combining Softmax
regression with BP neural network that has the ability of
multiclassification recognition and constructs a multi-
classification note recognition model of BP neural network
based on Softmax regression.$e basic idea of the modelling
is shown in Figure 4. A pipa note signal library is established,
which contains samples to be trained and test samples. $e
frequency domain features (CQT) and inverse frequency
domain features (MFCC) of the lute note signal are extracted
and input as feature parameters into the multiclassification
recognition model for learning and training, and the optimal
recognition and classification results are obtained.
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Figure 2: Building a pipa note signal library.
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4.3. BP Neural Network Based on Softmax Regression.
Based on the above analysis of themodelling idea of lute note
recognition, the advantages of Softmax regression model in
multiclassification problems are utilised and combined with
the good nonlinear mapping ability, self-learning ability, and
fault tolerance of BP neural networks. With reference to the
structure of multilayer BP neural networks, a Softmax re-
gression-based BP neural network multiclassification rec-
ogniser is constructed and the structure is shown in Figure 5.
Based on the experimental sample size, the single implicit
layer is unable to meet the experimental requirements and
there are problems of large computational effort, long
training time, and low recognition rate. $erefore, the
number of neurons in the input layer is determined by the
dimensionality of the input features, two layers are used in
the hidden layer (which has been verified to be the optimal
number of layers), and the Softmax regression model is used
in the output layer.

$e multiclassification problem solved in this paper is a
one-vs-all classification problem, where the output y is
expected to be a vector:
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. (1)

$e immediate reason for using one-hot coding is that
the output layer of Softmax classification outputs a
probability distribution and therefore requires that the
input target labels also appear as probability distributions,
which makes it easier to calculate the cross entropy for loss-
supervised network learning. One-hot coded labels give the
sample the true probability distribution, where only one
occurs with probability 1 and the others occur with
probability 0.

5. Experimental Results and
Performance Analysis

5.1. Model Evaluation Indicators. $e purpose of the model
evaluation indicators is to analyse and evaluate the perfor-
mance of the lute acoustic quality evaluation model and the
lute note recognition model constructed in this paper and
whether they are suitable for the object of study in this paper.

Average accuracy is used as the evaluation index of the
pipa acoustic quality evaluation model, which is defined as
follows:

average accuracy � 1 −
􏽐

N
i�1 Y

p
i − Y

e
i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌/Ye

i

N
􏼠 􏼡 × 100%. (2)

Five evaluation metrics were used to evaluate the clas-
sification performance of this classifier: the Con-
fusionMatrix P 84l, Accuracy, i.e., recognition rate, Recall,
Precision, and the composite metric F-Score.

$e recognition rate (accuracy) is defined by the fol-
lowing equation:

A �
Ocd

Ocd + Ofn + Ofp

. (3)

Precision is defined by

P �
Ocd

Ocd + Ofp

. (4)

Recall is defined by the following equation:

R �
Ocd

Ocd + Ofn

. (5)

$e composite indicator F-Score is defined by the fol-
lowing formula:

F �
2PR

P + R
. (6)

In equations (3)-(6), Ocd is the number of correct
classifications, Ofn is the number of unrecognised classifi-
cations, and Ofp is the number of incorrect classifications.
Precision (P) and recall (R) are two mutually constraining
metrics, and the F-value is a combination of R and P [19].
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5.2. Experiment to Evaluate the Acoustic Quality of the Lute.
$e fused features (MFCC+CQT+CC) were used as feature
parameters input into the lute acoustic quality evaluation
network model for learning and training in the

MATLABR2016a environment. In the experiments, the
subjective evaluation results were used as expectation values
to supervise the learning and training of this network model;
of 144 sets of samples, 110 sets were used as training samples,

Table 1: Average accuracy of varying the number of training samples for different feature inputs.

Input 10 sets of samples 30 sets of samples 50 sets of samples 70 sets of samples 90 sets of samples 110 sets of samples
MFCC 91.63 95.09 95.48 95.64 94.92 95.70
CQT 92.57 97.33 96.81 97.81 98.41 98.50
MFCC+CQT 96.16 96.1 97.24 97.21 98.68 99.14
MFCC+CC 94.79 95.7 95.09 96.11 96.15 96.72
CQT+CC 92.16 97.25 97.77 98.06 98.55 98.82
MFCC+CQT+CC 94.61 94.78 97.89 98.7 99.36 99.68
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Figure 6: Predicted output and error analysis curves of the lute acoustic quality evaluation network.
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24 sets as testing samples, and 10 sets as validation samples.
According to the characteristics of the experimental samples
and the structure of the network model, logsig (Sigmoid
function) was used for the activation function of the implicit
layer and linear purelin was used for the activation function
of the output layer; the training function of the model
network was trainlm, and the training algorithm was Lev-
enberg–Marquardt algorithm. $e optimal network pa-
rameter configuration was obtained by adjusting the
network parameters through several experimental com-
parisons. With the optimal prediction evaluation results
obtained, the number of layers of the hidden layers and the
number of neurons in each layer were {10, 20, 150, 50, 10,
and 10} [20, 21].

For further validation, the use of fused features
(MFCC+CQT+CC) as feature parameters input to the BP
neural network-based lute acoustic quality evaluation model
was the best way to fuse the features. Additional comparison
experiments were conducted, using single features and
different combinations of features as well as exploratory
experiments varying only in the number of training samples.

$e results obtained in the preliminary experiments are
shown in Figure 6. As can be seen in Figure 6, the predicted
output values are very similar to the desired output values,
with some individual samples not being predicted very well,
but overall, the predictions are very good. $e average ac-
curacy of the test samples was 99.68%, and the average
accuracy of the validation samples was also 99.49%.

$e results of further exploratory experiments are shown
in Table 1 and Figure 7, and the results obtained are all under
the optimal network parameter configuration. From Table 1
and Figure 7, it can be seen that the average accuracy shows an
overall increasing trend with the increase in the number of
training samples and the prediction effect of the fused features
(MFCC+CQT+CC) is stronger than several other feature

fusions after the number of samples reaches 50 groups; on the
whole, the single feature MFCC and its combined features
(MFCC+CC) are not as effective in prediction.

$e experimental results show that the best predictive
evaluation is obtained by fusing the features
(MFCC+CQT+CC), whichmaximizes the characterization
of the pipa sound quality; the BP neural network-based pipa
acoustic quality evaluation model constructed in this paper
is reliable and has good predictive evaluation performance;
the pipa acoustic quality evaluation method proposed in this
paper is very novel and feasible.

6. Conclusions

Based on the subjective evaluation criteria of musical in-
struments, this paper proposes Softmax regression BP neural
network multiclassification recogniser input based on
obtaining the results of subjective evaluation of lute acoustic
quality, similar to acoustic quality evaluation; the classifi-
cation code of standard tones is used as the target label for
supervised network learning, resulting in an optimised
model for lute note recognition. $e experimental results
show that this scheme can achieve high precision recogni-
tion of 25 notes from bass to treble, with an average rec-
ognition accuracy of 95.6%.

Data Availability

$e experimental data used to support the findings of this
study are available from the author upon request.
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)is paper investigates the migration learning AlexNet-based algorithm for the recognition of assembly building structures and
the recognition based on an improved algorithm, and gives an analysis of the results. )e structure of AlexNet convolutional
neural network is introduced and the basic principles of migration learning are analysed. )e optimal model for the ceiling
damage recognition task was obtained through parameter adjustment, with a test accuracy of 96.6%.)e maximum improvement
in test accuracy is about 4%, with 82.6% and 79.7% for beam and column damage recognition and infill wall damage
recognition respectively.

1. Introduction

In the aftermath of a disaster, rapid assessment of the extent
of damage has become an important basis for the allocation
of emergency search and rescue resources following an
earthquake [1].)e traditional method of assessment mainly
involves a group of trained professional engineers and ac-
ademic researchers visiting the site to survey the extent of the
damage. While this approach is accurate, the safety of the
assessment team personnel is not guaranteed given the
occurrence of aftershocks, and the unsafe elements within
the building, and the whole process lasts longer and is less
efficient. But with another development in artificial intel-
ligence, computer vision is starting to come into the picture.
Intelligent classification and labelling of image data using
deep learning methods has become the new craze [2, 3].

)e rapid assessment system for postearthquake build-
ing damage proposed in this paper has no restrictions on the
professionalism of the photographers and can even use
drones to enter the interior to take pictures, which greatly
accelerates the efficiency of postearthquake assessment and
provides suggestions for further investigation [4].

In order to enable people in the earthquake zone to work
safely and urgently after the earthquake, a rapid assessment
of postearthquake building damage is needed, and relatively

safe houses can be used to prevent people from having
nowhere to live and sleeping on the streets. )is will provide
the basic basis for the government to make scientific and
effective regulation [5]. )e assessment is divided into
structural and nonstructural elements, with structural ele-
ments including beams and columns, and nonstructural
elements including infill walls and ceilings [6]. )e damage
to structural elements is directly related to the safety of the
overall building. From the photographic data recorded in the
Wenchuan and Lushan earthquakes, the damage to beams
and columns in houses that did not collapse was mainly as
follows: slight cracks in the beams and columns, crushed
external concrete, crushed concrete with yielding steel re-
inforcement, example pictures are shown in Figure 1.

Since the reform and opening up, with the development
of the economic level, the quality of China’s urban and rural
buildings has improved significantly, and in the medium
earthquake, there is rarely any damage to the load-bearing
elements of houses. )rough a large number of post-
earthquake disaster picture data the analysis revealed that
the infill walls, as the first line of seismic protection for
reinforced concrete frame structures, were very seriously
damaged, as shown in Figure 2.

Convolutional neural networks are trained on a large
amount of data. )eoretically, the richer the data, the better
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the learning ability of the trained convolutional neural
network and the better the classification results. CNN have
been known for their excellent performance in image
classification since their inception. In recent years, the de-
velopment of CNN has become more and more rapid and
has gradually surpassed the human’s own ability to classify
images, which lays the foundation for using CNN in this
paper to perform damage recognition of buildings after
earthquakes [7]. In deep learning, training a deep neural
network usually requires a large amount of labelled data as
the training set, however, in many practical situations,
obtaining sufficient data samples is very difficult. Training a
model with an inadequate training set runs the risk of
overfitting the model, resulting in poor generalisation of the
trained model and failure to achieve the expected accuracy
on the test data set [8].)e idea of migration learning, which
has emerged in recent years, better solves the problem of
inadequately large datasets in deep learning. In this paper,
we collected a large amount of image data from the Institute
of Engineering Mechanics of the China Earthquake Ad-
ministration in the Wenchuan and Lushan earthquakes,
which laid a solid foundation for the establishment of the
dataset.

Compared with traditional recognition methods, we do
not need to personally extract the damaged areas of the
components for feature input, and can avoid the disad-
vantages of manual feature extraction, for example: (a) it is
generally difficult to express complex high-level semantics of
images based on some lifting layer feature information of the
graph (e.g. colour, texture, etc.), so the generalisation ability
is generally weak. (b) )ese methods are generally designed
for specific applications in specific domains, and their
generalisation and migration capabilities are mostly weak.

)e convolutional neural network-based recognition
method only requires us to build a convolutional neural
network with completed training and upload the image in
the visual operation interface to recognize the result, en-
suring the intelligence, simplicity and practicality of the
system. In the future, there is still a broad prospect for the
development of postearthquake building damage recogni-
tion algorithms based on convolutional neural networks.

2. Related Work

Nowadays, more people have become aware of the impor-
tance of deep learning, especially in the field of machine
learning, which has become more effective. )e reason for
this is that deep learning has advanced and developed very
significantly in several areas, such as sound and text, and
most crucially, the use of Internet technology, which has led
to an artificial intelligence revolution. Reference [9] pro-
poses a method capable of recovering the properties of
cracks. In this method, crack points are first located by
means of state-of-the-art crack detection techniques. )en,
the skeletal structure of each point is identified using image
refinement methods.)ese structures are integrated into the
distance field of the crack point by means of a distance
transformation. In this way, crack width, length and di-
rection can be automatically recovered. Reference [10]
proposes a new method for detecting spalling regions on the
surface of reinforced concrete columns.)e properties of the
spalling regions are obtained from the image data, according
to which the spalling regions are first separated using a
threshold-holding algorithm based on local entropy [11].
Based on this, a new global adaptive thresholding algorithm
was combined to measure the longitudinal reinforcement

Figure 1: Damage to structural elements in the Wenchuan earthquake.

Figure 2: Damage to infill wall in the Lushan earthquake.
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(spalling depth in the column) and the spalling length in the
column. A new detection method for postdisaster image
classification is proposed in [12], which has four steps: firstly
raw data screening, secondly scene classification, then target
detection and finally damage assessment. )e method was
validated in the classification of specific examples. Dis-
tinguishing themselves from previous work, [13] et al.
propose a newmethod for structural damage detection using
deep CNNs that automatically obtains information from
low-level waveform signals rather than relying on manual
labelling. )e method implements structural damage de-
tection based on data alone without relying on human expert
knowledge, and numerical simulations are performed to
obtain the response data of the structure, followed by data
preprocessing, data augmentation, and finally training of the
augmented dataset by a deep CNN to estimate its classifi-
cation performance for damage localization, and demon-
strates superiority compared to another damage extraction
method [14].

3. Data Set Creation and Expansion

3.1. Data Set Creation. Most of the data set in this paper
comes from the picture data of the Wenchuan and Lushan
earthquakes provided by the Institute of Engineering Me-
chanics of the China Earthquake Administration, and a
small part of the data comes from the Internet, as shown in
Figure 3.

In this paper, according to the damage characteristics of
the building, the frame building is divided into two parts:
structural elements, beams and columns, and nonstructural
elements, infill walls and nonstructural ceiling elements. )e
specific classification levels and condition descriptions are
shown in Table 1:

3.2.DataPreprocessing. (a) Samples from the seismic images
were selected to meet the experimental requirements and the
target region of interest in the images was made central by
manual processing.

)e histogram of a grey-scale image in the grey-scale
range [0, L-1] is defined as shown in (1):

h rk( 􏼁 � nk. (1)

Here rk —— kth level of grey in the image; nk

——Number of pixels in the image with a grey level of rk.

p rk( 􏼁 � h rk( 􏼁 �
nk

MN
, (2)

where M —— Number of rows of grayscale charts; N —
— Number of columns in the grey-scale chart; MN —
— Total number of pixels in the image.

1/MN is the histogram defined in the normalisation (2),
which after normalisation p(rk) can be interpreted as an
estimate of the probability that grey level rk will occur in the
image.)e histogram is the basis for a variety of other image
processing techniques, and the spatial domain processing of
images can be expressed as equation (3)

g(x, y) � T[f(x, y)], (3)

where f (x, y) is the input image. g (x, y) is the transformed
image. T is a transform function defined on the neigh-
bourhood of the point (x, y).

)e smallest domain of this equation is 1 × 1, in which
case g depends only on the value of f at point (x, y), while T in
equation (3) becomes a grey-scale transform function sha-
ped as in equation (4):

s � T(r). (4)

)e immediate effect of equation (4) is to convert the
input grey-scale values to other values for the purposes of
contrast stretching, binarisation, etc. Histogram equalisation
is a special conversion method in the form of equation (4).
)ere exists a very important transformation function in the
image domain of the following form:

s � T(r) � (L − 1) 􏽚
r

0
pr(w)dw, (5)

where w——Integral dummy variables; pr(w) ——)e
probability density function of a random variable r.

)e integral part of the right-hand side of the formula is
the cumulative distribution function of the random variable
r. Because the probability density function of the random
variable r is always positive, the cumulative distribution
function is increasing and has a maximum value of 1.
)erefore, the transformation T (r) is an increasing function
and has a value range of [0, L-1]. When the random variable
is a continuous random variable, the random variable s
obtained by the above transformation will be a uniform
probability density variable. )e pixel values in an image can
be treated as if the interval were [0, L-1] a discrete variable,
and according to equation (5) the histogram equalisation is
obtained, which changes in the following form:

sk � T rk( 􏼁 � (L − 1) 􏽘
k

j�0
pr rj􏼐 􏼑

�
(L − 1)

MN
􏽘

k

j�0
nj, k � 0, 1, . . . , L − 1.

(6)

In equation (6), rk, MN, nk, and pr(rk) all correspond to
the converted values as described previously, and L is the
number of grey levels in the image. )e histogram equal-
isation conversion formula ensures two important condi-
tions: the conversion function T (r) is a monotonically
increasing function on the interval 0 ≤ r≤ L-1; on the in-
terval 0 ≤ r≤ L-1, there is 0 ≤ T (r)≤ L-1.

3.3. Data Enhancement. In the case of insufficient data
samples, data augmentation is often used to expand the
sample. A common means of data augmentation is geo-
metric transformation, and in this paper the sample is ex-
panded by means of rotation and mirroring. In the field of
image recognition, the rotation, translation andmirroring of
an image do not actually change the essential information of
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the image. Moreover, by rotating, panning andmirroring the
image, the sample can be obtained from multiple angles and
directions with different sizes [15]. )is transformation can
improve the recognition accuracy of the convolutional

neural network, because it can effectively avoid the possi-
bility that the convolutional neural network is not well
trained due to the different shooting equipment or shooting
angles, thus causing errors in recognition. In this paper, the

(a)

(b)

(c)

Figure 3: Damage to structural elements—beams and columns. (a) in good condition or slightly damaged. (b) Moderate damage. (c) Severe
damage.

Table 1: Criteria for classifying the damage state of beams and columns.

Failure state State description
Basically intact and slightly
damaged Basically, there is no crack or slight crack, which does not affect the structural safety

Moderate damage Large cracks appear on the concrete surface, a small part of the concrete is crushed, and the
reinforcement is not bent

Severe damage Large areas of concrete are crushed, steel bars are bent, and even tilt or collapse
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(a) (b)

(c) (d)

(e) (f )

Figure 4: Continued.
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original image is rotated and mirrored to increase the
number of images to 8 times the original size, as shown in
Figure 4.

4. Based on the Improved AlexNet

In this paper, AlexNet has a low accuracy for the task of
identifying the extent of damage to beams and columns
and the extent of damage to infill walls, and cannot be
significantly improved by simply adjusting the hyper-
parameters, so improvements to the original AlexNet are
considered. In recent years, many scholars have modified
and enhanced AlexNet to improve neural network rec-
ognition accuracy. In [16], the WN (Weight Normaliza-
tion) was proposed to replace the LRN layer with the LRN
(Local Response Normalization), and the WN was placed
after all pooling layers to improve the accuracy of AlexNet
model training. In [17], a fusion segmentation algorithm
of ReLU6 and Swish was proposed to address the problem
of partial failure to update the weights and gradient ex-
plosion of the ReLU activation function in AlexNet, which
improved the convergence speed and accuracy of AlexNet
model training and also alleviated the occurrence of
overfitting [18].

4.1. An Improved AlexNet Network Structure. However, as
the number of layers increases the disadvantages of a small
data set become apparent, as not only does the test error
become higher when the network is deeper, but its training
error is surprisingly higher as well. Deeper networks are
associated with gradient disappearance and explosion
problems, which hinder the convergence of the network, and
this phenomenon of deeper networks with reduced per-
formance is generally referred to as the degradation
problem.

However, in order to prevent the model from being
trained poorly due to the increase in parameters after the

addition of the convolutional layer, we choose to combine
the residual structure of ResNet with AlexNet to achieve the
goal of increasing the convolutional layer without a surge in
parameters, so as to improve the problem of low accuracy
and loss of convergence in multitask recognition [19, 20].

Assuming that the input to a particular segment of the
neural network is x and the desired output is H(x), i.e., H(x)
is the desired complex potential mapping, it would be more
difficult to train such a model if it were to be learnt; recalling
the previous assumption, if a more saturated accuracy has
been learnt (or when the error in the lower layers is found to
become larger), then the next learning goal shifts to the
learning of a constant mapping, i.e. making the input x
approximate the output H(x) to keep from causing a drop in
accuracy in the later layers.

In Figure 5, the residual network structure is shown by
means of "shortcut connections", where the input x is passed
directly to the output as the initial result, and the output is
H(x)� F(x) + x. If F(x)� 0, then H(x)� x, which is the above
mentioned constant mapping. )us, ResNet is equivalent to
changing the learning goal from learning a complete output
to the difference between the target value H(x) and x, also
known as the residual F(x)�H(x)-x. )us, the training goal
later is to approximate the residual result to 0, so that the
accuracy does not decrease as the network deepens.

)e two structures in Figure 6 are for ResNet34 and
ResNet50/101/152 respectively, and their purpose is mainly
to reduce the number of parameters. )e left figure shows
two 3× 3× 256 convolutions with the number of parameters:
3× 3× 256× 256�1179648, while the right figure first re-
duces the 256-dimensional channels to 64 dimensions by
1× 1 convolution and finally recovers them by 1× 1 con-
volution, using the overall number of parameters: 1× 1×

256× 64 + 3× 3× 64× 64 + 1× 1× 64× 256� 69632. )e
number of parameters is reduced by a factor of 16.94
compared to the left graph, so the main purpose of the right
graph is to reduce the number of parameters and hence the
computational effort [21].

(g) (h)

Figure 4: Geometric transformation diagram. (a) Original. (b) Original rotated by 90°. (c) Original rotated by 180°. (d) Original rotated by
270°. (e) Mirror image. (f ) Mirror rotation 90°. (g) Mirror rotation 180°. (h) Mirror rotation 270°.
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For a regular ResNet (Figure 6(a)), basic block can be
used for networks with 34 layers or less. (Figure 6(b))
Bottleneck is used for deeper networks (e.g. 101 layers) with
the aim of reducing the number of computations and pa-
rameters. )is paper therefore considers adding the Basic
block module after the convolutional layer of AlexNet,
replacing the three fully-connected layers with one. )e
AlexNet convolutional layer is used to extract the feature
information of the images in the dataset, and a comparison
experiment is set up to add one Basic block block, two Basic
block blocks and three Basic block blocks to the classification
layer, and then the accuracy of the network is tested after the
training is completed. )e network improvement scheme is
shown in Figure 7.

5. Damage Recognition Experiments

5.1. VibrationRecognition. )e time-frequency response of
the sensor was tested at different frequencies and accel-
erations. )e time and frequency response of the sensor is
shown in Figure 8 for external excitation frequencies of
90 Hz and 350Hz and accelerations of 1.0 g and 3.0 g
respectively. )e output waveform of the FBG vibration
sensor is a sinusoidal waveform, as can be seen from the
time domain signal; Figure 8(b) and (d) show the fre-
quency spectrum obtained from the Fast Fourier Trans-
form (FFT) of the time domain signal. )e results are
consistent with the experimentally set frequency
parameters.

3×3 64

3×3 64

64-d

relu

relu

(a)

1×1 64

1×1 256

relu

256-d

3×3 64

(b)

Figure 6: Two forms of residual structure. (a) Basic block. (b) Bottleneck.

weight layer

weight layer

X

X identiy

relu

F(x)

F(x)+x

Figure 5: Structure of the residuals.
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Figure 8: Response curves of the time-frequency characteristics of the sensor. (a) 90Hz time domain; (b) 90Hz frequency domain; (c)
350Hz time domain; (d) 350Hz frequency domain.
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Figure 7: Design options for network improvements.
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To verify the amplitude-frequency characteristics of the
sensor, the maximum drift of the central wavelength of the
sensor was investigated under certain conditions of accel-
eration, corresponding to different frequencies. )e maxi-
mum value of the centre wavelength of the sensor was
recorded and the curve is shown in Figure 9. It can be seen
that the inherent frequency of the sensor at this acceleration
is approximately 543.9Hz, which is in good agreement with
the simulated result of 568.6Hz. )e slight deviation in
frequency is due to the sensor assembly error and other
reasons.

)e spectrograms of the sensor were measured at dif-
ferent frequencies and acceleration excitations. )e spectra
of the sensor are shown in Figure 10 for external excitation
frequencies of 90Hz and 350Hz and accelerations of 1.0 g
and 3.0 g respectively. It can be seen that the FBG spectrum
did not broaden with increasing acceleration, indicating that
the chirp phenomenon was effectively avoided.

)e acceleration response of the sensor was tested at a
certain frequency. )e acceleration response of the sensor
was tested at a frequency of 300Hz with an external exci-
tation of 0.2 g. )e results showed that the acceleration and
wavelength shift of the sensor were quasi-linear, with a linear
fit of 99% or more and good linearity; the sensitivity of the
sensor was 6.7 pm/g; the repeatability error of the sensor was
about 1.7%, with good repeatability

5.2. Comparison of Whether Damage Is Identified or Not.
In Scheme 1 for determining whether damage is present,
as shown in Figure 11, the accuracy of both CNN1 and
CNN2 is below 70% and the accuracy of LSTM is over
95%, so only LSTM can meet the requirements in this step
of damage identification. )e accuracy of CNN2 is im-
proved by only 2.23% over CNN1, while LSTM is im-
proved by 35.42% over CNN1, which indicates that in
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Figure 10: Spectra of short grating at different frequencies.(a) 90Hz; (b) 350Hz.
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Scheme 1, the )e increase in sample data is not critical
but the method of recognition, and therefore the LSTM
method is more appropriate than the CNN method in
Scenario 1.

In Scheme 2, as shown in Figure 11, the accuracy of all
three methods is relatively high, so all three methods are
possible. However, the recognition in Scheme 2 is more
tedious and has to be divided into 10 to identify each one.

Combining the accuracy of the three methods of Option
1 and Option 2, it is more appropriate to adopt Option 1 and
use the LSTM method when determining whether the
damage is.

In the recognition of damage localization, as shown in
Figures 12 and 13, the accuracy of damage localization at
each location and the overall average accuracy are
LSTM>CNN2>CNN1, where the accuracy of both CNN1

and CNN2 is about 75, while the accuracy of LSTM can
reach 91.76%, among which only LSTM meets the
requirements.

6. Conclusions

)rough the comparative experiments in this paper, it can
be seen that these two methods effectively alleviate the
AlexNet network’s overfitting problem. At this point, the
improved convolutional neural network algorithm has
effectively solved the problem of framed building van-
dalism. )e evaluation of the entire postearthquake frame
building will be carried out quickly. Experimentation with
the number of parameters involved in training shows that
with the feature extractor training approach, the model
only needs to retrain the function of the last fully-con-
nected layer.
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Figure 12: Accuracy of damage localization by location.
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Universities are not only an important foundation of China’s education but also have an important role in promoting the
development of the local economy. )e interaction between local universities and regional economic development is very
significant, and the two promote each other and develop symbiotically.)is paper designs a coupled coordination model based on
autoencoder (AE) for the development level of regional economy and higher education institutions, and this paper analyses the
mutual needs between local universities and regional economy in terms of talent demand, technology research, and material base
puts forward the potential advantages of symbiosis, points out the weaknesses and shortcomings in the current symbiotic
development, provides a basis for the symbiotic development of the two, and provokes thoughts to promote the symbiosis and
win-win situation between the two.

1. Introduction

Local universities and higher education institutions directly
under the Ministry of Education are both educational in-
stitutions that train talents for the society and also have the
responsibilities of conducting scientific research, providing
social services and realising cultural heritage and innovation,
which are essentially providing services for the society [1]. In
addition to providing social services to the local community,
local universities also contribute to the development of the
regional economy. )e development of the regional econ-
omy also provides a broader development space for the
further expansion of local universities [2]. At present, there
are still problems of missing mechanism in the process of
good interaction development between many local colleges
and universities and regional economic development. In this
current situation, it is significant to discuss how local uni-
versities can seek the key point for the symbiotic develop-
ment of the two based on the actual local conditions [3].

Local universities refer to general higher education in-
stitutions that are affiliated to provinces, autonomous re-
gions, municipalities directly under the central government,
and special zones in Hong Kong and Macao and are mainly
supported by local finances and allocated funds by local
administrative departments [4, 5]. In this management
system, the main body of local universities’ operation and
investment is mainly the local government departments.)e
meaning of regional economy is actually a geographical
concept, which refers to the comprehensive economic de-
velopment of the region [6]. Symbiosis theory mainly refers
to the existence of different kinds of things that live together
due to the existence of some kind of real-life connection.
Symbiosis theory began as a biological theory, but when
viewed from the perspective of the social sciences, the
concept of symbiosis theory becomes a social form in which
different types of material objects cooperate amicably with
each other and thus achieve a mutually beneficial devel-
opment [7]. Local universities and regional economy form
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an interdependent and cogrowing relationship due to their
natural geographical location [8].

Talent is always the most dynamic and valuable element
in economic development. For the regional economy to
achieve further development, it must have a stable source of
supply of comprehensive and high-quality talents [9]. Al-
though there are many sources of talent, they are mainly
local universities. In addition to the advantages of geo-
graphical location, local universities have the advantage of
talent training that is targeted to meet the actual needs of
local talent [10]. At the same time, in order to achieve
economic transformation and promote the upgrading and
adjustment of industrial structure, the demand for com-
prehensive talents with excellent vocational skills is con-
stantly increasing [11].

One of the key points of the role of local universities in
promoting regional economic construction is that they can
provide technical support for local industrial restructuring
and enterprise project development [12]. Enterprises pro-
vide a platform to support the transformation of knowledge
achievements of universities, and universities provide a
technical basis for the development of enterprises. )is is
also a key node for local universities to establish ties with
local enterprises [13]. Universities differ according to their
actual situation, with undergraduate institutions focusing on
technical support and higher education institutions focusing
on service support. Cases abound where universities at home
and abroad have established close cooperation with local
enterprises to effectively promote progress in research,
achieve technological innovation, and contribute to regional
economic development, such as the Industrial Liaison Office
at Cambridge University [14]. On the one hand, these in-
stitutions find markets for the research achievements of
university teachers and researchers; on the other hand, they
introduce the topics and business dynamics of enterprises to
university teachers and researchers, playing the role of
“matchmaking.” At present, many higher vocational insti-
tutions in China, such as Changzhou Information Voca-
tional Technology College, have built a key laboratory for
intelligent technology of high-end manufacturing equip-
ment on campus [15].

2. Analysis of Universities for Regional
Economic Development

Local universities are not only a source of talent as well as a
technical basis for regional economic construction but they
are also able to provide industrial creation for local eco-
nomic construction. By combining new technologies with
practical social practice capabilities with practical condi-
tions, universities can serve as technical support for new
high-tech enterprises and promote the development of local
high-tech industries, thus promoting industrial restructur-
ing and driving regional economic growth. By establishing
cooperation with local enterprises, local universities realise
the organic combination of production, learning, and re-
search, while the government provides support and a
platform for independent innovation and employment for

students [16]. By establishing science and technology parks,
the government has involved local universities and local
enterprises in the research and development of various new
technologies and the transformation of their achievements,
forming a complete chain of cooperation among industry,
university, and research, promoting the development of
high-tech industries and facilitating the process of industrial
upgrading and restructuring.

For local universities to gain further development, they
need not only sufficient financial support but also the
support of various social resources. Among them,
the support from the local government is very important.
)e key to local government investment is whether it can
play a role in promoting local economic development [17].

A solid material foundation is the key to the sustainable
development of universities, while another basis for the
development of local universities is to meet the changing
needs of regional economic development. Both of these are
external manifestations of local economic development. It is
important to constantly bring into play the advantages of
policies to meet the financial support needed for the de-
velopment of universities and to improve their research
strength [18].

Due to the vast territory, the level of economic devel-
opment and the industrial structure of different regions of
the country vary greatly, and the focus of economic de-
velopment varies greatly at different times in the same re-
gion, which makes the level of demand for talents as well as
the type and quantity of talents different [19]. At the same
time, the country is currently in a critical period of industrial
restructuring, and local universities are therefore adjusting
their development strategies to serve society. With the
upgrading and optimisation of the regional industrial
structure, the direction of talent training in local universities
will also be adjusted, and the main body will match the
regional talent structure adjustment. For example, during
the current rapid development of e-commerce, especially
during the epidemic, community e-commerce, live-
streaming with goods and other e-commerce models pro-
vide business opportunities for local economic development,
and the demand for related e-commerce talents has suddenly
increased [20].

3. A Model of Regional Economic Growth and
University Coupling

3.1. CoupledCoordinationModels. With the help of physical
capacity coupling based on the orderly combination degree
of the two subsystems, so as to obtain the coupling model as
Cn �(u1, u2,. . ., um)􏽑(ui + uj)1/n, where the coupling
degree value C∈[0,1]. )irdly, according to the specific
coupling situation, we can judge that when C�0, the cou-
pling degree between regional economy and university
factors is extremely small, and economic growth and uni-
versities are in a state of mutual incoherence. When
C∈(0,0.3], the regional economy is in a state of low uneven
coupling with universities. When C ∈ (0.3,0.5], the coupling
is in the collapsing phase.
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3.2. Coupled Simulation Index Analysis. )e analysis of the
cubic function model and coupling indices of university
indicators and economic indicators in each province of
China can determine that the three current indicators of
industrial emissions of waste water, industrial solid waste,
and industrial emissions of exhaust gases in China are
generally on a decreasing trend. Firstly, the coupling index of
typical university indicators is relatively good, in which the
overall decrease of industrial waste water emissions can be
explained by the increasing emphasis on environmental
protection in the growth of GDP per capita in China, and it is
also related to the increasingly strict requirements of en-
vironmental protection laws in China. Secondly, emissions
are still a serious problem in China, with vehicle emissions
and industrial production emissions remaining high in
recent years, and the coupling between this indicator and
universities is extremely low. )irdly, the problem of sea-
sonal universities is still very prominent, and the problem of
pollution in our winter climate universities is serious, which
also has a very general relationship with economic
development.

4. Denoising Automatic Coder

4.1. AE. AE is a three-layer unsupervised neural network
[12], which is divided into two parts: the encoding network
and the decoding network, as shown in Figure 1.

Given an unlabeled sample set xm{ }M
m�1 of mechanical

health conditions, the coding network transforms each
training sample xm into a coding vector hm by means of a
coding function fθ.

h
m

� fθ x
m

( 􏼁 � sf Wx
m

+ b( 􏼁. (1)

)en, the encoding vector hm is inversely transformed
into a reconstructed representation 􏽢xm of xm by the decoding
function gθ′ , such as (2) and (3).

􏽢x
m

� gθ′
h

m
( 􏼁

� sg Wh
m

+ d( 􏼁,

(2)

L(x, 􏽢x) �
1

M
‖x − 􏽢x‖

2
. (3)

)e variation in working conditions due to complex
tasks lead to fluctuations in the properties of the samples
under the same health conditions, so the autoencoder needs
to be given certain constraints so that it learns a robust
feature representation. )e DAE solves this problem by
reconstructing sample data containing noise to solve this
problem [13].

Firstly, random noise is added to the sample xm

according to q D the distribution [14] to make it a noisy
sample xm′ , such as

x
m ∼ q D x

m′
|x

m
􏼒 􏼓, (4)

where q D is the binomial random hidden noise.
)e DAE is then trained by optimising the following

objective function such as

argmin
θ,θ′

L xm
, gθ′ fθ x

m′
􏼒 􏼓􏼒 􏼓􏼒 􏼓. (5)

4.2. Pretraining and Fine-Tuning of Deep Neural Networks.
)e core of the deep neural networks, hereinafter referred to
as (DNN) pretraining algorithm is the unsupervised stacking
of multiple DAE layers to form a DNN hidden layer
structure, as shown in Figure 2 [14–16]. Firstly, sample xm is
used to train DAE1 and xm is encoded as (6) and (7).

h
m
1 � fθ1 x

m
( 􏼁, (6)

h
m
N � fθN

h
m
N−1( 􏼁. (7)

Pretraining connects multiple DAEs to each other to
form a DNN hidden layer structure to achieve layer-by-layer
extraction of fault information [17]. After pretraining, the
output layer with classification function is added in order to
monitor the economic health of the diagnosed area, and the
DNN parameters are fine-tuned using the BP algorithm.)e
output of the DNN is represented as

ym
� fθN+1

hm
N( 􏼁, (8)

where θN+1 is the parameter of the output layer. )e health
condition type of xm is set to dm and the DNN fine-tunes by
minimising ϕDNN(Θ) such as

ϕDNN(Θ) �
1

M
􏽘
m

L ym
, dm

( 􏼁, (9)

where Θ is the set of parameters of the DNN and
Θ � θ1, θ2, L, θN+1􏼈 􏼉.

)e fine-tuned DNN optimises the representation of
regional economic health information and provides the
ability to monitor and diagnose regional economic health
conditions.

Coding
network

Decoding
network

hmx1m

x2m

x3m

xnm

x1m

x2m

x3m

xnm

Figure 1: Model structure of AE.
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4.3. Regional Economic and University Coupling Analysis.
Universities are harsh and volatile, so the vast amount of
data collected by their monitoring systems contain a
wealth of variable fault information about the various
components of the regional economy. Traditional intel-
ligent diagnostic methods rely on signal processing and
diagnostic experience to extract features from the regional
economy signals and use machine learning models for
intelligent diagnosis. However, signal processing-based
feature extraction methods tend to extract features with a
deep understanding of the signal characteristics and are
“inadequate” to extract typical features reflecting the
health of the regional economy in the face of the massive
signals of the regional economy with alternating working
conditions, heavily coupled fault information, and un-
known and variable patterns. In addition, traditional
methods use shallow models to identify regional economic
health conditions, resulting in poor monitoring and di-
agnostic capabilities and generalisation performance
[18–20].

)is paper combines the characteristics of regional
economic big data with the advantages of deep learning and
proposes a deep learning-based method for monitoring the
health of regional economies. )e method achieves the
organic combination of unsupervised learning and super-
vised learning and can simultaneously complete the adaptive
extraction of big data fault features and the identification of
regional economic health, overcoming the shortcomings of
traditional methods in feature extraction and fault identi-
fication.)e method flow is shown in Figure 3, and the steps
can be summarized as follows.

Firstly, the frequency domain signal of the regional
economy, i.e., the spectrum, is obtained and the spectrum is
used as the training sample; secondly, the number of hidden
layers of the DNN, N, is determined and N DAEs are trained
layer by layer in an unsupervised manner, i.e., the output of
each DAE is used as the input of the next DAE until the
training of N DAEs is completed; then, the output layer is
added and the DNN parameters are fine-tuned according to
the type of health condition of the sample to complete the
training of the DNN; finally, the DNN is used tomonitor and
diagnose the health condition of the regional economy
[21–23].

5. Empirical Analysis

5.1. Coupling. )e coupling degree of coordinated develop-
ment of regional economy and universities is in the fly down
stage in all provinces, except Jiangsu, Guangdong, Shandong,
and Zhejiang, which are in the grinding stage, and the level of
coupling is relatively low, which fully indicates that there is still
much room for improvement in terms of improving univer-
sities in each province. As shown in Figure 4, the coupling
degree of each region shows obvious regional differences.
Provinces with low coupling degree account for about 55% of
the total number of coupling types in the country. Coupling
coordination is also uneven in spatial distribution, usually the
regional economy in themore economically developed areas in
the south has a higher coupling degree with colleges and
universities, while the coupling degree between the economy
and colleges and universities in relatively economically back-
ward areas is lower [24–26]. )irdly, provinces with faster
economic growth aremore sensitive to the influence of colleges
and universities, and some provinces, though with faster
economic development, also have more serious problems for
colleges and universities, even beyond the carrying capacity of
natural colleges and universities, and ecological colleges and
universities are not yet able to complete full absorption of the
problems brought about by the influence of colleges and
universities due to economic growth.

5.2. Spatial Pattern Characterisation. )ere is also a sig-
nificant correlation between the regional economic devel-
opment and the coupling degree of universities in the spatial
pattern; as shown in Figure 5, each year the regional
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Figure 3: Flow chart analysis of the proposed method.
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coordination is higher compared to the national inland
cities, but there is no significant advantageous gathering
area, especially the coordination of economy and univer-
sities in the central and western regions is the main direction
of future research [7]. )e state has taken systematic sup-
portive measures to break the unbalanced pattern in the
central and western regions, thus the relationship between
regional economic indicators and universities is showing a
steady increase year by year. In response to the above
problems, a coordinated development protection strategy of
economy and universities should be adopted to continuously
enhance the friction between universities and economy so

that the two can develop in a coordinated and sustainable
direction and achieve the goal of friendly development of
economy and universities.

6. Conclusions

For local universities, only by fully establishing a symbiotic
relationship with the regional economy and insisting on
mutual benefit and win-win situation can we achieve further
development of both. As a talent training base, local uni-
versities should strengthen exchanges and cooperation with
local enterprises and institutions, deepen the basis of
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cooperation, and realise resource sharing. At the same time,
the local government should also strengthen the financial
and policy support of resources to enhance the awareness of
local universities in serving the regional economy, so as to
truly achieve sustainable symbiotic development. In the
process of development, universities attach too much im-
portance to the circle of land, people, and professions and do
not know enough about their social service function and the
importance of win-win cooperation with regional economic
development. In the process of running the university, the
traditional teaching mode is still the main one, and the large
and comprehensive construction of disciplines is pursued
excessively. )e scientific research of many disciplines is
detached from the reality, and awards are the focus, ignoring
the social foundation, and all scientific research work pre-
mised on various fame and profit demands or materialistic
demands is lacking in connotation, and discipline con-
struction should be carried out on the premise of serving
society, and scientific research innovation should be pro-
moted on the basis of serving local construction.
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On the basis of regional tourism economic development, this paper uses the entropymethod and the coupling coordinationmodel
to analyse the comprehensive development level and the degree of coupling coordination between tourism and regional de-
velopment and uses the GM (1, 1) grey prediction model to forecast the degree of coupling coordination between tourism and
regional development in China in the next five years, based on the data related to tourism and regional development in China from
1996 to 2015.,e results show that the degree of coupling and coordination between tourism and regional development is steadily
increasing, with the coupling level moving from low level coupling to antagonistic stage and the coupling coordination level
reaching from low level disorder to good level coordination.

1. Introduction

Since China’s 18th National Congress, the Chinese gov-
ernment has clearly put forward that “tourism is an im-
portant engine for stable growth, an important grasp of
people’s livelihood, an important support for the con-
struction of ecological civilisation and an important carrier
of prosperous culture,” and the important strategic position
of tourism in the national economy and social development
has become more prominent [1]. Territorial tourism is the
overall strategy of China’s tourism development in the new
era and is a new regional development concept and model
that uses tourism as a regional advantageous industry in the
era of mass tourism to drive and promote coordinated
economic and social development [2]. ,erefore, the aca-
demic research on the relationship between tourism in-
dustry and regional development in the context of all-area
tourism has certain theoretical guidance significance for the
implementation of all-area tourism strategy [3].

Before the 1990s, scholars mainly used traditional
quantitative methods to forecast tourism demand and
tourist flows, where quantitative studies used causal analysis
[4] in addition to econometric methods such as moving

average models and ARMA models [5]. Such methods were
mainly achieved by analysing the influencing factors of
tourism flows, with the disadvantage that the influencing
factors are difficult to determine and too costly. After the
1990s, with the emergence and development of artificial
intelligence methods and their excellent performance in the
field of forecasting, scholars also began to try to introduce
such methods into the forecasting of tourism traffic and
tourism revenue, the most used of which are mainly BP
neural networks, grey system GM (1, 1) models, and mul-
tifactor dynamic coarse forecasting models in rough set
theory, genetic algorithms, etc. [6]. ,ere is no shortage of
comparisons between the results obtained using traditional
research methods and artificial intelligence methods, but the
final conclusions show the significant advantages of artificial
intelligence methods in the field of forecasting. Because of
the unique advantages of AI methods in forecasting, when
the support vector machine method was introduced and
performed well in the forecasting field, scholars were quick
to apply it to the study of tourism demand and tourism
traffic forecasting as well [7].

In support vector machine methods, the core part is the
parameter selection problem, which is essentially an
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optimisation search process. Before the birth of evolutionary
algorithms, scholars did not find an optimal way to deal with
parameter selection. With the emergence and rise of in-
telligent population algorithms, more and more scholars
have discovered its outstanding performance in dealing with
optimisation problems. ,erefore, some scholars have also
tried to use population intelligence algorithms, such as
particle swarm algorithms and genetic algorithms, to deal
with the parameter selection problem in support vector
machines when doing prediction work using support vector
machine methods [8].

In this paper, the GM algorithm is applied to the pa-
rameter optimisation of support vector regression and ap-
plied to regional tourism forecasting. Accurate forecasting of
regional tourism traffic is beneficial not only to the man-
agement department in providing reasonable guidance on
the operation and management of scenic spots, but also to
the regional government in formulating relevant supportive
policies and driving the overall development of the national
economy with the development of tourism as the leading
industry; and accurate forecasting of regional tourism rev-
enue can also provide complete data support to the local
government in formulating and improving tourism eco-
nomic policies [9].

2. Related Work

,e interaction between tourism and regional development
has always been a hot content of academic research. Foreign
research has started earlier and the relevant studies are more
mature, mainly focusing on the interaction between tourism
and economy and environment. Reference [10] has analysed
the influence mechanism between tourism activities and
ecological environment. ,e empirical analysis of tourism
and economic growth concluded that there is an uneven
relationship between tourism and economic growth in
Korea [11]. Reference [12] used a comparative analysis to
analyse the impact of energy and environment on regional
development in China and the United States from the
perspective of sustainable development.

A comprehensive analysis of the environmental condi-
tions of tourism destinations was conducted, and it was
concluded that tourism development has both positive and
negative effects on the ecological environment [13]. Refer-
ence [14] proposes a method to quantitatively measure the
contribution of tourism to regional economic development,
using theories such as tourism economics and input-output
analysis. In [15] using a panel analysis of 254 prefecture-level
cities, it was verified that the development of tourism plays
an important role in driving the development of the tertiary
industry and narrowing the regional development gap. An
in-depth study of the degree of coordination between
tourism and the ecological environment in China was
carried out based on principal component analysis [16].
Reference [17] analysed the degree of coordination between
tourism and regional economy and its influencing factors in
17 cities of Shandong Province using the coupling coordi-
nation model and grey correlation analysis. Reference [18]
analysed the mechanism of the interaction between tourism,

economy and ecological environment, and conducted an
empirical study on the coastal areas of Jiangsu provinces and
cities along the Yangtze River Economic Belt and Turpan
using the coupled coordination model.

In general, domestic and foreign research on the rela-
tionship between tourism and regional development has
mostly focused on three aspects: tourism and economy,
tourism and ecological environment, and tourism-econ-
omy-ecological environment, without considering the re-
gion as a whole in a systematic way, and the content of the
research has not taken into account the impact of tourism
activities on social progress, which is lacking in the context
of the new era. ,e research content does not take into
account the impact of tourism activities on social progress
and lacks in-depth consideration of the relationship between
tourism and regional development in the context of the new
era. In this paper, on the basis of exploring the mechanism of
interaction between regional tourism and regional devel-
opment, we construct a tourism development system and a
regional development system from a regional perspective,
analyse the comprehensive development level and the degree
of coupling and coordination between tourism and regional
development using the entropy value method and the
coupling and coordination model, and forecast the degree of
coupling and coordination between tourism and regional
development in China in the next five years using the GM (1,
1) grey prediction model, with a view to providing a basis for
it.,eGM (1, 1) grey predictionmodel is used to forecast the
degree of coordination between tourism and regional de-
velopment in China in the next five years, in order to provide
reference for the transformation and upgrading of China’s
tourism industry and the implementation of the regional
tourism strategy.

3. Mechanisms of the Role of Regional
Tourism Development

In essence, regional development and tourism are intrin-
sically linked, with the two beingmutually coupled, mutually
conditional, and mutually reinforcing (see Figure 1).
Tourism in the region is seen as an industry with regional
advantages. By optimising and enhancing industrial, envi-
ronmental, and social resources, tourism is organically in-
tegrated with the region and its resources and industries and
shared by tourists and residents, thus promoting coordi-
nated regional development [19].

As a new engine for regional development, regional
tourism has become an important driving force for coor-
dinated regional development. In recent years, the country’s
economic development has entered a new normal, with
economic growth rates continuing to decline, ecological and
environmental issues coming to the fore, manufacturing,
investment, and export pulling, and growth drivers gradually
shifting from investment-driven and factor-driven to in-
novation-driven and consumption-driven. ,e tourism
industry, on the other hand, has continued to grow at a high
rate under the new normal, with record numbers of visitors
and total tourism revenue, becoming an important means of
driving domestic demand.,e implementation of an all-area
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tourism strategy will give full play to the tourism industry’s
comprehensive and driving characteristics and promote
coordinated regional development.

Regional development is a multilevel complex system,
covering economic, social, and environmental aspects, and
coordinated regional development can provide strong
support and guarantee for the implementation of the all-area
tourism strategy. First of all, regional economic development
can provide financial guarantee for the development of all-
area tourism. Tourism itself has the characteristics of large
investment, long cycle, slow benefits, etc., and the whole area
of tourism development will expand the scope of tourism
from attractions to the entire region, construction areas,
construction content, and construction goals to achieve all
need sufficient sources of funding. In addition, the region is
both a tourist destination and a tourist source. ,e rapid
economic development of the region promotes the income
level of local residents, which increases the likelihood that
residents will change from potential tourists to real tourists,
expanding the market of tourism sources. Secondly, the
improvement of the regional social environment creates a
good human environment for all-area tourism. ,e par-
ticipation of the whole population in all-area tourism can
make tourists and local residents more friendly and har-
monious, the residents benefit from it, the tourists improve
their tourism experience, and the tourist places increase
their popularity, achieving a multiwin situation. Finally, the
ecological environment is an important guarantee for the
development of tourism. A beautiful ecological environment
provides rich natural tourism resources for tourism devel-
opment and becomes a major driving force for tourism
development.

4. Research Methodology and Data Sources

4.1. Indicator System Construction. ,e tourism develop-
ment system and the regional development system are
complex. Considering the aforementioned coupling mech-
anism between regional tourism and regional development

and previous research results, according to the principles of
comprehensiveness, scientificity, and operability in the
construction of the index system, fully considering the
characteristics of regional tourism development, attaching
importance to the selection of basic and dominant indica-
tors, and constructing a coupled and coordinated evaluation
index system of tourism development and regional devel-
opment in China.

4.2. Research Methodology. ,is paper borrows the capacity
coupling coefficient and coupling coordination degree from
physics and constructs the coupling coordination degree
model of tourism development and regional development by
referring to the ideas of scholars at home and abroad on the
establishment of the coupling coordination degree model
between systems. ,e specific calculation formula is

C �

��������
u1 × u2( 􏼁

􏽱

u1 + u2( 􏼁
,

D �
�����
C × T

√
,

T � αu1 + βu2,

(1)

where C is the coupling degree value, D is the coupling
coordination degree value, T is the comprehensive coordi-
nation index of tourism development and regional devel-
opment, u1 、 u2 represents the combined level value of
tourism development and regional development, respec-
tively, and α and β are weights to be determined. As tourism
development is only one factor contributing to regional
development, regional development is the result of a
combination of factors, so the values of α and β are set to 0.4
and 0.6, respectively. c ∈ [0, 1], d ∈ [0, 1], the closer the value
of c is to 1, the better the coupling between tourism de-
velopment and regional development system is, the closer
the value of d is to 1, the more the two systems tend to
orderly coordination.
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Figure 1: Mechanism of interaction and coupling between regional tourism and regional development.
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Referring to the study of [20] on the classification of
coupled coordination levels, the coupled coordination status
of tourism development and regional development was
classified into two categories and twelve levels (see Table 1).
Further, according to the comparison between tourism
development and regional development levels, if u1 > u2, the
level of regional development is relatively lagging; if u1 � u2,
tourism development is synchronised with regional devel-
opment; if u1 < u2, the level of tourism development is
relatively lagging [21].

,e tourism development system and the regional de-
velopment system are complex giant systems, and the
coupling process of the two has the characteristics of stage,
uncertainty, dynamics, etc. [22]. It is difficult for the general
linear or nonlinear model to accurately predict its devel-
opment trend. Grey system theory is a kind of system theory
for specific description, prediction, decision making, and
control of systems with incomplete information. Grey
prediction includes topological prediction, disaster predic-
tion, series prediction, etc. In this paper, we adopt series
predictionmethod to quantitatively predict the development
change of tourism development and regional development
coupling degree and coupling coordination degree. ,e
modelling method and specific steps are as follows:

(i) Set the original time series:
X0 � x0(1), x0(2), . . . , x0(n)􏼈 􏼉 generating a new
sequence by x1(k) � 􏽐

k
i�1 x0(i), k � 1, 2, 3, . . . , n

accumulation:

X1 � x1(1), x1(2), . . . , x1(n)􏼈 􏼉. (2)

(ii) Defining the immediately adjacent mean series:

Z1 � z1(2), z1(3), . . . , z1(n)( 􏼁, (3)

where
z1(k) � 0.5x1(k) + 0.51(k − 1), k � 2, 3, . . . , n.

(iii) ,e column of least squares estimated parameters
for GM (1, 1) model x0k + az1k � b satisfies

α � (a, b)
T

� B
T
B􏼐 􏼑

− 1
B

T
Yn,

(4)

where

B �

−z(1)(2) 1

−z(1)(3) 1

. . . . . .

−z(1)(n) 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Yn �

x(0)(2)

x(0)(3)

· · ·

x(0)(n)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(5)

Constructing whitening equations for grey differ-
ential equations:

dx1(k)

dk
+ ax1(k) � b. (6)

A direct solution gives the GM (1, 1) differential
equation:

_α(0)(k + 1) � 1 − e
a

􏼂 􏼃 x
(0)

(1) −
b

a
􏼠 􏼡e

− ak
. (7)

(iv) ,e error test of the grey prediction model was
carried out in Table 2 to determine the accuracy of
the prediction results based on the magnitude of the
P and C values.

4.3. Research Data. ,e data required for this paper mainly
come from the China Statistical Yearbook, the China
Tourism Statistical Yearbook, the China State of the Envi-
ronment Bulletin, and the China Environment Statistical
Bulletin from 1996 to 2016, supplemented in part by the
China Regional Economic Statistical Yearbook and the
tourism statistical yearbooks of some provinces from 2000 to
2016 [23].,e concept of all-area tourism has been proposed
for a short period of time, and a longitudinal comparison of
the coupled and coordinated relationship between the
tourism industry and regional development in different
years from the perspective of all-area tourism can highlight
the differences in the coupled and coordinated relationship
between the tourism industry and regional development
before and after the introduction of all-area tourism.

5. Analysis of Results

Figures 2 and 3 show the raw series of regional tourism
overnight receipts and tourism revenue from 2010 to 2015,
respectively, and the seasonally adjusted series of each
component. From the raw series of data in Figures 2 and 3, it
can be seen that both the regional tourism overnight receipts
and tourism revenue have a clear seasonal effect: the two sets
of data start to increase slowly around October each year,
reaching a peak around the Lunar New Year in January-
February, and then the data start to fall gradually, reaching a
minimum around April each year [24, 25]. ,is seasonal
trend in tourism numbers and revenue can be seen more
clearly in the seasonally adjusted seasonal trend graphs. As
can be seen from the trend element curves in Figures 2 and 3,
both the number of overnight stays and tourism receipts
show a clear trend of growth. ,is indicates that as the
economy develops, people’s disposable income gradually
increases, the number of overnight stays and the amount of
tourism spending on Hainan Island are increasing year by
year. ,e irregular element curves in Figures 2 and 3 show
that there are large fluctuations around the Chinese New
Year each year. ,is may be due to the fact that since the
construction of the regional international tourism island
started in 2010, the regional government has intensified the
comprehensive management of the regional tourism envi-
ronment, regulated the price order of the regional tourism
market, enriched the supply of tourism products, and im-
proved the level of tourism services, and the successful
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Table 1: Coupling coordination levels.

Coupling value C Coupling Coordination value D Coordination level
C� 0.1 Lowest level coupling L� 0 Uncoordinated
0<C< 0.5 Low level coupling 0<L< 0.3 Low coordination
0.1<C< 0.2 Antagonism 0.3<L< 0.5 Moderate coordination
0.4<C< 0.7 Running-in 0.6<L< 0.7 Goodness coordination
0.5<C< 1 High level coupling 0.5<L< 0.9 Highly coordinated
C� 0.9 Highest horizontal coupling L� 0.9 Extreme coordination

Table 2: Evaluation of tourism revenue projections.

Training set Test set
RMSE MAE MPE RMSE MAE MPE

ARMA (no seasonal adjustment) 7.082 5.4366 0.1588 10.464 8.7537 0.1475
ARMA (seasonal adjustment) 0.2757 0.240 0.0066 12.8034 10.417 0.1751
GA-SVR (seasonally adjusted) 0.5469 0.3856 0.0115 8.5108 6.4582 0.1059
PSO-SVR (seasonal adjustment) 0.5767 0.3897 0.0112 3.3001 2.7273 0.0473
FWA-SVR (seasonally adjusted) 0.5591 0.4003 0.0115 2.7070 2.2637 0.0411
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Figure 2: Seasonal adjustment of overnight tourist arrivals.
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implementation of these measures has attracted more do-
mestic and foreign tourists to come to the region to celebrate
the Spring Festival holiday.

,e fluctuations in the data in Figures 2 and 3 are
consistent with the current state of tourism on Hainan
International Tourism Island: on the one hand, as people’s
disposable income increases, so does their demand for
tourism consumption and their ability to actually spend. In
terms of trends, since 2010, when Hainan International
Tourism Island became a major national strategic deploy-
ment, the region has attracted many tourists from home and
abroad with its first-class tourism resources, and the number
of tourist arrivals has continued to grow rapidly, and
tourism revenue has also been rising. On the other hand, in
terms of the seasonal element sequence, as a typical tropical
maritime monsoon climate, Hainan’s tourism data has
typical seasonal characteristics, with the peak season gen-
erally occurring from early winter to early spring when it is
warm and suitable, and the low season occurring from early
spring to early winter when it is hot [26, 27].

Figures 4 and 5 show the results of the regional tourism
overnight receipts and tourism revenue data after using the

seasonally adjusted FWA-SVR model for forecasting, re-
spectively. In Figures 4 and 5, in addition to the FWA-SVR
model proposed in this paper, the prediction results of two
other types of models are used for comparison: the ARMA
model without seasonal adjustment and the ARMA model
with seasonal adjustment, as well as the SVRmodel based on
the genetic algorithm and the particle swarm algorithm,
respectively. ,e prediction evaluation results of each model
are shown in Tables 2 and 3.

,e trends of the curves in Figures 4 and 5 show that, in
general, the seasonally adjusted forecasting model is sig-
nificantly better than the nonseasonally adjusted ARMA
forecasting model, which indicates that seasonal adjustment
is necessary for forecasting seasonal series. ,e results of the
forecasting evaluation in Tables 2 and 3 also show that,
without seasonal adjustment, the ARMA model is not very
effective in forecasting either tourism overnight receipts or
tourism revenue, and themean squared error (RMSE) is very
large. After seasonal adjustment, the predictive power of the
ARMA model is significantly improved. ,is indicates that
the seasonally adjusted data is more conducive to
forecasting.
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As can be seen in Figure 6, the comprehensive de-
velopment indexes u1 and u2 of China’s tourism devel-
opment and regional development from 1996 to 2015
show a gradual upward trend. From 1996 to 2002, in order
to stimulate the domestic consumption market and boost
domestic consumption demand, the state put forward the
reform idea of “double holiday” and “long holiday” sys-
tem, gradually making tourism a strategic pillar industry

of the country. In order to stimulate the domestic con-
sumer market and boost domestic consumer demand, the
state introduced the idea of reforming the ’double holiday’
and ’long holiday’ system, gradually establishing tourism
as a national strategic pillar industry and a regional ad-
vantage. During this period, China’s tourism industry
continued to develop rapidly in the context of the
country’s new normal.
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Figure 4: Forecast of tourism overnight stays.
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Table 3: Evaluation of tourism overnight stay projections.

Training set Test set
RMSE MAE MPE RMSE MAE MPE

ARMA (no seasonal adjustment) 41.1866 34.4256 0.1095 56.0652 47.8624 0.1121
ARMA (seasonal adjustment) 0.7355 0.6211 0.0021 90.0152 7.3781 0.0175
GA-SVR (seasonally adjusted) 1.2346 1.0279 0.0035 8.8530 7.4832 0.0182
PSO-SVR (seasonal adjustment) 1.3845 1.109 0.0037 8.9617 7.7097 0.0198
FWA-SVR (seasonally adjusted) 1.2378 1.024 0.0035 8.8457 7.5264 0.0185
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As can be seen from Figure 7, the value of the coupling
between tourism development and regional development in
China from 2016 to 2020 ranges from 0.5131 to 0.5225, with
an overall slow upward trend. ,e coupling level crosses
from the lower level coupling antagonism stage to the benign
coupling friction stage, and the growth rate of coupling value
in this stage is significantly faster than that of antagonism
stage. China’s tourism development and regional develop-
ment coupling coordination degree value increased from
0.7011 in 2016 to 0.8715 in 2020, with an average annual
growth rate of 4.45%, still maintaining a relatively fast
growth rate. ,e coupling coordination level has achieved a
leap from the good coordination to the high coordination
stage and is rapidly evolving to a higher level of coupling
coordination stage. ,e predicted results show that the
coupling and coordination between China’s tourism de-
velopment and regional development will generally improve
significantly in the next few years, and both the coupling

level and coordination level have achieved a stage break-
through, but the coupling level and coordination level have
not improved and evolved at the same speed, and the
coupling level during the teething period makes the two
systems promote each other and coordinate development
still needs a longer time.

6. Conclusions

,is paper introduces a new intelligent optimisation algo-
rithm to optimise the parameter selection process in the
support vector regression model and considers the seasonal
factors in tourism economic behaviour to construct a sea-
sonally adjusted GM algorithm support vector regression
model. ,e coupling and coordination between tourism and
regional development will be significantly improved, and the
coupling level and coordination level will enter into the
grinding stage and high coordination stage, respectively, but
the speed of improvement and development trajectory of the
two are not consistent, and it will still take time for tourism
and regional development to reach a high level of
coordination.
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dardized bibliographic summary database to realize the exchange and resource sharing of ancient Chinese medicine bibliography,
is the inevitable trend of ancient Chinese medicine bibliography digital service. Firstly, this paper formulates the bibliographic
metadata specification of traditional Chinese medicine ancient books (TCMAB), extracts each cataloging file into an XML
document in line with the bibliographic metadata specification of TCMAB. Secondly, this paper realizes the unified description of
ancient book resources in the database system of TCMAB, uses the native XML database eXist to store and manage the XML
documents of all traditional Chinese medicine ancient book resources, and integrates the multimedia data with XML data. Finally,
genetic algorithm and BP neural network are used for knowledge mining and discovery, the overall model design of TCMAB
bibliographic abstracts database system is proposed based on the construction process of knowledge map. (e system platform
adopts B/S mode, eXist database management system, PowerSSP streaming media and video server for audio video processing.

1. Introduction

Traditional Chinese medicine ancient books are precious
resources to carry forward traditional culture. We should
make full use of the resources of TCMAB to serve the de-
velopment of traditional Chinese medicine culture, which
will help to promote the inheritance and develop traditional
Chinese medicine culture [1]. (e construction of digital
database is conducive to enriching online resources and
promoting the transformation of ancient books potential
resources into real productivity. (e digital database system
can provide more comprehensive information in one aspect
online for the needs of readers, improve the service quality,
and is conducive to the innovative development of tradi-
tional Chinese medicine [2]. (e establishment of database
can improve the efficiency of resource sharing.(e resources
of the database should be operated according to certain

standards and norms in the process of construction, which is
conducive to promoting the co-construction and sharing of
resources. In addition, the database plays an irreplaceable
role in the process of optimizing and developing the existing
literature [3]. It can systematically sort out the scattered
resources and carry out data processing and preservation of
traditional Chinese medicine resources according to the
relevant requirements, which will help to strengthen the
integration and sharing of traditional Chinese medicine
resources. (e needs of users are the basis for the system to
carry out services, only by closely combining the needs of
users can we provide efficient services for users [4]. (e
needs of users can generally be described from two levels,
one is general and basic needs, such as users’ daily access to
data, on the other hand, it is to meet the characteristic needs
of scientific research, such as finding relevant materials,
which helps to meet the needs of multi-level social users. At
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present, the traditional Chinese medicine ancient books are
scattered all over the country, and there has not been a
database dedicated to the bibliographic summary infor-
mation of traditional Chinese medicine ancient books [5].
(is paper aims to extract the bibliography and abstract
information of TCMAB from the paper books by using
metadata description on the basis of analyzing the paper
bibliography and abstract books, and use the existing
technology to transform the bibliography and abstract in-
formation of TCMAB into digital resources, and then on this
basis, build a special bibliography and abstract database of
ancient doctors. On the premise of network application,
carry out the collection, integration and processing of online
Chinese medicine literature summary information re-
sources, provide special information retrieval services, re-
alize the networking of Chinese medicine ancient book
summary information organization and services, develop
value-added products of information resources, and pro-
duce various types of special databases according to the
market demand [6].

(e specific contributions of this paper include the
following:

(1) Digital description and information extraction of
traditional Chinese medicine ancient books biblio-
graphic abstracts, formulating metadata specifica-
tions of traditional Chinese medicine ancient books.

(2) In this paper, genetic algorithm and BP neural
network are used for knowledge mining in TCMAB,
(e scientific storage and management of biblio-
graphic data of TCMAB can effectively manage the
digital content of traditional Chinese medicine an-
cient books in semi-structured form.

(3) Realizing remote access to the digital resource da-
tabase of TCMAB bibliographic abstracts, and form a
local bibliographic abstracts system of TCMAB with
local characteristics, which has practicality, network
environment support and all-round retrieval
function.

(4) (e research results of this paper can help establish
digital standards of TCMAB, enrich the existing
digital theory, make TCMAB bibliographic abstracts
database more practical.

(e rest of this paper is organized as follows. Section 2
discusses related work, followed by the analysis of ancient
books digitization process in Section 3. (e metadata
specification of TCMAB bibliography is discussed in Section
4. Section 5 proposes the design of database system for
TCMAB bibliographic abstracts, and Section 6 concludes the
paper with a summary and future research directions.

2. Related Work

Traditional Chinese medicine ancient books are an im-
portant part of Chinese ancient book resources, and their
quantity ranks first among ancient books of various disci-
plines. (e digitization of traditional Chinese medicine
ancient books has made some achievements both in theory

and in database construction. (e bibliographic database of
ancient books is the initial stage of ancient books digital
resources construction [7]. It is a database formed by in-
putting the information such as the title, author, version,
volume number, abstract and source of ancient books into
the computer, and provides users with a large catalog da-
tabase for the retrieval of relevant ancient book data re-
sources in the form of computer network system [8]. Readers
can retrieve the relevant information of an ancient book
through the title and author of the book. (e ancient books
bibliographic database can meet the needs of modern work,
and it is the basis for the further digitization of ancient
books. At present, the bibliographic database of TCMAB is
mainly concentrated in colleges and universities of tradi-
tional Chinese medicine, scientific research institutes and
their libraries, mainly to reveal the collection, serve teaching
and scientific research. At present, many traditional Chinese
medicine libraries and scientific research institutions have
bibliographic databases in their collections of ancient books,
but due to the inconsistency of standards, the depth and
breadth of documents revealed by the database are also
different [9–14]. For example, the Chinese medical code has
collected more than 1000 major works of traditional Chinese
medicine in the past dynasties. Using the library classifi-
cation method, the collected ancient books are divided into
12 categories: medical classics, diagnostic methods, materia
medica, prescription books, acupuncture and massage, ty-
phoid golden chamber, febrile disease, comprehensive
medical books, clinical and syndrome disciplines, external
treatment of health and diet therapy, medical theory and
medical records, and others, involving all disciplines of
traditional Chinese medicine [15–19].

Current research progress in studies on linked data, the
challenge with linked data is that databases are constantly
evolving and cached content quickly becomes outdated. To
overcome this challenge, Qian et al. [20] proposed a change
metric that quantifies the evolution of a linked dataset and
determines when to update cached content. Zhao et al. [21]
proposed a query language framework for probabilistic RDF
data (an important uncertain link data), in which each triplet
has a probability, called pSRARQL, which is based on
SPARQL. Liu et al. [22] presented a newmethod of web form
integration based on linked data and VDIS (View based Data
Integration System) architecture. (ey proposed WebQuin-
LD, an alternative new method based on linked data
principle, which can combine a single WQI into a single
IWQI of a given domain.

3. Analysis of Ancient Books Digitization
Process

(e digitization of ancient books uses computer technology
to convert the words or images in ancient books into digital
forms that can be recognized by computer, make ancient
books bibliographic database, ancient books full-text data-
base and ancient books knowledge base, save and dissem-
inate through CD-ROM, network and other forms. So as to
reveal the rich information and knowledge resources con-
tained in ancient books and documents, protecting, utilizing
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and mining ancient books and documents. (e digitization
of ancient books is developing rapidly, but at the same time,
we should also see all kinds of problems in the process of
ancient books digitization.

3.1. Inconsistent Standards. In today’s digitization of ancient
books, the problem of inconsistent standards is very serious
and widely exists in the world. (e non-uniform standards
mainly focus on: version standard of digital ancient books,
bibliographic classification standard, character set standard,
storage format standard, digital image standard, retrieval
system standard, metadata description standard, etc. (ese
problems are perplexing the benign development of ancient
books digitization.

(e problem of non-uniform bibliographic classification
standards, that is, what kind of bibliographic classification
standards should be followed in the digitization of TCMAB,
has become a problem that must be solved before digiti-
zation. Combined with the actual situation of TCMAB, the
simple use of four part classification method or Chinese
library classification method is not appropriate. In the
digitization of TCMAB, we can refer to the classification
methods of “(e General Summary of Traditional Chinese
Medicine Ancient Books” and “Xin’an Medical Books”,
which are divided into “Medical Classics” (including the
basic theory of traditional Chinese medicine), “Typhoid
Fever” (including febrile diseases), “Diagnostic Methods”,
“Materia Medica”, “Acupuncture and Moxibustion”,
“Treatise on Prescription” (1–5), “Medical Records”, “Health
Preservation”, “Series” (including reference books of med-
ical history) “Textual Research on Medical Records” and
“Appendix”, a total of 15 parts. In this way, different clas-
sification standards can be avoided, which provides a pre-
requisite for the production of bibliographic summary
database, and is also the basis for the construction of re-
trieval database in the future.

3.2. Technical Difficulties. (e digital processing of ancient
books mainly includes two aspects: the simple digital con-
version and reproduction of the external form or content
form of ancient books; after completing the text to digital
conversion, related processing work, such as retrieval,
content relation and so on. (e main technical problem at
this stage is the conversion of text from image data to text
data. If such conversion cannot be realized, the related work
of later text and content relation cannot be completed. OCR
optical character recognition technology need to convert
ancient book images into characters. OCR technology can
convert the characters in the image into characters that can
be seen in the computer through recognition.

(ere are many kinds of ancient books, but the current
OCR software design only aims at an extremely limited part
of them, which makes the reliability of this kind of software
very limited in the text process. It is also necessary to have a
deeper understanding of different ancient books and provide
targeted technical processing methods for more different
types of ancient books, in this way, OCR technology can
better deal with a variety of ancient books in different

situations. In order to achieve a more comprehensive
identification, we need more development in technology, so
as to further promote the development of ancient books
digitization.

Knowledge base is the combination of artificial intelli-
gence and database. It stores knowledge in a unified form.
(e knowledge of knowledge base is highly structured
symbolic data. Users can carry out deep knowledge mining
to realize the relation retrieval of multiple knowledge points
from bibliography to full text, or one author can retrieve
other relevant authors. (erefore, we can find the causes and
solutions of these problems in the continuous development
of ancient Chinese medicine. (e overall model design of
TCMAB bibliographic abstracts database system is based on
the construction process of knowledge map. (e system
platform adopts B/S mode, eXist database management
system, and PowerSSP streaming media and video server for
audio video processing.

4. Metadata Specification of TCMAB
Bibliography

Metadata’s purpose is to provide an intermediate level de-
scription according to people can determine information
package, which they want to browse or retrieve without
retrieving a large number of irrelevant full-text. (e met-
adata of ancient books can be simply defined as information
object. Ancient book metadata is divided into three types:
descriptive metadata, management metadata and applica-
tion metadata.

4.1. Metadata Specification of Ancient Books. In the field of
ancient books and documents, common standards related
to metadata include the metadata specification of ancient
books, the metadata specification of special digital object
description, and the international Dublin Core metadata
set (DC). (e cultural industry standard of the people’s
Republic of China WH/T 66–2014 metadata specification
for ancient books issued and implemented by the Ministry
of Culture in 2014 is the metadata specification for ancient
book resources. It is formulated to unify and standardize
the description of the ancient books content character-
istics and better manage ancient book resources. It is
proposed by China’s Digital Library and standard spec-
ification construction project. (is specification is used to
describe the content and appearance characteristics of
paper books and digital ancient books. (e resource
objects described in the standard are ancient books, which
are similar to the resource object types described in this
paper. At the same time, the standard reuses some ele-
ments in DC as the core elements, and individual elements
in ancient document types as the core elements of re-
source types. At the same time, several modifiers are
added to the core elements according to the characteristics
of Chinese ancient books, it provides an important ref-
erence for this paper to formulate the bibliographic
metadata specification of TCMAB.

Mathematical Problems in Engineering 3
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4.2. Formulating the Metadata Specification of TCMAB
Bibliography

4.2.1. Standard Design Principles of TCMAB Bibliographic
Metadata. (e design of TCMAB bibliographic metadata
specification follows the design principles of China’s special
metadata specification, that is, simplicity and accuracy,
specificity and universality, interoperability and easy con-
version, scalability and meeting the needs of users. Sim-
plicity mainly means that the metadata standard of
bibliography of TCMAB should be easy to master in the
practice of description. (e accuracy of TCMAB biblio-
graphic metadata specification can improve the accuracy of
cataloging of TCMAB. Specificity refers to determining the
corresponding metadata specification according to the
specific resource entity requirements, while universality
requires that the metadata specification be universal within a
certain range. (e metadata specification designed in this
paper is designed with reference to the cataloguing docu-
ments of ancient Chinese medicine books such as “General
Outline of Ancient Chinese Medicine Books” and “Xin’an
Medical Books”, so as to achieve universality in the field of
ancient Chinese medicine books. (e interoperability of
metadata refers to the feature that data can be shared among
different systems. (is feature ensures that metadata can be
operated by application systems established by other or-
ganizations or institutions while providing services for itself.
(is requires that the metadata specification designed in this
paper needs to meet the sharing requirements of TCMAB
resource database. When designing the metadata specifi-
cation of TCMAB, we need to carefully consider the defi-
nition of elements and modifiers in the metadata
specification. (erefore, when designing the metadata
specification of TCMAB, we refer to the “Metadata Speci-
fication of Special Digital Object Description”, “Metadata
Specification of Ancient Books” and the Dublin core element
set widely supported abroad. (e extensibility of metadata
specification means that user-defined elements or modifiers
can be expanded according to the specific application needs
of users. Based on this feature, when formulating the
metadata specification of TCMAB, corresponding elements
and modifiers will be added according to the characteristics
of TCMAB cataloging files collected in this paper. Con-
sidering that the purpose of formulating metadata specifi-
cation is to more fully display information resources to
users, user requirements are taken as an important standard
to weigh the quality of metadata specification. (erefore,
when designing the bibliographic metadata specification of
ancient Chinese medicine books, reference is made to the
bibliographic cataloguing books of ancient Chinese medi-
cine books such as “Chinese Medical Books” and “Xin’an
Medical Books”, in order that the designed bibliographic
metadata specification of ancient Chinese medicine books
can meet the needs of users in all aspects.

4.2.2. Establishment of Metadata Standard for Bibliography
of TCMAB. (e metadata specification of TCMAB takes
traditional Chinese medicine ancient books as the root node.

In this paper, we study the sub-node of paper TCMAB. (e
structure of elements and their modifiers in the biblio-
graphic metadata specification of ancient Chinese medicine
books designed in this paper is shown in Figure 1.

Dublin Core terms are reused in the node (http://purl.
org/dc/terms), at the same time, metadata object description
scheme is reused (http://www.loc.gov/mods), the location
element definition in. (e contents can be summarized into
book title (including alias), dynasty, author, source of the
book, volume number, preservation and loss, content
summary, edition collection, notes, etc.

4.2.3. Data Modeling of Bibliography of TCMAB. (e data
model mainly displays the entities and attributes involved in
TCMAB and the relationship between them in amore intuitive
way.(is papermakes a link research on the information of the
responsible person, version, publishing place and so on. In the
data model of TCMAB in Figure 2, it is marked with URI. (e
version part is the link inside the Drupal site, which is marked
with node. Figure 3 shows the specific process ofHTTP content
negotiation mechanism for related data.

4.3. Abstract Information Extraction of Ancient Books Based
on Metadata Specification of TCMAB Bibliography. (is
paper formulates the metadata specification of TCMAB bib-
liography. How to use this specification to extract the infor-
mation of TCMAB bibliography and realize the digitization of
the bibliographic abstracts of ancient books is the focus of this
section. Abstract is a brief introduction and evaluation of the
content, thought, author and version source of the literature, so
as to effectively help readers use the literature correctly and play
the role of reading guide.(e “General Summary of Traditional
Chinese Medicine Ancient Books” (referred to as “General
Summary”) contains well-documented medical literature be-
fore 1949, including existing literature and lost literature.
“Xin’anMedical Books” collects ancient Chinesemedical books
from Shennong era to the middle of Qing Dynasty, including
famous authors, ages and volumes, to provide help for the
study of traditional Chinese medicine bibliography. “Xin’an” is
the name of a region in Chinese history. It was first seen in the
first year of Taikang in the Western Jin Dynasty (280 years).
(ere are numerous medical books written by famous experts
in this area in Chinese dynasties, of which the Ming and Qing
Dynasties account for a large proportion, which naturally
forms an important position of “Xin’an Medical Books” in the
field of Chinese medical literature.

“General Summary”, “Xin’an Medical Books” and the
cataloging documents of ancient Chinese medicine books all
have the characteristics of ancient books cataloging. Because
the ancient books bibliographic information belongs to
semi-structured data, the composition is relatively simple
and has obvious regularity. (e digitization process of
traditional Chinese medicine ancient books is mainly to scan
the “General Summary” of paper books into pictures and
store them as PDF files. (en, through OCR (optical
character recognition), the text file and picture file are
obtained, in which the text file contains the title of Chinese
characters and the bibliographic content of ancient books.

4 Mathematical Problems in Engineering
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Proofread the semi-structured document, and then extract
the text according to the template. Name the recognized
picture with the title of Chinese characters. (e specific
process of digitization of paper books is shown in Figure 4
[23].

(e eXist is an open source native XML database
management system, which has developed rapidly in recent
years. Its characteristics can ensure that eXist can efficiently
store and retrieve XML documents, which is also the reason
why this paper chooses eXist to store and manage TCMAB.
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(e goal of information extraction of TCMAB is to extract
the contents of paper books and text files to form semi-
structured data with standardized metadata of traditional
Chinese medicine.

Before extracting information from TCMAB, we should
first analyze the text characteristics of ancient books cata-
loguing bibliography according to the different contents of
metadata. (e information extraction method used in this
paper is the template extraction method based on regular
expression. Taking “Materia Medica Preparation” in the
catalogue of TCMAB in Anhui as an example, the contents
can be summarized into book name (including alias), dy-
nasty, author, source of the book, volume number, pres-
ervation and loss, content summary, edition collection,
notes, etc. A large number of medical books written by
doctors before the end of the Qing Dynasty have been
verified, corrected, supplemented and studied from the
aspects of book name, author, volume number, preservation
and loss, version collection, content and notes.

Secondly, according to the writing rules of regular ex-
pression, the extraction template of ancient books in the
“General Summary” is designed. According to the extraction
template of books in the “General Summary”, the infor-
mation of the target ancient book catalogue is extracted, and
after the extraction result is compared with the content of
ancient books before information extraction, the XML
document after information extraction is finally obtained.

Finally, in order to test the performance of the infor-
mation extraction method proposed in this paper, analyze
the performance of the extraction method by using the recall
rate and accuracy rate, select some ancient books in the
“General Summary” as the test set for information extrac-
tion, calculate and analyze the recall rate and accuracy rate. If
the results are correct, it shows that the template based
information extraction method proposed in this paper can
correctly extract the contents of ancient books according to
the characteristics of TCMAB bibliography in the “General
Summary”. (rough this method, the information of the
books that need to be digitized in this paper is extracted,
which provides a data basis for the follow-up research work
of this paper.

5. Application of Knowledge Discovery in the
TCMAB Based on Genetic Algorithm and BP
Neural Network

(ere may be a lot of noise in the data in the database, and
knowledge mining tools can efficiently mine the laws and
values hidden in the data, and find the qualitative rela-
tionship between data attributes, such as dependency. (e
trained neural network can give the quantitative and
qualitative description of data attributes. In this paper, BP
neural network and genetic algorithm are used for knowl-
edge discovery and trend analysis in the database. Database
technology can quantitatively analyze the management in-
formation system with technology as the core needed by
knowledge discovery. In the transaction processing, data is
the most processed in the database. Knowledge among
database attributes is an important problem, knowledge
discovery is an accurate reflection of functional relations.
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5.1. BPNeural Network. BP neural network is a feedforward
network where neurons are distributed in layers: input layer,
output layer and hidden layer(s). (e output of neurons in
each layer is transmitted to the next layer. (is transmission
can have enhancing, weakening or inhibiting effects on the
outputs through connection weight. Apart from the neurons
in the input layer, the weighted sum of the output of neurons
in the previous layer when the net input of neurons in the
hidden layer and output layer. Each neuron is activated by its
input, activation function and threshold. Its working process
consists of two periods, one for learning and the other for
working. (e former covers two processes: forward prop-
agation of input information and back propagation of error.
In the first process, the input data are processed layer by
layer, the input, hidden and output layers sequentially. (e
state of neurons in each layer merely affects that of the
neurons in the next layer. If the output of the output layer is
inconsistent with the expected output of the given sample,
the output error is calculated, transferred to the error back
propagation process, and the error is returned along the
original connection path. By modifying the weights between
neurons in each layer, the error is minimized. (rough
training with large quantities of learning samples, the
connection right between neurons in each layer is fixed and
transferred to the working period. (ere is only forward
propagation of input information during the working pe-
riod. (e forward propagation is calculated according to the
working process of the previous neuronmodel.(us, the key
to the calculation of BP neural network lies with the error
back propagation process in the learning period, which is
completed by minimizing an objective function. Usually, the
objective function is defined as the sum of the error squares
between the actual output and the expected output or the
error function, and the calculation formula can be derived by
using the gradient descent method.

(e specific process of BP algorithm is described as
follows:

(e initial value of learning times is t � 0, and the
network weights Wij(t) ∈ [−1, 1], Wjk(t) ∈ [−1, 1] and
threshold θj(t) ∈ [−1, 1] and θk(t) ∈ [−1, 1] are initialized
with random numbers.

(1) Enter a learning sample (Xp, Tp), where
p ∈ (1, 2, . . . , N) and N is the number of samples,
(Xp ∈ Rn, Tp ∈ Rm).

(2) Calculate the output value of each node in the hidden
layer.

Y
2
j � f 􏽘

n1

i�1
WijY

1
i − θj

⎛⎝ ⎞⎠

� f 􏽘

n1

i�1
WijXip − θj

⎛⎝ ⎞⎠.

(1)

it’s action function is log_ sigmoid type function.

f(x) �
1

1 + e
− λ, j ∈ 1, 2, . . . , n2􏼈 􏼉. (2)

(3) Calculate the output value of each node of the output
layer.

Y
3
k � f 􏽘

n2

j�1
WjkY

2
i − θk

⎛⎝ ⎞⎠. (3)

its action function is linear Purelin function.

f � ax, k ∈ 1, 2, . . . , m{ }. (4)

(4) Calculate the correction value of the connection
weight between the output layer node and the hidden
layer node.

σk � Tk − Y
3
k􏼐 􏼑Y

3
k 1 − Y

3
k􏼐 􏼑, k ∈ 1, 2, . . . , m{ }. (5)

(5) Calculate the correction of the connection weight
between the hidden layer node and the input layer
node.

σj � Y
2
j 1 − Y

2
j􏼐 􏼑 􏽘

m

k�1
σkWjk, j ∈ 1, 2, . . . , n2􏼈 􏼉. (6)

(6) Correct the connection weight Wjk of the output
layer node K and the hidden layer node J, and correct
the threshold of the output layer node K. (e fol-
lowing is the error correction amount calculated in
step (5).

Wjk(t + 1) � Wjk(t) + ασkY
2
j

θk(t + 1) � θk(t) + βσk.
(7)

(7) Modify the connection weight Wij of hidden layer
node J and input layer node I, and modify the
threshold of hidden layer node j. (e following is the
error correction amount calculated in step (6).

Wij(t + 1) � Wij(t) + ασjY
1
i

θj(t + 1) � θj(t) + ασj.
(8)

(8) If the complete learning sample is not taken, go to
step (2).

(9) Calculate the error function E and judge whether it is
less than the specified upper limit of error. If it is less
than the upper limit of error or the limit of learning
times, the algorithm ends. Otherwise, update the
learning times (t � t + 1) and return to step (2).

(e following Figure 5 is the flow chart of BP neural
network.

5.2. Genetic Algorithm. In genetic algorithms of each gen-
eration, individuals are chosen in accordance with the fitness
of individuals in the problem domain and combined
crossover and mutation are performed aided by genetic
operators so as to generate a population which represents the
new solution set. (e process will cause the population’s
offspring to be more adaptive to the environment than their
previous generation, just like what happens in natural
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evolution. When the decoding is completed, the optimal
individual in the last generation of population can be
regarded as the approximate optimal solution of the
problem. Genetic algorithm undergoes the following basic
steps:

(a) (e coding strategy is selected to transform the
parameter set (feasible solution set) into chromo-
some structure space;

(b) Define fitness function to calculate fitness value;
(c) Determining genetic strategies, including selecting

population size, selection, crossover and mutation
methods, and determining genetic parameters such
as crossover probability and mutation probability;

(d) Randomly generate initialization population;
(e) Calculate the fitness value of individuals or chro-

mosomes in the population after decoding;
(f ) According to the genetic strategy, the selection,

crossover and mutation operators are used to act on
the population to form the next generation
population;

(g) Judge whether the population performance meets a
certain index or has completed the predetermined

number of iterations. If not, return to step 5, or
modify the genetic strategy and return to step 6.

(e flow chart of genetic algorithm is shown in Figure 6.

5.3. BP Neural Network Optimized by Genetic Algorithm.
Because the initial weight and threshold in BP neural net-
work are randomly generated, the model obtained through
learning may not be optimal and may fall into local optimal
solution. At the same time, BP neural network is able to
perform self-learning and negative back propagation of
training error in the internal structure of the network.
(erefore, genetic algorithm can be used to optimize and
analyze the weight and threshold of BP neural network, the
sum of the output absolute error of the optimized BP neural
network is deemed as the fitness function of the genetic
algorithm. (e lower the fitness value of the response value,
the better the approximation effect of the neural network,
and the smaller the sum of the corresponding absolute error,
thus optimizing the BP network and iteratively obtaining the
optimal BP network weight and threshold. Finally, the global
optimal solution is obtained by fine tuning with BP algo-
rithm.(e flow chart of BP neural network optimized by GA
is shown in Figure 7.

Start

E(q)<ε

Correction weight and threshold

N

Normalized training samples
are input into the network

Parameter initialization: Maximum number of iterations,
Learning accuracy, Number of hidden layers,

Number of hidden layer nodes, Initial weight, threshold,
Initial learning rate

Calculate the input and
output values of each layer

Calculate output layer error E(q)

End

Y

Y

Figure 5: BP neural network flow chart.
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In this paper, genetic algorithm and BP neural network
are used for knowledge discovery and trend analysis in
TCMAB. It has a fast response to the analysis between linear
and nonlinear uncertain attributes. It can effectively manage

the digital content of semi-structured ancient books of
traditional Chinese medicine, realize the remote access of
TCMAB, and form a practical, leading and omni-directional
retrieval function of TCMAB.

Determine
network topology

Simulation prediction
and get results

Initialize BP neural
network weights
and thresholds

Get the optimal
weights and

threshold

Calculation
error

Update weights
and thresholds

Whether the
end conditions

are met

No

GA encodes the
initial value

The training error
function of BP neural

network is taken as the
fitness function

Select
Operation

Cross
Operation

Mutation
Operation

Calculate
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Whether
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Input data

Data
preprocessing

No

Genetic Algorithm BP Neural Network 

Yes
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Figure 7: Flow chart of BP neural network optimized by GA.
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Figure 6: Flow chart of genetic algorithm.
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6. Design of Database System for TCMAB
Bibliographic Abstracts

(e overall model design of the database system of TCMAB
bibliographic abstracts is based on the construction process
of knowledge map. (e system platform adopts B/S mode,
eXist database management system, PowerSSP streaming
media and video server for audio video processing. (is
section first analyzes the design objectives and functional
requirements, then expounds the structural design based on
XML database and the construction scheme of TCMAB
bibliographic database system.

6.1. Design Goal. (e database system of TCMAB biblio-
graphic abstracts is the premise and foundation of TCMAB
resource sharing. How to effectively manage the resources of
TCMAB is the key to construct the resource management
system of TCMAB. (e design principle of TCMAB bib-
liographic abstracts database system should be able to
provide efficient storage and management for all kinds of
ancient Chinese medicine books cataloging documents, and
provide users with convenient fast storage and retrieval
functions at the same time. (e design shall meet the fol-
lowing requirements.

(1) According to the “Metadata Specification for An-
cient Books”, “Metadata Specification for Special
Digital Object Description” and international DC
metadata, formulate the metadata specification for
the bibliography of TCMAB, extract each cataloging
file into an XML document conforming to the
metadata specification for the bibliography of
TCMAB, and realize the unified description of an-
cient book resources in the bibliographic summary
database system of TCMAB, for the cross platform
sharing of ancient book resources.

(2) (e native XML database exist is used to store and
manage the XML documents of all TCMAB re-
sources to ensure that the structural information in
the XML document can be completely saved.

(3) In the process of collecting TCMAB, there are rel-
evant multimedia resources such as ancient book
interpretation recording and introduction animation
or video of medicinal materials, prescriptions and
characters. Using the metadata specification of
TCMAB, the multimedia data and XML data are
integrated to display TCMAB to users in an all-
round way.

(4) (e TCMAB are classified according to their dif-
ferent sources, and different access rights are set for
different users.

(5) According to the metadata specification of TCMAB,
it can support multi-condition retrieval and keyword
retrieval. At the same time, due to the particularity of
XML database, users can directly use XQuery
statements to retrieve, so that users can retrieve the
required content accurately and flexibly.

6.2. System Functional Requirements. System users are di-
vided into ordinary users and administrators. (e following
Figure 8 is use case diagram and Figure 9 is UML class
diagram. Ordinary users do not need login authentication to
directly enter the main page of the bibliographic summary
database system of TCMAB. Ordinary users only have the
retrieval function and can query the resources in the system
vaguely or accurately, after the search conditions are sub-
mitted, the system will return the search result list. Ordinary
users have the permission to view the details and can view
the details of the ancient book bibliography, the database
system of TCMAB bibliographic abstracts provides the
function of resource download for ordinary users.

Compared with ordinary users, the administrator needs
user login verification. After successful login, enter the home
page of the administrator’s bibliographic summary database
system of ancient Chinese medicine. In addition to all the
permissions of ordinary users, the administrator canmanage
the ancient book resource data uploaded by the system,
including adding, deleting and modifying. You can not only
add bibliographic records of ancient books one by one, but
also upload a catalogue file of ancient books.

6.3. Design of Database Model Based on Knowledge Map.
By collecting the bibliographic data of TCMAB and studying
the related technology of knowledge map, the knowledge
map model of ancient books designed in this paper is shown
in Figure 10. (e model includes resource acquisition layer,
knowledge unit processing layer, relation representation
layer and application layer.

In Figure 10, the resource acquisition layer is at the
bottom of the model, its main function is to obtain resource
information through existing literature, paper and electronic
data. (e resource acquisition layer is the main source of
database information. (e knowledge unit processing layer
is mainly responsible for the correlation analysis of the data
obtained by the resource acquisition layer, to form an in-
dependent knowledge unit and establish an index for it. (e
main function of the relation presentation layer is to reveal
the relationship between knowledge nodes links and
knowledge relations. By establishing the correlation between
each knowledge node, the knowledge units with different
structures are connected in series to form an intertwined
knowledge network, so as to provide basic data for cross
database retrieval and correlation analysis of traditional
Chinese medicine book knowledge in the application layer.
(e application layer is mainly responsible for providing
friendly human-computer interaction interface, and dif-
ferent users provide different services. For ordinary Internet
users, the systemmainly provides users with basic traditional
Chinese medicine knowledge browsing and query. For
traditional Chinese medicine experts and administrators, the
system mainly provides deeper knowledge maintenance,
knowledge index and knowledge relation services.

As can be seen from Figure 10, this paper constructs the
model from two perspectives. (e first perspective is from
the system administrator. (e model improves the knowl-
edge service of traditional Chinese medicine books layer by
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layer from resources to services, and from bottom to top by
continuously deepening the humanistic knowledge service.
From the perspective of user-friendly query, we can provide
users with the information from the perspective of user-
friendly query.(e second problem is to provide users with a
convenient query interface.

6.4. Retrieval Method.
(1) Forward consistent retrieval. When the user enters

any phrase in the specified search input port, the
system will display all records starting with the
phrase in the corresponding fields of the database.
For example, if you enter “Jilin Province” in the
“title” input box, the system will display all records
whose “title” begins with “Jilin Province”.

(2) Arbitrary word retrieval. When the user enters any
phrase in the specified search input port, the system
will display all records containing the phrase in the
corresponding fields of the database. Any content
can be entered in the search box for search, including
book name, author, keyword and other information.
Advanced search can be used between multiple
search items. (e search result page can realize

cluster search, and can see the definition, word
network and item information contained in the
keyword. For example, enter “Jiutai” in the “title”
input box, and the system will display all records
containing “Jiutai” in the “title”.

(3) Completely consistent retrieval. When the user en-
ters any phrase in the specified search input port, the
system will display all records containing only the
phrase in the corresponding fields of the database.
For example, if “Xin’an Medical Books” is entered in
the “title” input box, the system will display all
records whose “title” is “Xin’an Medical Books”.

(4) Full text search. (e system can retrieve any phrase
or phrase combination in a field of the database and
display their records. For example, enter “Chang-
chun City” + “Jiutai” in the “content introduction”
search entry, and the system will display the records
containing “Changchun City” and “Jiutai” in the
content introduction, in which “Changchun City”
and “Jiutai” are highlighted in other colors.

(5) Classified retrieval. It contains clinical knowledge
base, classic prescriptions, materia medica, health
preservation library and famous doctor library. It
contains medical figures from ancient legends to the
late Qing Dynasty, which can be classified and
searched.

(6) Knowledge map analysis and presentation. Use
knowledge map technology to realize visualization,
support the analysis, presentation of word network,
knowledge discovery and book academic develop-
ment trend map.

(7) Retrieval approach. (e system can search a record
through multiple search points, such as title, author,
collection place, content introduction, or combine
multiple search points through the logical relation-
ship of “and”, “or”. Support the multi-channel
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knowledge classification acquisition of medical
books, can enter the conditions of any search item
for combined search, and quickly find the required
books or materials.

6.5. StreamingMediaTechnology. In the process of collecting
TCMAB, there are relevant multimedia resources such as
interpretation recording of ancient books, introduction
videos of medicinal materials, prescriptions and characters.
Streaming media technology integrates multimedia data
with XML data to display TCMAB to users in an all-round
way.

Streaming media video server is the center of media data
storage and publishing. (e storage capacity, number of
concurrent users, stability and image quality of VOD are
directly determined by the performance of streaming video
server. PowerSSP streaming media video service system is
based on a distributed architecture, which unifies PC
streaming media, ipTV and mobile streaming media on one
platform, adopts the platform structure of centralized
governance and distributed services, realizes CDN content
distribution, supports hierarchical program distribution and
storage, adopts more optimized active and intelligent global
content management and system load dynamic balance.

PowerSSP streaming media video service platform in-
cludes three layers: streaming media service layer (Power-
Media), CDN content distribution layer (PowerCDN) and
customer layer. (e architecture of PowerSSP streaming
media video service platform is shown in Figure 11.

PowerSSP adopts loose coupling structure to realize
interconnection among streaming media service layer, CDN
content distribution layer and customer service layer
through application program interface. CDN Content dis-
tribution layer can not only provide CDN content distri-
bution, but also realize CDN content distribution to third-
party streaming media system through API.

6.6. Function Design of Background Data Processing System.
(ebackground data processing system platform of TCMAB
bibliography database is divided into four functional
modules: document database maintenance, picture database
maintenance, character database maintenance and audio
and video database maintenance. (e functions of adding,
deleting and modifying document information, picture
information, character information and audio video infor-
mation are realized respectively. (e data entry personnel
log in to different function modules according to different
permissions. When adding data, the system first checks the
duplicate, that is, judge whether there is duplication
according to the entered book name, and then judge whether
to enter the next entry operation according to the query
results. (e specific data processing flow is shown in
Figure 12.

(e background data sorting of the application system
can automatically realize the background data sorting
without manual intervention. After setting the specific
content and time interval of background data sorting, the
system will process it automatically and regularly without
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affecting the foreground application and manual confir-
mation, it is convenient for users to manage. (e content of
data processing can change with the change of users’ needs.
(e time of background data storage can be easily controlled
from the foreground interface, which is convenient for users
to manage. It can also effectively sort out the data. (e
outdated garbage data can be removed in time, which can
adapt to the cleaning of various data quantities. No matter

how the content of data sorting changes, it can ensure the
effectiveness of data sorting, automatic dump and storage of
historical data. In order to ensure the query and calculation
speed of the application system, data storage is divided into
two parts: daily database and historical database. Back-
ground data sorting should automatically realize the dump
of daily data from daily database to historical database, and
ensure the integrity and consistency of data logical
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Figure 11: Streaming media video service platform architecture.
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relationship. (e background data sorting of the database
job mechanism realizes the automatic scheduling and exe-
cution of the job. (e user modifies the data saving time in
the client foreground interface, which is actually the content
of the database job. Each time the user modifies the data
saving time, the system automatically resubmits the database
job, and the content of the data sorting can be changed
according to the new needs of the user, so as to realize the
purpose of controlling data sorting from the client.

7. Conclusion and Future Work

(e construction of TCMAB knowledge base has become
one of the future development directions of ancient books
digitization. (e means of sorting TCMAB by using modern
information technology is gradually improving, the
knowledge organization and processing of TCMAB have
become more detailed, and the computer expression of
TCMAB knowledge has also made a creative breakthrough.
(e establishment of a unified and standardized biblio-
graphic database to realize the exchange and resource
sharing of TCMAB bibliography is also the inevitable trend
of TCMAB bibliography digital service. Relying on
knowledge mining and other technologies, this paper es-
tablishes a bibliographic summary database of TCMAB with
unified standards, rules and formats, and realizes the ex-
change of TCMAB through online resource sharing. (e
bibliographic database of TCMAB is constantly adjusted,
modified and improved in the process of building the da-
tabase. (e field description information suitable for non-
professional cataloguers is set, which can be input at one
time and searched in multiple directions. (is is a cen-
tralized sorting and bibliographic information mining of the
existing TCMAB, which facilitates network retrieval, im-
proves the utilization rate of bibliographic resources of
TCMAB. (e research results of this paper is practical and
valuable for comprehensively understanding, obtaining
version information, discovering and mining knowledge of
traditional Chinese medicine.
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Aiming at the problem of high cost and low efficiency of planning and scheduling caused by load uncertainty of campus energy
system, a 3-layer planning and scheduling model based on multivariate load prediction is proposed, mainly including prediction
layer, planning layer, and scheduling layer; a long-term and short-term prediction model of multivariate load is constructed based
on random forest regression network and long and short-term memory network. With the objective of minimizing the
comprehensive planning and scheduling cost and the scheduling operation cost, the optimal comprehensive system cost and
configuration scheme are obtained by using improved particle swarm algorithm and CPLEX solver; the equipment status and
system cost are analyzed by planning and scheduling under different scenarios. By comparing the planning and scheduling results
of the constructed 3-layer model with the conventional two-layer model, the economy and reliability of the 3-layer planning and
scheduling model are demonstrated.

1. Introduction

Overdependence on fossil energy has always been one of the
serious problems limiting energy development. According
to the current demand of energy for social development of
each country, the storage of oil, fossil, and other nonre-
newable energy sources will no longer be able to supply the
sustainable development of human society in the long term.
Facing the serious energy problem, China tries to find the
solution to the problem from the perspective of “integrated
energy” which is complemented by renewable energy and
traditional energy [1]. )erefore, under the background of
national strong support for the construction of renewable
energy power plants, the new energy generation led by wind
power and photovoltaic has been developed rapidly.

When wind power and photovoltaic power generation
units are connected to the power grid, the random fluctu-
ation of their output will have an impact on the safe and
reliable operation environment of the power grid. Although

experts and scholars at home and abroad are carrying out
research on improving the accuracy of wind power and
photovoltaic output prediction, it is difficult for the pre-
diction results to achieve satisfactory accuracy and there are
prediction errors. In recent years, with the continuous ex-
pansion of renewable energy entering the power market, the
operation of power grid is to ensure safety and reliability,
and reduce the proportion of power generation from other
energy sources. )ese phenomena are consistent with the
national energy development trend [2]. Integrated energy
system is a small energy system that organically combines
wind power, PV, and other distributed renewable power
sources, user multienergy demand, energy coupling
equipment, and multienergy storage devices, with self-
management and control functions, providing an effective
solution for new energy access and consumption [3].

In the integrated energy system, multiple forms of en-
ergy flow in the system, effectively promoting the comple-
mentary and coordinated use of energy sources, while
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helping to improve energy utilization efficiency, increase the
penetration rate of renewable energy in the grid, reduce CO2
emissions, reduce the pollution caused by fossil energy to the
environment, and achieve the purpose of reducing operating
costs [4]. )e park-level integrated energy system is an
important carrier to achieve energy synergy and comple-
mentarity, and the coupling of multiple energy sources and
the coordination of power output between devices in the
park can be used to achieve efficient utilization of energy,
while reducing operating costs and increasing the con-
sumption of renewable energy. In summary, it is important
to conduct in-depth research on the integrated energy
system at the campus level [5].

In summary, this paper takes multienergy comple-
mentarity, cost saving, efficient energy use, and green en-
vironment protection as the starting point, addresses the
problems of complex energy coupling in the system, diffi-
culty in optimal scheduling, and uncertainties on the supply
side and user side, takes the actual industrial park as an
example, and establishes the park based on the analysis of the
mathematical model of the park equipment and prediction
uncertainties; combined with conditional risk value as-
sessment CVaR theory and model prediction control the
project is based on the analysis of the mathematical model of
the park equipment and the prediction determinism. )e
project inherits and carries forward the advantages of in-
tegrated energy system optimal scheduling from existing
research and has practical significance [6].

2. Related Work

At present, domestic and foreign scholars’ research on in-
tegrated energy systems mainly focuses on four aspects:
modeling and energy flow analysis, market multiactor game,
coordinated planning, and optimal scheduling. In terms of
energy flow analysis research, [7] introduces the concept of
probabilistic energy flow in integrated energy systems, and
[8] analyzes the energy flow of electricity-gas hybrid net-
works based on the maximum entropy principle. Paper [9]
analyzed in detail the coupling and conversion of energy
sources in the system based on the energy hub model for
optimal scheduling of regional integrated energy systems.
For the uncertainties of wind power and PV access and
electric and thermal loads, [10] establishes interval energy
flow models and probabilistic optimal models, respectively,
to reduce the impact of uncertainties on the system. In terms
of the market multisubject game, [11] constructed a sto-
chastic optimization model of the park considering coop-
erative alliances and a multisubject benefit distribution
model. According to different game subjects, the study of
multisubject game in integrated energy system covers dy-
namic game among power generation companies, grid
companies, and natural gas companies [12], master-slave
game among energy sellers and combined cooling, heating,
and power operators and load aggregators [13], and demand
response evolution game among users based on nodal en-
ergy prices [14], etc. In terms of integrated energy system
coordination planning, [15] established a regional system
planning model considering interconnection interactions

and analyzed the model in terms of energy station planning,
energy network planning, and joint station-network plan-
ning in different scenarios to provide an outlook. In [16], a
source-side capacity planning model that takes into account
economy and safety is established to realize the siting and
capacity determination of power generation devices and
energy storage devices. In [16], a phased planning model and
a multistage planning model for integrated energy systems
were developed and solved with the objective of minimizing
investment cost and operation cost, respectively.

As for the optimal scheduling of integrated energy
systems, experts and scholars at home and abroad mostly
study the output scheduling plan of each unit when the
system operating cost is minimal from the perspective of
system economy and have achieved certain research results.
Paper [17] considered the energy storage characteristics of
water storage tanks and their influence on the operating cost
of the park from the actual industrial park and established a
day-ahead economic dispatching model. Paper [18] used the
distribution robust optimization method to deal with the
uncertainty of wind power output and established a day-
ahead economic dispatch opportunity constraint model.
Paper [19] conducted a two-stage day-ahead economic
dispatch based on load forecast uncertainty and introduced
customer-side demand response. Paper [14] also established
a multilayer economic dispatch model with the objective of
minimizing operating cost. Among them, the upper layer of
the model is a mixed integer linear programming MILP
model and the lower layer is transformed into a Karush-
Kuhn-Tucker optimality condition, and the model is solved
more efficiently. In [15], a regional integrated energy system
is studied and PV plants and energy storage devices are
added to the model to give the corresponding dispatching
strategies. In [16], the optimization model of electric and
thermal integration is established from the perspective of
heat network complexity. )e objective function of the
model is to minimize the operating cost and the amount of
abandoned wind, and the results of the example verify the
promotion of wind power consumption by the energy
synergy and complementarity of electricity-thermal system.

Based on the mathematical model of the park system,
[16] points out two key points in the future research of the
integrated energy system model of the park from the per-
spective of practical requirements: first, to consider the
imbalance of the scheduling results caused by the prediction
errors on both sides of the source-load and to construct an
optimized scheduling model with good robustness. Sec-
ondly, the system should combine day-ahead scheduling
with intraday real-time scheduling to build a refined
scheduling model when operating optimally. To verify the
advantages of the integrated energy system of the multi-
energy complementary park over the traditional single en-
ergy system in terms of economy, a two-stage optimal
scheduling model of the park system was established in [17].
)e results show that the integrated energy system of the
park has more advantages and benefits in terms of economy,
energy consumption, and pollution compared with the
traditional single energy system. To verify the advantages of
the integrated energy system in enhancing energy
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utilization, [18] established evaluation indexes and evalua-
tion models for the system regarding energy efficiency to
reflect the utilization characteristics of multiple energy
sources. )e final results show that the proposed evaluation
indexes can be effectively applied to the preevaluation of the
energy efficiency of the integrated energy system in the park.
It has implications for the optimal scheduling of the park
system.

3. Modeling and Analysis of Integrated Energy
Systems in Parks

3.1. Integrated Energy System Structure of the Campus.
An industrial park is used as an example for optimal
scheduling research. )e structure diagram of the integrated
energy system of the park is shown in Figure 1. )e main
energy equipment in the park includes gas turbines and
supporting waste heat boiler equipment, gas boilers, steam
drive equipment, air conditioning and refrigeration systems,
ice storage and cooling units, absorption refrigeration units,
photovoltaic units, battery energy storage devices, etc. )e
system supplies the electrical load through a centralized
busbar. )ermal energy is used in a stepwise manner to
supply the steam load, hot water load, and cooling load of the
system.

According to the energy flow direction in Figure 1, it can
be seen that the total electrical load in the park contains the
AC load and DC load for production in the park, the input
electrical power for air conditioning and cooling, and the
input electrical power for the ice storage and cooling device,
and the electrical energy is supplied by the superior power
grid, gas turbine, photovoltaic unit, and electric energy
storage device together. )e steam load of the park is fully
supplied by the steam-driven equipment. )e thermal load
contains the hot water load and the thermal power con-
sumed by the absorption chiller for cooling, which is sup-
plied jointly by the waste heat boiler and the thermal energy
recovered by the steam-driven equipment. )e cooling load
of the park is supplied by a combination of air conditioning
and ice storage cooling units.

)e heat energy of the park exhibits a graded utilization
characteristic. Stepped utilization of thermal energy refers to
the classification of thermal energy in the system into high-
grade heat, medium-grade heat, and low-grade heat
according to temperature requirements. Grade refers to the
proportion of available energy per unit of energy, and the
higher the temperature, the higher the grade of thermal
energy. )e park improves energy utilization efficiency and
reduces energy consumption through graded utilization of
thermal energy. )e high-grade heat in the heat energy
gradient is used in high-temperature thermal cycle equip-
ment such as gas turbine, which is manifested by the
combustion of natural gas in the combustion chamber to
produce high-temperature flue gas of 1000°C into the gas
turbine to expand and do work for power generation. )e
discharged 500°C high-temperature flue gas is recovered by
the waste heat boiler and processed into medium-grade heat,
which is used to supply steam load or as heat source for other
energy conversion equipment. Low-grade heat from the

waste heat boiler flue gas recovery temperature is lower,
usually about 100°C, demand is small, and the utilization rate
is often not high, usually only used to supply hot water load
or as a heat source for absorption chillers.

3.2. Equipment Mathematical Model. To optimize the
scheduling of the integrated energy system in the industrial
park for optimal analysis of investment decisions, the
mathematical modeling of the equipment in Figure 1 is
performed first. )e mathematical model of each equipment
is as follows.

From the perspective of power system, gas turbine is also
a kind of distributed power supply, which has the charac-
teristics of high controllability, rapid start-stop, small size,
low operating environment requirement, and high energy
utilization rate. It converts natural gas into electricity, and
the heat released in the conversion process is recovered by
the supporting waste heat boiler, and the recovered heat
energy is distinguished into medium-grade heat energy and
low-grade heat energy according to the temperature. )e
correlation equations are shown in equations (1) to (3).

P
t
GT,i � ηe

GTλgasG
t
GT,i, (1)

H
t
WH,mid,i � ηh

WH,mid 1 − ηe
GT( 􏼁λgasG

t
GT,i, (2)

H
t
WH,low,i � ηh

WH,ow 1 − ηe
GT( 􏼁λgasG

t
GT,i, (3)

where Pt
GT,i, Gt

GT,i are the electric power output and natural
gas power input of the i-th gas turbine at time t. ηe

GT is the gas
turbine conversion efficiency. λgas is the natural gas calorific
value. Ht

WH,low,i, H
t
WH,mid,i are the waste heat boiler medium-

grade heat and low-grade heat recovery power. ηh
WH,ow,

ηh
WH,mid are the waste heat boiler medium-grade heat and

low-grade heat recovery efficiency.
As a common heat producing equipment in integrated

energy systems, gas boilers consume natural gas to produce
medium-grade hot steam to meet the system’s steam load
and hot water load in a campus. )e input natural gas power
and output medium-grade hot steam power of a gas boiler
have the following relationship:

H
t
GB,i � ηh

GBλgasG
t
GB,i, (4)

where Ht
GB,i and Gt

GB,i are the medium-grade thermal power
and the input natural gas power of the i-th gas boiler at time t
output. ηh

GB is the heating efficiency of gas boiler.
Absorption chillers are important cold and heat coupling

equipment in industrial production processes. Absorption
chillers utilize medium-grade heat and low-grade heat for
refrigeration operations, and the refrigeration power is

F
t
Br,i � I

c
BrH

t
Br,in,i, (5)

where Ft
Br,i, Ht

Br,in,i are the output cooling power and input
thermal power of the i-th absorption chiller at time t. Ic

Br is
the refrigeration energy efficiency ratio.

)e air conditioning and refrigeration system provides
the necessary temperature environment for industrial
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production and is an important electric refrigeration
equipment with a refrigeration power of

F
t
air,i � I

c
airP

t
air,i, (6)

where Ft
air,i, Pt

air,i are the cooling power output and the
electrical power input of the i-th air conditioning unit in
time period t. Ic

air is the cooling energy efficiency ratio of the
air conditioner.

4. Predictive Layer Model

4.1. Long-Term Load Forecasting Model. )e integrated
energy planning stage requires long-term planning and
coordination of the system by equipment life cycle as well as
annual repair and maintenance costs, while the cooling,
heating, and electrical loads require long-term forecast data
to meet the long-term reliability requirements in the
planning stage. )e random forest regression (RFR) al-
gorithm [10] has the advantages of low parameter setting
and fast convergence G(k, v) and can still show strong
generalization ability when dealing with large amounts of
data and can effectively avoid overfitting problems, which is
suitable for long-term load forecasting scenarios with large
amounts of data. )e algorithm integrates several classi-
fication and regression trees (CART), and the best cut
points and cut features can be selected by traversing the
features and feature values during model training, and then
the weighted sum of the impurity of the cut nodes is ob-
tained to measure the merits of the cut points to obtain
accurate prediction values. In this paper, the impurity
function of squared average error is used for calculation, as
shown in the following equation:

G(k, v) �
1
s

􏽘
ji∈Jleft

ji − jleft( 􏼁
2

+ 􏽘
ji∈Jright

ji − jright􏼐 􏼑
2⎛⎜⎝ ⎞⎟⎠, (7)

where k, v are the value of the tangent variable and the
tangent component, respectively; s is the number of all
training samples of the current node; Jleft , Jright are the set of
training samples of the left and right subnodes, respectively;
and jleft, jright are the average of the training samples of the
left and right subnodes, respectively. RFR obtains the pre-
diction output by averaging all CARTpredictions integrated
internally.)emultivariate load long-term predictionmodel
is shown in Figure 2.

4.2. Short-Term Load Forecasting Model. )e integrated
energy system needs to be optimally adjusted according to
the short-term load in order to obtain a better solution and a
more economical system operation cost during the actual
operation, so the load forecasting needs to be performed for
the scheduling phase with short-term forecasting. )e long
short-term memory (LSTM) [12] prediction algorithm has
better robustness and memory capability in the process of
load prediction, and it can overcome the problem of lack of
long-term memory capability and gradient anomaly in re-
current neural networks and has more accurate prediction
results than other algorithms. LSTM prediction can be
generally divided into 3 stages.

Stage 1: Selecting the forgetting stage. )e forgetting
gate determines the discarded information, which is
processed by the sigmoid unit, and the weight is set to a
value between 0 and 1. When the weight is 0, all the
information is discarded, and when the weight is 1, all
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Figure 1: Structure diagram of the integrated energy system of the industrial park.
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the information is kept, and after processing, we get ft,
mt.
Stage 2: Selective update stage. First, the input gate is
selectively updated by yt−1 and xt, and then the updated
state information is obtained through the tanh layer 􏽥ut ,
and the newly formed 􏽥ut is added to the selection
information to obtain the new information ut.
Stage 3: Output stage. )e new ut is processed with the
input yt−1 and yt by the sigmoid unit to obtain ot, and
the information ut is multiplied with the new infor-
mation by the tanh layer to obtain the output yt. )e
specific equation is as follows:

ft � σ Wf yt−1, xt􏼂 􏼃 + bf( 􏼁,

mt � σ Wm yt−1, xt􏼂 􏼃 + bm( 􏼁,

􏽥ut � tanh Wu yt−1, xt􏼂 􏼃 + bu( 􏼁,

ut � ftut−1 + mt􏽥ut,

ot � σ Wo yt−1, xt􏼂 􏼃 + bo( 􏼁,

yt � ottanh ut( 􏼁,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

whereW is the weight matrix in the corresponding state; b is
the bias vector in the corresponding state; xt is the current
moment input; yt, yt−1 are the current moment and the
previous moment output, respectively; ot is the current
moment information; ut, ut−1, 􏽥ut are the current moment
and the previous moment output state and the update phase
state, respectively.

Construct a short-term prediction model based on
LSTM, set the number of implicit network layers to 1, set the
regularization parameter to 0.2, choose the sigmoid function
as the activation function, input load data and feature data to
train the model and adjust the network parameters

according to Adam’s algorithm, and take the mean square
error (MSE) function as the loss function.

EMSE �
1
s

􏽘

s

i�1
zi − 􏽢zi( 􏼁

2
, (9)

where zi, 􏽢zi are the true value and predicted value, re-
spectively; EMSE is the mean square error value.

4.3. Planning Layer Model. )e planning layer takes the
number of equipment types and start-stop status of the
integrated energy system as the optimization variables and
the overall planning and scheduling cost C of the system as
the objective function, including the initial investment cost
of the equipment CB and the scheduling and operation cost
of the system COP, which is calculated as follows:

minC � CB + COP,

CB � 􏽘

N

n�1

τ(τ + 1)
l

(τ + 1)
l
− 1

Qnθn,

(10)

where n is the equipment index; N is the total number of n
types of equipment; τ is the discount rate for the planning
period of the equipment (taken as 6%); l is the planning life
cycle of the equipment; Q is the rated capacity of the
equipment; θ is the unit capacity cost of the equipment; the
technical and economic parameters of the equipment are
given in [13].

COP � CMC + CEC + CGC + CENV, (11)

where CMC is the operation and maintenance cost; CEC is the
cost of electricity purchased from the external network; CGC
is the cost of gas purchased from the external network; CENV
is the cost of pollutant treatment, and the equation is as
follows:

CMC � vd 􏽘

T

t�1
􏽘

N

n

ψnP
n,t
outΔt,

CEC � vd 􏽘

T

t�1
c

t
eP

t
eΔt,

CGC � vd 􏽘

T

t�1
c

t
gP

t
gΔt,

CENV � vd 􏽘

T

t�1
λt

eP
t
e + λt

gP
t
g􏼐 􏼑Δt,

(12)

where vd is the length of the planning period; T is the length
of the optimization period (T is 24 h); Δt is the dispatch step
(Δt �1); ψ is the maintenance cost per unit capacity of the
equipment; Pn,t

out is the power output of equipment n at the
time; λt

e and λt
g are the unit prices of electricity and gas

energy from the external network at the time; Pt
g and Pt

e are
the input power of electricity and gas energy at the time t;
λe, λg are the equivalent pollutant emission treatment cost of
the system at the time for electricity and gas energy,
respectively.

Data processing

Bootstrap resampling

Feature extraction and
segmentation

Integrated Stochastic
Forest regression model

Build RFR prediction
model

Output prediction
results

Figure 2: Long-term multivariate load forecasting process based
on RFR.
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4.4. Model Solving. In this paper, we construct a 3-layer
model of integrated energy system and apply RFR and LSTM
forecasting algorithms to predict long-term and short-term
loads, respectively, in the forecasting layer; apply CPLEX
solver to plan based on the load forecasting data in the
planning layer to obtain the seasonal equipment allocation
scheme and the planning initial investment cost; the
scheduling layer, based on the allocation scheme in the
planning layer and the short-term load forecasting data in
the forecasting layer, performs the scheduling operation
optimization of the system based on the improved particle
swarm algorithm [9] to optimize the scheduling operation of
the system and obtain the optimal output state of the
equipment and return the obtained scheduling operation
cost to the planning layer to calculate the overall planning
and scheduling cost of the system to realize the optimal
planning and scheduling of the system. )e specific model
solution is shown in Figure 3.

5. Analysis of Algorithm Results

)is section is divided into two parts: description of the data
of the day-ahead-intraday coordinated optimization model
based on the model predictive control MPC and the con-
ditional value-at-risk CVaR and analysis of the scheduling
results of the model. In the analysis of the results, we focus
on the analysis of the model predictive control MPC and
conditional value-at-risk CVaR based on the scheduling
results to improve the model economy and the ability to
cope with uncertainty risk and to verify the effectiveness of
the proposed model.

5.1. Algorithm Base Data. )e integrated energy system
optimal scheduling model established in this paper, day-
ahead optimal scheduling, aims to calculate the capacity plan
of energy storage devices based on the short-term forecast
data of PV output and load demand and through the coupling
and complementation between multiple energy devices, with
the aim of reducing system operating costs. )e results of the
scheduling plans of other devices are then input to the in-
traday rolling optimal scheduling model as a reference. )e
intraday optimal scheduling further adjusts the power pur-
chase contract and equipment output in real time according
to the ultra-short-term forecast of load at each moment, so
that the system can maximize the reduction of operating cost
without extreme load loss [20]. )e intraday rolling opti-
mization scheduling period is 4 hours, and the solution
calculation time interval is 15min, and the scheduling plan is
rolled over every 1 hour for a total of 24 times. )e data of
equipment parameter table, equipment start-up and shut-
down maintenance unit cost, and time-of-day tariff of the
model based on the model prediction control strategy are the
same as those of the model in Section 3. In consideration of
minimizing the risk of load loss under extreme scenarios
during park operation, the risk preference coefficient in the
model built in this paper is taken as λ� 0.353.

Based on the ultra-short-term forecasts of intraday
rooftop PV and load demand, the scenario uncertainty is

processed and the scenario generation and reduction
methods are applied to generate five typical scenarios of PV
output and load demand as shown in Figures 4 and 5.

5.2. Analysis of Operating Cost Results. )e intraday rolling
optimization corrects the power purchase contract plan of
the higher-level grid obtained from the previous day’s
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Figure 3: Integrated energy system 3-layer model solving process.
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dispatch, and the curves before and after the power purchase
contract correction are shown in Figure 6.

In the day-ahead-internal coordinated optimal sched-
uling established in this paper, the intraday rolling opti-
mization corrects the purchased power at each moment of
the park in order to reduce the operating cost and uncer-
tainty load loss risk by more accurate scheduling based on

the intraday ultra-short-term forecast data. From Figure 6, it
can be concluded that the purchased power varies more
during off-peak hours of electricity prices, and during peak
hours of electricity prices, the purchased power varies less,
and the corrected purchased power appears to decrease
instead of increase in some moments.

)e total cost of electricity, heat, and gas purchased by
the park in a day is $1649,168, $287,059, and $519,944.
Figure 7 records the variation of electricity, heat, and gas
purchase cost of the park in one day for each time period.

5.3. Analysis of the Effect of Considering CVaR Loss of Load
Risk Assessment Under Model Predictive Control Strategy.
In this paper, we add the CVaR evaluation index describing
the risk of lost load to the intraday rolling optimal dispatch
based on the model predictive control MPC to minimize the
risk of lost load under multiple scenarios of system un-
certainty and minimize the total cost of the park including
the operating cost and risk cost. )e operating costs of the
MPC and CVaR-based campus scheduling model estab-
lished in this paper and the traditional MPC scheduling
model under five scenarios are shown in Figures 8 and 9,
respectively.

Five uncertain typical scenarios of dispatching costs
based on model predictive control MPC with conditional
risk assessment CVaR and traditional MPC optimal dis-
patching model show that after considering the uncertainty
of PV output and load demand, establishing a typical set of
prediction scenarios, and applying conditional risk value
CVaR to assess the risk of power loss load in the park, most
of the time the park’s energy purchase cost, light
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Figure 4: A set of typical scenarios for ultra-short-term forecasting
of photovoltaic output.
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Figure 9: Comparison of CVaR and MPC based scheduling model with traditional MPC model under scenario 2.
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abandonment penalty cost, and grid power purchase default
costs increase, but the cost of compensating for lost load
decreases significantly, which is because the model increases
the supply of electricity at a certain moment in order to
reduce the risk of lost load, and accordingly, the increase of
abandonment occurs in some scenarios.

6. Conclusions

Compared with the traditional rolling optimization model
based on model predictive control, the dispatching model
considering the risk assessment of lost load under the model
predictive control strategy established in this paper, the
abandonment penalty cost, and power purchase contract
default cost of the model under five scenarios increase to
different degrees, but the cost of compensating lost load
decreases, and the total cost of each scenario decreases to
some extent. Considering that forecast fluctuations may
cause system operation to lose load or abandon light, an
optimization model based on CVaR theory is developed
based on the day-ahead dispatch to address this uncertainty,
aiming at minimizing system operation costs while mini-
mizing system load loss under probabilistic scenarios. )e
scheduling results reduce the total cost of scheduling from
2.7591369 million yuan to 2.61311588 million yuan com-
pared with the day-ahead economic scheduling, while the
model enhances the park’s ability to cope with forecast
uncertainty and makes the scheduling plan more secure and
reliable. In summary, the effectiveness of the day-ahead-
intraday coordinated optimal scheduling model established
in this paper is verified in terms of scheduling economy and
handling uncertainty.
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(e aim of this study is to compare the trajectory of cross-kick technical movements of excellent taekwondo players in different
weight classes and to investigate the relationship between weight class differences and the characteristics of cross-kick technical
movements and the extent to which they affect the speed of movements. To this end, an artificial intelligence system is proposed
for taekwondo field decision making, combining computer and applied mathematics knowledge. (e angles, angular velocities,
and moments of the joints of the lower limbs, as well as the movement time, displacement, and speed of the lower limbs, of the
athletes in the three weight classes were significantly different (P< 0.05).

1. Introduction

Artificial intelligence (AI) is a branch of computer science,
which is a new technical science that studies and develops
theories, methods, techniques and application systems for
simulating, extending, and extending human intelligence
[1]. One of its main goals is to enable machines to perform
complex tasks that would normally require human intelli-
gence. It has developed rapidly in recent years and is widely
used in many fields such as military, economy, and man-
agement. (e main objective of this idea is to build an
artificial intelligence-assisted system for taekwondo field
decision making based on a database and through an expert
system platform (data mining, online analysis, artificial
intelligence, and virtual reality) [2].

Taekwondo, as one of the more typical skill-driven same-
field confrontation events in the East [3], was first listed as an
official event of the Sydney Olympic Games in 2000. Due to
the relatively few weight classes established, competition is
relatively fierce. In competition, the horizontal kick tech-
nique has the advantages of speed, power, difficulty, short

range of motion, and less cushioning, and has become the
most frequently used technical movement by athletes [4]. In
the cross-kick technique, the body accelerates and brakes
according to the major and minor links in sequence so that
the momentum moment is transferred to the end links,
which is a typical whipping action [5]. Because of the great
speed and power that can be generated at the end of the
kinetic chain, the horizontal kick technique has become an
important scoring tool in Taekwondo and a key technique in
determining the winner of a match. In order to improve the
effectiveness of this technique, some scholars have studied
the scoring effect [6], training methods [7], structural
characteristics [8], biomechanical characteristics [9], as well
as the body composition [10], sports injury, and prevention
[11] of the athletes [12], the results of which have laid the
foundation for improving the effectiveness of the use of the
cross-kick technique. In recent years, due to new rules and
the use of electronic protective gear [13], the speed of the
cross-kick technique plays a decisive role in improving the
effectiveness of striking [14] and has once again become a
new hot spot of common concern among researchers.
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However, a review of domestic and foreign research liter-
ature on the movement speed of the horizontal kick tech-
nique reveals that the research mainly focuses on individual
weight classes [15], gender differences [16], regional dif-
ferences [17], training methods [18], the effect of old and
new rules on movement speed, and its comparison with the
speed of other technical movements [19]. As there is a
distinction between weight classes in taekwondo competi-
tions, there are individual differences in the height and mass
of athletes. (erefore, the key to improving the speed of
horizontal kicks and the effectiveness of the strikes is to find
out the intrinsic connection between the weight class dif-
ferences and the speed of the athletes’ movements. Based on
this, the biomechanical characteristics of cross-kick move-
ments of athletes in different weight classes were analysed
and compared with the weight class set in the men’s taek-
wondo competition at the Summer Olympic Games, using a
3D motion capture system and analysis software.

(e aim is to provide theoretical reference for the im-
provement of cross-kick movements, increase the speed of
movements, and enhance the hitting effect of taekwondo
players of different weight classes.

(e contributions of this paper are as follows:
We propose to establish an artificial intelligence assistant

system for taekwondo on-site decision making. Using a
vicon nexus three-dimensional motion capture system, we
can collect the motion trajectories of athletes of different
weight levels when hitting the target position.

Based on D-H modelling, we can describe the posture
angle of Taekwondo trainer ontology with the Euler angle.

In this experiment, according to the weight level set in
the men’s Taekwondo competition of the summer Olympic
Games, all subjects did not carry out high-intensity training
within 24 hours. Under the knowledge of this system, the
training effect was improved.

2. Feasibility Analysis

(e basis of the artificial intelligence assisted system for
taekwondo field decision making is data. It is the large
amount of data and information accumulated during daily
training and competition that provides a solid foundation
for the system, and the rich knowledge and experience of the
coaches in field command that provides a reliable support
for adjusting and optimising the system. (e data mining,
online analysis, and virtual technology involved in this
system are all relatively mature technologies and have been
widely used in many fields such as military, economy, and
management, and have been successful. (e application of
artificial intelligence in various industries is also becoming
more and more widespread, and the robot football simu-
lation game has become quite mature. Artificial intelligence
is of course based on data and models, which can be built on
the basis of data mining analysis of various relationships and
laws, or combined with basketball expertise and the expe-
rience of coaches and experts. (e model can be used to
obtain valuable information from a large amount of data and
to display this information in an intuitive form so that the

data can be used to benefit, and the model can be dy-
namically added to or subtracted from and improved
through practical application. In addition, tactical re-
hearsals, virtual arenas, and virtual pavilions are becoming
more sophisticated.

A literature search shows that as early as the 1990s, about 20
NBA teams in the US used the advanced scout system, a data
mining application developed by IBM, to provide relevant game
data information to optimise their tactical combinations and
predict game formats. Some of the technical and tactical re-
search in China has also started to move towards informa-
tionization and digitalization, such as the use of the “transfer
matrix” for table tennis simulation and diagnosis; the video
analysis and rapid feedback system for diving technical training
and diving training data management and analysis system of
Tsinghua University; the multimedia database for basketball
techniques and tactics developed by Chen Jian of Shanghai
Sports Institute, etc. research and development, etc.

By providing a wealth of data and a large number of
analysis tools, the artificial intelligence assisted system can
assist coaches in making on-site analysis and decisions, and
can also propose targeted training objectives for daily
training.

3. Based on D-H Modelling

Based on the principles of conservation of momentum and
conservation of angular momentum, the conceptual model
of the SR system with n degrees of freedom is studied based
on the kinematic and model transformation, where the
posture angles of the taekwondo trainer’s body are described
by z − x − y Euler angles α, β, and c, and the relevant
notation is agreed as follows:

􏽐 A: inertial coordinate system; 􏽐 0: coordinate system
fixed to the center of mass C0 of the taekwondo trainer’s
body; n: number of degrees of freedom of the system
􏽐 i: the coordinate system defined on the link iwhose z-
axis coincides with the axis of the joint i; mi:the mass of
the link i
ARi ∈ R3×3: coordinate transformation matrix from 􏽐 i

to 􏽐 A; ki: unit vector along the z-axis of 􏽐 i
AR0 ∈ R3×3: the posture matrix of the taekwondo
trainer’s body relative to 􏽐 A; C: the whole system
center-of-mass position vector (PV)
C∗i : center of mass of the composite subsystem formed
by the i-th link to the end effector link n

And the vector product matrix of vector
r � rx ry rz􏽨 􏽩

T
is defined as

􏽢r �

0 −rz ry

rz 0 −rx

−ry rx 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (1)

(e superscript to the left of the symbol (e.g., A in
symbol ARi) indicates the coordinate system in which the

2 Mathematical Problems in Engineering



RE
TR
AC
TE
D

vector is described. 􏽐 A this superscript is omitted when the
vector is represented in the coordinate system Gua.

3.1. Single-Degree-of-FreedomModels. We consider first the
SR system with a single DOF at n� 1, which consists of the
body of the taekwondo trainer (link 0) and a link (link l)
connected by a rotating joint.

First, the total systemmomentum P and the total angular
momentum L with respect to the 􏽐 A origin can be
expressed as

gatheredP � 􏽘
1

i�0
mi _ri � mC _rC,

L � 􏽘

1

i�0
Iiωi + miri × _ri( 􏼁 � ICωC + mCrC × _rC.

(2)

According to the D I H method, the velocity relationship
between chain rod 0 and chain rod 1 is

_r1 � _r0 + ω0 × p1 − p0( 􏼁 + _θ1k1 × a1,

ω1 � ω0 + _θ1k1.
(3)

Based on the above relationship, the equation v0 can be
derived for the proprioceptive speed of a taekwondo trainer:

v0 � J0 _θ1 + H0vC, (4)
where

J0 �

k1 ×
m1

mC

a1􏼠 􏼡 + p0I
−1
C I1k1

−I−1
C I1k1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5)

􏽥I1 � I1 − m1p1a1,

H0 �
E3 −p0

0 E3
􏼢 􏼣.

(6)

In turn, wood-end effector speeds can be obtained as vE.

_rE � _r0 + ω0 × pE − p0( 􏼁 + _θ1k1􏼐 􏼑 × lE,1,

ωE � ω0 + _θ1k1,
(7)

thus obtaining the end effector speed:
vE � JE

_θ1 + HEvC, (8)

JE �
k1 × lE,1 −

m1

mC

a1􏼠 􏼡 + PEI
−1
C I1k1

k1 − I−1
C I1k1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (9)

HE �
E3 −PE

0 E3
􏼢 􏼣. (10)

Equations (5) and (10) are the equations of motion for a
single white yawl SR; matrices JE and J0 in equations (6) and

(11) are the generalized Jacobi moments (GJMs) of the 6×1
underdetermined instanton and end effector.

3.2. Multidegree-of-Freedom Models. (e kinematic equa-
tions of the multidegree SR can be derived recursively from
the conservation equations for linear and angular mo-
mentum and from the DHmethod. In general, the equations
for the SR of n degrees of freedom can be described by the
plant-meaning Jacobi matrix (GJM)[1]J∗E ∈ R6×n, which
represents the relationship between the end-effector velocity
vE and the joint velocity _θM of the manipulator:

vE � J∗E _θM + hE, (11)

where

hE � HE · vC,

HE �
E3 −pE

0 E3
􏼢 􏼣,

(12)

where HE represents the end effector velocity when
_θM � 0, which only occurs when the system has nonzero
momentum. Clearly, the key to kinematic modelling is
the calculation of the Jacobi matrix. Based on the for-
mulation proposed by Orin and Schrader for the fixed-
base Jacobi, the i-th column of the generalized Jacobi
matrix J∗E in equation (13) can be interpreted as the end-
effector velocity vE when HE � 0, and only the i-th ele-
ment of _θM has value _θi of 1. (erefore, in order to derive
the i-th column element of the GM, the system can be
viewed as consisting of only two composite link sub-
systems connected by the i-th joint, and its i-th column
element can be calculated using the results of the previous
section, thus allowing a multidegree-of-freedom SR
model to be built.

Let J∗E � J1E . . . JnE􏼂 􏼃, where the column element
JiE ∈ R6×1 represents the contribution of the joint velocity
θi to the end effector velocity, and using the section to
obtain the result, corresponding to equation (13), yields
JiE:

JEE �

ki × lE,i −
m
∗
i

mC

a∗i􏼠 􏼡 + PEI
−1
C Iiki

ki − I−1
C Iiki

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (13)

where

Ii � I∗i − m
∗
i P
∗
i A
∗
l . (14)

(e kinematic equations of SR with the reference point
on the end effector can be derived in the same way as the
kinematic equations of other forms with the reference point
not on the end effector but on the body of the taekwondo
trainer. (is kinematic equation can be expressed as
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v0 � J∗0 _θM + h0,

h0 � H0 · vC,

H0 �
E3 −P

∗
0

0 E3

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

J∗0 � J10 . . . Jn0􏼂 􏼃 ∈ R6×n
,

Ji0 �

ki × −
m
∗
i

mC

a∗i􏼠 􏼡 + 􏽢s
∗
0 I

−1
C Iiki

−I−1
C Iiki

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

v0 � J∗0 _θM + h0.

(15)

4. Continuous Motion Trajectory Control
(Continual Motion Trajectory Control)

(is section investigates the continuous motion trajectory
control algorithm for SR. When the linear and angular
momentum are conserved and the initial momentum is zero,
the end-effector velocity can be expressed as

vE � J∗E · _θM. (16)
With the aid of the GJM, the relationship between the

velocity of the SR end effector and the angular velocity of the
joint is formally the same as that described for the ground
robot. If J∗E is invertible, then

_θM � J∗E( 􏼁
+

· vE. (17)

(e solution of the inverse kinematics at the velocity
level of SR is obtained by (17), according to which the
motion paths of the joints of the manipulator can be planned
according to the given spatial task to realize the spatial
continuous motion trajectory control of SR. In this paper, a
continuous motion trajectory control algorithm based on
the visual feedback and RMRC method is proposed. Let the

desired position of the spatial target be Te �
neoeae re

0 1􏼢 􏼣

and the position of the end effector of the manipulator
measured by the vision system installed on the body of the

SR be Td �
ndodad rd

0 1􏼢 􏼣, and the position error of the end

effector is ep, and the attitude error is eR.

ep � rd − re,

eR �
ne × nd + oe × od + ae × ad( 􏼁

2
,

_θM � J∗( 􏼁
+vE,

vE �
ep

Δt
.

(18)

where Δt is the sampling period.

(e feedback control input joint torque is

τ � KpJ
T
v + KRJ

T
ωeR + Kθ

_θM, (19)

where Kp is the translational gain factor, KR is the attitude
gain factor, and Kθ is the angular acceleration gain factor.

5. Subjects and Methods

5.1. Test Subjects. (irty Korean taekwondo athletes in three
weight classes, 58 kg, 68 kg, and 80 kg, were selected for
testing according to the weight class set for the men’s
taekwondo competition at the Summer Olympic Games. Of
these, 12 were from the Taeryeong Village (4 players/class)
and 18 from the Yongin University team (6 players/class), all
of whom were athletes at the rank of athlete and above. All
subjects were athletes of fitness level or above. All subjects
had not undergone heavy training within 24 h before the test
and had not intentionally increased or decreased their body
mass or suffered any sports injuries to their lower limb joints
within 3 months, and their physical condition and athletic
ability were normal. (e basic information of the subjects is
shown in Table 1.

5.2.ResearchProcess. (e signals collected by the 3Dmotion
capture system are set according to the movement char-
acteristics of the cross-kick technique, observing the mo-
ment when the supporting foot and the attacking leg touch
the ground reaction on the force measuring table, the
movement of the reflective marker ball attached to the target,
the minimum flexion and maximum extension of the knee
joint angle of the attacking leg, etc. (e time interval from
one moment to the next is the time periodas shown in
Figure 1.

Ready moment (E1): the moment the supporting foot
touches the floor of the dynamometer
Moment of flexion (E2): the moment of minimum knee
flexion when the attacking leg is flexed
Moment of strike (E3): the moment of maximum
extension of the knee joint during the strike of the
attacking leg
Moment of recovery (E4): the moment the attacking leg
is recovered and touches the floor of the dynamometer
P1: from the end of the preparation period to the
beginning of the knee flexion period (E1⟶E2)
Striking time (P2): from the end of the knee flexion to
the beginning of the striking time (E2⟶E3)
Recovery (P3): from the end of the strike to the be-
ginning of the recovery (E3⟶E4)

(e results of the one-way RMANOVA are shown in
Figure 2. (e amplitude and direction of motion of the hip
joint vary to varying degrees. At the moment of preparation
(E1), the amplitude of flexion on the X-axis for the 58 kg and
68 kg, 68 kg and 80 kg weight classes, and the amplitude of
abduction on the Y-axis for the three weight classes; at
the moment of flexion (E2), the amplitude of flexion on the
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X-axis for the 58 kg and 68 kg weight classes, and the am-
plitude of rotation on the Z-axis for the 68 kg and 80 kg
weight classes; at the moment of strike (E3), the amplitude of
flexion on the X-axis for the 58 kg and 68 kg weight classes,
and the amplitude of rotation on the Z-axis for the 58 kg and
80 kg weight classes. At the moment of strike (E3) the flexion
amplitude of the 58 kg and 68 kg weight classes on the X-
axis, the abduction amplitude of the 58 kg and 68 kg, 68 kg
and 80 kg weight classes on the Y-axis and the rotation
amplitude of the three weight classes on the Z-axis; at the
moment of recovery (E4), the flexion amplitude of the 68 kg
and 80 kg weight classes on the X-axis and the inversion
amplitude of the 58 kg and 68 kg weight classes on the Y-axis
were different (P> 0.05), but not statistically significant. (e
differences were not statistically significant.

(e results of the one-way RM ANOVA are shown in
Figure 3, where the amplitude of knee flexion and extension
movements differed between the four moments. (e dif-
ferences between the 58 kg and 68 kg weight classes in ex-
tension at the moment of preparation, between the 68 kg and
80 kg weight classes in flexion at the moment of knee flexion,
and between the 58 kg and 68 kg weight classes in flexion at
the moment of strike (P> 0.05) were not statistically
significant.

(e angular velocities and moments of the knee joints of
the athletes in the three periods were 58 kg> 68 kg> 80 kg,
and the maximum moments of the 58 kg and 68 kg weight
classes differed in the striking period (P2) (P> 0.05) but were
not statistically significant.

(e results of the one-way RM ANOVA are shown in
Figure 4, which shows the differences in movement time,
displacement, and speed between the three weight classes.
(e movement time and movement displacement were
58 kg< 68 kg< 80 kg, and the movement speed was
58 kg> 68 kg> 80 kg. (ere were differences (P> 0.05), but
they were not statistically significant.

In order to verify the effectiveness of the kinematic
modelling method proposed in this paper and its GJM and
continuous motion trajectory control algorithms, a

computer simulation study of the trajectory control of a
failed taekwondo trainer was carried out using a 6DOF
PUMA type SR model as an example. Figures 5 and 6 show
the time course of the SR taekwondo trainer’s body posture
angle and the change of the robot’s joint angle.

6. Discussion

(e aim of the study is to investigate the similarities and
differences in the movement trajectories of cross-kick
technical movements of athletes of different weight classes,
the angles, angular velocities ,and moments of the joints of
the lower limbs, as well as the displacement and speed of the
technical movements at the four set moments and three time
periods, and the degree of their influence on the speed of the
movements. (e study explores the biomechanical charac-
teristics of the cross-kick technical movements of athletes of

58 KG
68 KG
80 KG

Y ZX
50

60

70

80

90

100
D

eg
re

e

Figure 2: Schematic diagram of the angular characteristics of the
hip joint of the supporting leg.

Table 1: Summary of subjects’ basic information.

Group (kg) N Age Height (cm) Body weight (kg) Training years
58 10 20.2 ± 0.6 172.5 ± 2.3 56.7 ± 2.6 9.4 ± 1.3
68 10 20.2 ± 0.5 178.4 ± 2.5 66.6 ± 3.2 9.3 ± 1.3
80 10 19.9 ± 0.7 185.4 ± 2.7 77.3 ± 3.1 8.7+1.3

P1 P2 P3

E1 E2 E3 E4

Figure 1: Time and period.
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different weight classes and identifies the links between the
differences in weight classes and movement speed, using
theoretical knowledge of kinesiology and physiology and the
author’s training practice [20]. (e results of the test
revealed that there were significant differences in the bio-
mechanical characteristics of the cross-kick movements of
athletes in different weight classes. At the start of the hor-
izontal kick, the trunk and supporting leg first rotate around
the longitudinal axis, with the magnitude of rotation being
58 kg> 68 kg> 80 kg. (e smaller the weight class, the

greater the magnitude of rotation around the axis. It has
been suggested that the rotation of the trunk and lower limb
joints around the axis is consistent with the anatomy of the
human body and that the supporting leg should be abducted
first in order to facilitate the attacking leg movement [21].
(e movement trajectory of the attacking leg is similar to
that of the supporting leg in terms of flexion and extension,
adduction and abduction, and internal and external rotation,
starting from the preparation moment of the technical
movement, with the overall performance of
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Figure 4: Schematic diagram of knee joint angle, angular velocity, and moment characteristics.

58 KG
68 KG
80 KG

50

55

60

65

70

75

80

85

90

D
eg

re
e

Y ZX

Figure 3: Schematic diagram of the hip joint angle characteristics of the attacking leg.
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58 kg> 68 kg> 80 kg. (is shows that the difference in
weight class has a direct effect on the rotation of the trunk
and support leg as well as the attacking leg, especially on the
knee flexion of the attacking leg.

7. Conclusions

(e weight difference between the weight classes of the best
taekwondo athletes has a significant effect on the speed of the
cross kick technique; the lower the weight class of the athlete,
the better the agility of the body, the faster the speed of the
movement, the more reasonable the movement character-
istics of the cross kick technique, and the relatively small
effect on the speed of the movement; the higher the weight

class of the athlete, the less agility of the body, although the
distance of the strike is relatively long, but the effect on the
speed of the movement is relatively obvious. (e greater the
weight class the less agile the athlete is, and although the
distance is longer, the effect on speed is more pronounced.
When formulating training plans or carrying out special
training, coaches should improve body agility and stan-
dardise cross-kick technical movements according to the
differences in the characteristics of cross-kick technical
movements of athletes of different weight classes and the
degree of influence on movement speed, combining the
characteristics of cross-kick technical movements and the
principle of whipping movements, and according to the
individual differences in athletes’ agility, in accordance with
the training principle of low weight and fast speed.
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)e purpose of this paper is to explore how intelligent data mining technology can be used to improve the customer service
capability of commercial companies. Based on extensive research on commercial business, this paper uses data mining and
machine learning techniques to build an overall framework for applying intelligent technologies to business improvement, and
uses multilayer perceptrons and integrated learning algorithms to build classifiers for customer segmentation; uses association
rule mining to assist commercial companies in business decisions; uses clustering algorithms and visualization techniques to
further analyze claims cases and assist in commercial fraud detection. )e multilayer perceptron classification makes the
classification of commercial customers more detailed and reasonable, and the company’s business staff can sell products in a more
targeted manner; association rule mining greatly improves the quality and efficiency of the company’s management’s
decision making.

1. Introduction

With the rapid development of China’s market economy, the
competition among industries is becoming more and more
intense. In order to gain a competitive advantage and win the
initiative in the fierce market competition, enterprises need
to use information technology tools, and business intelli-
gence can effectively guide the business of enterprises and
play a supporting role in specific business decisions [1]. In
order to promote the further development of enterprises and
seize the first opportunity in the market, it is necessary to
adapt to the current market development requirements and
make full use of advanced information technology for
guidance, which is the application of data mining technology
of business intelligence in enterprises. In the 1980s, the
concept of data mining began to be put forward by the
academic community, and in the subsequent practice, its
theoretical value and real economic value began to be dis-
covered, so it became popular in the market, and many
enterprises began to apply this technology, at this time, the
market for data mining has initially formed. In the following
10 years [2, 3], it was continuously practiced and further

researched by various enterprises, and data mining tech-
nology in this period has formed a unique branch of re-
search, which is formed on the basis of continuously
absorbing excellent and new research results from other
frontier disciplines. Although the data mining system has
been developed for a long time and continuously optimized,
it is not perfect and free of any problems, among which,
there are still some problems that need to be studied and
explored more deeply [4].

With the continuous development of IT technology,
more and more business enterprises are realizing the im-
portance of IT technology. When the construction of IT
infrastructure system is maturing, the establishment and
implementation of BI system will provide a unified view for
the enterprise, which means that the application of BI can
centralize and present the data from various systems, pro-
vide the management with various useful data needed, and
improve the quality and efficiency of the management’s
decision making [5, 6].

In this paper, the database design and establishment for
commercial business, using data mining and machine
learning technology to explore the auxiliary analysis of
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commercial business, to a certain extent, has a wide range of
implications [7].)e data warehouse establishes an exclusive
information database for business customer groups, which
can not only meet customer needs in a timely manner and
ensure customer information security, but also improve
customer service capability and creditworthiness, and help
accumulate customer resources and business expansion.

2. Related Work

)e first is to understand the retention patterns of cus-
tomers by classifying policyholders into two categories:
renewals and terminations [8]. )e second is to better
understand customer claims patterns and thus identify
higher risk policyholder types, both of which can simul-
taneously affect decisions on pricing strategies for poli-
cyholders and thus directly impact the company’s
profitability. Using a database of medical business com-
panies, [9] investigates the characteristics of knowledge
discovery and data mining algorithms to demonstrate how
they can be used to predict health outcomes and inform the
management of hypertension. Reference [10] applied data
mining techniques to detect anomalous data in U.S. ag-
ricultural crop commerce to uncover commercial fraud,
concluding that data mining methods to investigate indi-
vidual instances are more effective than current random
selection techniques. )e focus of [11] is on the application
of data mining techniques in commerce with data ware-
housing in the hope of addressing the problem of high
mobility of commercial agents in Hong Kong. Reference
[12] tries to construct a customer evaluation index system
for commercial companies by analyzing the characteristics
of commercial business and treating customers as evalu-
ation variables in commercial business. Taking the cus-
tomer data of a domestic commercial company as an
example, a customer evaluation model is established using
data mining theory.)rough testing, it is shown that the BP
neural network model can realize the correct evaluation
and classification of commercial company’s customers,
thus helping commercial companies to avoid reasonable
operational risks. Reference [13] proposed a three-stage
data mining method that detects and screens out customers
who are more likely to buy a specific commercial at the
expiration of a commercial contract and is able to identify a
loyal customer base and plan appropriate commercial sales
plans for them accordingly, which has considerable ac-
curacy and has been practically applied to a commercial
company in Iran. Reference [14] analyzed the risk of
commercial business based on data mining techniques, and
the database of commercial companies was the basis of
their analysis, which contains information about policies
and claims, based on which they discovered the different
characteristics of the insured who had made claims, and in
the process found the areas of greater risk and obtained the
appropriate control methods. In [15], it is argued that
“business intelligence” is important for companies to find
effective data quickly and make optimal business decisions,
and by analyzing the value chain of commercial companies
and taking customer relationship management of

commercial companies as an example, the application of
business intelligence, data mining and other technologies
in commercial business management is explained, and it is
concluded that business intelligence can find best strategies
and apply them in business, mainly in three areas: claims
management, customer relationship management, and
sales channel optimization, and the return on investment
obtained in this way is relatively large and enables the
company to develop a competitive advantage in the market.
Reference [16] argued that with the development of the
economy, competition among commercial enterprises is no
longer purely price competition, and the concept of cus-
tomer-centeredness is being promoted by more and more
companies. Reference [17] studied the architecture of data
mining and customer relationship management frame-
work, and designed a data mining-based customer rela-
tionship mining algorithm with a commercial company’s
customer relationship management system as an example.

3. Mining Algorithms and
Corresponding Models

3.1. Association Rule Algorithm. In data mining, association
rules are knowledge patterns that describe the rules of si-
multaneous occurrence between all possible events in an
experiment. )at is, association rules reveal implicit new
relationships that are achieved by quantifying experiments.
If we let T � t1, t2, . . . , tm􏼈 􏼉 be a set of items andW be a set of
transactions. Each transaction R in the set of W is a set of
items, R ∈T. Here if there exists a set A of items and a set R of
transactions, if A ∈R, then we say that the R transactions
support the set of T items. )e association rule is thus
formalized as follows: if a⇒b , here a and b are a set of items,
a ∈T, b ∈T, and a∩ b�Ø. To describe the properties of the
association rule, four parameters are often used: credibility
(C); support (S); expected credibility (E); usefulness (L) [18].

Among the four attributes of association rules, the at-
tributes that provide a more intuitive picture of the nature of
association rules are are support and credibility. In real life,
people are only concerned about these two attributes, so the
two values obtained Both values must be within a certain
threshold, i.e., the minimum value of each, and the asso-
ciation rule is specified, these two minimum values must be
satisfied. In the case that these two conditions are satisfied,
we call It is called a strong rule.

3.2. Clustering Algorithm. )e concept of cluster analysis is
that a dataset is partitioned into various classes (Classes) that
are relatively similar to each other and individually distinct,
subject to a specific criterion, which is often expressed as a
certain distance. Intuitively, each of the final clusters formed
is a dense region in space.

)e operation of the classical K-Means clustering al-
gorithm can be described by the following image in Figure 1.

In the Figure 1(a), there are 5 samples of ABCDE. At the
beginning, the 2 initial centroids on the right are selected,
K� 2, and all of them have different colors, and there is no
concept of class or distinction [19].
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In Figure 1(b), the 5 samples calculate the distance to the
2 initial centroids, and choose the one with the closest
distance, then the 5 samples are divided into 2 groups of red
and black.

In Figure 1(c), after the calculation in Figure 2, the 2
initial centroids disappear, and 2 new centroids reappear at
the center of each of the 2 classes, and the sum of the
distances of these 2 new centroids from the samples in the
class must be the smallest.

In Figure 1(d), the new centers and categories appear,
and the categories are divided differently.

(Figure 1(d) in the above Figure 1(f )) )e centers of the
original two clusters disappear and the new centers (with the
smallest sum of examples of each sample in the category)
appear, at which point it is found that the divided categories
do not change and converge.

3.3. Classification Algorithm. Decision tree algorithm is an
algorithm to determine the category to which the data be-
longs in data mining, it is a relatively basic class of classi-
fication algorithm in data mining.

Figure 2 is one of the most basic decision tree models, as a
tree-like decision structure, where circles represent internal
nodes, identifying a feature or attribute, and squares represent
leaf nodes, indicating a classification. A complete decision path
is represented as an extension of the root node to each leaf
node, where each branch node has a role in that they detect a
specific feature in the sample and assign the sample to one of
the child nodes, corresponding to their respective different
special fetch values. Assuming that a predicted sample now
exists, the complete process from the root of the tree to the
corresponding subtree and then to the leaf nodes, each with
different responsibilities, first detects the features of the sample
and transmits them according to the fetched values, and then
repeats the same operation in the second process, gradually
extending down to the final node where the fetched values, or
class markers, are formed as the final predicted result [20].

In the above description, it is clear that the merit of feature
selection will directly determine the efficiency of the whole
algorithm. )at means with what criteria are the features se-
lected? )is explains that splitting attributes is a crucial step in
decision trees.)e concept of splitting attributes is to construct

different branches to nodes based on different divisions of
feature attributes, with the goal that each subset of the splits will
be “pure”. )e “pure” criterion is to create a collection of
subsets that are classified in the same category as much as
possible.)e key to decision tree learning is the selection of the
optimal division attributes, with the goal of increasing the
“purity” of the branch nodes.)edifferentmeasures of “purity”
have led to two common algorithms, the ID3 algorithm and the
C4.5 algorithm. So how to measure this “purity”? )ree
concepts are introduced here: information entropy, conditional
entropy, and information gain.

Information entropy is the most common measure of
uncertainty (purity) of a sample set. It is defined as follows:

H(x) � − 􏽘
N

k�1
pk ln pk( 􏼁. (1)

Where: n represents the type of all samples and the pro-
portion of class k samples. It is agreed that when pk � 0,
H(x) � 0. Information entropy can be understood as un-
certainty. )e higher the information entropy of a system,
the greater the uncertainty of the system. Corresponding to
the space composed of all samples, the larger the infor-
mation entropy, the more average the classification of
samples, and the smaller the information entropy, the more
inclined the samples are to a certain class.

)e conditional entropy represents the complexity
(uncertainty) of a random variable under a given condition
[21].

)e information gain is the information entropy minus
the conditional entropy, which defines the information gain
of partitioning the sample set D using the attribute a:

G(D, a) � H(x) − 􏽘
V

V�1

D
v

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|D|
H D

v
( 􏼁. (2)

V is all possible values of attribute a. |Dv|/|D| represents
the ratio of the number of samples to the overall number of
samples when attribute a is taken as v. Here, it represents the
weight of information entropy. )is weight measures the
importance of these samples in the calculation. A higher
information gain means that the samples are more dis-
criminated when they are divided by a.

(a) (b) (c) (d) (e)

Figure 1: K-Means clustering algorithm process.
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In the ID3 algorithm, the quantity used for the measure
of purity is the information gain, for which the selection is
made so that its features are most evident by performing the
splitting. )e information gain is a measure of the effec-
tiveness of the selected division feature. To make the in-
formation gain greater, it is necessary to make
􏽐

V
V�1(|Dv|/|D|)H(Dv) smaller. Ignoring the previous

weights first when considering, it can be seen that the smaller
is needed. According to the definition of information en-
tropy, the samples are more unbalanced, and at the extreme,
all of them are in the same category (positive or negative
samples), so that the purpose of classification is achieved.

In C4.5 algorithm, instead of using information gain,
information gain rate is used. C4.5 algorithm can be seen as
an improvement of ID3 algorithm. If a feature has so many
categories in the total sample that it is unique to each sample
(e.g., a person’s ID number), ID3 will give priority to such a
feature because each sample is divided into a separate node
with maximum information gain, but this will have a
negative impact on our decision tree [22, 23]. Because we
want the decision tree to focus more on the attributes that
the samples have in common, so that the new samples can be
classified by our trained decision tree (with generalization
ability). To balance the information gain and the number of
attributes, the information gain rate is introduced:

Gr �
G(D, a)

IV(a)
, (3)

where IV(a) � (|Dv|/|D|)log2(|Dv|/|D|).
)e formula for the information gain rate suggests that

features with a small number of samples are preferred when
the information gain is the same. However, another problem
arises at this point, the C4.5 algorithm will have a preference
for features with a small number of attributes. In order to
balance the relationship between information gain and the
number of attributes again, we can give priority to a few
attributes with high information gain when considering
features, and then consider the features with the highest
information gain rate [24].

3.4. Models Induced by Algorithms. )e cross-selling model
based on the association rule algorithm is mainly analyzed
from the perspective of products. )rough the analysis,
potential patterns in customers’ purchasing behavior and
those product combinations that are purchased at high
frequencies are discovered, and commercial companies can
conduct targeted marketing planning based on this implied
information, or redevelop products with product combi-
nation characteristics to achieve the purpose of cross-selling
[25].

)e overall cross-selling model can be divided into four
parts, as shown in Figure 3.

)e first is customer classification, which differentiates
customer groups according to the type of commercial
products purchased and the amount of premiums; the
second is to determine the input data related to the con-
sumption set of insurance products. It mainly includes
product items and parameters.

)e third is association rule analysis, selecting the ap-
propriate association rule algorithm for product set fact
association mining. Finally is the analysis of mining results, a
comprehensive and in-depth analysis of the algorithm
output to identify cross-selling opportunities and select the
optimal product set.

Here is the application of decision tree ID3 algorithm in
commercial individual customer data analysis to illustrate
how decision tree algorithm plays a very important role in
facilitating customer relationship management [26].

A commercial company is planning to introduce a
certain critical illness insurance product to the market this
year. )e information is basic information about gender,
age, income, credit and other attributes, and whether or not
to buy critical illness insurance is the category attribute of
this group, i.e., customers are divided into two types, either
they have already bought other critical illness insurance
products of the company, or they have never bought this
product.

4. Case Study

In business companies, the research of their customers and
their segmentation according to group characteristics is not
done by subjective In the current buyer’s market conditions,
because each consumer has different business needs. Al-
though commercial companies have a wide range of
products, they cannot develop products that meet all the
different individual needs. )erefore, it is necessary for
business enterprises to segment their customers. Here,
customer segmentation can be defined as a typical classifi-
cation problem, and in this paper, decision trees and deep
neural networks (multilayer perceptron) are used to train the
classifiers respectively. )e classifiers are trained separately
using decision trees and deep neural networks (multilayer
perceptron), and then integrated together using integrated
learning to obtain better performance.

4.1. Classification Using Decision Tree Algorithm. An ex-
ample of the use of decision trees is given below. A decision
tree represents a knowledge, which is based on whether or

Binary
tree 

Figure 2: Decision tree model.
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not a customer will take out a policy, and based on this
knowledge can effectively predict the purchase intention of a
particular customer. )is knowledge is used to predict the
purchase intention of a customer. Table 1 shows a simplified
training set for a commercial company to analyze whether a
customer is insured or not.

A serial number is a customer, that is, a specific example,
and the other information in the table are the respective
attributes of the specific customer. )e objective of this
analysis and prediction is set as whether the customer is
insured or not, then the column of the table is the prediction
attribute or the mining attribute, and the column where the
insurance is located is the prediction column, and the
prediction of this attribute has two results, either YES or NO.
An example of the decision tree for processing the classi-
fication model of Table 1 is Figure 4.

In Figure 4, we train the first 10 steps and predict after 11
steps, so we do not show the first 10 steps in Figure 4. We
usually design algorithms with a two-tier structure, which is
the only way to make the class data table of nodes to be
classified more open and efficient to build. )e data mining
middleware, a link between the data warehouse and the tree-
building algorithm, is set up. )e data mining client makes a
request to it, which is about the class count table; secondly,
the middleware extracts the relevant data from the data
warehouse, then builds the class count table and sends them
to the data mining client. )ese two queues make a con-
nection between the middleware and the data mining client.

4.2. Construction of Classifiers Using Integrated Learning
Algorithms and Analysis of Results. Assemble-learning ac-
complishes a learning task by building and combining
multiple learners, also known as a multi-classifier system. It
is a technical framework that allows the combination of

underlying models according to different ideas and
purposes.

Using a scalable decision tree classification algorithm
combined with a deep neural network classifier, the resulting
customer segmentation model is a relatively accurate one,
which automatically classifies customers based on their
intrinsic characteristics. )e model is analyzed for all sit-
uations of the business customer during the business period
and thus understands the the characteristics that each
customer has. )is enables commercial companies to better
understand the characteristics of different types of cus-
tomers and to differentiate the use of marketing methods
according to their situation. )e customer records of a
branch in 2007-2008 are shown in Table 2, where we can find
the proportion and characteristics of each type of customer.
)is is shown in Figure 5.

From the information in the table above, it is found that
business companies have to rely on the differentiation of a
huge number of customer groups data mining techniques, in
which there are four types of customers, which are divided
according to their value, the higher the grade customers, the
smaller the number, but their contribution to the business is
the largest, in terms of the overall insurance )e higher the
class, the smaller the number of customers, but they con-
tribute the most to the business and account for a larger
share of the overall sales of the entire insurance.

Using the input information such as gender, marital
status, education level, occupation and age of the insured
and the insured as the input of the above classifier, the
output information predicting the type of insurance pur-
chased by the customer can be relatively accurate, and 85%
of the output entries are accurate, i.e. the accuracy rate
reaches 85%. And the percentage of the retrieved accurate
entries to the total entries reaches 79%, i.e., the recall rate
reaches 79%. )is result has considerable reference value in

User
classification 

Cross selling
opportunities 

Business 
Consumption 

transaction 
set

Product rules Association
rules 

Figure 3: Cross-selling model based on association rules.
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Table 1: Training set for analyzing whether a customer buys a policy or not.

Serial number Gender Age Education Income Insure
1 Male <35 Research High Yes
2 Male <35 Junior college Low Yes
3 Female 35–45 University Centre Yes
4 Male >45 High school Low No
5 Male >45 Junior high school High No
6 Female 35–45 Primary school Centre No
7 Male <35 High school Low Yes
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Figure 4: Decision tree prediction processing.

Table 2: Classification mining results.

Customer type Proportion (%) Characteristic information
VIP customers 0.99 Occupational category� 6 and annual income ≥50000 and population influence� a
Quality customer 4.03 Occupation category� 5 or 6 and 100000≤ annual income ≤50000
Ordinary customers 22.4 Occupation type� 304 and age ≤38 and 60000 annual income ≤10000
Small customers 72.5 Occupational category� 2 or other and 25000∼ annual income ≤400
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practical use. In the later practical use, it enables the renewal
management of the company to predict the secondary
product purchase tendency of the insured customers more
accurately, and provides a reference direction for the for-
mulation of the company’s product policy and business
policy. )e effect of commercial classification is shown in
Figure 6.

5. Conclusions

Based on extensive research on commercial business, this
paper uses data mining and machine learning techniques to
build an overall framework for applying intelligent tech-
nologies to business improvement, and uses multilayer
perceptrons and integrated learning algorithms to build
classifiers for customer segmentation; uses association rule
mining to assist commercial companies in business deci-
sions; uses clustering algorithms and visualization tech-
niques to further analyze claims cases and assist in
commercial fraud detection.)e use of clustering algorithms
and visualization techniques to further analyze claims and
assist in commercial fraud detection. Association rule
mining has greatly improved the quality and efficiency of
decision making by company managers.
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Using social commerce users as the data source, a reasonable and effective interest expression mechanism is used to construct an
interest graph of sample users to achieve the purpose of clustering merchants and users as well as realizing accurate marketing of
products. By introducing an improved vector spacemodel, the segmentation tree vector spacemodel, to express the interests of the
target user group and, on this basis, using the complex network analysis tool Gephi to construct an interest graph, based on the
user interest graph, we use Python to implement the K-means algorithm and the users of the sample set according to interest
topics for community discovery. -e experimental results show that the interests of the sample users are carefully divided, each
user is divided into different thematic communities according to different interests, and the constructed interest graph is more
satisfactory. -e research design of the social commerce user interest mapping scheme is highly feasible, reasonable, and effective
and provides new ideas for the research of interest graph, and the boundaries of thematic communities based on interests are clear.

1. Introduction

With the widespread popularity of the Internet, the e-commerce
industry has made rapid development. Traditional e-commerce
often ignores the user’s interests and needs and simply explores
the user’s potential needs from the shopping basket history or
browsing traces without paying attention to the influence of
social relationships in social media on the user’s shopping be-
havior. In addition, the continuous innovation of business
models has led to the emergence of a large number of goods and
various e-commerce platforms; the problems of how to get the
goods you need from this large number of goods and how to
identify the credibility of e-commerce have become the bot-
tleneck limiting the development of e-commerce model. -e
emergence of social commerce has achieved a breakthrough of
this bottleneck, and its media, social, and business attributes can
well realize the combination of social media and e-commerce
and carry out business activities based on the interests of users.
-erefore, the key step to the success of social commerce is to

explore the interest graph of users in e-commerce and realize the
gathering of interest-themed communities.

Using social circles, an interest graph can be utilized to
attract a wide range of people. On the one hand, it may
achieve accurate product marketing by grouping and clus-
tering users’ interests; on the other hand, it can build a
community with the same or comparable interests as the
core, allowing users and merchants to communicate more
effectively. -is study starts with user interest modeling,
then builds the text expressing user interests using the
upgraded VSM, segmentation tree VSM, and then uses the
complex network analysis tool Gephi to generate the interest
graph. Data mining algorithms are utilized to realize the
discovery of topic communities based on this.

1.1. Personalized Recommendation. Traditional e-commerce
sites’ personalized recommendations suffer from data
scarcity and a lack of complete knowledge about users’
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interests; however, cross-domain recommendations based
on e-commerce sites and community mining can be a useful
alternative. Study [1] outlined the drawbacks of similarity
recommendation based on customer ties in existing social
networks and offered a cross-domain recommendation
system that included social networking sites like Facebook.
Study [2] considered the multidimensional nature of cus-
tomer information to recommend other domains based on
customer preferences for a specific domain. Study [3] im-
proved the accuracy of product recommendation by defining
the cross-domain personality trait classification problem and
using the predictive text embeddingmethod to introduce the
user’s personality traits into cross-domain recommendation.
Study [4] integrated interests from different domains using
the Latent Dirichlet Allocation ensemble probability model
(LDA) to achieve cross-domain personalized recommen-
dation. Study [5] proposed a cross-domain recommendation
system framework based on Folksonomies. -e premise of
the cross-domain recommendation algorithm is similar to
that of the collaborative filtering algorithm, which primarily
addresses two issues. -e first is the detection and inte-
gration of cross-domain users’ knowledge. Study [6] con-
structed a set of cross-system unified user ontology
modeling and identification theory. Study [7] focused on the
user modeling problem and proposed a context-aware user
modeling theory based on context-awareness as well as the
FOAF (Friend of a Friend) standard and cross-social net-
work user model Mypes. -e other is the cross-domain data
integration problem. Study [8] analyzed the representative
Linked Data databases Open Linked Data including
DBpedia, Freebase, and Linked-MDB, which have auto-
matically or semiautomatically converted the data of tra-
ditional web pages into Linked Data, among which DBpedia
is one of the world’s largest multidomain knowledge on-
tologies and is widely used for cross-domain recommen-
dations. However, these data are mainly focused on
information retrieval and news domains and less involved in
the domain of product recommendation [9].

Although the field of personalized recommendation is
mature in terms of algorithm and technology, the training
data set is from a single source, primarily focusing on users’
browsing records and shopping basket records, and lacks the
support of users’ interests, according to the summary
analysis of the above literature. From the perspective of
developing a user interest graph, this work addresses this
weakness and adds to the field of product suggestion in
personalized recommendation.

1.2. Interest Graph. As the core element of cross-domain
recommendation, the rationality of user interest graph
construction will directly affect the effectiveness of the
recommendation algorithm. -ere are various ways to
classify user interests, which are generally divided into
“long-term interests” and “short-term interests.” Study [10]
classified interests into one-time interests, long-term con-
stant interests, periodic interests, periodic instantaneous
interests, and irregular interests. -e basic principle of in-
terest recommendation is based on content, collaborative

filtering, and similar labeling methods, focusing on the
problem of interest graph construction. Study [11] pointed
out that “social graph” is based on your personal ac-
quaintance social connection, so the circle is limited; while
“interest graph” is based on common interests, there is no
need to know each other, so it greatly extends the depth and
breadth of social interaction, which has the following fea-
tures: (a) one-way focus, not two-way friends; (b) organi-
zation around shared interests, not personal real social
relationships; (c) default public, not default private; (d)
common struggle: it does not matter what you were or what
you are; what matters is what you will be. -e process of
building user interest graph can be divided into two steps:
firstly, interest mining process, the traditional user interest
mining is based on the user’s historical information (such as
commodity browsing path) way [12], along with the
emergence of social networks Facebook, Microblog, and so
on, broadened the channel of interest mining, there is user
interest modeling and interest mining [13]; the other is the
interest graph integration process. Accenture believes that
recommendations can be made by acquiring customers’
interests in different websites, such as recommending luxury
off-road vehicles with LCD screens to customers when they
know that they love excursions and skiing, prefer Rolex
watches, and have purchased a tablet computer. -e Digital
Enterprise Research Institute (DERI) at the National Uni-
versity of Galway in Ireland proposed the concept of se-
mantic-based customer interest mapping modeling across
websites [14], where they obtained complete customer in-
terest graphs by integrating customer information shared on
private websites and made recommendations using hybrid
link prediction and content-based diffusion activation
methods [15], and the study [16] proposed the concept of
group interest. Studies [17, 18] employed a user interest
graph for user community segmentation and proposed a
method for assessing user influence on social media based on
distinct interest areas.

Study [19] proposed a basic approach to construct in-
terest mapping by analyzing a large number of social media,
in which interest selection, classification, data collection, and
interest integration are the main steps. Study [20], on the
other hand, applied the ensemble probability model to the
integration of social network users’ interests and realized a
personalized information push service. In terms of stimu-
lating user emotions, interest mapping can effectively
stimulate the positive emotions of users [21]. Studies [22, 23]
found that personalized news push has data sparsely
problems, and to solve such problems, it has been used to
improve the satisfaction of news push audience by con-
structing short- and long-term interest models of users to
clarify the interaction between users, news, and potential
topics. Study [24] proposed a dynamic Top-K interest
subgraph discovery method with large-scale labeled graphs
(commonly used in information networks, biological net-
works, etc.), which can effectively find users’ interest graphs
and cluster them in a large-scale network space.

-e researchers mentioned above studied interest graph
from many angles and developed ways for personalizing
recommendations, stimulating users’ emotions, and
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increasing traffic using interest graph. -ey did not, how-
ever, focus on how to design an interest graph, and some of
them just proposed certain imagined stages without putting
them into action. As a result, in this research, we offer a user
interest modeling mechanism in personalized services and
utilize Gephi, a complex network analysis software, to build
interest mapping of social commerce users and study the
thematic communities of social commerce from this
perspective.

2. Materials and Methods

-e study takes the Chinese social commerce platform
“Mogu” (Mogu is positioned as a new type of buyer com-
munity, focusing on providing a Chinese social commerce
platform for discovering beauty and fashion, sharing
shopping fun, making friends with like-minded people, and
communicating freely. Users browse Mogu to find their
favorite items and then link to Taobao (China’s largest C2C
e-commerce platform) to share both the fun of shopping and
their various creations on the online store) as an example,
uses the web crawler technology based on HttpClient and
HtmlParser [25, 26] components to obtain the research data,
then uses the user interest modeling method in personali-
zation service to express the user’s interest in the form of
text, and introduces the social network relationship values
into the calculation of user interests to realize the extraction
and integration of user interests, so as to get the compre-
hensive interests of users. Based on this, we use Gephi, a
visual complex network analysis tool, to construct a user’s
interest graph. Figure 1 shows the program flowchart.

2.1. USER Interest Extraction. -e social commerce site
selected for the study is Mogu, an e-commerce platform
similar to Pinterest [27] social photo sharing. -e users of
this platform are involved in shopping, food, photography,
sports, and many other aspects, and they share their favorite
products or experiences on social media while shopping,
thus increasing the popularity of the social commerce
platform. -erefore, this study selects users of Mogu as the
source of data based on the following principles: (1) the user
base is relatively large; (2) the platform is developing well; (3)
the data collection is convenient, and the data format is
relatively uniform.

By analyzing the structure of the Mogu website, user
interests can be extracted from the following four areas.

2.1.1. Personal Tags. Personal tags are simple descriptions of
users’ basic attributes, such as their profession, interests, and
areas of expertise. In social commerce, personal tags can be
used to quickly match users with each other and find “like-
minded” friends or “opinion leaders” who can provide
reference advice.

2.1.2. Following. According to the classic Pareto principle,
80% of the content on the web is created by 20% of the
people, and the same is true in social commerce.-e purpose

of users using social commerce is to get information and
suggestions, so users’ following behavior becomes the most
important way to get their interest.

2.1.3. Sharing. -e sharing behavior of social commerce
users focuses on the sharing of products, shopping expe-
rience, and store evaluation, and the content of sharing is
mainly based on images and supplemented by text. As the
topics shared by users may change frequently, it is easy to
cause drift when extracting.

2.1.4. Liking. Like content contains a more precise amount
of information compared to shared content, not only limited
to products, shopping experience, store reviews, and so on
but also including interesting pictures, artwork, and
celebrities.

2.2. User Interest Representation. In order to better describe
users’ interests, it is necessary to analyze them quantitatively
and assign different weights to different interests to measure
them more accurately. -erefore, in order to build the in-
terest graph of social commerce users, this paper adopts the
segmentation tree vector space model (a modified vector
space model (VSM)) [28–33]. -is model can classify and
assign weights to different interests of users, that is,
expressing users’ interests in the form of text, then extracting
interest keywords from them for classification, and then
calculating the interest distribution by weights. -is rep-
resentation can both visually represent user interests and
initially cluster users according to thematic interest cate-
gories to facilitate subsequent community discovery
[34–37]. Figure 2 presents the segmentation tree vector
space model.

-us, the user interest in social e-commerce can be
expressed as

U
IM

� SI1, W1( 􏼁􏼈 􏼉 SI2, W2( 􏼁, . . . , SIn, Wn( 􏼁, (1)

where SIk denotes the user’s topic interest class and Wk
denotes the weight of SIk. -e specific calculation method
will be described in detail later.

2.3. Calculation of User Interest. In order to facilitate the
organization and generalization of the collected data and the
subsequent research, the following assumptions were made
in calculating user interest for this study:

(a) -ere is no distinction between long-term and short-
term user interests

(b) Users’ interests do not drift
(c) Users’ interests are represented by the content they

share and like

-e basic idea of the algorithm: the user’s interest is
divided into individual interest and group interest to be
calculated separately and then synthesized by a parameter
with a value between [0∼1]. Among them, the calculation of
individual interest is mainly derived from personal tags,
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followers, shares, and favorite content. By sorting the col-
lected data, the key texts expressing users’ interests are
extracted, then the TF-IDF algorithm is used to calculate the
values of each part, and then the weighted summation is
performed. -e group interest is calculated by introducing
the social relationship value and the importance of the user

based on the completed calculation of the individual interest,
and the three parts are weighted and summed.

As shown in Figure 2, user interest UIM
k can be repre-

sented by the following equation:

U
IM
k � α Individual U

IM
k􏼐 􏼑 +(1 − α)Groups U

IM
k􏼐 􏼑, (2)

User Set

(Subject Interest (SI1),
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(Subject Interest (SIn),
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Figure 2: Segmentation tree vector space model.
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Figure 1: Program flowchart.
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where Individual (UIM
k ) denotes individual interest and

Groups (UIM
k ) denotes the group interest of the user. α is the

adjustment coefficient, owing to the fact that the user’s
interest is divided into two parts: individual interest and
group interest, with individual interest occupying the
dominating position in previous studies, and when paired
with the actual data obtained, the final determination is 0.75.
And the individual interest of the user can be expressed as

Individual U
IM
k􏼐 􏼑 � SIi, h Wtagik

, Wfollowik
, Wshareik

, Wlikeik
􏼐 􏼑􏽮 􏽯,

(3)

where SIi denotes the i-th interest component of the user and
the function h(Wtagik

, Wfollowik
, Wshareik

, Wlikeik
) represents

the weight of SIi, which is calculated by the formula

h Wtagik
, Wfollowik

, Wshareik
, Wlikeik

􏼐 􏼑 � βWtagik
+ cWfollowik

+ δWshareik
+ εWlikeik

,

(4)

where

Wtagik
�

􏽐 ntagi

Ntag
, (5)

where ntagi denotes the number of tags in the user tags
that indicate topic interest SIi and Ntag represents the total
number of tags for the user.

Wfollowik
�

􏽐 nfollowi

Nfollow
, (6)

where nfollowi
is the number of users’ followers who also have

topic interest SIi and Nfollow denotes the number of users’
followings.

Wshareik
�

􏽐 nsharei

Nshare
, (7)

where nsharei
denotes the number of SIi about the topic in-

terest among all the content shared by the user and Nshare is
the total amount shared by the user.

Wlikeik
�

􏽐 nlikei

Nlike
, (8)

where nlikei
represents the number of SIi about the topic

interest in the content that the user likes and Nlike represents
its total amount.

Also in (4), β + c + δ + ε � 1 indicates that, for different
users, the weight assignments of the above four terms will
vary. -e four features of each user’s tag set, the category of
the item of interest, the material shared, and the content
liked, must be restricted by the values of β, c, δ, and ε.
Because the tag set is so significant in determining users’
interests, β is given a value of 0.4, and c, δ, and ε are given an
average value of 0.2 and a threshold value of 0.1 for the range
of the above three values. If user A’s tag set is (astrologer,
dresser, photographer) and the objects of interest and fa-
vorite content are mostly in these three sets, but the material
shared is less (the amount of content shared is 20), then the
values of c and ε are 0.3, and the value of δ is 0.

In (2), Groups (UIM
k ) represents the interest of the user’s

group, and in calculating it, we need to consider the value of
social relations between users SR and the importance of
users UW.

SR U1, U2( 􏼁 �
O U1( 􏼁∩ ​ O U2( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

O U1( 􏼁⋃
​

O U2( 􏼁

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌

, (9)

where O(U1) denotes the objects associated with U1 (where
the objects not only are users but also include interests) and
O(U2) denotes the objects associated with U2.
|O(U1)∩ ​ O(U2)| denotes the number of objects jointly
associated with two users, and |O(U1)⋃

​
O(U2)| denotes the

total number of objects jointly associated with two users.

UWk � (1 − d) + d
UWp1

Follow p1( 􏼁
+

UWp2

Follow p2( 􏼁
+ · · · +

UWpm

Follow p1m( 􏼁
􏼠 􏼡, (10)

where p1, p2, . . ., pm are the followers of user k, Follow (pm) is
the number of followers of user pm, and the damping factor,
d, has a value between 0 and 1, and it indicates the likelihood
that user k will continue to click into another user’s space.
-e damping factor is used since it is impossible for a user to
read all of the content provided by all of his followers. In
social media, the damping factor is mainly applied in the
process of calculating the PageRank value, which generally
takes the value of 0.75.

So the group interest can be expressed as

Groups U
IM
k􏼐 􏼑 � 􏽘

j∈H
SR Uk, Uj􏼐 􏼑∗UWj ∗ Individual U

IM
j􏼐 􏼑. (11)

Individual (UIM
j ) denotes the individual interest of user

Uj, H denotes the interest group in which Uk is located, and

SR(U1, U2) denotes the social relationship values of users Uj

and Uk. UWj denotes the importance of user Uj.

3. Results and Discussion

3.1. User Interest Model Construction and Interest Value
Calculation. -e program collected the public information
of Mogu users and obtained the information of 328 influ-
encers in total, each of which has at least 5,000 fans.
Considering the carrying capacity of the database and the
efficiency of the analysis software, 20 of these fans were
randomly selected for data collection. A total of 6840 pieces
of data information were collected, and 5454 users’ infor-
mation was collected by eliminating the duplicated and
useless data. By processing these 5454 users’ sharing
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contents, following magazine contents, personal tags, and
favorite contents, and using ICTCLAS, a word division
system of CAS, for word division and word annotation, we
found that the interests of the sample users were concen-
trated in the following fields: apparel, street shot, constel-
lation, fitness, tourism, cosmetology, and photography. -e
specific breakdown of each interest is shown in Figure 3.

Take user 136592 as an example; after using the NLTK
library in Python to split words, we found that he has three
personal tags, namely “astrologer,” “clothing matching,” and
“photography enthusiast.” After analyzing his 1355 texts, we
found 846 texts reflecting his interests, which were scattered
in 5 interest sets, including 387 in constellation, 220 in
apparel, 150 in photography, 50 in cosmetology, and 39 in
ornament. At the same time, the analysis of their followings
and followings of the magazine was carried out, the top 15
users were extracted according to the weighted values of
social relationship value and user importance to form the
136592 interest groups, the maximum weighted value of
these 15 users was 0.82, and the minimum was 0.39.

After obtaining the above information, the algorithm
involved in the study was used to find the interest model of
user 136592 as {(astrology, 0.41), (vintage, 0.18), (fashion,
0.02), (scenery, 0.23), (skincare, 0.06), (group purchase,
0.08), (glasses, 0.08)}.

3.2. Constructing Interest Graph. Before constructing an
interest graph using Gephi, the interests of the entire sample
set of users need to be processed briefly because Gephi only
accepts two types of csv files, namely, edge data csv files and
point data csv files. In order to better construct the interest
graph of the sample users, edge data files are used in this
study; that is, edges are constructed between each user and
the interests they have. -rough filtering, a total of 3193
nodes as well as 9739 edges were obtained (in the interest
graph, the nodes are divided into two categories, one is the
user’s ID number and the other is the interest topic, and the
connecting line between two nodes indicates which interests
the user has). -e interest graph is as follows.

In Figure 4, we can see that the users in the sample are
divided into different communities according to their in-
terests. -e size of the font in the figure is divided by the
“modularity” index in Gephi; from the figure, we can see that
fashion and folk in street photography have very high
modularity value; through the analysis of the Mushroom
Street website, we also found that a large part of its content is
about some trend, fashion picture sharing. -ere are some
intermediate users who play the role of bridge between
different interest communities.

3.3. Community Discovery. Figure 5 shows that, using the
modularity function in Gephi, it can be derived that the user
interest profile can be roughly divided into 8 aggregation
zones. -erefore, for the sample users, the initial number of
cores of mass in the K-means algorithm can be set to 8. To
verify its reasonableness, the study introduces the silhouette
coefficient, which takes values in the range of [−1, 1], and the
larger the value, the better the clustering effect. -e

implementation code of the silhouette coefficient is written
using Python, and a graph of the relationship between the
silhouette coefficient and the K-means core number (K-
value for short) can be derived, as shown in Figure 6. From
the graph, it can be seen that the silhouette coefficient has a
maximum value when K-value� 8. -is further validates the
feasibility and effectiveness of using an interest graph to
determine the K-value.

After the K-value was determined, the K-means algo-
rithm was implemented in Python to perform community
discovery on the sample, and the results were as follows.

As seen in Table 1, the square sum of the distance be-
tween clusters accounts for 81.25% of the square sum of
overall distance, and these data also indicate that the clus-
tering between different clusters achieves the maximum.
-erefore, the clustering effect is good.

Table 2 shows the comparison of the mean values of each
indicator in different clusters, and it can be seen from the
table that the differences between different clusters are very
obvious, which further verify the validity of the cluster
analysis results.

Finally, the results of community discovery using
K-means are shown in Figure 7, from which it can be seen
that the sample set is divided into 8 communities of different
sizes.

3.4. Analysis of Results. -e results from the community
discovery show that there is a high degree of coupling be-
tween the communities internally, indicating that the
members within each community in Mogu have a high
degree of association with each other, and the same con-
clusion can be drawn from the interest graph. In these in-
terest communities, Mogu’s influencers act as community
opinion leaders, which is also an important development
direction of social commerce at present. -rough the
mining, operation, andmaintenance of the influencers, these
influencers are encouraged to share their shopping expe-
rience more often to attract customers. In addition, the
analysis of community members reveals that a large part of
them come from Weibo, Qzone, and so on, which also
reflects its social characteristics. -e obvious differences
between communities allow users to quickly and accurately
find the right community for them based on their interests
and to get the information they need from the community
members. -is is the biggest benefit that a social commerce
platform like Mogu brings to its users. Moreover, as we can
see from the previous study, Mogu has carefully categorized
users’ interests to satisfy different interest groups as much as
possible.

Although the connection between the members of the
community in Mogu is relatively close, the connection
between the community is relatively small, which also re-
flects the lack of development of most of the social com-
merce platforms like Mogu in China. As a representative of
domestic social commerce platforms, the development of
Mogu has its own characteristics. First, the entrance ofMogu
users is mainly Taobao, Baidu,Weibo, and social networking
sites. Second, the core of social commerce development is a
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common interest, and the source of development is driven
by some commonality in users themselves and their tem-
perament. Although the characteristics of each community
in Mogu are more prominent, the connection between

communities is not close enough, which leads to the inability
to effectively use user resources within the whole platform.
-ird, the source of commodity information is relatively
single, most of the commodity purchase links in Mogu are
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Figure 3: User interest segmentation tree.

Figure 4: Mogu users interest graph.
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Table 1: -e square sum of internal distance in every cluster.

Cluster 1 2 3 4 5 6 7 8
Square sum of internal distance 1.6357 2.5234 5.3257 4.4712 1.2478 0.8974 2.2587 2.4244
between_SS/total_SS 81.25%

Table 2: -e table of variance analysis.

Cluster Error
F Sig.

Mean square df Mean square df
Mix 8.831 7 0.001 3250 7741.034 ≤0.001
Vintage 0.290 7 0.005 3250 52.814 ≤0.001
Lovely 5.999 7 0.002 3250 2665.849 ≤0.001
Sports and leisure 1.725 7 0.014 3250 126.376 ≤0.001
European style 2.734 7 0.016 3250 174.567 ≤0.001
Fresh 1.843 7 0.014 3250 127.430 ≤0.001
Ripe young 3.689 7 0.016 3250 235.727 ≤0.001
Fashion 18.448 7 0.004 3250 4478.154 ≤0.001
Tradition 18.914 7 0.004 3250 5180.555 ≤0.001
Divination 0.382 7 0.011 3250 34.891 ≤0.001
Astrology 0.395 7 0.011 3250 37.399 ≤0.001
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from Taobao, and there is no good connection with other
shopping sites, which also leads to the homogenization of
information on the platform which is more serious.

4. Conclusions

For precisely detecting user interests, clustering people, and
conducting word-of-mouth marketing, the creation of a user
interest graph and the finding of e-commerce communities
are critical. -e findings of this study can be used to provide
a referential idea for how to design a social commerce user
interest graph on the one hand and to make suggestions for
merchants, platforms, and users that are in accordance with
their own development on the other hand.

4.1. Countermeasure Suggestions for Merchants. -e con-
struction of social commerce user interest graph and their
community discovery are important tools for merchants to
realize accurate marketing and improve marketing effi-
ciency. On the one hand, the wide variety of interests

contained in the interest graph provides merchants with a
source of information to promote products for different
interests; on the other hand, online communities composed
of the same interests have a high density of internal con-
nections and are likely to generate several “opinion leaders,”
so merchants can focus their marketing on them to improve
efficiency. Merchants can do this in the following three ways:
(1) seize the main interests to achieve precise marketing; (2)
explore opinion leaders to realize e-commerce community;
(3) play social attributes to achieve traffic multiplication.

4.2. Countermeasure Suggestions for the Platform. -e con-
struction of interest graphs and their community discovery
are of great importance for e-commerce platforms. On the
one hand, it can provide advertising placement efficiency; for
both e-commerce platforms and social media platforms,
bidding advertising has been the main way of their profit. A
social commerce platform built on user interest mapping can
not only improve the accuracy of its advertising but also
increase the conversion rate from advertising effects to
actual purchases. On the other hand, it can realize the
sharing of user traffic between social and e-commerce
platforms. In order to realize the enhancement of user
wandering, the platform can be carried out in the following
four aspects: (1) play the strong interactive, interactive, and
interest consistency characteristics of the platform; (2)
improve user experience and increase the import rate of
customer traffic; (3) improve the interest tagging mechanism
of the platform; (4) pay attention to the role of interest
communities.

4.3. Countermeasure Suggestions for Users. For ordinary
users, social commerce not only satisfies users’ shopping
needs but also achieves the purpose of socializing with
people. But to make better use of social commerce platforms
to enhance their experience and avoid unnecessary product
recommendations and spam, users need to (1) improve
personal interest tags; (2) focus on privacy protection; (3)
effectively use the platform’s user experience program.

Table 2: Continued.

Cluster Error
F Sig.

Mean square df Mean square df
Fortune 0.348 7 0.009 3250 37.199 ≤0.001
Experience 0.469 7 0.014 3250 34.147 ≤0.001
Course 0.465 7 0.014 3250 33.870 ≤0.001
Achievement 0.467 7 0.014 3250 34.030 ≤0.001
Skincare 0.172 7 0.008 3250 22.637 ≤0.001
Makeup 0.106 7 0.005 3250 21.121 ≤0.001
Recommendation 0.098 7 0.004 3250 21.824 ≤0.001
Travel guide 0.234 7 0.005 3250 44.024 ≤0.001
Group purchase 0.388 7 0.010 3250 40.709 ≤0.001
Equipment 0.902 7 0.020 3250 45.759 ≤0.001
Character 7.766 7 0.001 3250 7754.478 ≤0.001
Scenery 7.744 7 0.001 3250 7117.170 ≤0.001
Jewelry 0.492 7 0.011 3250 45.012 ≤0.001
Glasses 0.484 7 0.011 3250 44.444 ≤0.001
Others 0.481 7 0.011 3250 44.134 ≤0.001
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0.6
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Figure 7: Community discovery by using K-means.
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Social commerce is currently on the rise, although the
research work in this paper provides a detailed description of
the development and form of social commerce and focuses
on one of the most representative forms. However, there are
still many shortcomings in the theoretical scope of appli-
cation and the practical process of experimental results that
need to be improved and perfected. -e following two as-
pects need to be considered in future research. One is to
enrich the research object, expand the sample sources of the
study, and conduct the mining of social commerce users’
interest graph and the discovery of online communities
through comparative studies. -is ensures the authenticity
of the research process and the extensiveness and objectivity
of the research data sources and also makes the results of the
study applicable to different types of social e-commerce
platforms. Secondly, the problem of user interest drift is
considered. Interest graph is the basis of social commerce
model development, and the interest graph constructed in
this paper is based on the static formal description of users’
interests. However, in the process of daily interaction, users’
interests will change over time (i.e., user interest drift). If the
user interest model is not updated in time when the interest
changes, the performance of the constructed user interest
graph will be degraded, which in turn affects the effec-
tiveness of online community discovery. -erefore, how to
establish an effective update mechanism to cope with the
user interest drift becomes the difficulty and focus of the next
work.
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To investigate the effectiveness of pedometry in athletics at different running speeds and on different walking surfaces, and to test
whether it can be used for running for fitness and for pedometry on hardened concrete surfaces in daily life. )e steps were
measured under laboratory conditions using a running platform at 5min at 5 speeds of 3.2 km/h, 4.8 km/h, 6.4 km/h, 8.0 km/h,
and 9.6 km/h (actual steps were accurately determined by video playback), followed by 300 steps each at low, normal and fast
speeds on an outdoor plastic athletics track. )ere were significant differences between the smart bracelet and the mobile phone
sports app at low running speeds on four different surfaces: outdoor plastic track, dirt, concrete and mountainous terrain. )e
difference was not significant in normal pace and fast walking.

1. Introduction

Athletics is a regular sporting event for many schools and
local sporting bodies. Long distance running lap counting in
athletics is a tedious task for referees and requires a large
number of experienced and professional referees. Even so,
there are still some problems in the process of officiating,
and in serious cases, there are also misjudgements and
omissions, leading to errors in the results of the competition
and requiring a lot of time to correct them, which greatly
affects the smoothness of the competition. In the infor-
mation collection layer, the information of athletes is col-
lected by means of voice recognition, which greatly reduces
the errors that may be generated by manual lap counting; in
the data transmission, it is directly uploaded to the cloud
platform by means of GPRS, which facilitates the work of
referees and improves the work efficiency. )e system is low
cost, easy to use and has a certain value and application
prospect [1].

With the development of society and technology, a
sedentary lifestyle with inadequate physical activity as the
main characteristic due to the motorisation of transport,
real-time communication and social networking is endan-
gering the health of the general public [2]. Walking is one of
the most fundamental forms of physical activity for humans,

and its health benefits are becoming increasingly important.
)e easy and accurate measurement of walking is a key area
of research in this field, as well as the most convenient and
intuitive way for people to understand their physical activity
levels on a daily basis [3]. From pedometers to triaxial ac-
celerometers, there has been a constant quest for easier and
more effective pedometry tools [4]. )e advent of the
smartphone has not only changed the single communication
function of mobile phones, but has also changed the way
people live and act, and it has become a new trend to use
smartphone exercise APPs for fitness. At the same time,
smart bracelets have also developed rapidly to guide healthy
living by recording daily exercise data, which can be
synchronised and shared with smart phones. To date, there
have been reports on the development of smart bracelets and
smartphone exercise applications (APPs) and gait recog-
nition in China [5], but there is little literature on the ac-
curacy of the pedometry function, which is assessed in two
ways, namely at different walking speeds and on different
walking surfaces [6].

)e effectiveness of different pace counting functions
based on the iPhone4siOS7 fitness app has been reported in
the literature [7], but little has been reported on the effec-
tiveness of different pace counting functions of smart
bracelets and smartphone sports apps on different walking

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 5624482, 8 pages
https://doi.org/10.1155/2022/5624482

mailto:geys@cqipc.edu.cn
https://orcid.org/0000-0002-0550-6153
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5624482


RE
TR
AC
TE
D

surfaces (e.g. running on plastic athletic fields, hiking in the
wild, climbing mountains and walking on city streets, etc.).
)is study is based on existing research in China and in-
vestigates the accuracy of the smartband and smartphone
sports app for different walking speeds and running surfaces.

2. Related Work

With the popularity of the pedometer function, the research
results of step detection algorithms have increased. At
present, the step detection algorithms based on acceleration
sensors at home and abroad can be divided into the fol-
lowing eight categories, including: normalised autocorre-
lation, peak detection, finite state machine, etc.

In [8], a step detection algorithm is implemented based
on autocorrelation coefficient analysis. )e method detects
the step count results of y-axis and z-axis acceleration data
separately, and then selects the largest result as the final
detection result. )e final example of the method in the step
detection algorithm research work of [9] was to exclude the
influence of nonreal walking data on the step counting
results, and the authors matched the extracted nonrunning
data template with the actual acceleration data for calcu-
lation based on autocorrelation coefficient analysis, thus
ensuring the accuracy of the step counting. [10] used au-
tocorrelation coefficient analysis to design a smartphone
pedometer. Due to the uncertainty of the human stride
period, the authors used an add-frame calculation to try to
find the optimal stride period and validate the acceleration
signal corresponding to the largest correlation coefficient
result as a valid step. In [11], the same correlation coefficient
analysis was used for step detection in the design of a Zee-
based positioning navigation system, and invalid accelera-
tion data was filtered by a threshold of signal variance.

[12] set thresholds for acceleration maximum, mini-
mum, and variance to trigger step counting in work in-
vestigating hybrid navigation systems [13]. [14]
implemented a peak detection pedometry algorithm using a
plus-minus score mechanism.

A filtering method is also proposed in the pedometry
algorithm study of [15], which normalises the peak features
so that an acceleration point with a value of 1 after filtering
represents the generation of a step. In the work on the
pedometry algorithm of [16], the authors extracted features
such as the number of relationships and the degree of de-
viation from positive and negative values of the acceleration
data, and then set thresholds for each feature; only accel-
eration peaks that reached the threshold setting were se-
lected as candidate peaks. In the 3D positioning system
research work of [17], the authors implemented an adaptive
peak counting algorithm that improves the adaptability of
the peak detection pedometry algorithm under multiple
movements by setting different peak thresholds for different
movements. [18] designed an adaptive peak detection
pedometry algorithm using different threshold ranges based
on the characteristic that running and walking produce
different ranges of acceleration peaks, improving the
adaptiveness of the peak detection method for running and
walking movements. [19] implemented a step detection

algorithm based on finite state machines, in which the
authors decomposed the one-step acceleration signal into six
states. [20] used a Kalman filter to preprocess the acceler-
ation signal when designing the finite state machine based
step counting algorithm, making the acceleration signal
smoother and therefore allowing the process of noise pro-
cessing to be removed in the finite state machine, effectively
improving the step counting efficiency of the finite state
machine based step counting algorithm by reducing the
number of state transitions.

3. Human Running and Acceleration Signals

3.1. Analysis of the Human Running Process. In this paper,
the following phases are distinguished from the other
phases: supported phase, single foot lift forward phase,
upright phase and heel landing phase. By analysing the
changes in acceleration amplitude during these phases, the
relationship between acceleration data and gait changes can
be further identified. Figure 1 illustrates the continuous
changes in the body as the pedestrian completes a two-step
manoeuvre.

As can be seen from Figure 1, during the actual con-
tinuous walking process, one step is actually completed
during the double-legged support phase. After the support
phase, the body gradually leans forward while lifting one foot
forward, and the entire foot of the unlifted foot gradually
comes into full contact with the ground until the lower limb
of the body is approximately perpendicular to the ground, at
which point the zero speed phenomenon, as indicated in the
zero speed correction method occurs.

3.2. Starting Point Marking Method. )e start point is the
moment in the acceleration data that may indicate the start
of a step, and each start point will correspond to the
sampling time of a specific acceleration sampling point.
When the acceleration sensor is located in the hand, trouser
pocket and chest area of the body in Figure 1, the collected
acceleration signal will exhibit the acceleration signal
characteristics respectively. Although noise is present in the
acceleration data, the acceleration signal for normal walking
maintains a certain periodicity when viewed as a whole. It is
assumed that the linear synthetic acceleration collected and
calculated over a given time period is A(n,t), where n denotes
the number of sampling points, t denotes the sampling time
and ak(tk) denotes the sample point of linear synthetic
acceleration with the value ka collected and calculated at the
tk time, where k � 1, 2, . . . , n. In this paper, the following
method is used to mark the starting points and record them
as a set TPs:

TPs � tk|ak tk( 􏼁≥Ths ∩ ak−1 tk−1( 􏼁<Ths, k � 1, 2, . . . , n􏼈 􏼉,

(1)

where Ths is the starting point detection threshold. It should
be noted that the linear synthetic acceleration calculated in
this paper has lost the vector characteristics of the three axes
and the gravity component, directly reflecting the acceler-
ation changes generated by the sensor at a fixed part of the
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acceleration sensor at rest is g � (0, 0, 9.8)m/s2 , so the linear
synthetic acceleration magnitude should be zero under the
ideal resting action. Due to the process material and mea-
surement accuracy of the sensor itself, this can lead to errors
in the sampling value at rest. )e sensor used in this paper
reads around g � (0.2, 0.2, 10.1)m/s2 at rest, and is therefore
set here Ths � 0.5m/s2 Figure 2 shows the starting point in
the acceleration signal detected by the accelerometer as it
swings with the arm.

)e detection of the start point allows a better repre-
sentation of the periodicity of the data, and the recorded TPs

and linear acceleration series A(n,t) will be used in the next
stage of the pacing algorithm. )e effectiveness of this
method is demonstrated in the literature [10], where it is
used as a threshold for starting point detection, i.e. to filter
errors.

4. Design of a Pedometry Algorithm Based on
Autocorrelation Coefficient Analysis

Combined with the results of the start point detection in
Figure 2, it can be seen that the data period in this case is
different from the signal period when the accelerometer is in
the trouser pocket and chest area. In addition to this, in
terms of peak variation, it can be seen from Figure 2 that
there is a peak in some cycles, some of which have a small
amplitude, which can cause large pacing errors if the peak
detection method is used for detection processing. )ere-
fore, the design of the step counting algorithm can be
considered from the perspective of calculating the similarity
of the acceleration signal. In view of these factors, a step
counting algorithm based on autocorrelation analysis was
implemented to process the step detection of this action.

4.1.Design of aPedometryAlgorithmBased onPeakDetection.
When the action detection result is a relatively stable action,
this paper uses a pacing algorithm based on peak detection,
which requires a threshold variable Thpeak , and in order to
improve the adaptive nature of the peak, the threshold is set
at the beginning of the algorithm execution Thpeak � 0.2g

(g � 9.8m/s2) , after which the Thpeak threshold will change
in the following way:

Thpeak �
1

M
􏽘

M

j�1
peakj, (2)

where peakj is the peak acceleration in the current
window that has been validated and M is the number of

validated peaks in the analysis window, the meaning of
the above equation is that after a period of time, Thpeak is
set to the mean value of the validated peaks. Suppose that
the algorithm is processing a starting point in TPs,
denoted TPs−ur [21].

4.2. Step Detection Compensation Strategy. When a pedes-
trian makes a transition during walking, this can cause
significant noise interference in the acceleration signal. It is
important to emphasise that the analysis window for action
recognition in this paper is also the analysis window for the
pedometry algorithm, so when just one transition action
occurs within an analysis window, the system should rec-
ognise the acceleration signal within this analysis window as
the acceleration signal under the transition action. For the
case that the action recognition result belongs to the tran-
sition action, the acceleration data in one running cycle may
produce several pseudo-peaks, and the frequency charac-
teristics and variance characteristics of the whole accelera-
tion signal are also less regular, for this situation, this paper
tries to use a compensation method to detect the number of
steps in the transition state as far as possible, the com-
pensation method is as follows:

CSC �
TPs−new − TPs−old

LSlast
􏼢 􏼣, (3)

where TPs−new and TPs−old denote the most recent and latest
moments in the set of starting points TPs of the transition

Figure 1: Decomposition of human walking motion.
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Figure 2: Starting points in the acceleration signal.
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movement acceleration sequence and LSlast denotes the
period of the last valid step. )e strategy adopted in the
above equation is to default the period of the run under the
transition action to be consistent with the period of the
previous step or steps, and to update the CSC value to the
TSC in time after each compensated pacing is completed.
)e final TSC result will consist of the autocorrelation co-
efficient analysis pacing algorithm, the pacing calculation for
peak detection and the compensated pacing result.

5. Case Studies

5.1. Research and Test Subjects. )e subjects of this study are
smart bracelets and smartphone sports APPs with pedom-
eter function, three smart bracelets from Xiaomi, Lexin and
SmartHealth, and four sports APPs from Goudong, Yueyun
Circle, Yidong GPS and Dynamic as test subjects.

5.2. Pedometer Validity Tests on Different Surfaces. )e test
was conducted outdoors on four different running surfaces:
plastic, dirt, concrete and hills. During the test, the par-
ticipant wore an arm bag with an iPhone 5s phone (on the
outside of the upper arm) and began to adapt to low speed,
normal speed and fast speed for 3 minutes each (low speed,
normal speed and fast speed were determined by the par-
ticipant’s own subjective perception of speed). Afterwards,
the Pro-Active App (which was determined to be more
effective in the first part of the study) was activated, the
phone was placed in the arm bag and the Heart of Joy
bracelet was worn on the left wrist at the same time. )e
participant then walked 300 steps at a low, normal and fast
pace (the number of steps was calculated by the participant),
stopping at the end and recording the number of steps
recorded by the APP at this time, 5 times for each venue. To
avoid fatigue affecting the test results, there was a 5min
break between each exercise. During the test, a staff member
held a video camera to follow the test and the participant
counted 300 steps after the start of the walk and then finished
the test.

5.3. Study Results. Table 1 shows the average of the recorded
and actual step counts and the dispersion (standard devi-
ation) for each of the five speed levels of 3.2 km/h, 4.8 km/h,
6.4 km/h, 8.0 km/h and 9.6 km/h for the three smart
bracelets. As can be seen from the table, the most significant
increase in the cumulative number of steps in 5min oc-
curred when the step rate was increased from 3.2 km/h to
4.8 km/h. )ereafter, the increase in the cumulative number
of steps in 5min slowed down with each 1.6min increase. As
the speed increases, the cumulative number of steps in 5min
decreases between the different rings and the difference
between the actual number of steps decreases.

At the lowest speed level of 3.2 km/h, the Xiaomi bracelet
had a highly significant difference (p< 0.01) in the actual
number of steps taken as a control, while the other two
bracelets had a highly significant difference (p< 0.01) in the
Xiaomi bracelet as a control.

As seen in Table 2, similar to the three smart bands, the
most significant increase in the cumulative number of steps
in 5min was observed when the four sports APPs were
increased from 3.2 km/h to 4.8 km/h.)ereafter, the increase
in the cumulative number of steps in 5min slowed down
with each 1.6min increase. Again, as the speed increases, the
cumulative number of steps in 5min decreases between the
different rings and the difference between the actual number
of steps decreases. At the lowest speed level of 3.2 km/h,
there was a highly significant difference between the four
sports APPs in terms of actual steps (p< 0.01).

From the scatter diagram of linear regression analysis
(Figures 3, 4 and 5, where x-axis is the number of samples), it
can be seen that with the increase of running speed, the
actual steps of the three bracelets show a good linear cor-
relation with the steps recorded by the three bracelets, R2

being 0.982, 0.998 and 0.998 respectively. With the im-
provement of running speed, the consistency between
Xiaomi bracelet and the actual steps is slightly weaker than
the other two bracelets. As can be seen from Figures 6 and 7
(where x-axis is the number of step), with the increase of
walking speed, the actual steps of the four sports apps also
show a good linear correlation with the steps recorded by the
three bracelets, R2 being 0.997, 0.997, 0.994 and 0.997
respectively.

As the speed increases, the three smart bracelets with the
best stability of the step-keeping function are the Le Xin
bracelet, as analysed in Figures 2 to 4 and Table 3. From
Figures 5 to 7, as the speed increases, the 4 sports APPs with
the best stability of the step recording function are Yidong
and Goudong. )erefore, the effectiveness of the pedometer
on different running surfaces was tested with the Le Xin
Bracelet and Yidong APPs respectively. As shown in Fig-
ure 5, with the increase of running speed, the Le Xin smart
bracelet was significantly different from the actual step count
on concrete and mountainous terrain at low walking speed,
with p-values <0.01 and <0.05 respectively, while the Yidong
APP was also significantly different from the actual step
count on concrete and mountainous terrain, with p-values
<0.05.

6. Discussion

Based on three smartbands and four smartphone movement
apps, this study investigated the effectiveness of the
smartbands/phone movement apps in counting steps at
different walking speeds and on different walking surfaces.
Firstly, the single factor ANOVA showed that the measured
step counts of the three smartbands were only significantly
different from the actual step counts at the speed class of
3.2 km/h (p< 0.01) for all five speed states, while the other
four speed classes did not show significant differences. )is
result is consistent with previous research literature on
pedometers [11]. )e same results were also found for the
four smartphone sports apps, where the measured number
of steps in the five walking speed states was only very sig-
nificantly different from the actual number of steps in the
speed class of 3.2 km/h (p≤ 0.01).)e reason for this may be
related to the pacing principle of the smart bracelet and

4 Mathematical Problems in Engineering



RE
TR
AC
TE
DTable 2: Analysis of the results of the 4 sports APPs in the lab running table.

3.2 km/h 4.8 km/h 6.4 km/h 8.0 km/h 9.6 km/h
Actual steps 464.8± 4.171 541.6± 7.124 622.4± 22.601 731.6± 5.727 750± 5.478
Move 444± 3.123 540.2± 8.075 625± 21.79 732.41± 7.085 750± 5.241
Yidong 444± 3.125 540.2± 8.337 625.6± 27.415 732.2± 7.257 750± 5.241
Yue Pao 445.8± 2.247 540.8± 12.09 628.8± 27.635 732.6± 15.587 753.2± 7.147
Gudong 444± 3.162 540.2± 8.075 625.6± 21.789 732.4± 7.045 750± 5.241

Table 1: Analysis of the results of the different speed tests of the 3 smart bracelets.

3.2 km/h 4.8 km/h 6.4 km/h 8.0 km/h 9.6 km/h
Actual steps 481± 10.86 545.6± 8.47 577.8± 9.62 720.6± 7.08 734.51± 6.95
Millet 453.6± 49.17 552.6± 8.27 585.4± 8.49 724± 9019 738.8± 6.47
Happy heart 482.8± 8.59 549.6± 9.2 548.8± 9.75 720.2± 9.65 738.8± 8.94
Smarthealth 479.8± 12.21 544.2± 9.68 577± 10.29 729± 6.20 738.5± 6.54
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Figure 3: Linear regression scatter plot of the number of steps recorded and the actual number of steps taken by Xiaomi’s bracelet at
different speed levels.
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Figure 4: Scatter plot of the number of steps recorded by the Smarthealth bracelet versus the actual number of steps taken at different speed
levels.
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smart phone movement APP. )e acceleration generated
during walking causes the electrons in the sensor to move,
resulting in a change in electrode position, and eventually

the change in capacitance difference is integrated by the chip
and the voltage value is output, resulting in a count. )e
“threshold value” of the pedometer is not sufficient to affect
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Figure 5: Linear regression scatter plot of recorded steps and actual steps for different speed levels.
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Figure 7: Linear regression scatter plot of the number of steps recorded at different run speed.
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Figure 6: Linear regression scatter plot of the number of steps recorded by Kinetic APP and the actual number of steps at different speed
levels.
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the recording [12, 13]. )e disadvantages of the method are
that the period of the acceleration signal is not taken into
account, and that the thresholds controlling the state
transitions are fixed, making the method less adaptive
overall.

7. Conclusions

)is paper first analyses the track and field running data and
further analyses the start point marking method adopted in
this paper. )e start point marker is critical to the size of the
analysis window in this paper. In the actual system imple-
mentation process, when the moment of the currently de-
tected start point meets a time length, the system will input
the sampled data within this length into the action detection
module for action recognition, and then apply the corre-
sponding step counting algorithm according to the recog-
nition result. )e specific pacing algorithms are then
described in detail, including the autocorrelation coefficient
based pacing algorithm, the peak detection based pacing
algorithm and the compensation algorithm. )e pacing
algorithm based on autocorrelation coefficient analysis gives
better pacing results when the action recognition result is a
swinging motion M2.

Data Availability
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(e current teaching evaluation system of the course “Introduction to Business English Linguistics” has many problems and
should be reformed according to the requirements of the relevant professional syllabus. (is paper proposes a recurrent neural
network (RNN) modelling technique, which has achieved good results in modelling business English language models. (e RNN
modelling method is applied to Chinese language modelling according to the characteristics of Chinese language, and the
advantages of the two models are combined to propose a fusion model. (e experimental results demonstrate that this paper
focuses on the process, diversity, and humanity of teaching evaluation and discusses the construction of the evaluation system
model of the course “Introduction to Business English Linguistics” in terms of the content and criteria of teaching evaluation and
the methods of teaching evaluation, so as to provide a new model for the teaching reform of the course “Introduction to Business
English Linguistics”.

1. Introduction

(e Syllabus for Business English for Business English
Majors in Higher Education stipulates that linguistics, as an
important course in the professional knowledge category of
business English, is a compulsory course for senior un-
dergraduate students of business English. In the current
implementation of specific teaching, it has various names,
such as General Linguistics, Introduction to Business En-
glish Linguistics, and Introduction to Business English
Linguistics.(e aim of its teaching is to make students aware
of the rich achievements of human language research, to
raise their awareness of the importance of language in social,
humanistic, economic, technological and personal cultiva-
tion aspects, to cultivate linguistic awareness, and to develop
rational thinking [1].

(is syllabus sets out the requirements for students’
knowledge of linguistics and their ability to analyse and
apply language theory [2]. (e main teaching task of In-
troduction to Linguistics is therefore to enable students to
understand and master the basic knowledge and theories of

linguistics, to describe, explain, analyse, and solve practical
linguistic problems using the knowledge and theories they
have learned, and to improve their linguistic cultivation and
language quality [3]. However, to date, the domestic In-
troduction to Business English Linguistics course does not
have an examination syllabus and teaching evaluation sys-
tem to match the syllabus, and the content and form of the
course’s teaching evaluation is very subjective and arbitrary,
emphasising only the memorisation of knowledge, but not
the assessment of ability [4].

(e teaching of “Introduction to Business English
Linguistics” focuses on the transmission of knowledge but
not on the cultivation of ability, and the teaching assessment
system is seriously inadequate [5]. At present, the teaching
evaluation method of this course mainly adopts a single
summative evaluation method, i.e., using examinations,
tests, and quizzes as one-off tests to judge students’ learning
results and teaching quality by the level of achievement, and
examinations are equivalent to evaluation [6].(e content of
such summative examinations is textbook and formatted,
teachers are taught what to test, students are tested on what
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to learn, the difficulty of the knowledge assessed is very
limited, only in the understanding of terminology and
language theory and the reproduction of memory, the ex-
amination of the thinking component is small, the linguistic
knowledge of the students’ ability to use and expand the
ability assessment is basically ignored [7]. (is has a serious
impact on the content and teaching style of the course and
consequently on the teaching objectives of the course; i.e., it
is not conducive to the development of students’ ability to
use their linguistic knowledge and theories to analyse lin-
guistic phenomena and solve language learning problems
[8]. To change this situation, it is necessary to reconstruct the
teaching assessment system of the “Introduction to Business
English Linguistics” course, i.e., to change the current single
summative assessment method and increase the formative
assessment, so that the two are organically combined and a
new assessment system is constructed [9].

(e “Introduction to Business English” course is
designed to give students not only basic knowledge and
skills but also the ability to explore on their own, through a
variety of learning activities, such as cooperative group
learning and classroom discussions [10]. In this way,
students can learn and master the scientific method of
exploring knowledge while gaining a deeper understanding
of it. (erefore, in the process of teaching evaluation,
special attention should be paid to the dynamic learning
process of students, guiding them to pay more attention to,
recognise, grasp, and improve the microprocesses of their
own learning, and through teachers and students jointly
monitoring, reflecting and regulating the whole process of
teaching, prompting changes in teachers’ teaching styles
and students’ learning methods [11].

(e plurality of teaching evaluation is manifested in
several aspects such as the content, evaluation subjects, and
evaluation criteria. In terms of content, the “Introduction to
Linguistics” course not only evaluates students’ level of
mastery of basic linguistic knowledge but also the devel-
opment and improvement of individual students’ interests,
attitudes, and strategies in the learning process; in terms of
the subject of evaluation, it changes from a single teacher’s
evaluation to a combination of teacher evaluation, student
self-evaluation, and student mutual evaluation. In terms of
evaluation criteria, it has both evaluation criteria for stu-
dents’ basic knowledge and skills and evaluation criteria for
students’ practical application ability, thinking ability,
critical ability and innovation ability [12]. (e two are
combined and complement each other to evaluate students’
learning status.

2. Related Work

It is an essential part of the teaching and learning process
and is designed to check and facilitate teaching and learning.
(e famous American educator Bloom divides teaching
evaluation into three main categories: diagnostic evaluation,
formative evaluation, and summative evaluation. (ese
three types of assessment correspond to the distinction that

is made before, during, and at the end of a sequence of
educational activities [13]. Formative assessment was in-
troduced in 1967 by M. Scriven, an American expert in
evaluation, and later by Bloom, an American educationalist,
into the field of teaching. Formative assessment emphasises
the evaluation of students’ knowledge acquisition and
competence development in the educational process, in-
cluding the evaluation of learning outcomes, the evaluation
of various input conditions, and the evaluation of educa-
tional programmes and instructional methods. Its aim is to
enable both teachers and students to receive timely feedback
to improve the teaching and learning process and enhance
the quality of teaching and learning. Howard Garden-er, a
developmental psychologist at Harvard University, put
forward the theory of multiple intelligences in 1983, and he
advocated an educational evaluation that is conducted
through multiple channels and in multiple forms [14].
Wiegreffe and Pinter [15] chose test questions similar to the
wrong ones for practice. (is is a mock exposure design that
attempts to control the exposure of the overall question pool
and remove highly exposed questions, but there is a gap with
the real exposure design, which is still not practical enough.
Reference [16] on the other hand starts from the evaluation
aspect of the exercise and applies a knowledge map to
manage the exercise questions.

While the theoretical results of adaptive testing are
fruitful, the practical applications are also very extensive
[17]. For example, the Graduate Record Examination
(GRE) is used to find more suitable students and to provide
students with the opportunity to choose a more suitable
school and major; the US Army Vocational Aptitude
Battery (ASVAB) allows people to enter a more suitable
branch of the military and to perform at the highest level of
operational efficiency; the National Assessment of Edu-
cational Progress (NAEP) optimises the entire US edu-
cation system and allows students to learn more efficiently
[18]. Domestic educational Internet companies are also
beginning to consider such methods to high overall effi-
ciency, reduce costs, and high the possibility of supplying
the market with more cost-effective options for more
children [19]. In addition, CAT has gained the attention of
experts, scholars, and frontline engineers in various fields,
and Internet education companies are devoting more at-
tention to this area, which has good practical value and
broad development prospects [20].

3. RNN Model in This Paper

3.1. N-Gram Language Model. (e n-gram language model
with statistical rules, introduced in 1980, is a widely used
language model that uses the Markov assumption that the
probability of occurrence of each predictor variable is related
only to the context of length n− 1. If the historical infor-
mation of word wi is expressed as hi � w1w2 . . . wi−1, then
the probability of occurrence of word wi and sentence s
according to the conditional probability formula and
Markov’s hypothesis are as follows:
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p wi|w1, w2, . . . , wi−1( 􏼁 � p wi|hi( 􏼁

� p wi|w
i−1
i−n+1􏼐 􏼑,

p(s) � p w1, w2, . . . , wN( 􏼁

� 􏽙
N

i�1
p wi|hi( 􏼁.

(1)

For n-gram language models, a large corpus is usually
trained, and the more frequent words in the corpus tend to
be trained better, while low frequency words are not trained
as well.

In addition, the higher the order n, the more binding the
model is, but as n increases, the size of the model grows
exponentially, increasing the computational complexity of
training and placing greater demands on storage space. (e
appropriate value of n is therefore a compromise between
accuracy and complexity of the language model [21]. In a
practical recognition system, n� 3 is generally chosen to
construct a Tri-gram language model; i.e., the probability of
each word occurring in a sentence from the training data is
only related to its first two words, which can be expressed as

p wi|hi( 􏼁 ≈ p wi|wi−2, wi−1( 􏼁. (2)

In this paper, we improve the language model in the
Chinese speech recognition system and use the RNN lan-
guage model to re-score the initial recognition candidates
and perform postrecognition processing to complete the
recognition process of the whole system, while the other
modules of the baseline system remain unchanged.

3.2. RNN Language Models. Reference [14] states that a
recurrent neural network, also known as an Elman network,
has the structure shown in Figure 1 and consists of three
network layers, the input layer, the implicit layer, and the
output layer, with the storage layer acting as part of the input
and preserving the state of the implicit layer at the previous
moment [22]. After the text corpus is trained by this RNN
structure, the probability of the current word wi occurring is
expressed as

p wi|hi( 􏼁 � prmn wi|wi−1, hi−1( 􏼁

� prnn wi|hi( 􏼁.
(3)

Reference [15] also states that the input word sample of
the network at time t is assumed to be w(t), i.e., the vector of
current words; dimensionality is determined by the number
of word samples in the corpus |V|; the state of the implicit
layer h(t) is determined by both the input current word
vector w(t) and the state of the implicit layer at the previous
moment, i.e., the history information h (t− 1), through the
connection from the implicit layer to the input layer, and the
state of the implicit layer at time t-1 as part of the input at
time t; the output layer y(t) represents information about the
probability distribution of the subsequent words under the
current history; and the number of nodes in the output layer
is the same as the number of nodes in the input layer also |V|.

(e computational relationship between the layers is rep-
resented by the following equation:

Inputs to the implicit layer : x(t) � w(t) + h(t − 1),

Implicit layer state : hj(t) � f 􏽘
i

xi(t)uji
⎛⎝ ⎞⎠.

(4)

Compared to business English speech, Chinese speech
recognition is more complex. (ere are more than 6,000
commonly used characters in Mandarin Chinese, with about
60 phonemes, 407 untoned syllables, and 1,332 toned syl-
lables, each of which consists of a vowel, a rhyme, and a tone,
and each character represents a syllable. At the same time,
there are also a large number of homophones and poly-
syllabic characters in Chinese, which must be constrained by
high-level nonacoustic knowledge such as contextual
background in order to complete recognition [23].

In terms of language, business English utterances focus
on structure, while Chinese utterances focus on semantics,
where the same word has different meanings in different
contexts and the long-distance dependencies between words
are relatively tight. When RNN is used to train the language
model, more high-level semantic information is taken into
account, which can better reflect the binding relationship
between Chinese words. (erefore, RNN modelling tech-
niques will be more suitable for training Chinese language
models.

In addition, there are obvious spaces between words in
the English corpus, so the corpus can be trained directly with
a little processing. Unlike the Chinese corpus, there is no
clear boundary between words in the Chinese sentences, and
the training corpus needs to be divided into subword units
according to the word separation model. After a series of
processing to obtain a pure text corpus, the model can be
trained.

(e Chinese training corpus is shown in Figure 2, where
the text corpus is cleaned to remove noisy information such
as letters and punctuation marks from the coarse corpus and
to remove redundant information; there are a large number
of numbers in the corpus, and the regularisation of the
numbers is completed to convert the Arabic numbers in the
corpus into Chinese characters; thus, only Chinese

Input layer

Hidden
layer

Output layer

Storage layer

U V

W

wt ht

ht-1

yt

Figure 1: Recurrent neural network framework.
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Dcharacters exist in the corpus. (e lexical filtering removes

English boundary characters and nonlexical sentences from
the corpus. (is results in a corpus that can be used for
training. (e model is then trained.

3.3. RNN Model and n-Gram Model Fusion Modelling.
(e higher the frequency of words in the corpus, the better
the n-gram modelling technique can be trained, while the
opposite is true for lower frequency words. When using
RNN to train the corpus, some words in the corpus can be
trained well despite their low frequency, which can effec-
tively complement the n-gram model. In order to fully
exploit the advantages of both modelling techniques and
obtain better recognition results, this paper investigates a
fusion modelling method based on the RNN model and the
n-gram model.

As shown in Figure 3, for the same speech, the n-best
list can be obtained from the word map (lattice) generated
by the decoder, and the trained RNN language model is
then used to re-score the n-best list. (e n-gram model
score information of the n-best list is then interpolated
and fused with the re-score information of the RNN
model to calculate a new language model score for each
candidate unit.

Among the fusion algorithms for models, linear inter-
polation fusion is currently the more common approach,
predicting the probability of the current word wi based on
the context hi:

px wi|hi( 􏼁 � 􏽘
L

j

λjpj wi|hi( 􏼁,

p wi|hi( 􏼁 � λ1prnn wi|hi( 􏼁 + λ2png wi|hi( 􏼁.

(5)

where L is the number of interpolation models and the
interpolation weights λj of each model are nonnegative and
sum to 1; i.e., 􏽐

L
j�1 λj � 1. (e log-likelihood score is re-

scaled for each n-best list sentence after model fusion:

lgL(s) � 􏽘

n

i�1
asci + lms 􏽘

n

i�1
lgpx wi|hi( 􏼁 + n.wp, (6)

where n is the number of words in the sentence; wp is the
penalty score of the word; asci is the word wi acoustic model
score; lms is the model size; and px(wi|hi) represents the
fusion score of the n-gram and RNN model for each word.
(e overall score of each list is calculated by combining the
linguistic and acoustic model scores and the penalty score,
and the highest score is selected as the final recognition
result of this n-best list.

4. Teaching Evaluation Methods and
Experimental Analysis

4.1. Model Evaluation Criteria. (e evaluation of the per-
formance of the language model is based on information-
theoretic knowledge. (e performance of a language model is
measured by calculating themagnitude of its perplexity on the
test text.(e perplexity is the inverse of the geometric mean of
the probabilities of occurrence of each word in a given text set
when predicted by the language model. Assuming that there
are M words in the test text, the perplexity is

perplexity �
1

����������������������������

􏽐2i�1,...M log2 P wi|wi−n+1, . . . , wi−1( 􏼁
M
􏽱 . (7)

In general, the smaller the value, the more binding the
language model is to the language and the better the per-
formance of the trained model. In addition to measuring
language models in terms of perplexity, the most intuitive
idea is to apply the model to a system and measure it by
testing the system’s Word Error Rate (WER). In general, a
well-trained model will result in a high recognition rate. In
this paper, the two evaluation criteria are combined to test
the language model.

4.2.ExperimentalDesign. Experiment 1 was used to verify the
effectiveness of RNN language models in Chinese speech
recognition. In this experiment, RNN and n-gram models
were trained on the same dataset, and different RNN language
models were trained by varying the number of nodes in the
implicit layer of the RNN to investigate the changes in the
perplexity and recognition rate of the RNN model with dif-
ferent parameters and to compare the performance with that
of the n-gram model. Experiment 2 was used to verify the
effectiveness of the proposed model fusion algorithm. (e
n-gram model trained in Experiment 1 was fused with the
RNN model by linear interpolation, and the change in rec-
ognition rate was tested. In order to accelerate the training of
RNNmodels, the training of RNNmodels was performed on a
GPU (NVIDIA GTX 650) server with CUDA Toolkit 5.5,
which is two to three times faster than the training on a CPU
and shortens the training time of RNN models [24].

4.3. Experimental Data. (e training data were obtained
from the annotated data of the Chinese telephone speech
transcription task provided by KODA XUNFE, with a total
of 16M, containing 550 thousand sentences and 4342
thousand words. (e model perplexity test set is 9332
sentences containing 23 thousand words, and the speech test
set is a 100-best list of 3433 sentences decoded from tele-
phone speech, with a size of 87 kB. (e number of nodes in
the implicit layer for the RNN training model is set with six
sets of parameters [25].

4.4. Experiment 1. (e n-gram language model was trained
using the Kneser-Ney backward smoothing algorithm with
good smoothing performance, and the model order was 3,

Normalization Participle

Model training Text corpus

Corpus
cleaning

Dictionary 
filtering

Figure 2: Processing flow of the Chinese corpus.
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Di.e., 3-gram, constructed from the SRILM toolbox. (e

number of n-grams in the model was
30274 + 6568660 + 13830707� 20429641, and the model size
was 463599 kB. (e RNN language model was then trained
with the same training data, and the changes in the PPL
values and the WER of the recognition system were tested.
(e experimental results are shown in Table 1.

As can be seen from Table 1, the RNN and 3-gram
language models were trained with the same training data,
and the confusion level of the RNN language model was
reduced by about 7%; the error rate of speech recognition
was reduced by about 5%, which proved the effectiveness of
the RNN language model in Chinese speech recognition. In
general, the lower the perplexity of the generated model, the
higher the recognition rate of the system.

In addition, Table 1 also shows that (1) with the increase
of the number of nodes in the hidden layer, the perplexity of
the RNN language model and the system error rate gradually
decrease, indicating that the learning ability of the network
increases with the increase of the number of nodes; (2) when
the number of nodes in the hidden layer increases to a
certain degree, the perplexity of the generated model in-
creases and the system recognition rate decreases, indicating
that the more the number of nodes in the hidden layer. (e
more complex the network structure is, the smaller the error
of the training samples can be reduced to a sufficient size
through learning; however, excessive pursuit of learning on
the training samples will produce overtraining. With a
limited number of training samples, if the average training
relative error of the learning sample set continues to decrease
after a certain stage of learning, while the average test relative
error (generalisation error) of the test sample set increases,
the generalisation ability of the network will be reduced,
affecting the performance of the trained model. (erefore,
for different sizes of training corpus, the parameters need to
be adjusted when using RNN training in order to achieve
better experimental results.

(e guiding principle of promoting the all-round de-
velopment of all students through assessment, as shown in
Figure 4, treats students as individuals with individual
characteristics and different interests and needs, recognises
their individual differences in their development levels, and
examines all aspects of their knowledge, intelligence, and
emotional factors; making horizontal comparisons fully
considers students’ vertical development; while assessing
students teaches them to self-assess. (e course is designed
to help students develop a learning style that is truly effective
and in line with their individual characteristics, fully

reflecting the characteristics of the student as the main
subject and making them the master of learning. As a hu-
manities subject, “Introduction to Business English Lin-
guistics” should strive to create a relaxed and friendly
atmosphere, reduce students’ tension, evaluate students’
achievements with a developmental and humanistic per-
spective, focus on students’ subjectivity, and make students
feel their own progress and development, so that their in-
terest and creativity are stimulated and their self-confidence
is enhanced. Self-confidence is enhanced, fully reflecting the
humanistic spirit of respecting students’ individuality.

4.5. Experiment 2. On the basis of the recognition results of
Experiment 1, a linear interpolation method was used to
interpolate and re-score the language model score of each
word in the 100-best list by both sets of models, and then the
probability of each sentence was calculated according to
equation (11) combined with the acoustic model score, from
which the highest score was selected as the recognition result
of that speech, as shown in Table 2. (e interpolation co-
efficient in the experiment is 0.6, i.e., λ1 � 0.6 achieved a
better recognition result.

As can be seen from Table 2, after linear interpolation,
the recognition rate of the model decreases by about 8%
compared to the 3-gram model and by about 3% compared
to the RNN model, and the recognition rate after model
fusion improves more significantly compared to that of the
n-gram model because the RNN model is better trained for
low-frequency words and can effectively solve the data
sparsity problem. It can also be seen that the recognition rate
of the fused models is higher than that of either model alone,
indicating that the two models are complementary and
demonstrating the effectiveness of the model fusion ap-
proach. In a practical recognition system, an n-gram lan-
guage model with a large corpus can be trained and used as a
general model and then interpolated and fused with the
RNN model trained with a small corpus in the post-
processing module of the speech recognition system, using
this method to postprocess the decoding results to improve
the recognition rate of the system. In this experiment, due to
the limited training corpus, the overall recognition rate of
the system is not very high, but it can still show the supe-
riority of RNN in modelling Chinese language models and
the effectiveness of the model fusion construction method.

(e content of the course “Introduction to Business
English Linguistics,” as shown in Figure 5, is determined by
its teaching objective, which is “to enable students to

Acoustic
model

n-gram
models RNN model

Wave Decoder
N-best list

(audio
credits)

Rescore Decoding
result

Figure 3: English model.
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understand and master the basic knowledge and theories of
linguistics, to describe, explain, analyse, and solve practical
linguistic problems using the knowledge and theories they
have learned, and to improve their language skills and
quality.” (e aim of the course is to “enable students to
understand and master the basic knowledge and theories of
linguistics, to use their knowledge and theories to describe,
interpret, analyse and solve practical language problems, and
to improve their language skills and quality.” (e students

are assessed in two ways: their mastery of basic linguistic
theory is assessed in terms of the syllabus and the exami-
nation syllabus, and their ability to grasp the knowledge
structure as a whole is assessed in a quantitative way. (e
ability to apply theoretical knowledge in linguistics should
be assessed in a comprehensive way (combining in-class and
out-of-class) to evaluate students’ ability to apply theoretical
knowledge, in a variety of forms, using a qualitative as-
sessment approach.
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Figure 4: Student education learning outcomes.

Table 2: Comparison of recognition performance after fusion of the two models.

Number of hidden layer
nodes

RNN+n-
gram

n-
gram RNN Decline rate compared with n-gram

(%)
Decline rate compared with RNN

(%)WER% WER
%

WER
%

100 39.23 42.09 40.2 6.97 2.41
200 39.14 42.09 40.1 7 2.39
300 38.6 42.09 40.08 8.29 3.69
400 38.62 42.09 39.69 8.24 3.28
500 38.62 42.09 39.87 8.38 3.28
600 38.59 42.09 39.39 8.31 3.35

Table 1: Performance comparison of RNN language model and 3-gram language model.

Number of hidden layer nodes
n-gram (KN3) RNN

Decline rate of ppl (%) Decrease rate of WER (%)
PPL WER (%) PPL WER (%)

100 166.3 42.09 158.3 40.2 4.81 4.49
200 166.3 42.09 157.6 40.1 5.23 4.72
300 166.3 42.09 156.6 40.08 5.83 4.77
400 166.3 42.09 155.4 39.96 6.55 5.06
55 166.3 42.09 154.5 39.87 7.1 5.27
600 166.3 42.09 155.2 39.39 6.67 5.13
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5. Conclusions

(is paper applies RNN language model modelling to En-
glish language teaching assessment and verifies the effec-
tiveness of the RNN modelling approach in Chinese
language processing by comparing the generated model with
the traditional n-gram model, which reduces the perplexity
by about 7%. (e reconstruction of the teaching evaluation
systemmodel of the Introduction to Business English course
is a complex systemic project, which cannot be established
without the related reform of teaching management,
teaching content, teaching methods, teaching materials, and
other aspects.
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In order to develop the dynamic effectiveness of the structures such as trusses, the application of optimisation methods plays a
significant role in improving the shape and size of elements. However, conjoining two heterogeneous variables, nodal coordinates
and cross-sectional elements, makes a challenging optimisation problem that is nonlinear, multimodal, large-scale with dynamic
constraints. To handle these challenges, evolutionary and swarm optimisation algorithms can be robust and practical tools and
show great potential to solve such complex problems. (is paper proposed a comparative truss optimisation framework to solve
two large-scale structures, including 314-bar and 260-bar trusses. (e proposed framework consists of twelve state-of-the-art bio-
inspired algorithms. (e experimental results show that the marine predators algorithm (MPA) performed best compared with
other algorithms in terms of convergence speed and the quality of the proposed designs of the trusses.

1. Introduction

(e dynamic performance of structures exposed to various
dynamic loading is connected with their fundamental nat-
ural frequencies. For instance, prior knowledge of the
natural frequencies of a structure may help prevent the
vibration and noise produced under dynamic loadings, such
as wind or earthquake. As a result, obtaining the optimal
sizing and layout of structures with frequency constraints is
exceptionally important to enhance the dynamic behaviour
of structures [1].

Truss optimisation has been attracting many researchers
over the past decades as one of the most significant subjects
in structural engineering. Design variables include the truss
sizing, shape, and topology, and the main optimisation
problems include the optimisation of the design variables. In
most of the case studies, the size of bars comes from a set of
discrete values; therefore, the applications of the discrete

optimisation methods are considerable (for further study on
the discrete optimisation methods see [2]). Most studies
were conducted to obtain the optimal set of sizing variables
in order to minimize the structural weight. However, the
optimal structural weight depends on different design var-
iables rather than just one. For example, the optimal truss
shape is affected by its topology and size and vice versa. With
this in mind, the simultaneous optimisation of design
variables with frequency constraints has attracted many
researchers recently.

Nevertheless, coupling shape and sizing variables may
lead to mathematical difficulties, nonoptimal solutions, and
occasionally divergence problems. Additionally, frequency
constraints are extremely nonlinear, nonconvex, and im-
plicit regarding design variables [3]. (erefore, global op-
timisation algorithms, which are able to find the global best
solution in the search space, could be a good solution to truss
shape and sizing optimisation with frequency constraints.
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Overall, two types of optimisation methods are applied
to truss optimisation problems, namely mathematical pro-
gramming techniques and meta-heuristic algorithms. While
mathematical programming techniques have a fast con-
vergence speed, they are complicated and time-consuming
due to the necessity of sensitivity analysis. Also, they are
dependent on the starting structural design and prone to
being trapped in local minima. Owing to these drawbacks of
the mathematical programming techniques, meta-heuristic
algorithms have been mostly used for structural optimisa-
tion as effective global optimisation methods. (ese sto-
chastic search methods are bio-inspired, easy to implement,
problem-independent, and flexible. Additionally, they have
strong exploration and exploitation abilities, which makes
them free from having prior gradient knowledge of the
objective function and being sensitive to the initial point.

As already mentioned, meta-heuristic approaches in-
spired by biological processes are a large class of global
optimisation techniques that have attracted many studies in
the subject of truss optimisation [4]. Swarm intelligence-
based methods, inspired by living organisms’ social be-
haviour, are a group of population-based meta-heuristics.
(ese algorithms proved to be great optimizers for truss
problems in recent years [5–10].

In this paper, twelve modern swarm optimisation
methods are deployed for the shape and sizing optimisation
of a large-scale truss problem with frequency constraints.
(ese state-of-the-art algorithms include grey wolf opti-
mizer (GWO) [11], moth flame optimizer (MFO) [12],
multi-verse optimizer (MVO) [13], dragonfly algorithm
(DA) [14], equilibrium optimizer (EO) [15], arithmetic
optimisation algorithm (AOA) [16], Generalized Normal
Distribution optimisation (GNDO) [17], Salp Swarm Al-
gorithm (SSA) [18], Marine Predator Algorithm (MPA) [19],
HenryGas Solubility optimisation (HGSO) [20], Neural
Network Algorithm (NNA) [21], and Water Cycle Algo-
rithm (WCA) [22]. GWO simulates grey wolves’ leadership
hierarchy and hunting behavior in nature, MFO is inspired
by moths’ navigation behavior, MVO is based on white hole,
black hole, and wormhole concepts in cosmology, DA is
based of searching behavior of dragonflies in static and
dynamic swarms, EO is inspired by control volume mass
balance models applied for dynamic and equilibrium states’
estimation, AOA is based on the distribution behavior of
arithmetic operators in mathematics, GNDO uses general-
ized normal distribution models to update the population,
SSA is inspired by salps’ swarming behavior during navi-
gation and foraging in oceans, MPA is motivated by foraging
strategy and optimal rate policy between prey and predator
in oceans, and HGSO simulates the Henry’s law behavior.
All the algorithms are compared in terms of the optimal
weight of truss structures concerning frequency constraints.
In short, the main contributions of the paper are as follows:

(1) Evaluating two large-scale truss problems (314-bar
and 260-bar) with frequency constrains in order to
optimise the shape and sizing variables

(2) A comparison of twelve state-of-the-art bio-inspired
optimisation methods

(3) Tuning the population size of the best-performed
optimisation method

(e rest of the paper is organized as follows: Section 2
provides a brief review of meta-heuristic algorithms recently
proposed for truss optimisation problems. Section 3 de-
scribes two truss problem case studies in more detail. Section
4 explains the optimisation methods applied to the truss
problem. (e given experimental results of the methods’
performance on the case studies are represented in Section 5.
Lastly, Section 6 concludes and provides a couple more
beneficial suggestions for future work.

2. Related Work

(is section focuses on recently proposed meta-heuristic
algorithms for truss optimisation problems. Rahami et al.
[23] employed a genetic algorithm (GA) coupled with a force
method for truss sizing, shape, and topology optimisation.
(is study aimed to decrease the number of input variables,
increasing the GA’s convergence speed and reducing its
computational cost. In another work, Wei et al. [1] proposed
a Niche Hybrid Parallel Genetic Algorithm (NHPGA) to
optimise truss shape and sizing. (e authors combined GA,
parallel computing, and simplex search with a niche ap-
proach in order to speed up the GA’s search ability to find
optimal solutions. An improved differential evolution
(ReDE) was introduced in [24] for structural shape and size
optimisation that used the roulette wheel selection technique
to improve the efficiency of the basic DE.

Additionally, a novel hybrid DE and symbiotic organism
search algorithm (SOS) was proposed in [25] to optimise the
shape and sizing of truss structures. (e algorithm utilised
the global searching ability of DE and the local searching
ability of SOS to achieve optimal solutions. Lamberti [26]
proposed a multi-level population-based simulated
annealing algorithm called CMLPSA for sizing and shape
optimisation. Azad [27] hybridised an adaptive dimensional
search with two versions of the big bang-big crunch algo-
rithm for sizing optimisation of truss structures. In [28], a
mine blast algorithm was proposed for truss sizing opti-
misation. (e algorithm was inspired by the explosion of
mine bombs in the real world.

(e most popular swarm optimisation method applied
to this kind of problem is particle swarm optimisation (PSO)
[5] inspired by the birds flock or fish school’s social be-
haviour. As an example, in [6], Kaveh et al. proposed a
democratic PSO (DPSO) for truss sizing and topology op-
timisation with frequency constraints. (is research aimed
to alleviate the basic PSO premature convergence in fre-
quency constraints. Other classical swarm methods applied
for truss optimisation include ant colony optimisation
(ACO) [7], artificial bee colony (ABC) algorithm [29, 30],
and shuffled frog leaping (SFL) [31] to name but a few. More
recently, new modern swarm optimisation algorithms have
been proposed and developed for structural design opti-
misation. For example, in [32], a new swarm method named
ray optimisation, motivated by Snell’s law of light refraction,
was proposed for truss optimisation. (en, in [33], the
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authors proposed an improved ray optimisation method to
optimise the sizing and topology of truss structures. Other
new swarm-intelligence methods applied to truss problems
include firefly algorithm [8, 34], dolphin echolocation
[9, 35], teaching-learning based optimisation [36], grey wolf
optimizer [10], political optimizer [37], and imperialist
competitive algorithm [38, 39], to name but a few.

3. Truss Problem Formulation

Overall, in a truss sizing and shape optimisation problem
with multiple frequency constraints, the primary purpose is
to minimize the truss weight while meeting the constraints
on natural frequencies. Nodal coordinates and cross-sec-
tional areas are design variable, which change persistently
during design process. In this problem, the truss topology is
supposed to be unalterable and predetermined. Additionally,
design variables may be limited to a specific interval. Hence,
the optimisation problem can be stated as follows:

\begin{align}
&\text{Find}: & X &� \{A, C\} \nonumber
&\text{Where}: & A &� \{A_{1}, A_{2},\ldots, A_
{n}\}\nonumber
& & C &� \{C_{1},C_{2},\ldots,C_{m}\} \nonumber
&\text{Minimize}:& f(X) &� \sum_{i� 1}̂{nm} \rho_{i}
A_{i} L_{i}
&\text{Subjected}:& \omega_{j} & \geq \omega_{j}̂{Lb}
\nonumber
& & \omega_{k} & \leq \omega_{k}̂{Ub}\nonumber
& & Â{Lb} & \leq A \leq Â{Ub}\nonumber
& & Ĉ{Lb} & \leq C \leq Ĉ{Ub}\nonumber
\nonumber.
\end{align}

Here, X vector includes both cross-sectional areas and
the nodal coordinates of the structure. Ci is nodal coordi-
nates of the ith node of the structure. f(X) is the structural
weight, and ρi, Ai, as well as Li are the material density,
cross-sectional area, and length of ith element, respectively.
Also, n and m represent the number of structural cross-
sectional areas and nodal coordinates confined to lower and
upper bounds [ALb, AUb] and [CLb, CUb], respectively. Ad-
ditionally, ωj and ωk denote jth and kth natural frequencies
restricted to the lower and upper bounds ωLb

j and ωUb
j [1].

In order to convert the constrained problem into an
unconstrained one, we employed the function below:

\begin{equation}
{f_{penalty}(X)� f(X) + (nTotalConstVio \times PF),
\qquad nTotalConstVio� \sum_{i� 1}̂{k} (C_{vio_
{i}}+ A_{vio_{i}})}
\end{equation}

where fpenalty(X) is the new objective function,
nTotal Const Vio and PF are the total amount of constraint
violations, and the penalty factor, respectively. Also, vioi is
the violation value for ith constraint, which is set to zero for

satisfied constraints. Here, the constraints include nodal
displacement and element stress constraints.

Also, different values of the penalty factor PF were tested
to tune this parameter. Finally, PF was set to 1000. (e
penalty function used is mostly similar to static penalties
proposed in [40].

3.1. Case Study. In this paper, we aim to optimise two large-
scale structural design problems proposed by the Interna-
tional Student Competition in Structural optimisation
(ISCSO) in 2018 and 2019 [41], respectively. In the following
subsection, the truss problems are explained in more detail.

3.1.1. 314-Bar Truss. (e 314-bar problem introduced in
[42] is a large-scale truss structure, and the main goal is to
minimize the weight of a truss structure, including 314 bars
and 84 nodes, according to the given constraints. (e
challenge is to obtain the optimal truss sizing and shape,
while its topology is considered to be unalterable. (us, the
design variables include 314 sizing (A) and 14 shape (C)
variables (treated as discrete decision variables). Figure 1
shows this truss structure in more detail.

(e optimal solution is to minimize the structural
weight, where no nodes and members violate the stress and
displacement constraints. It means that the feasible solution
possesses a value of zero for the amount of constraint vi-
olation, which is given by the function below:

\begin{equation}
[W,S_{Vio},D_{Vio}]� objective\_function(A,C).
\end{equation}

Here, the function inputs include A and C denoting the
cross-sectional areas and nodal coordinates, respectively.
(e outputs include the structural weight, the amount of
stress and displacement violations, which are represented
with W, DV io and SV io, respectively. Moreover, the sizing
and shape variables can take only integer values limited to
the lower and upper bounds [1, 37] and [9000, 20000],
respectively.

3.1.2. 260-Bar Truss. (e 260-bar problem introduced in
[42] is to minimize the weight of a large-scale steel truss,
consisting of 260 bars and 76 nodes, while satisfying the
stress and displacement constraints. Also, the number of
sizing (A) and shape (C) variables are considered 260 and 10,
respectively. Additionally, the shape variables can take only
integer values in [−25000, 3500]. (e rest of the problem is
similar to the ISCSO 2018. Figure 2 shows this truss problem
in more detail.

4. Methodology

Optimising both structural parameters, sizing and shape
based on the mass to considerable frequency constraints is
challenging because the nature of these problems is highly
nonlinear, multimodal, discrete and complex. Another
difficulty of the truss optimisation problems is the mixing of
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two various parameters, cross-sectional and nodal coordi-
nates which makes a heterogeneous search space. In order to
evaluate the performance of the modern metaheuristics
proposed in the last years, we developed a comparative
platform of the twelve famous bio-inspired optimisation
methods.

(ere are two most significant features of each bio-
inspired search algorithm, including diversification and
intensification. In the first step, in order to explore the search
space and produce diverse solutions globally, an optimisa-
tion algorithm should be developed by a strong diversifi-
cation technique. However, we need an alternative strategy
to converge to a suitable solution that is the intensification
process. In this step, the search focuses on the local areas to
exploit and improve the current solutions. In this study, we
applied and evaluated a wide range of optimisation methods
with specific characteristics in order to propose the best-
performed truss optimizer. Table 1 shows the initial control
parameters of the optimisationmethods applied in this study
based on the recommended in the literature. As in this work

we evaluated and compared 12 optimisation methods, we
just focus on the development of best performing method in
this section to avoid lengthy discussions. In order to find
more technical details about the algorithms applied, we refer
to Ref. [11–22].

4.1.MarinePredatorsAlgorithm(MPA). Faramarzi et al. [19]
introduced MPA, one recently evolved nature-inspired
meta-heuristic algorithms, to address optimisation prob-
lems. (is algorithm’s basic structure focuses on mimicking
various foraging patterns by ocean predators and their
optimal behaviours in attempting to deal with this biological
situation. For optimal foraging, marine predators typically
employ two strategies: (i) Levy flight and (ii) Brownian
motions. To choose between these two strategies, predators
calculate the ratio of the prey’s velocity to their own.

MPA’s primary goal is to provide a practical and
straightforward meta-heuristic algorithm based on marine
predator foraging patterns. Like other (population-based)
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Figure 1: 3D steel truss structure with 314 bars and 84 nodes.(e whole decision variables include 14 shape (C) and 314 sizing (A) elements.
(e shape variables show by Ci and total number of decision variables is 328.
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Figure 2: 3D steel truss structure with 260 bars and 76 nodes. (e whole decision variables include 10 shape and 260 sizing elements. (e
shape variables show by Ci and total number of decision variables is 270.
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algorithms, this algorithm begins by generating a random
population in the problem searching space. As demonstrated
by the survival of the fittest theory, efficient predators are
always better off in terms of foraging in nature. (e best
solution is used in the MPA to construct an elite matrix.(is
matrix’s arrays contain prey position information for
searching and finding prey [19]. (e following is the defi-
nition of the elite matrix:

\begin{equation}
E� \left[ {\begin{array}{cccc} {X_{1,1}̂k}&{X_{1,2}̂k}&
\ldots &{X_{1,d}̂k}
{X_{2,1}̂k}&{X_{2,2}̂k}& \ldots &{X_{2,d}̂k}
\vdots & \vdots & \vdots & \vdots
{X_{n,1}̂k} & {X_{n,2}̂k} & \ldots & {X_{n,d}̂k} \end
{array}} \right].
\end{equation}

Here, X
k

�→
(top predator’s vector) is replicated n times in

order to build an elite matrix. Furthermore, in this equation,
n represents the number of search agents, while d represents
the size of the dimensions. Predators and prey are regarded
as search agents in MPA. Predators and prey are regarded as
search agents inMPA. In other words, when a predator looks

for his prey, the prey looks for food as well.(e food chain in
nature-inspired this trend. (e strongest predator is at the
top of the food chain, and the weakest predators are sub-
divided into the stronger predator group. Obviously, when a
stronger predator appears in this chain, this predator is
moved to the top of the chain and replaces the previous
hunter. (e MPA imitates this concept by updating the elite
matrix.

Prey is the name of anotherMPAmatrix.(is matrix has
dimensions similar to the Elite matrix, and hunters adjust
their positions based on it. More specifically, the initial MPA
population is recognized as prey, while the best ones are
selected as predators, forming the elite matrix. (e prey
matrix looks like this:

\begin{equation}
py� \left[ {\begin{array}{cccc} {{X_{1, 1}}}&{{X_{1,
2}}}& \ldots &{{X_{1, d}}}
{{X_{2, 1}}}&{{X_{2, 2}}}& \ldots &{{X_{2, d}}}
\vdots & \vdots & \vdots & \vdots
{{X_{n, 1}}} & {.{X_{n, 2}}} & \ldots & {{X_{n, d}}} \end
{array}} \right].
\end{equation}

Table 1: (e configuration details of optimisation methods applied the truss shape and sizing problem. Npop is the initial population
size.
%------------------------------
\begin{table}(H)
\Centering
\Caption{ (e configuration details of optimisation methods applied the truss shape and sizing problem. $N_{pop}$ is the initial
population size.}
\label{table:meta-details}
\scalebox{0.9}{
\begin{tabular}{|l|l|l|p{6cm}|}
\hline
& \textbf{Name} & \textbf{$N_{pop}$} & \textbf{Predefined Settings} \\ \hline
1 & Grey Wolf Optimizer (GWO)∼\cite{mirjalili2014grey} & 50 & $\alpha$ decreases linearly from 2 to 0 \\\hline
2 & Moth Flame Optimizer (MFO)∼\cite{mirjalili2015moth} & 50 & $\alpha$ linearly dicreases from -1 to -2 \\\hline
3 &Multi Verse Optimizer (MVO)∼\cite{mirjalili2016multi} & 50 &minimum andmaximum ofWormhole existence probability: WEP$_
{Max}� 1$,∼ WEP$_{Min}� 0.2$, $\rho� 6$. \\\hline
4 & Dragonfly Algorithm (DA)∼\cite{mirjalili2016dragonfly} & 50 &$w� 0.9–0.2$, $s� 0.1$, $a� 0.1$, $c� 0.7$, $f� 1$, $e� 1$. \\\hline
% 5 & Sine Cosine Algorithm (SCA)∼\cite{mirjalili2016sca} & 50 & $\alpha� 2$; $r_1� \alpha$ decreases linearly from $\alpha$ to 0
\\\hline
5 & Henry Gas Solubility optimisation (HGSO)∼\cite{hashim2019henry}& 50& $N_g� 5$, $l_1� 0.05$, $l_2�100$, $l_3� 0.01$,
$\alpha� 1$, $\beta� 1$, $c_1� 0.1$, $c_2� 0.2$ \\\hline
6 & Equilibrium Optimizer (EO)∼\cite{faramarzi2020equilibrium} & 50 & $\omega_1� 1,∼\omega_2� 2$, $GP� 0.5$(�generation
probability), $V� 1$. \\\hline
7 & Arithmetic optimisation Algorithm (AOA)∼\cite{abualigah2021arithmetic} & 50 & $MOP_{Max}� 1$,
$MOP_{Min}� 0.2$, $C_{iter}� 1$, $\alpha� 5$, $\mu� 0.499$ \\\hline
8 & Generalized Normal Distribution (GNDO)∼\cite{zhang2020generalized} & 50 & applied the default settings. \\\hline

9 & Salp Swarm Algorithm (SSA)∼\cite{mirjalili2017salp} & 50& $c_1$ decreased from 2 to zero. $c_2� rand$ and $c_3� rand$ \\\hline

10 &Marine Predators Algorithm (MPA)∼\cite{faramarzi2020marine} & 50& $p� 0.5$, $FAD� 0.2$ \\\hline
11 &Neural Network Algorithm (NNA)∼\cite{sadollah2018dynamic} & 50& pre-defined settings \\\hline
12 &Water Cycle Algorithm (WCA)∼\cite{eskandar2012water} & 50& $N_{sr}� 4$, $D_{max}� 10̂{-5}$ \\\hline
\end{tabular}
}
\end{table}
%--------------------
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Here, X(i,j) depicts the ith prey with jth dimension. In
general, the entire optimisation process in MPA is depen-
dent on these two matrices.

Given the various phases and patterns of hunting for
both marine predators and prey and the impact of the
predator and prey speed on themodelling of this process, the
MPA algorithm is divided into three significant steps. (e
following are the steps:

(i) High-velocity: during this phase, the prey’s speed
exceeds that of the predator

(ii) Unity-velocity: the speed of the predator and prey
would be the same in this phase

(iii) Low-velocity: the prey is slower than the predator at
this phase

Although predator and prey movements in nature follow
unique rules and inspire the main phases of the algorithm,
the MPA assigns the specified number of iterations to these
phases.

4.1.1. Phase 1: (High-Velocity). (is phase is used in early
MPA iterations where the prey outruns the predators.
Predators have the least movement during this phase, so
staying in their positions is the best strategy. (e MPA
defines this phase as follows:

\begin{equation}
{\text{while}}\;\t< \frac{1}{3}∗{t_{{\rm
{max}}}}\longrightarrow.
{{\overrightarrow{Step}}_i}� {{\vec{R}}_B}\oti-
mes\left({{{\overrightarrow{Elite}}_i}-{{\vec{R}}
_B}\otimes\overrightarrow{prey
{_i}}}\right)\longrightarrow.
{\overrightarrow{prey}_i}� {\overrightarrow{prey}
_i} + P∗\vec{R} \otimes {\overrightarrow{Step}_i}
\end{equation}

where RB is a random number generated using the
normal distribution and displaying Brownian motion, the
⊗ symbol represents entry-wise multiplications. Prey
movements are simulated by multiplying RB by prey.
(e uniform random numbers [0, 1] are arranged in a
vector, and the constant number 0.5 is assigned to P. t
and tmax are the current and maximum iterations, re-
spectively. (is phase takes place when the algorithm’s
initial iterations necessitate a high level of exploration
capability.

4.1.2. Phase 2: (Unity-Velocity). Predators and prey move at
the same speed in the second phase of the MPA algorithm.
(is stage in nature indicates that they are both looking for
their own prey. (e occurrence of this phase in the middle
of the optimisation process demonstrates the algorithm’s
early stages of transition from exploration to exploitation.
(e MPA characterizes the prey for exploration and the
predators for exploitation in this specific instance. Fur-
thermore, during this phase, the prey moves according to

the Levy theorem and the predators according to Brownian
motions. (is phase will be modelled in the following
manner:

%---------------
\begin{equation}
{\text{while}}\;\\frac{1}{3}∗{t_{{\rm{max}}}}
< \t< \frac{2}{3}∗{t_{{\rm{max}}}}.
\end{equation}
\begin{equation} \label{eq:phase2-1}
{\overrightarrow{Step}_i}� {\vec{R}_L}\otimes
\left({{{\overrightarrow{Elite}}_i}-{{\vec{R}}_L}\oti-
mes\overrightarrow{prey{_i}}} \right) \longrightarrow.
{\overrightarrow {prey} _i}� {\overrightarrow {prey}
_i} + P∗\vec{R} \otimes\{\overrightarrow{Step}_i}.
\end{equation}
\begin{equation} \label{eq:phase2-2}
{\overrightarrow{Step}_i}� {\vec{R}_B}\oti-
mes\left({{{\vec{R}}_B}\otimes{{\overrightarrow
{Elite}}_i}-\overrightarrow{{prey_i}}}\right)
\longrightarrow.
{\overrightarrow {prey} _i}� {\overrightarrow{Elite}_
{{i}_i}} + P∗{\rm{CF}} \otimes \ {\overrightarrow{Step}
_i}.
\end{equation}
%--------------

It is critical to emphasize that equation (8) is applied to
the first half of the MPA population. (is equation RL

�→

generates random numbers based on the Levy distribution to
simulate the Levy movement [43]. In the Levy strategy, the
multiplications of RL

�→
and prey are used to simulate the

movements of prey. (e MPA’s exploitation phase is per-
formed using the strategy introduced in this phase. Equation
(9) is how the second part of this step is simulated for the rest
of the population:

In equation (10), CF is used as an adaptive parameter to
control the step size of the predator’s movement. Further-
more, in the Brownian strategy, the predator’s movement is
simulated by multiplying RB

�→
by Elite. (e position of the

prey is improved as a result of the predator’s Brownian
movements during this phase.

%-----------------
\begin{equation}
\label{eq:cf}
{\rm{CF}}� {\left({1 - \frac{t}{{{t_{{\rm{max}}}}}}}
\right)̂{\left({2\frac{t}{{{t_{{\rm{max}}}}}}} \right)}}.
\end{equation}
%-----------

4.1.3. Phase 3: (Low-Velocity). (is process was simulated in
order to provide MPA with a high level of exploitation
potential. (is step is put in place in the algorithm when the
prey’s speed is slower than the predator’s. Predators employ
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Levy’s strategy to ensure that this process is carried out
correctly in the MPA.(is procedure is modelled as follows:

%----------
\begin{equation}
{\text{while}}\;{\text{it}}> \frac{2}{3}∗{\rm{max_
{iter}}} \longrightarrow.
{{\overrightarrow{Step}}_i}� {{\vec{R}}_L}\oti-
mes\left({{{\vec{R}}_L}\otimes{{\overrightarrow
{Elite}}_i}-\overrightarrow{prey
{_i}}}\right)\longrightarrow.
{\overrightarrow{prey}_i}� {\overrightarrow{Elite}
_i} + P∗{\rm{CF}}\otimes\{\overrightarrow{Step}_i}
\end{equation}
%--------------

In the Levy strategy, predator movement is defined by
the multiplication of RL

�→
and Elite. Besides, Elite includes a

step size to mimic predator movement in this equation and
assist prey in updating their position.

4.1.4. Eddy Formation and FAD’s Effect. Several factors
could influence marine predators’ foraging patterns in
general. Environmental issues are one of the significant
factors that can have a crucial impact on the behaviour of
these predators. Eddy currents and fish aggregating devices
(FAD) are two major environmental issues in these behav-
ioural changes. Filmalter et al. [43] discovered that sharks
spend the vast majority of their hunting time (nearly 80%)
near FADs in the wild. Furthermore, the remainder of the
shark hunting time is spent locating areas with specific prey
distributions. (ese FADs are regarded as local optimum
points in the MPA, capable of trapping the algorithm. As a
result, the effect of FADs on the MPA algorithm is as follows:

\begin{equation}
{\overrightarrow {prey} _{\rm{i}}}� \\
\left\{ {\begin{array}{ll} {{\overrightarrow {prey} }
_i} + {\rm{CF}}\left[ {{{\vec{X}}_{min}} +R \otimes
({{\vec{X}}_{max}} - \ {{\vec{X}}_{min}}} \right)]
\otimes \vec{U} & {\text{if}}\ r< {\rm{FADs}}\\
{{\overrightarrow {prey} }_i} + \left[ {{\rm{FAD-
s}}\left({1 - r} \right) + r} \right]\left({{{\overrightarrow
{prey} }_{r_1}} - {{\overrightarrow {prey} }_{r_2}}}
\right) & {\text{if}}\ r> {\rm{FADs}} \end{array}}
\right.
\end{equation}
%----------------------

Here, X
→

min and X
→

max are the lower and upper bounds of
the dimensions, respectively. U

→
creates a binary vector

consisting of zero and one array. (e FAD factor is the
probability of FADs influencing the optimisation process,
and its value is set to 0.2. On the other hand, r is defined as a
uniform random number that generates values between [0,
1]. Subscription of r1 and r2 denotes random prey matrix
indexes.

5. Experimental Results

In this section, we demonstrate the optimisation outcomes
achieved by twelve state-of-the-art meta-heuristics in order
to minimize the total weight of two truss structures. For all
search algorithms, the originally recommended parameters
with the same population size were applied to provide a fair
comparison framework.

In Figure 3, each curve represents the development of the
average truss’s weight plus the penalty of 314-bar case study
that yielded by the best-found design for each optimisation
method over 105 evaluation iterations. From this conver-
gence plot, we can observe that the optimisation methods
can be classified into two groups. First, optimisation strat-
egies with a high convergence rate. (ese methods have a
heightened exploitation ability include AOA, DA, GNDO,
MPA, HGSO, and SSA. In the second group, we can see four
methods with slow convergence speed, such as GWO, EO,
MFO and MVO. In this case study (314-bar), the fastest
convergence rate is related to the MPA, which could find a
relative-optimal structure; however, it struggled with a local
optimum and could not escape from this situation. To have a
general observation from Figure 3, except for DA, all
methods in the second group were converged to a local
optimum design in the same iteration approximately. (e
DA could improve the best-found solutions after 4 × 104
evaluation number.

In order to provide an accurate comparison framework
for these twelve optimisation methods’ performance, we
plotted Figure 4. In this figure, each box shows the 25% and
75% percentiles of the best-found solutions (upper and lower
edges) and the median of the outcomes represented by the
central tag. On each box, we can see the extended whiskers
for the data points with larger variance, and finally, the
outliers are depicted by the ‘+’ symbol. From Figure 4, the
most important observation is that both MPA and DA are
the best-performed optimisation methods compared with
other algorithms.

A comparison of the convergence rate of twelve op-
timizers for the 260-bar truss can be seen in Figure 5. (e
Figure depicts that SSA and GNDO have the most con-
siderable convergence speed; however, the mean weight of
260-bar proposed by MPA can be significantly better.
Interestingly, the whole methods applied for this large
truss could not improve the quality of the solutions after
24 iterations. (is premature convergence shows these
meta-heuristics are not able to exit from the local optima.
(e highly dynamic constraints and large number of
decision variables of the this truss problem can be the
most significant reason for the premature convergence
issue. (e statistical results of the best-found solutions for
twelve algorithms summarize in Figure 6. (e Figure il-
lustrates that both MPA and AOA could propose the best
configuration of 260-bar compared with others methods
applied. Moreover, the performance of the SSA
and GNDO is considerable. In the 260-bar case study, the
DA’s exploration and exploitation strategies were not
effective in figuring out the challenging constraints of the
problem.
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(e statistical performance (best, worst, average, median
and standard deviation) of these optimisation methods is
quantified in Table 2 for both case studies, 314-bar and 260-
bar. It can be seen that the best-found designs were proposed
by the MPA in both truss problems. It is noted that the
reported solutions in Table 3 are an accumulated structure
weight and the penalty value. (e second best method is the
AOA on average in both truss problems.

In order to tune a proper population size for the MPA,
we tested four population sizes consisting of 50, 100, 250,

and 500 with the same evaluation number at 105. Figure 7
shows the convergence speed of this competition among
four sizes of the MPA population. It can be seen that the
performance of MPA with a population size of 100 out-
weighs other settings in terms of designs weight. (e sig-
nificant observation from Figure 7 is that the population size
of 50 cannot be an efficient setting for theMPA and wakened
the optimisation process.
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Figure 3: A convergence rate comparison of twelve optimisation
methods applied for the large-scale 314-bar truss problem. (e
maximum number of evaluation is 105. Total number of decision
variables is 328.
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Table 2: (e statistical results of the best-found truss structures for 12 optimisation methods.
\begin{table}[]
\centering
\caption{ (e statistical results of the best-found truss structures for 12 optimisation methods.}
\label{table:best_found}
\scalebox{0.7}{
\begin{tabular}{lllllllllllll}
\hlineB{4}
& \multicolumn{10}{c}{260-bar truss} & \multicolumn{1}{c}{} & \multicolumn{1}{c}{} \\ \hlineB{3}
& DA & GNDO & EO & AOA & GWO & HGSO & MFO & MVO & SSA & MPA & NNA & WCA \\ \hlineB{4}
Min & 2.793E+05 & 1.318E+05 & 1.904E+06 & 1.204E+05 & 3.392E+06 & 1.141E+06 & 1.874E+06 & 7.753E+05 & 5.091E+05 & \textbf
{4.452E+04} & 5.537E+04 & 3.086E+05
Max & 4.336E+06 & 8.669E+05 & 3.831E+06 & 1.801E+05 & 1.025E+07 & 4.181E+06 & 4.555E+06 & 2.843E+06 & 7.212E+05 & 7.031E+04
& 1.025E+05 & 9.297E+05
Mean & 1.756E+06 & 4.224E+05 & 2.994E+06 & 1.423E+05 & 6.347E+06 & 1.862E+06 & 2.844E+06 & 1.632E+06 & 6.182E+05 &
5.777E+04 & 7.305E+04 & 5.485E+05
Median & 1.352E+06 & 3.930E+05 & 3.298E+06 & 1.399E+05 & 5.855E+06 & 1.545E+06 & 2.464E+06 & 1.516E+06 & 6.146E+05 &
5.836E+04 & 6.973E+04 & 5.091E+05
STD& 1.482E+06 & 2.372E+05 & 7.436E+05 & 1.811E+04 & 2.029E+06 & 9.217E+05 & 1.002E+06 & 6.528E+05 & 6.302E+04 & 7.729E+03
& 1.306E+04 & 1.781E+05 \\ \hlineB{4}
& \multicolumn{10}{c}{314-bar truss} & \multicolumn{1}{c}{} & \multicolumn{1}{c}{} \\ \hlineB{3}
& DA & GNDO & EO & AOA & GWO & HGSO & MFO & MVO & SSA & MPA & NNA & WCA \\\hlineB{3}
Min & 3.934E+04 & 1.031E+05 & 4.578E+05 & 1.223E+05 & 1.152E+06 & 2.315E+05 & 3.269E+05 & 4.089E+05 & 2.107E+05 & \textbf
{3.888E+04} & 8.769E+04 & 1.254E+05
Max& 4.598E+04 & 2.723E+05 & 1.076E+06 & 1.408E+05 & 1.738E+06 & 3.864E+05 & 1.184E+06 & 9.286E+05 & 2.885E+05 & 4.430E+04
& 1.145E+05 & 2.515E+05
Mean & 4.217E+04 & 1.795E+05 & 8.122E+05 & 1.283E+05 & 1.507E+06 & 2.882E+05 & 8.925E+05 & 5.463E+05 & 2.536E+05 &
4.145E+04 & 1.006E+05 & 1.975E+05
Median & 4.192E+04 & 1.653E+05 & 7.848E+05 & 1.279E+05 & 1.567E+06 & 2.875E+05 & 9.080E+05 & 5.161E+05 & 2.590E+05 &
4.121E+04 & 9.906E+04 & 2.048E+05
STD& 1.647E+03 & 5.375E+04 & 2.141E+05 & 5.298E+03 & 2.303E+05 & 4.896E+04 & 2.389E+05 & 1.602E+05 & 2.784E+04 & 1.697E+03
& 8.896E+03 & 4.533E+04 \\ \hlineB{4}
\end{tabular}
}
\end{table}
%---------------

Table 3: Shows the average sum-rank Friedman test for the 314-bar and 260-bar problems using twelve optimisation methods. It can
be observed that the MPA achieved the first rank in both case studies on average, and in the following the NNA, AOA and GNDO
placed the second, third, and fourth rank of the truss optimisation.
\begin{table}[]
\centering
\caption{(e average performance rank of 12 optimisation methods based on the best-found designs. significant level of the Friedman test
is 0.05.}
\label{table:rank}
\scalebox{0.8}{
\begin{tabular}{l|l|l|l|l|l|l|l|l|l|l|l|l}
\hlineB{4}
& {DA} & {GNDO} & {EO} & {AOA} & {GWO} & {HGSO} & {MFO} & {MVO} & {SSA} & {MPA}&{NNA} & {WCA}\\ \hlineB{3}
314-bar & 2&5&10&4&12&8&11&9&7&1&3&6 \\ \hline
260-bar & 8&4&11&3&12&9&10&7&6&1&2&5 \\ \hline
Mean rank & 5&4.5&10.5&3.5&12&8.5&10.5&8&6.5&1&2.5&5.5 \\\hlineB{4}
\end{tabular}
}
\end{table}
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In order to show the best-found structure of two case
studies, 314, and 260-bar trusses, Figure 8 and Figure 9 are
plotted. In both designs, we can see a few number of bars that
are violated under stress and displacement forces (highlighted
by red colour). (e total sum violations are low in both cases;

however, in the real applications, these violations should be
minimised as much as possible near to zero.(is comparative
optimisation framework obviously shows that the meta-
heuristics applied in this study need to be improved in terms
of the constraint handling methods specifically.

0 2 4 6 8 10
Evaluation number ×104

0

1

2

3

4

5

W
ei

gh
t +

 P
en

al
ty

×105 260-bar truss

Npop=50
Npop=100

Npop=250
Npop=500

Figure 7: A convergence rate comparison of four different population sizes of MPA optimisationmethod applied for the large-scale 260-bar
truss problem. (e maximum number of evaluation is 105. A zoom version of the figure can be seen in top right side.
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6. Conclusion

(is paper used 12 modern meta-heuristic algorithms to
consider the truss shape and sizing optimisation problem.
To handle the violation of constraints, we applied a
penalty function that is a popular method in this way.
Different penalty factors were evaluated to find the best
value in terms of best-found designs. Two various truss
problems are used in this study. Both of them have a large
structure composed of 314 and 260 bars, respectively. It is
assumed that the topology of the truss should be fixed and
unalterable. (e optimal truss shape and sizing variables
should be obtained by minimizing the structural weight
with respect to nodal displacement constraints, element
stress constraints, and natural frequencies. (ese complex
constraints make a challenging optimisation problem,
which is large-scale, nonlinear, multimodal with dynamic
constraints. As global optimisation algorithms are mostly
efficient and robust, we mainly focus on the application of
metaheuristics, especially modern swarm optimisation
methods, to the truss optimisation problems in this study.
Indeed, we applied twelve different bio-inspired optimi-
sation methods in order to evaluate and develop a com-
parative framework for the large-scale truss problems. To
have a fair comparison, all control parameters were set
according to literature recommendations for each opti-
misation algorithm.(is is because there is no simple way
to obtain the best parameter values. From an engineering
point of view, the performance of the MPA method is
better than other optimisation methods used in this study
because of a combination of fast and effective exploration
and exploitation search strategies. Furthermore, we tuned
the population size of the MPA and showed that 100 could
be a better option than other dimensions.
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In a real-world environment, not only can different levels of market expectations be triggered by factors such as macroeconomic
policies, market operating trends, and current company developments have an impact on sector assets, but sector asset rises and
falls are also influenced by a factor that cannot be ignored: market sentiment. ,erefore, this paper uses LSTM to construct a
forecasting model for industrial assets based on investor sentiment and public historical trading data of industry asset markets to
determine future trends and obtains two conclusions: first, forecasting models incorporating investor sentiment have better
forecasting effects than those without the incorporation of sentiment characteristics, indicating that the factor of investor
sentiment should not be ignored when studying the problem of industry asset forecasting; secondly, investor sentiment quantified
by different methods.

1. Introduction

As people’s living standards rise, consumption is becoming a
decreasing proportion of disposable income, replaced by
investments, savings, and financial management [1]. Now-
adays, investment and financial management are gradually
coming into the public eye, and more and more people are
concerned about and studying how to invest more effectively
in order to allocate their disposable income rationally and
maximize the return on their existing funds. ,e financial
markets are developing at an unstoppable pace, and in the
process of adapting to economic development, many in-
vestment options have emerged, most of which are based on
the bond market, futures market, and the sector asset market
[2]. Amongst these, the sector asset market has low in-
vestment thresholds and high liquidity, i.e., it can be quickly
realized when investors need liquidity, making it the most
common choice for retail investors to invest in the sector
asset market to achieve a reasonable distribution of income.
However, changes in the sector asset market are unpre-
dictable and various factors, both imagined and unantici-
pated, may have an impact on sector assets to a greater or

lesser extent, and the market may not respond to various
impacts to the same extent. ,e impact on asset volatility in
the industry is explained in [3].

In the field of industry asset research, scholars hope to
discover the overall operation and trends of industry assets
through effective technical means, but after years of practice
and research analysis, it is found that such ideas are difficult
to realize in real life [4]. ,e efficient market hypothesis is
considered a good theory to explain the changes in the
development of the industry asset market, which believes
that all effective information in the industry asset market is
reflected in the historical prices of industry assets and that
the future prices of industry assets are mainly affected by
future information [5]. However, there are many factors that
cause changes in future information that make forecasting
future information very difficult, if not impossible, and
therefore it is impossible to achieve forecasts of future in-
dustry assets using technical analysis under the efficient
market hypothesis [6]. With the development of research
and the emergence of other innovative theories, researchers
have discovered that the role of investors’ psychology, i.e.,
irrational factors, can have an impact on their financial
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behavior, and this is what behavioral finance studies. With
the current poor transmission mechanism in the financial
markets and the time lag in information, investors have a
certain speculative mentality when investing in sector assets,
usually wanting to get relatively high returns for less cost,
which confirms the adage “speculation is speculation.” In
addition, sector assets influence investors’ decisions, which
in turn influence sector assets, forming a two-way cycle,
similar to the bank’s “run effect,” but investors’ decisions are
often made with limited rationality mixed with some sub-
jective judgment [7]. Family background, education, social
background, etc. as the concept of behavioral finance has
entered the public consciousness, some traditional theories
are no longer applicable to the current financial markets. For
example, while traditional asset pricing is theoretically de-
fined based on the impact of macroeconomic policies,
mesoindustry developments, and microfirm operating
conditions on industry assets, there is usually a gap between
asset prices in real markets and the theoretically expected
prices, and behavioral finance has a unique understanding of
the existence of this gap, which it sees as a result of investors’
emotional decisions. ,e existence of such a gap is uniquely
understood by behavioral finance as a result of the “rational
constraints” of investors’ emotions, which can create a
systematic bias in the market as a whole and can also in-
fluence the next step in investor behavior [8].

In this paper, we consider the textual comments that
reflect investors’ sentiment positively and the proxy in-
dicators that reflect investors’ sentiment laterally, and
after obtaining the textual data of investors’ sentiment, we
carry out sentiment identification through sentiment
analysis to obtain the negative and positive sentiment
classification, based on which we obtain the textual in-
vestors’ sentiment index that represents investors’ senti-
ment, and together with some of the proxy indicators, we
achieve the construction of a comprehensive index of
investors’ sentiment through factor analysis. Finally, the
index is used as the input variable of the LSTM model to
build a prediction model for industry asset trends [9]. ,e
validity of the model is tested through comparative
analysis of different models and different industry back-
grounds. ,is paper integrates the theories in the field of
investor sentiment research with those in the field of
industry asset forecasting research and investigates the
degree of influence of investor sentiment on different
styles of industries classified by CITIC style series sub-
indices, which has certain theoretical significance for
enriching industry asset forecasting models [10].

2. Related Work

,e low threshold of the sector asset market and the
readiness of investors to realize funds when they need them
have made the equity market one of the more active
markets in the financial investment sector [11]. ,ese
characteristics make the stock market a more active market
in the financial investment sector. In order to invest wisely
and profitably, investors focus their attention on fore-
casting the trend of sector assets. ,e common methods

used to forecast sector assets are fundamental analysis and
technical analysis. Among them, the fundamental analysis
method is highly subjective and mainly involves some fi-
nancial researchers analyzing the future ups and downs of
industry assets based on public information in the market
(e.g. national policies, industry developments, company
financial reports, company announcements, etc.) and
combining it with their own experience, which is a test of
the researcher’s professionalism and experience. For ex-
ample, [12] proposed fundamental analysis methods such
as the Delphi method, the principal probability method,
and the cross-probability method to qualitatively forecast
industry assets. Technical analysis methods are further
divided into those based on statistical views and those based
on data mining algorithms. Yang et al. [13] used GA-Elman
neural networks to construct industry asset forecasting
models, which not only achieve better forecasting results,
but can also quickly calculate a large amount of data and
save running time. An et al. [14] processed the mined news
and financial text data and input them into a machine
learning model to predict industry assets and analyzed
various evaluation indicators to show that the prediction
effect of the machine learning model based on text senti-
ment was significant.

Industry asset forecasting research has been the focus of
financial researchers, and scholars have proposed many
models for forecasting industry assets based on empirical
and optimization studies, such as autoregressive moving
average models, GRU models, and artificial neural network-
type models. In order to optimize the models to achieve
better forecasting results, scholars have conducted various
studies: Ma et al. [15] compared BP neural networks, grey
GM (1, 1) and their hybrid models, and concluded that
hybrid models have better forecasting results; ,akkar and
Chaudhari [16] mixed SVMmodels with GARCHmodels in
order to improve the forecasting results of SVMmodels, and
incorporated sentiment factors. In order to improve the
forecasting effect of the SVM model, they mixed it with the
GARCH model and incorporated the sentiment factor and
investor attention into the forecasting model, and obtained a
better forecasting effect. ,e model with the sentiment in-
corporated had a better effect than the model without the
sentiment incorporated; Nasekin and Chen [17] chose the
LSTM model to analyze the industry asset forecasting
problem, and the results showed that the LSTMmodel could
not only forecast industry assets better, but also run quickly
when the data volume was large, and investors could draw
on the forecasting results of the model. ,e results show that
the LSTM model is not only good at predicting industry
assets but also fast when the volume of data is large [18].

3. LSTM Model Based on Principal
Component Analysis

3.1. Obtaining Training Data. ,e nine basic data items of
the selected sector assets were obtained through the sector
asset data stations of the major financial websites and the
TuShare financial data interface package for Python: opening
price, closing price, high price, low price, previous closing
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price, up/down amount, up/down range, volume, and
turnover amount. ,ese are shown in Table 1. ,e KDJ and
MACD indicators calculated for the underlying data are
used together as training data for the model.

,e KDJ indicator is a sensitive and fast technical
analysis indicator that uses the real volatility of the price
fluctuations of sector assets to reflect the strength of the price
change trend and can signal a buy or sell before the sector
assets have risen or fallen. ,e highest and lowest prices that
have occurred in a period, the last closing price of the period,
and the proportional relationship between these three are
used to calculate the unripe stochastic value of RSV on the
last day of the period, and then the K, D, and J values are
calculated based on the sliding average method [19].

,e K value is the n-day moving average of the RSV and
the K line, which is also known as the fast line, changes at a
moderate rate among the 3 curves; the D value is the n-day
moving average of the K value and the D line changes at the
slowest rate among the 3 lines and is known as the slow line;
the J value changes the fastest and is known as the ultra-fast
or confirmation line as an aid to observing the buying and
selling signals from the K and D lines. ,e three lines on the
same coordinate make up the KDJ indicator, which reflects
the trend of price fluctuations.

RSV � Cn − Ln( 􏼁/ Hn − Ln( 􏼁 × 100,

K �
2
3
Kp +

1
3
RSV,

D �
2
3
Dp +

1
3

K,

J � 3 × K − 2 × D,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where Cn is the closing price on day n, Ln is the lowest price
on day n, Hn is the highest price on day n, and Kp、and Dp is
the previous day’s K and D values, both replaced by 50 if not
available.

MACD is also known as the moving average of diver-
gence. ,e convergence and divergence of the fast and slow
averages represent changes in market trends and are a
common technical indicator for sector assets. ,e fast and
slow-moving averages, EMA, are generally chosen as the 12-
day and 26-day moving averages, and their divergence, DIF,
and the divergence’s 9-day moving average, DEA, are cal-
culated to give the MACD.

EMA(n) �
n − 1
n + 1

× PEMA(n) +
2

n + 1
,

DIF � EMA(12) − EMA(26),

DEA �
n − 1
n + 1

× PDEAn + DIF,

MACD � (DIF − DEA) × 2,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where n is the number of days of moving average, C is the
closing price of the day, and PEMA and PDEA are the EMA
and DEA of the previous day.

3.2. Dimensionality Reduction of Data Using Principal
Component Analysis. ,e principal component analysis is a
method of transformingmultiple interrelated raw data into a
small number of linear combinations of two uncorrelated
variables without changing the structure of the sample data
by rotating the spatial coordinates. ,is reduces dimen-
sionality and simplifies complex multidimensional problems
by replacing more variables with fewer variables while
maximizing the information in the original data.

To extract the principal components, the original data is
first standardized, i.e., the mean of the corresponding var-
iable is subtracted and then divided by the variance to
eliminate the effect of differences in magnitudes.

Y
∗
ij �

xij − xj

Sj

, i � 1, 2, · · · , m; j � 1, 2, · · · , n. (3)

,e correlation coefficient matrix R is then calculated
and the eigenvalues (i� 1, 2,...,n) are obtained by solving the
characteristic equation λE-R� 0.

,e eigenvalue is the variance of each principal com-
ponent. It is used to describe the amount of information
contained in the direction of the corresponding eigenvector,
i.e., the magnitude of the eigenvalue directly reflects the
influence of each principal component. ,e value of an
eigenvalue divided by the sum of all eigenvalues gives the
variance contribution of the eigenvector. λi/􏽐

n
k�1 λk is the

contribution of the i-th principal component.
􏽐

l
k�1 λk/􏽐

n
k�1 λk is the cumulative contribution of the first i

principal components. According to the rules for the se-
lection of the number of principal components, the selected
principal components must all have eigenvalues greater than
1 and a cumulative contribution of at least a high percentage
(usually greater than 85%). It is guaranteed that the selected
principal components contain most of the information of
the original data.

Finally, the principal component loadings are calculated
and the principal component scores are obtained as new
training data.

Tij � p zi, xj􏼐 􏼑 �

��

λi

􏽱

aij,

i � 1, 2, · · · , m; j � 1, 2, · · · , n.

(4)

3.3. PredictionUsingLSTMModels. ,e full form of LSTM is
long term short term memory artificial neural network, a
temporal recurrent neural network suitable for processing
and predicting important events with relatively long inter-
vals and delays in a time series [20]. It is a variant of the
recurrent neural network, and the LSTM has an additional
cellular structure in the algorithm that determines whether
the information is useful or not than the recurrent neural
network, as shown in Figure 1.
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,e LSTM has 3 gates in a cell: the forgetting gate, the
input gate, and the output gate. Once a piece of data enters
the LSTM’s network, it is judged to be useful according to
the rules, and those that match the algorithm’s rules are
left behind, while those that do not are forgotten through
the forgetting gate. Only information that meets the al-
gorithm’s certification is left behind, while information
that does not meet the rules is forgotten through the
forgetting gate.

ft � σ Wf · ht−1, xt􏼂 􏼃 + bf􏼐 􏼑. (5)

,e input gate then updates the cell state, first deter-
mining the value to be updated through the sigmoid layer,
and the vector of candidate values created by the tanh layer,
which are multiplied together to obtain the new candidate
values.

it � σ Wi. ht−1, xt􏼂 􏼃 + bi( 􏼁,

Ct � tanh WC. ht−1, xt􏼂 􏼃 + bC( 􏼁.
􏼨 (6)

,e old cell state is then multiplied by the discard in-
formation defined by the oblivion gate and the new can-
didate value is added to obtain the updated cell.

Ct � ft × Ct−1 + it × Ct. (7)

Finally, based on the current cell state, the output
component is determined by the sigmoid layer, which is
multiplied by the tanh-processed cell state to obtain the
value of the determined output

ot � σ Wo ht−1, xt􏼂 􏼃 + bo( 􏼁,

ht � ot × tanh Ct( 􏼁.
􏼨 (8)

In LSTMmodels, the model can choose what to keep and
what to forget so that the model can analyze the data that is
most relevant to the task. LSTM models can also learn a
more abstract representation of the data so that the model
learns more features of the data. ,ese features allow LSTM
models to be more effective in analyzing industry asset
trends when applied to industry assets [21].

4. Analysis of Results

Based on the previous analysis, we use the CITIC style index
and its constituent stocks as the research object when con-
ducting the construction of the prediction models, and this
section mainly presents the results based on the financial
subindices. ,is section constructs LSTM models based on
the four forecasting scenarios mentioned above, namely, the
LSTM model based on textual investor sentiment index and
historical data, the LSTM model based on proxy sentiment
index and historical data, the LSTM model based on com-
posite investor sentiment index and historical data, and the
LSTM model based on K-line data. Figure 2 shows the
prediction results of scenario 3 on the training set compared
with the real results. By tuning and optimizing the model, it
can be seen that the predicted and actual values basically have
the same trend, although there are certain deviations from
each other, but they can capture the up and down trends well,

x

x

Tanh

x

tanh

Ct-1 Ct

ht-1

xt

ltitft

σ σ σ

h

Figure 1: LSTM cell structure.

Table 1: Industry asset base data.

Ts code Trade date Open High Low Close Pre close Change
0 000001.SZ 20190314 12.33 12.62 12.55 12.64 10.20.05 0.184
1 000001.SZ 20190313 12.34 12.55 12.12 12.37 0.01 0.0826
2 000001.SZ 20190312 12.49 12.64 12.24 12.36 12.32 0.04
3999 000001.SZ 20020121 10.19 9.57 9.6 10.18 −0.59 −5.78
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indicating that the prediction results aremore satisfactory and
provide a strong reference for investors’ buying and selling
behavior [22]. Figure 3 shows the comparison between the
predicted and actual values of scenario 3 on the test set.

Figures 4–6 show the predicted versus true results for
scenarios 1, 2, and 4 on the training and test sets,
respectively.

Table 2 shows the performance of each evaluation in-
dicator for each scenario based on the LSTM model.
Comparing the scenarios, it can be seen that the LSTM
industry asset forecasting model incorporating a composite
index of investor sentiment has the best forecasting per-
formance, the LSTM industry asset forecasting model based
on a sentiment proxy index has the second-best forecasting
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Figure 3: Predicted and actual values for the test set of the integrated sentiment model.
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Figure 2: Predicted and actual values for the training set of the integrated sentiment model.
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Figure 4: Predicted and actual values for the training set of the text sentiment prediction model.
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Figure 5: Predicted and actual values for the test set of the text sentiment prediction model.
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Figure 6: Predicted and actual values for the training set of the proxy sentiment prediction model can be seen from Figures 4–6. Scenario 3,
which incorporates a composite index of investor sentiment and historical data on industry assets, has the best predictions, with the smallest
difference between the true and predicted values on both the test and training sets.
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historical industry asset data only has the worst forecasting
performance.

5. Conclusions

In this paper, when using technical methods to build LSTM
stock forecasting models, traditional methods often result in
poor generalization and poor forecasting due to a large
number of input data variables selected, overlapping data
information, and the large impact of outliers on training. To
address such problems, we propose to use principal com-
ponent analysis to reduce the dimensionality of the un-
derlying data, then combine the KDJ and MACD as input
data together with stock-related technical indicators and
adjust the model according to the characteristics of the stock
before making predictions. ,e experimental results show
that the PCA-S-LSTMmodel can reduce the average error of
prediction, reduce the running time, improve the stability of
prediction, and predict the closing price of Ping An Bank
more accurately.
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