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Irfan Kaymaz ("), Turkey

Vahid Kayvanfar (%), Qatar
Krzysztof Kecik (%), Poland
Mohamed Khader (%), Egypt
Chaudry M. Khalique {2, South Africa
Mukhtaj Khan (), Pakistan
Shahid Khan ("), Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev (),
Russia

P.V.V Kishore(®, India

Jan Koci(2), Czech Republic
Toannis Kostavelis (), Greece
Sotiris B. Kotsiantis (=), Greece
Frederic Kratz(), France
Vamsi Krishna (9, India

Edyta Kucharska, Poland
Krzysztof S. Kulpa (), Poland
Kamal Kumar, India

Prof. Ashwani Kumar (), India
Michal Kunicki (%, Poland
Cedrick A. K. Kwuimy (), USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei (), Ukraine
Marcio J. Lacerda(»), Brazil
Eduardo Lalla(®), The Netherlands
Giovanni Lancioni (), Italy
Jaroslaw Latalski ("), Poland
Hervé Laurent (), France
Agostino Lauria (), Italy

Aimé Lay-Ekuakille (), Italy
Nicolas J. Leconte (#), France
Kun-Chou Lee ("), Taiwan
Dimitri Lefebvre (%), France
Eric Lefevre (I°), France

Marek Lefik, Poland

Yaguo Lei (), China

Kauko Leiviska (%), Finland
Ervin Lenzi (%), Brazil
ChenFeng Li(%), China

Jian Li(), USA

Jun Li(®, China

Yueyang Li(2), China

Zhao Li(»), China

Zhen Li(, China

En-Qiang Lin, USA

Jian Lin (%), China

Qibin Lin, China

Yao-Jin Lin, China

Zhiyun Lin (%), China

Bin Liu(®), China

Bo Liu(), China

Heng Liu (), China

Jianxu Liu (), Thailand

Lei Liu@®), China

Sixin Liu (), China

Wanquan Liu(#), China

Yu Liu(®), China

Yuanchang Liu (), United Kingdom
Bonifacio Llamazares (2, Spain
Alessandro Lo Schiavo (1), Italy
Jean Jacques Loiseau (), France
Francesco Lolli(1»), Italy

Paolo Lonetti (), Italy

Antoénio M. Lopes (), Portugal
Sebastian Lopez, Spain

Luis M. Lépez-Ochoa (%), Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito (1), Italy
Zhiguo Luo (), China

Gabriel Luque (), Spain
Valentin Lychagin, Norway
YUE MEI, China

Junwei Ma (>, China

Xuanlong Ma (), China
Antonio Madeo (1), Italy
Alessandro Magnani (), Belgium
Toqeer Mahmood (i), Pakistan
Fazal M. Mahomed (1), South Africa
Arunava Majumder (), India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi (), Italy

Adnan Magsood (%), Pakistan
Muazzam Magqsood, Pakistan
Giuseppe Carlo Marano (), Italy
Damijan Markovic, France
Filipe J. Marques (), Portugal
Luca Martinelli(®), Italy

Denizar Cruz Martins, Brazil



https://orcid.org/0000-0002-9391-7218
https://orcid.org/0000-0001-8268-9873
https://orcid.org/0000-0001-8293-6977
https://orcid.org/0000-0003-2436-0927
https://orcid.org/0000-0002-1986-4859
https://orcid.org/0000-0002-4933-6192
https://orcid.org/0000-0003-0361-4887
https://orcid.org/0000-0003-1635-4746
https://orcid.org/0000-0002-3247-3043
https://orcid.org/0000-0001-5425-3108
https://orcid.org/0000-0003-2882-2914
https://orcid.org/0000-0002-2247-3082
https://orcid.org/0000-0003-2620-803X
https://orcid.org/0000-0003-2192-3018
https://orcid.org/0000-0001-5357-142X
https://orcid.org/0000-0002-2100-900X
https://orcid.org/0000-0003-4281-0127
https://orcid.org/0000-0002-2949-3000
https://orcid.org/0000-0001-8426-0026
https://orcid.org/0000-0001-8487-3535
https://orcid.org/0000-0002-7286-9501
https://orcid.org/0000-0003-2189-9820
https://orcid.org/0000-0001-7745-4391
https://orcid.org/0000-0002-7275-0076
https://orcid.org/0000-0003-4608-3684
https://orcid.org/0000-0002-1762-419X
https://orcid.org/0000-0002-5607-256X
https://orcid.org/0000-0002-7867-4860
https://orcid.org/0000-0001-7060-756X
https://orcid.org/0000-0002-0038-8872
https://orcid.org/0000-0002-5167-1459
https://orcid.org/0000-0003-4447-9861
https://orcid.org/0000-0003-3853-1790
https://orcid.org/0000-0002-6461-4381
https://orcid.org/0000-0003-3439-7539
https://orcid.org/0000-0003-3465-1621
https://orcid.org/0000-0002-1614-0302
https://orcid.org/0000-0002-2502-5330
https://orcid.org/0000-0003-1166-9482
https://orcid.org/0000-0003-4959-2329
https://orcid.org/0000-0002-5523-4467
https://orcid.org/0000-0003-2291-7592
https://orcid.org/0000-0003-4082-9692
https://orcid.org/0000-0003-3923-7526
https://orcid.org/0000-0002-2128-6015
https://orcid.org/0000-0003-3724-0596
https://orcid.org/0000-0002-6660-6780
https://orcid.org/0000-0003-4910-353X
https://orcid.org/0000-0003-2211-3535
https://orcid.org/0000-0001-9306-297X
https://orcid.org/0000-0002-7538-4833
https://orcid.org/0000-0003-3335-4182
https://orcid.org/0000-0003-4853-3861
https://orcid.org/0000-0003-3967-091X
https://orcid.org/0000-0003-0678-6860
https://orcid.org/0000-0001-7359-4370
https://orcid.org/0000-0001-5883-8832
https://orcid.org/0000-0001-7987-0487
https://orcid.org/0000-0002-8669-372X
https://orcid.org/0000-0001-7909-1416
https://orcid.org/0000-0001-8408-2821
https://orcid.org/0000-0003-3263-0616
https://orcid.org/0000-0001-5693-8848
https://orcid.org/0000-0001-6719-7467
https://orcid.org/0000-0003-3125-2430
https://orcid.org/0000-0002-6995-5820
https://orcid.org/0000-0001-7315-7381
https://orcid.org/0000-0002-0574-8945
https://orcid.org/0000-0003-0406-9438
https://orcid.org/0000-0001-8472-2956
https://orcid.org/0000-0001-6453-6558
https://orcid.org/0000-0002-0491-3363

Francisco J. Martos (), Spain

Elio Masciari (), Italy

Paolo Massioni ("), France
Alessandro Mauro (1), Italy
Jonathan Mayo-Maldonado (), Mexico
Pier Luigi Mazzeo (1), Italy

Laura Mazzola, Italy

Driss Mehdi("), France

Zahid Mehmood (), Pakistan
Roderick Melnik (%), Canada
Xiangyu Meng (), USA

Jose Merodio (%), Spain

Alessio Merola (), Italy

Mahmoud Mesbah (), Iran
Luciano Mescia (), Italy

Laurent Mevel (), France
Constantine Michailides (), Cyprus
Mariusz Michta (), Poland

Prankul Middha, Norway

Aki Mikkola (%), Finland

Giovanni Minafo (1), Italy
Edmondo Minisci (), United Kingdom
Hiroyuki Mino (i), Japan

Dimitrios Mitsotakis (*), New Zealand
Ardashir Mohammadzadeh (), Iran
Francisco ]. Montdns (|2}, Spain
Francesco Montefusco (1), Italy
Gisele Mophou (%), France

Rafael Morales (%), Spain

Marco Morandini (), Italy

Javier Moreno-Valenzuela (2, Mexico
Simone Morganti (), Italy

Caroline Mota (), Brazil

Aziz Moukrim (i), France

Shen Mouquan (%), China

Dimitris Mourtzis(*), Greece
Emiliano Mucchi (), Italy

Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee (), India

Josefa Mula (%), Spain

Jose ]. Mufioz(2), Spain

Giuseppe Muscolino, Italy

Marco Mussetta (), Italy

Hariharan Muthusamy, India
Alessandro Naddeo (1), Italy

Raj Nandkeolyar, India

Keivan Navaie (), United Kingdom
Soumya Nayak, India

Adrian Neagu (), USA

Erivelton Geraldo Nepomuceno (), Brazil
AMA Neves, Portugal

Ha Quang Thinh Ngo (), Vietnam
Nhon Nguyen-Thanh, Singapore
Papakostas Nikolaos (), Ireland
Jelena Nikolic (%), Serbia

Tatsushi Nishi, Japan

Shanzhou Niu (), China

Ben T. Nohara (5, Japan
Mohammed Nouari (), France
Mustapha Nourelfath, Canada
Kazem Nouri(#), Iran

Ciro Nufez-Gutiérrez (1), Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France

Krzysztof Okarma (1), Poland
Mitsuhiro Okayasu, Japan

Murat Olgun (), Turkey

Diego Oliva, Mexico

Alberto Olivares (), Spain

Enrique Onieva(:), Spain

Calogero Orlando (%), Italy

Susana Ortega-Cisneros(2), Mexico
Sergio Ortobelli, Italy

Naohisa Otsuka (%), Japan

Sid Ahmed Ould Ahmed Mahmoud (),
Saudi Arabia

Taoreed Owolabi (%), Nigeria
EUGENIA PETROPOULOU (5), Greece
Arturo Pagano, Italy
Madhumangal Pal, India

Pasquale Palumbo (1), Italy

Dragan Pamucar, Serbia

Weifeng Pan (%), China

Chandan Pandey, India

Rui Pang, United Kingdom

Jurgen Pannek (©), Germany

Elena Panteley, France

Achille Paolone, Italy
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George A. Papakostas(2), Greece
Xosé M. Pardo (), Spain

You-Jin Park, Taiwan

Manuel Pastor, Spain

Pubudu N. Pathirana (i), Australia
Surajit Kumar Paul (%), India

Luis Paya (), Spain

Igor Pazanin (2), Croatia

Libor Pekaf (), Czech Republic
Francesco Pellicano (1), Italy
Marecello Pellicciari (), Italy

Jian Peng (), China

Mingshu Peng, China

Xiang Peng (), China

Xindong Peng, China

Yuexing Peng, China

Marzio Pennisi(?), Italy

Maria Patrizia Pera (), Italy
Matjaz Perc(]), Slovenia

A. M. Bastos Pereira (1), Portugal
Wesley Peres, Brazil

F. Javier Pérez-Pinal (©), Mexico
Michele Perrella, Italy

Francesco Pesavento (1), Italy
Francesco Petrini (), Italy

Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka (), Poland
Dario Piga (), Switzerland

Marco Pizzarelli (), Italy

Javier Plaza (), Spain

Goutam Pohit (), India

Dragan Poljak (i), Croatia

Jorge Pomares (), Spain

Hiram Ponce (2}, Mexico
Sébastien Poncet (), Canada
Volodymyr Ponomaryov (), Mexico
Jean-Christophe Ponsart (), France
Mauro Pontani (), Italy
Sivakumar Poruran, India
Francesc Pozo (2}, Spain

Aditya Rio Prabowo (©2), Indonesia
Anchasa Pramuanjaroenkij (), Thailand
Leonardo Primavera (), Italy

B Rajanarayan Prusty, India

Krzysztof Puszynski (%), Poland
Chuan Qin (), China

Dongdong Qin, China

Jianlong Qiu (), China

Giuseppe Quaranta (), Italy

DR. RITU RAJ (), India

Vitomir Racic(), Italy

Carlo Rainieri (), Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani(), USA

Angel Manuel Ramos (%), Spain
Higinio Ramos (2}, Spain
Muhammad Afzal Rana (%), Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India

Alessandro Rasulo (9, Italy

S.S. Ravindran (), USA
Abdolrahman Razani (), Iran
Alessandro Reali (), Italy

Jose A. Reinoso(2), Spain

Oscar Reinoso (2}, Spain

Haijun Ren (), China

Carlo Renno (19, Italy

Fabrizio Renno (1), Italy

Shahram Rezapour (), Iran
Ricardo Riaza ([, Spain

Francesco Riganti-Fulginei (), Italy
Gerasimos Rigatos (), Greece
Francesco Ripamonti (), Italy
Jorge Rivera(ls), Mexico

Eugenio Roanes-Lozano (2}, Spain
Ana Maria A. C. Rocha((?), Portugal
Luigi Rodino (9, Italy

Francisco Rodriguez (), Spain
Rosana Rodriguez Lopez, Spain
Francisco Rossomando (1)), Argentina
Jose de Jesus Rubio (i), Mexico
Weiguo Rui(), China

Rubén Ruiz (), Spain

Ivan D. Rukhlenko (1), Australia
Dr. Eswaramoorthi S. (%), India
Weichao SHI(%), United Kingdom
Chaman Lal Sabharwal (), USA
Andrés Séez (), Spain



https://orcid.org/0000-0001-5545-1499
https://orcid.org/0000-0002-3997-5150
https://orcid.org/0000-0001-8014-7798
https://orcid.org/0000-0003-4000-7373
https://orcid.org/0000-0002-3045-4316
https://orcid.org/0000-0003-3384-5184
https://orcid.org/0000-0002-2401-5886
https://orcid.org/0000-0003-2465-6584
https://orcid.org/0000-0003-2578-4123
https://orcid.org/0000-0003-0104-522X
https://orcid.org/0000-0002-8244-2202
https://orcid.org/0000-0003-0231-7653
https://orcid.org/0000-0003-2667-8875
https://orcid.org/0000-0002-3087-541X
https://orcid.org/0000-0001-8342-5116
https://orcid.org/0000-0002-6116-6464
https://orcid.org/0000-0001-5660-9382
https://orcid.org/0000-0002-9477-110X
https://orcid.org/0000-0003-3623-3984
https://orcid.org/0000-0001-7691-4886
https://orcid.org/0000-0003-2930-8706
https://orcid.org/0000-0002-2384-9141
https://orcid.org/0000-0001-6253-7418
https://orcid.org/0000-0003-1205-4842
https://orcid.org/0000-0002-7523-9118
https://orcid.org/0000-0002-6559-7501
https://orcid.org/0000-0001-7795-6092
https://orcid.org/0000-0003-4477-4676
https://orcid.org/0000-0003-1610-2418
https://orcid.org/0000-0003-3095-7391
https://orcid.org/0000-0001-8958-6789
https://orcid.org/0000-0001-5217-5943
https://orcid.org/0000-0001-9288-7224
https://orcid.org/0000-0001-7004-789X
https://orcid.org/0000-0002-5546-4916
https://orcid.org/0000-0002-0370-4623
https://orcid.org/0000-0002-9886-3570
https://orcid.org/0000-0001-8295-0912
https://orcid.org/0000-0002-9727-5048
https://orcid.org/0000-0002-3523-411X
https://orcid.org/0000-0003-4854-0850
https://orcid.org/0000-0002-6887-1086
https://orcid.org/0000-0002-7882-0725
https://orcid.org/0000-0003-2791-6230
https://orcid.org/0000-0002-2077-4906
https://orcid.org/0000-0003-4911-1812
https://orcid.org/0000-0002-8099-8389
https://orcid.org/0000-0002-3092-3530
https://orcid.org/0000-0002-0639-7067
https://orcid.org/0000-0001-5469-3736
https://orcid.org/0000-0002-1065-8944
https://orcid.org/0000-0002-8211-3820
https://orcid.org/0000-0002-7498-0561
https://orcid.org/0000-0002-2529-4434
https://orcid.org/0000-0003-3463-2607
https://orcid.org/0000-0003-0868-4446
https://orcid.org/0000-0001-8824-3776
https://orcid.org/0000-0002-2972-7030
https://orcid.org/0000-0002-0867-5091
https://orcid.org/0000-0003-0978-2224
https://orcid.org/0000-0002-0880-6610
https://orcid.org/0000-0001-8679-2886
https://orcid.org/0000-0002-6222-964X
https://orcid.org/0000-0002-0753-7826
https://orcid.org/0000-0002-7792-8101
https://orcid.org/0000-0002-2005-5979
https://orcid.org/0000-0003-4472-0811
https://orcid.org/0000-0003-3295-3888
https://orcid.org/0000-0003-2255-1017
https://orcid.org/0000-0003-0528-3591
https://orcid.org/0000-0001-9730-7313
https://orcid.org/0000-0001-5095-8290
https://orcid.org/0000-0001-5734-6238

Bekir Sahin, Turkey
Laxminarayan Sahoo (), India
John S. Sakellariou (%), Greece
Michael Sakellariou (), Greece
Salvatore Salamone, USA

Jose Vicente Salcedo (), Spain
Alejandro Salcido (), Mexico
Alejandro Salcido, Mexico
Nunzio Salerno (i), Italy

Rohit Salgotra (), India
Miguel A. Salido (), Spain
Sinan Salih (), Iraq
Alessandro Salvini (), Italy
Abdus Samad (), India

Sovan Samanta, India
Nikolaos Samaras (), Greece
Ramon Sancibrian (%), Spain
Giuseppe Sanfilippo (1), Italy
Omar-Jacobo Santos, Mexico

] Santos-Reyes (), Mexico
José A. Sanz-Herrera(), Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi(), Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik (), Poland
Roberta Sburlati, Italy
Gustavo Scaglia (2), Argentina
Thomas Schuster (), Germany
Hamid M. Sedighi (", Iran
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Lotfi Senhadji(®), France
Junwon Seo, USA

Michele Serpilli, Italy

Silvestar Sesni¢ (), Croatia
Gerardo Severino, Italy

Ruben Sevilla (%), United Kingdom

Stefano Sfarra(), Italy

Dr. Ismail Shah (%), Pakistan
Leonid Shaikhet (), Israel

Vimal Shanmuganathan (), India
Prayas Sharma, India

Bo Shen (), Germany

Hang Shen, China

Xin Pu Shen, China

Dimitri O. Shepelsky, Ukraine
Jian Shi(#, China

Amin Shokrollahi, Australia
Suzanne M. Shontz (), USA
Babak Shotorban (), USA
Zhan Shu(?), Canada

Angelo Sifaleras (), Greece
Nuno Simdes (2, Portugal
Mehakpreet Singh (1), Ireland
Piyush Pratap Singh (®), India
Rajiv Singh, India

Seralathan Sivamani(), India
S. Sivasankaran (i), Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri (%), Greece
Neale R. Smith (%), Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.(), Brazil
Alba Sofi(1»), Italy

Francesco Soldovieri (), Italy
Raffaele Solimene (1), Italy
Yang Song(5), Norway

Jussi Sopanen (%), Finland
Marco Spadini (), Italy

Paolo Spagnolo (), Italy
Ruben Specogna (), Italy
Vasilios Spitas(2), Greece
Ivanka Stamova (), USA
Rafal Stanistawski (), Poland
Miladin Stefanovié¢ (), Serbia
Salvatore Strano (1), Italy
Yakov Strelniker, Israel
Kangkang Sun (), China
Qiugin Sun(?), China
Shuaishuai Sun, Australia
Yanchao Sun (), China
Zong-Yao Sun(), China
Kumarasamy Suresh (%), India
Sergey A. Suslov (2, Australia
D.L. Suthar, Ethiopia

D.L. Suthar (%), Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes (), Hungary
Kumar K. Tamma, USA
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In this paper, trajectory planning and navigation control problems have been addressed for a mobile robot. To achieve the
objective of the research, an adaptive PSO (Particle Swarm Optimization) motion algorithm is developed using a penalty-based
methodology. To deliver the best or collision-free position to the robot, fitness values of the all-random-positioned particles are
compared at the same time during the target search action. By comparing the fitness values, the robot occupies the best position in
the search space till it reaches the target. The new work integrated with conventional PSO is varying a velocity event that plays a
vital role during the position acquisition (continuous change in position during the obstacle negotiation with the communication
through random-positioned particles). The obstacle-negotiating angle and positional velocity of the robot are considered as input
parameters of the controller whereas the robot’s best position according to the target position is considered as the output of the
controller. Simulation results are presented through the MATLAB environment. To validate simulation results, real-time ex-
periments have been conducted in a similar workspace. The results of the adaptive PSO technique are also compared with the
results of the existing navigational techniques. Improvements in results between the proposed navigation technique and existing
navigation techniques are found to be 4.66% and 11.30%, respectively.

1. Introduction

In robotics science, navigation and trajectory planning of
mobile robots (MRs) using artificial intelligence (AI) ap-
proaches are the most common type of research domain.
During trajectory planning in the search space, the wheeled
mobile robot moves from a source point to the target point
by avoiding obstacles present in an arena. Simultaneously,
the robot creates a collision-free trajectory in a search space
using artificial intelligence (AI) based robot controller. The
following control objectives must be followed during the
development of any Al-based navigational controller. For
the model, the controller should provide good stability (the

signal must be bounded). The controller should have good
tracking ability (good understanding) and the controller
should be robust (take a self-decision during navigational
failures) in nature. In the next section, a detailed review of
the literature has been presented addressing strategy, design,
and implementation of navigation controllers for wheeled
mobile robots in different environments.

Yang et al. [1] developed a layered motion planning
scheme for the navigation of a wheeled MR in an un-
structured environment using the Fuzzy technique. To
produce the intermediate way-point towards the target, the
first layer of the planner uses the information about the
global end position and the high-range sensory data. Here,
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no crucial assumptions have been used regarding the en-
vironment. A path-following approach using rule-based
fuzzy logic that mimics human behaviour has been proposed
by Antonelli et al. [2] for a smart vehicle. Knowledge of the
next bend ahead to the vehicle is taken as the fuzzy input
data and linear velocity by which the robot can safely move
on the path and it is the output of the fuzzy controller. The
line following behaviour is executed by the vehicle to val-
idate the proposed algorithm. Gueaieb and Miah [3] de-
veloped an intelligent and innovative nonvision-based
navigation approach using Radio Frequency Identification
(RFID) technology. In their work, only straight path motion
has been considered. To mimic human behaviour, they have
used single input and single output Mamdani-type fuzzy
architecture. Mastrogiovanni et al. [4] developed a new
mobile robot navigation approach called “uNav.” They said,
during path planning in a complicated search space, this
technique requires a minimum sensory data, less compu-
tational power, and memory. Since it gains robustness in-
trinsically from the yNav technique, it does not require any
self-localization potentiality or inboard geometrical repre-
sentation. To explore the basic geometrical features of indoor
search space and to survive there, a miniaturized triangu-
lation laser scanner-based control architecture has been
developed by [5] (using a swarm of the robot). The objectives
of the research are to explore the environment using simple,
small, low cost, and low power small devices. A fuzzy logic
based [6] control algorithm has been trained using an
evolutionary-group-based PSO for navigation in an un-
known world. The mutation and crossover operation of the
fuzzy-based PSO has used group-based framework. The
adaptive velocity altered action is presented to enhance the
search capability. Takagi-Sugeno-Kang (TSK) type FLC has
been used for the navigational analysis. Chou et al. [7] have
explored the indoor navigation problems using the dynamic
window approach (DWA™) for navigation in an unfamiliar
environment. The local reactive method is used to categorize
the environment by which the robot achieves smoothness,
speed, and local minima-free navigation. A region study
technique has been applied to eliminate inadequate com-
mands. To determine the optimal command, the A" algo-
rithm is applied with look-ahead verification. Using the
tethered coverage (T'C) analysis, Shnaps and Rimon [8]
emphasized the strategies of MR motion planning in an
unknown scenario. They have deployed a mobile robot of
size “D” in the fixed pose “S” connected through the cable of
length “L.” A novel adaptive localization algorithm [9]
performs the estimation of the robot position with great
accuracy in an amorphous environment. To estimate the
position of the robot, they used image fusion of an omni-
directional visualization system, odometry measurements,
and inertial devices (sensors). To decide the robot’s orien-
tation and the robot velocity, odometer and inertial sensors
obtained the feature points using the sequence of an image.
Using an adaptive fusion (AF) based ACO and PSO (AF-
ACPSO) [10], cooperative navigation strategies have been
developed for two robots in an unspecified environment.
During the navigation, AF-ACPSO-based FLC has been
executed the boundary following behaviour and the robot
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learn this behaviour. The learning behaviours are completed
by a single robot and further applied to the second robot that
works as a follower. Ramaithitima et al. [11] proposed the
work for navigation control of the MR using a swarm of
inexpensive portable sensors. In their work, the robot does
not require explicitly metric information during the gen-
eration of maps. They have used the Voronoi graph to create
an approximate map of the covered environment. The ROS
(Robot Operating System) is used to demonstrate the al-
gorithm. Almasri et al. [12] developed a technique for the
robotic system, by which the mobile robot follows the line
and avoid collision with obstacles. They have used low-cost
IR sensors. This methodology includes a satisfactory level of
calculation. Hence in real-time applications, it has been
efficiently implemented. They have used the e-puck robot on
the Webots platform to check the simulation results. Golan
et al. [13] proposed an online robot navigation system using
artificial temperature gradients techniques. The environ-
ment with obstacles is taken as a “hot” junction and the
target is taken as a “cold” junction. During the navigation,
the temperature gradient is solved using a heat conduction
partial differentiation equation. Kanezaki et al. [14] devel-
oped a reactive neural network approach to tackle the
problem of learning. The author’s key concept is to crop,
resize, and rotate an obstacle map which is based on the
target location, and to represent the map better, the agent’s
current pose is taken rather than the layout of the search
space. They have supplied navigation history as input in the
robot brain to reduce the rate of failure. Ataka et al. [15]
developed an RMF (Reactive Magnetic Field) inspired
navigation method in the unspecified 3D convex environ-
ment. The robot induced artificial electric current in the
obstacle exterior and the MF (magnetic field) guides the
robot along with the obstacles surrounding. Hence, the robot
does not suffer from the local minima problem in convex
obstacles-based 3D environment. Cole and Wickenheiser
[16] proposed a path-planning algorithm for multiple mo-
bile robots using a reactive trajectory scheme. The authors
stated the route does not disrupt the robot thrust limitation
and sensor limitations for the moving obstacles. They used
the Sigmoid function for the transition course. Sensor data
are updated by matching with sigmoid slopes and curves.
Singh et al. [17] developed a vision-based navigational ap-
proach for a nonholonomic MR in an unfamiliar known
environment. They used switching-based SMC (sliding
mode control) methodology for the analysis by which the
robot continuously follows the desired route. The robot uses
red, green, and blue depth (RGB-D) sensor modules to
create angular velocity. In their work, fuzzy logic is used for
guidance and the Krasovski method is used to show the
asymptotically stable curve. To reference MR applications
for the urban search and rescue (USAR), Niroui et al. [18]
proposed a deep reinforcement learning strategy for a
cluttered environment. The authors combined the Asyn-
chronous Advantage Actor-Critic (A3C) and reinforcement
learning to allow the mobile robot to navigate safely. A3Cisa
technique that accelerates optimization as well as the
training process parallelly and maintains the navigational
policy.
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Due to incomplete information of a mimic and
unregular environment, the robot confronts complexity and
vagueness during navigation and path planning. It may be
that the robot is trapped in the loop due to mimic sur-
rounding inside the environment. Traditional navigational
and path-planning approaches such as the Visibility graph
[19], Voronoi diagram [20], and Grids [21] are not com-
patible with navigation and path planning in the mimic and
unregular environments. Recently, many researchers have
developed various navigation algorithms [22-26] but these
methods have still some drawbacks or could not fulfill the
desire. These navigational problems are taken as objectives
in this analysis. In this research, the mobile robot is using a
novel hybrid optimization technique to perform navigation
and path-planning tasks. As well as the above problem is
expressed as an optimization problem having constraints.
The results are compared with other navigational techniques
in terms of path length to check the performance of the
technique. Using the proposed technique, the robot smartly
negotiates obstacles and navigates towards the target. Fi-
nally, the mobile robot performs well in the given envi-
ronment (mimic or unregular environment) and the results
are recorded in terms of trajectory length and navigational
time.

2. The Proposed Work: Adaptive PSO Concept

It is a population-based randomly determined optimization
technique and devoted for artificial life phenomenon. The
APSO is inspired by the swarm behaviour of insects, birds,
and fishes. It is well suited for continuous variable and global
search problems. It is effectively applied to a varied series of
problems such as network [27], structural optimization [28],
and fuzzy control system [29]. In APSO, the system makes it
ready to change with the population of a random value and
searches for the best by updating the local generation. The
APSO technique updates the population of agents according
to the values of the fitness function. The fitness function
depends upon the swarm behaviour of local particles.

In this analysis, the PSO has been modified using a local
search (LS) ability. The constraints are accommodated to
obtain better obstacle-negotiation results using the penalty
method. Using local search ability, position as well as control

x:’j(t+l):x:’j(t)+v:‘j(t+l),

parameters of agents are tuned perfectly. Consequently, the
navigational angle performance has been increasing in terms
of position accuracy (best fitness).

2.1. Adaptive Particle Swarm Optimization (APSO)
Methodology. Adaptive PSO algorithm always learns from
the situations and utilizes it to optimize the problem state. In
APSO, all the agents have some fitness values (Pp.s) but
global best (Gy.y) is the solution for all agents, which is
surrounded by a flock of agents. The solution to the local
search phenomenon is the “footprint between agents
moving towards the global best position” in the search space.
Furthermore, fitness value has been obtained using fitness
calculation criteria. A solution with better fitness value
during the local search event is selected as the finest result
and appointed as the global best. The agent holds some
varying properties like velocity, acceleration, and position
when trying to finding out the global best in the environ-
ment. As a result, the global best of PSO may be changed as
the global best of local search PSO. If agents are moving near
to the global best, they sequentially follow the updated
optimum position of the agent and it may be based on local
search criteria. Figure 1 represents the flowchart of the
APSO technique for trajectory planning and navigation
control.

In Figure 2, the basic operations of APSO have been

presented. The “x” is an agent positioned randomly in the

search space (“x” personal best is p;} (t)) and searching for
global best with time “#” to “¢+1” and so on. In each se-
quence of iteration, every particle is occupying a new po-
sition by following two ‘best’ solutions. The initial best value
for all solutions is stored as “Py.s;~ (personal best position of
an agent). Another value that has been traced by the opti-
mizer is the second-best solution and called a global position
(Gpest)- It is stored as a global best (gy,.;) and followed by all
agents. “Ppes” and “gp.~ are the agent’s personal and global
positions, respectively. However, agents are following the
global best value and updated their position according to
that with varying velocity. By updating velocity (v/;(t)) and
position (xf‘j (t)) using equations (1) and (2), the agents
update their personal best value (Ppet) and global best value

(gbest)'

(1)

Vi (E+ 1) = wV (1) +7,C, [{p;; (t)} - X, (t)] +1,C, [{g” )} - xJ; (t)]. (2)

«

In equations (1) and (2), “w” is inertia weight and C; and
C, are the positive acceleration coefficients [30]. The uni-
formly distributed random variables (UDRV) are given as
‘r; and ‘r; . The costs of UDRV are varied between ‘0’ and
‘1.’ The velocity and position of the “i"” particle are denoted
as x; = (x}, X7, . x") and v, = (v},v},......v"). From
equations (3) and (4), the best earlier location ‘P,»]-” (t) and

the global best earlier location ‘g"(t)” of particles in the
swarm are chosen.

P (t) ={P}; (t), P} (1), P} (1)....... P} ()}, (3)

7' ={g' 1,9’ ), g’ ®).....g" )}, (4)
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FIGURE 1: Flowchart of the APSO technique.

g(t) V..

Obstacles

Striking

. X (t+1)

*i(0 py(0)

FIGURE 2: Principle diagram of APSO.

PAp = PO +p(f). (5)

Equations (3) and (4) can be construed in the following
way. Let us assume “n” searchers act as “n” elements stirring
in the search environment “X,” the locus of the “n'™
searcher in the “™ reiteration is signified as
“x7j € Xearch-space C R2” The cost function “f: R* — R”
sustained by each searcher in the adverse of the signal
strength established at its existing position [31]. The aim of
the searchers is to connect between “#” numbers of agents

and interchange in a manner to verify and occupy the
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TABLE 1: Parameters used in the APSO algorithm architecture.

SL no Properties Values
1 Population size (i) 100
2 “+” acceleration coeflicient (C;) 1.496
3 “+” acceleration coefficient (C,) 1.496
4 Alpha 0.1000
5 Iteration 100
6 Max iteration 100
7 Moop 100
8 ﬂvar 3

9 Inertia weight (w) 0.7298
10 Penalty 1000

universal least of the cost function. Each searcher is expected
to know its individual best earlier location and the global
best earlier location. Also, each seeker communicates with
the agent whose position is overlapped with obstacles but is
near to the goal position. If this condition is rising, then the
penalty function (using equation (5)) added is with the
overlapped agents to separate from the obstacles. The
penalty function is taken into account to reduce the navi-
gation time as well as to obtain a smooth path. Table 1 shows
the different properties, which are used by the adaptive
controller for tuning the navigational path. Furthermore,
particles have been accommodated to create a smooth path
from the start to the goal position. The adaptive PSO has
been analyzed to create optimal and collision-free navigation
in an environment using local search methodology.

The negotiation within a threshold range has been
performed between obstacles and the robot to obtain the
collision-free navigational path. In the next section, the
architecture of the controller (APSO) has been demon-
strated to tune the navigation path by adding a penalty with
colliding agents.

2.2. The Architecture of APSO Controller. In Figure 3, a
flowchart of the APSO algorithm is shown. By adding a
penalty function with the PSO algorithm, the advanced
algorithm has been proposed as APSO for trajectory plan-
ning, robot navigation, and path optimization. The disorder
environments have been taken for the navigation and path-
planning analysis in which obstacles shapes are different in
size as well as positioned with different orientations. Using
APSO “Gpes” has been calculated and compared with the
fitness value of local search “Gyes” (penalty-based Gpest)-
Then, the preferred “Gpes” from both events (PSO and
penalty-based PSO) is appointed as the next possible loca-
tion and the best location is updated in the robot brain.
Hence, the best position vector and velocity vector of the
robot have been updated from point to point during the
optimized trajectory formation.

Using the adaptive PSO controller, the mobile robot also
minimizes decision response time on the operational plat-
form. It is due to local search criteria in APSO. The social and
cognitive behaviour of the PSO method has been embedded
with the concept of adaptive (local) search to optimize the
response time, navigation time, and trajectory length. The
robot can perform tasks such as avoiding obstacles, learn
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l
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l
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l
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best
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}
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l
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aiming the value of G,

]

After adding the penalty to the agent conform Best fitness
value between G, and penalty based G, , to proceed for
further optimal G

best

toward the Target.

l

:{ Update agents position and velocity vector for the next move.

l

Is the target is reached?

1

F1GURE 3: Flowchart of the adaptive PSO algorithm.

trajectory, comparing sensors results, and position opti-
mized (aiming the goal) online. The results are analyzed in
terms of path cost and path deviation for different envi-
ronments. The robot reaction time, navigation time, and
path length are minimized during the goal search inside the
search space. Finally, the robot reaches the goal point
smoothly. In the upcoming section, results and discussion
using the adaptive PSO algorithm have been presented.

2.3. Stability Analysis in the Mimic and Maze Environment.
In this section, results from simulation and real-time ex-
periment have been discussed for the adaptive PSO ap-
proach. The results are shown in terms of trajectory length
and navigational time. The height and width of the simu-
lation and experimental environments are taken as “10 x 10.”
For that, “100 cm” is equal to “10” for simulation and ex-
perimental analysis. Two types of simulation environments
(Figures 4 and 5) have been created in the MATLAB
platform to check the navigational results using the APSO
technique. For the real-time experiments, a similar type of

environment (Figures 6 and 7) is taken as compared to the
simulation environment. The Khepera II mobile robot has
been used in the real-time experiment to validate the sim-
ulation results as well as the developed approach. The
navigational axis of rotation (obstacle-negotiation angle) has
been optimized in a way the robot creates a smooth colli-
sion-free trajectory and minimizes navigational time. The
robot simultaneously updates its steering angle and posi-
tional map using the APSO technique. As a result, the robot
has performed an effective exploration work in the given
environment.

2.4. Experimental Analysis in a Simulation Platform. In
Figures 4 and 5, trajectory planning and navigational results
are shown using the APSO technique. The first simulation
environment (Figure 4) contains only wall-type obstacles
whereas, in the second simulation environment (Figure 5),
wall type and irregular obstacles shape are considered.
The robot start position is taken as 0.7 m in the X-di-
rection and 0.05m in the Y-direction for both of the
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Figure 5: The mobile robot control analysis in a maze
environment.

environments. The target position is 0.675m in the X-di-
rection, and 0.8 m in the Y-direction has been taken for the
first simulation experiment. Similarly, the target position is
0.05m in the X-direction, and 0.825 m in the Y-direction has
been taken for the second simulation experiment. In these
environments, the robot navigates in the narrow corridor as
well as avoids mimic type wall configurations smoothly.
Finally, the robot reaches the target efficiently in both of the
environments by negotiating the obstacles using APSO. The
time taken and path length obtained during the navigation
are tabulated in Table 2.
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2.5. Experimental Analysis in a Real-Time Platform Using
Khepera-II—A Mobile Robot. The real-time experiments
(Figures 6 and 7) are conducted using a Khepera II mobile
robot, and the results are presented in terms of trajectory
length (TL) and navigational time (NT) in Table 3. In
Figures 6 and 7, the robot starts to point and obstacles
position, and the target position are plotted similarly to the
simulation environment. The robot successfully reached the
target by negotiating the obstacles in the real-time
environment.

The deviation in results has been taken in terms of
trajectory length and navigational time that are represented
in Table 4. Performance and effectiveness of the adaptive
PSO algorithm are confirmed by considering the minimum
deviation in results between both experiments (Simulation
and Real-time). The percentage of deviation in both cases
(Time and Trajectory length) is recorded as less than 8.5%.

Due to the use of the best fitness value from the APSO
algorithm and the prediction of the next possible position,
the PSO algorithm gets smarter. Hence, a smooth and
collision-free navigational path has been created from the
start to the target position. The robot detects its possible
position accurately inside the environment due to penalty-
based methodology and local search. The APSO Al tech-
nique reduced the trajectory map errors as well as position
error (in “X,” “Y,” and “6” directions) due to local search and
penalty criteria. The wheel slippage is reduced up to 80% in
the narrow corridor due to varying velocity events during
the obstacle negotiation.

The proposed controller takes minimum reaction time to
read the next obstacle-negotiation angle subjecting to the
target path. Using the proposed APSO algorithm, the robot
does not trap in the loop, or the robot smartly avoids the
loop of the search space. Finally, the robot achieved the
target without any trouble in an irregular environment. The
operational performance and effectiveness of the proposed
navigation controller are confirmed by comparing it with
other navigational techniques in the next section.

3. Simulation Analysis in a
Dynamic Environment

3.1. A Comparative Study between Proposed Algorithm and
Existing Algorithm [32] and [33]. APSO navigational results
(Table 5) have been compared with ACO with Fuzzy (Garcia
[32]) and Fuzzy Logic (Yahmedi and Fatmi [33]) which are
already developed. To check the effectiveness of the pro-
posed algorithm, the trajectory length has been considered
and compared with other developed techniques. The tra-
jectory length using Simple Ant Colony Optimization dis-
tance memory (SACOdm) [32] is compared with the
trajectory length obtained using the APSO algorithm
(Figure 8). It is found that the APSO technique holds good
results as compared to SACOdm in terms of trajectory
length (Table 5). The improvement in trajectory length using
the current approach is recorded by 5% as compared to the
‘SACOdm’ trajectory length.
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FIGURE 7: Real-time experiment using the APSO algorithm to validate the simulation results (Figure 5).

TaBLE 2: Time taken and path length data for the simulation experiment (Figures 4 and 5).

SL. no. Scenario Time (“s”) Trajectory length (“m”)
1. Figure 4 21.36 1.627
2. Figure 5 27.48 1.763
TaBLE 3: Time taken and trajectory length data for the real-time experiment (Figures 6 and 7).
SL. no. Scenario NT (“s”) TL (“m”)
1. Figure 6 23 1.76
2. Figure 7 30 1.92
TABLE 4: Results comparison between simulation and experiment data using APSO (Figures 4-7).
SL. no. Scenario NT (in second “+0.5”) “%” deviation TL (“m” “+0.02”) “%” deviation
Figure 4 21.36 1.627
L Figure 5 23 713 1.76 75
Figure 6 27.48 1.763
2 Figure 7 30 84 1.92 8.17

Similarly, the second comparison has been made be-
tween ‘Fuzzy logic’ (Yahmedi and Fatmi [33]) and the APSO
algorithm in terms of trajectory length (Figure 9). Yahmedi
and Fatmi used individual behaviour and action coordi-
nation technology with two-layered control. As compared to
Yahmedi and Fatmi [33] results in terms of path length, the
proposed technique holds improved results by 11%
(Table 5).

The simulation and experimental study in various en-
vironments are conducted using the proposed methodology
(APSO) and results are tabulated in Table 6. To confirm the

robustness and effectiveness of the proposed methodology
during the trajectory planning, the average percentage de-
viation study between simulation and experimental results
are depicted in Table 6. The average deviation in results is
confirmed as 5.53 in terms of navigational time (NT) and
5.28 in terms of trajectory length (TL). In this analysis, the
average deviation is less than 6% (Table 6) in perspective
studies (NT and TL) and improvement in navigational re-
sults are greater than 4.5 percent (Table 5) is found. Hence,
based upon depicted data in this analysis, the proposed
methodology is robust as compared to existing techniques.
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TaBLE 5: Trajectory length (TL) comparison between APSO and existing techniques [32, 33].

SL. no. Tasks TL Improvement (%)

oL Figure 8(a), Garcia, [32] 03.43m 466
Figure 8(b), proposed technique 03.27 m

0. Figure 9(a), Yahmedi and Fatmi, [33] 24.75% 10.30
Figure 9(b), proposed technique 22.20%
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TABLE 6: Study of simulation and experimental data in the various maze environment.

SI. No. Scenario NT (in second “+0.5”) “%” deviation TL (“m” “+0.02”) “%” deviation
L Experiment | 2o 543 L 532
2 Experiment.2 2994 587 153 570
> Experiment 3 223 576 Vs 40
. Experiment 2 70 78 #09
. Experiment 2607 614 176 538
6 Experiment 21es 675 el 22
Z Experiment7 2195 598 Les 509
. Experiment§ 22 520 170 91
> Experiment9 578 54 Vo9 558
L. Experiment 10 83 192 150 607
Average deviation in results 5.53 5.28

4. Conclusions

In this paper, a penalty-based adaptive PSO approach has
been developed for the trajectory planning of mobile
robot in the wall-type maze environment. The agent
overlapped with obstacles is taken under consideration to
tune the trajectory path using local search and penalty-
based method. To improve the robot position, naviga-
tional time, trajectory lengths, and response time penalty-
based APSO analysis has been proposed. The agents near
to the goal but overlapped with obstacles are added with a
penalty to separate from a position of obstacles. Using
APSO methodology, the advancement in trajectory
planning (10% improvement) has been achieved in this
analysis. The performance and effectiveness of the algo-
rithm are validated by comparing the simulation and real-
time experimental results. The deviation in results be-
tween simulation and real-time experiment has been
recorded within 9% in terms of path length and naviga-
tional time. To check the authenticity of the proposed
technique, its results in terms of the trajectory length are
compared with existing techniques. The improvements in
the results are recorded by 4% and 10.5%, as compared to
existing techniques. The applications of the proposed
methodology can be used for AI techniques based on
decision-making applications. In future work, we will try
to implement in real-time wunstructured dynamics
environment.
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Under the background of continuous development in our country, traditional English education can no longer meet the needs of
modern times. Through the evaluation of English autonomous learning effect of artificial intelligence and the analysis of the
influencing factors of adaptability, the teaching effect of English class is improved and the students’ awareness of autonomous
learning is cultivated. In the pilot study, students now have an overall level of adaptation (3 <M <4) supported by English
proficiency. That is, the standard deviation is 1. The overall level of self-study in English is higher than that of boys (M = 3.40 for
females, M =3.32 for males, and M = 3.32 for males). Compared with non-English majors, English majors are more suitable for
self-study of artificial intelligence in English (M = 3.59 for English majors), (M = 3.36 for non-English majors), and students can
improve their adaptive ability to learn AI by creating models. Transfer learning is the key to improving learners’ English
proficiency, and adaptive learning is the key to achieving this goal. Self-adaptive learning ensures the quality of students’ au-
tonomous English homework. Improper English learning not only affects students’ learning outcomes but also affects their ability

to learn English.

1. Introduction

In English learning mode, teachers and students spend a lot of
time learning English. Due to the lack of an effective self-
learning platform, students’ self-learning ability is not strong.
English language teaching is changing with the development of
artificial intelligence technology. There are some practical steps
to use Al tools in the input and output phases of English [1].
Many English lessons are done independently. The model of
self-education, however, makes it difficult to increase the ef-
fectiveness of the quality of learning English. Poverty that arises
at the level of the mind is a self-learning process. In addition,
the article describes practical programs based on the charac-
teristics of English-speaking business students, simplifies the
maintenance of structured work, and considers the need for
independent study to enable students to complete their as-
signments [2]. Artificial intelligence technology acquires
knowledge in lifelong education e-learning through machine

learning to enhance learning effect and application. Intro-
ducing artificial intelligence into educational learning can ef-
fectively improve learning ability [3]. Learning English requires
the use of practical classroom control skills to increase the
teacher’s level of classroom control as a necessary step in the
development of English language learning. By analyzing smart
data and analyzing student status, a student's learning status
can be understood in a timely and effective manner [4]. The
level of teacher control in English classrooms needs to be
increased, using the skills of teachers in school management.
The use of intelligent data and analysis of student behavior can
help students understand how to learn timely and effectively
[4]. Teaching English in college is a good way to learn English.
However, most of the institute's current English broadcast
programs blindly read students’ English textbooks on com-
puters [5]. Al is able to communicate better when guided by
students' communication strategies. In addition, students were
more communicative in the posttest than in the pretest.
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According to interviews with students, smart devices with
artificial intelligence are used to help them practice outside the
classroom [6]. Online teaching methods in English are defined
by the area of study and the complexity of online learning.
Improve the ability of online English models to monitor and
predict student health. Thanks to a combination of brilliant
algorithms, a modeling system was developed, and the model
performance was tested. The impact of students learning ar-
tificial intelligence has been identified in models that accept
online learning [7]. The goal of artificial intelligence is to make
machines that can understand language, recognize objects in a
scene, act as intelligent robots, solve problems, teach students
different subjects, and more. Knowledge and strategies may be
taught in a content-independent form and then shown how
they apply to different content areas. Either approach will help
students gain an understanding of a particular knowledge area
more easily [8]. Research has seen tremendous growth in Al-
based decision-making, with many studies examining the
impact of human decision-making using insights from the
uncharted field of AI. Human AI decision-making has been
shown to work well with textual information, which again
constructs systems suitable for teaching human decision-
making [9]. AI currently has no significant negative impact on
jobs. However, the relationship between vocational training
skills and specialized knowledge has a very negative impact on
employment inequality [10]. It has become an important task
for English educators to improve the initiative of college
students in English learning. However, the interaction between
vocational learning ability and artificial intelligence has a
significant negative impact on job insecurity, and vocational
learning ability has a significant moderating effect on job in-
security [11]. Learning motivation is not only a direct reflection
of students' learning and living conditions but also an im-
portant indicator of the quality of skill development in higher
education and teaching. In order to develop effective teaching
and assessment methods, the supporting aspects of teaching
and assessment in university education need to be considered.
Reference [12] explored the application of linear structural
equation modeling in analyzing the influencing factors of
course learning interest. The main factors affecting students’
interest in learning are students’ professional foundation and
teachers’ teaching strategies. Good teaching effects and
teaching strategies are very important to stimulate students’
interest in learning [13]. The rapid development of modern
technologies has promoted the development of smart products
based on modern technology. To determine the acceptability of
these products, different technology acceptance guidelines were
used. The results show that adoption of minimally sophisti-
cated and useful products, such as smart products based on
technical expertise, is influenced more by interest in technology
than in performance aspects [14].

2. The Current Situation and Optimization
Strategies of English Autonomous Learning

2.1. The Status Quo of English Autonomous Learning.
Now, many schools in our country have begun to focus on
cultivating students’ English language ability, but the effect is
not very satisfactory. First, learning activities often do not
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have adequate goals and not all learning activities are
managed effectively. Although the students actively spoke in
some self-directed learning tasks, most of the speeches were
not related to the course content, and the students certainly
did not participate in the teaching.

2.2. Problems Existing in the Teaching of English Autonomous
Learning. At present, there are widespread problems in the
process of English self-study. First, English teachers do not
play the role of teachers because they do not have the right
teaching direction. In this traditional teaching method,
students do nothing and are based entirely on the teacher’s
classroom activities. In practical English classes, teachers
often use traditional teaching methods to organize self-study
classes, which will lead to students’ anxiety and boredom in
English classes and affect the effectiveness of English
physical education teaching. Teachers in English classes do
not provide the knowledge they want and neglect to develop
students’ study skills; students rely on teachers to learn and
practice English through research, but they fail to develop
their own study skills, as shown in Figure 1.

2.3. Intervention Strategies in English Autonomous Learning.
All teaching behaviors of teachers should be centered on
students’ English learning experience, completely subverting
the situation that teachers are the main language exporters in
the traditional teaching model, and returning the right to speak
to students, so as to achieve the return to the origin of the
classroom. Let students participate in the classroom, stimulate
students’ passion for learning, and promote the formation of
autonomous learning ability. Teachers should not be immersed
in the traditional teaching mode and only study the problem of
how to teach. Strengthen the study of learning theory, con-
stantly update the knowledge system, constantly update the
learning concept, and incorporate the self-study guide for
college students into the learning concept. Teachers should
respect and accept the individual differences of students when
teaching English and should not use a single standard to
evaluate students. The use of learning platforms brings different
learning challenges and needs to different students. Recog-
nizing the strengths of each student helps develop students’
ability to learn independently, as shown in Figure 2.

(1) Teachers respect the individual differences of stu-
dents and make appropriate plans for different
students

(2) Teachers should not immerse themselves in the
traditional way of teaching but should update the
knowledge system in a timely manner so that the
teaching concept can keep up with the times

(3) Teachers should focus students’ attention on learn-
ing English, allow students to participate in the
classroom, and promote self-reliance in learning
English

2.4. Artificial Intelligence Research on English Autonomous
Learning. In the era of artificial intelligence, English
learners should focus on cultivating cognitive driving
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Insufficient
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classroom

Students are overly
dependent on
teachers

single teaching
method

FIGURE 1: Problems existing in English self-study teaching.
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students

Emphasis on student English self-learning ) Teaching
learning experience strategies philosophy keeps
pace with the times

Develop plans
and determine

student
direction

FiGUrE 2: English autonomous learning strategies.

force, that is, improving their interest and curiosity in
English learning. On this basis, cultivate self-development
awareness, work hard for certain goals, and appropriately
add some benign auxiliary driving forces, such as family
and teacher expectations, to play a supervising role in the
learning process. In the process of English learning, to
understand the characteristics of one’s own English
learning, but also to strengthen the cognition of differ-
ences between individuals, to see the differences between
others and their own English learning, to understand
oneself objectively, and to carry out cognitive monitoring,
promote strengths and avoid weaknesses, and adjust
learning strategies. Online English learning should first
have a good learning motivation, and second, improve
learning cognition, and then adjust learning strategies
according to cognition. The learning behavior can vary
from person to person and has no significant impact on
the learning effect as shown in Figure 3.

(1) Artificial intelligence improves students’ interest and
curiosity in English learning

(2) Artificial intelligence cultivates continuous and
stable benign learning motivation

(3) You can use artificial intelligence to understand your
own English characteristics and strengthen the
cognition of differences between individuals

Fostering
Benign
Learning
Motivation

Artificial
intelligence

research on
English Learning
Improve autonomous behavior
learning learning varies from
awareness person to

person

FIGURE 3: Artificial intelligence research on English self-learning.

3. Research on Artificial
Intelligence Algorithms

3.1. Reactive Power Scheduling Optimization Model. Due to
the ORPD problem, researchers have developed different
optimization techniques to better suit different optimization
objectives. This article focuses on reducing energy loss. The
objective (objective function) is to reduce transmission
losses and voltage deviations in the power system to meet
energy demand. The problem can be described as a function
of f(x,u), ie,

min[ f (x,u)] = min (g (x,u), h(x,u)),

{Q(X’u)ZO, (1)
h(x,u)<0,

g(x,u) = 01is an equal form of control; f (x,u) is a function;
h(x,u) <0 is an unequal form of control.

Uneven control includes generator bus voltage, AC ratio,
and number of static var compensators. For different control
functions, x and u are the work-based and control variables,
respectively. The purpose of ORPD is to minimize the overall
transmission loss of the F-system, i.e.,

Nt
F =P, (xu)= Z gk(Vi2 + v? - 2V1-Vj cos (Gi - 0]-)).
k=1

(2)

N/, is the transport line number; Gy is the k line; V; and Vi
and j are full voltages. Here, j is the lines i; 0 is the lines i; 0,
is the j end angle label.

Constrained by the equation is the power balance
equation, which requires that the power of the power flow be
equal; that is, the total energy loss is equal to the total energy
production. The problems are

Pg-Pp=V, Y V. .
Gi Di t =, ](G,-j cos 9,-,»+Bij sin 01‘]‘)’

—Qu =V, Y V. o
QGI QD1 i = j (B[j cos 6;-G;; sin 9[1-)
1

(3)



V; is the i load; V; is the j voltage; G;; is the conductance
betweeni and j; Bj; is the susceptance between i and j; P; is
the Qg; active/reactive power; Qp, is the actual load demand;
Qp; is the reactive load demand.

In ORPD problems, unbalanced basic barriers include
barriers that damage generators, transformers, and equip-
ment. As mentioned above, ORPD is a problem related to
mobility parameters and loneliness. All unbalanced obsta-
cles are determined by their upper and lower bounds, which
leads to a stable solution. The thresholds are generator active
power, reactance voltage, and bus voltage, and their upper
and lower limits are

min max

PG <Pgi<Pg
min max

Qs <Q:i<Qgi > (4)
min max

Ve sVaisVgi s

i=1...NgNg is the quantity.
The tap distance of the transformer

T <T, <T7™, (5)

i=1...Np, Ny is the number of transformers.
The size of the reactive power compensator is limited to

QE" < Qe < Q™ (6)

i=1,...,NoN is the
compensators.

For obstacle development problems, ORPD handles
various parameters such as generator bus voltages, trans-
former hub connections, and corresponding power com-
pensation pixels, and MATPOWER can handle these
changes automatically. Therefore, the bus voltage and re-
active power can be limited by taking the PQ voltage am-
plitude of the bus and the reactive power entering the PV bus
as the Penalty rules for objective acts. The above problem can
be stated as follows:

F=Fy+ Z lim/\Vi(Vi - Vi'im)
ieNy

number of reactive power

2
>

(7)

F is a fitness function; Fy is the objective function; N'™v is a
set of bus numbers that violate the voltage magnitude limit;
Ay; is the penalty function factor.

Vlim jg calculated according to the following formula:

i {v:““ VsV,

' vy <y, (®)

3.2. MOTH-FLAME Model. By updating the BORN-FLAME
algorithm, a natural AI update algorithm has several ad-
vantages over other incentive algorithms. The MFO algo-
rithm is based on a special night rhythm mechanism. In the
MFO model, the location of the problem in the river within
the search area is variable. The MFO algorithm is a swarm
intelligence algorithm, and an important component is a
group of populations displayed in an array. Populations are
shown in the array, i.e.,
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n is a numerical value; d is change researcher. The second
most important feature of an MFO is the light matrix.

Fl,l F1,2 Fl,d
F=| ) (10)

Fn,l Fn,2 Fn,d

During optimization, the taint must update its spatial
position according to this matrix. Therefore, in the nu-
merical scheme, the lower edge of the worm is defined
based on the fire in the matrix F. Since the formulas of (9)
and (10) are the same, we can assume that there exists a
system of conservation of energy values for flight and fire,
ie.,

O, ]
O, = a
Zi’:j (11)
0r-|
OF _

O, is the stored value; O, is the fitness of the flame. Fitness
is the value of the target work or output assigned to each
flame.

Moths or flames can be used to solve the problem, but
they work and adapt differently. The fire coordinator in the
MFO is the ideal site for a kit below the level of current
solutions and is the actual inspector of the required area. So,
during the discovery process, a fire may appear as a signal for
the spider to fall, and each insect turns the flame and adjusts
its position to improve the results. This process helps
eliminate optimal solutions from the search process. The
above process can be illustrated by

M, = S(M,, F). (12)

M; are i moths, F; are j fires; S is a function. M; are i moths,
F; are j fires; S is a function.

S(M;,F;) = D;-e" - cos(2nt) +F;, (13)
b is logarithmic spiral shape as always; the interval [-1.1]

contains a random number; i is followed by the distance
between the fly and the flame. Moths can only change



Mathematical Problems in Engineering 5
TaBLE 1: The way students use artificial intelligence to learn English.
Educational products Frequency Percentage
Learning to strengthen the country 111 55
Smart work 18 8.9
Homework help 22 10.9
Speak English fluently 31 15.3
Tencent translator 131 64.9
Little ape search questions 55 27.2
Learning pass 10 5
Xueersi online school 5 2.5
Xiaodu AI robot 21 10.4
Schoolbaglang robot 3 1.5
Baidu AI platform 32 30.7
Tencent cloud platform 21 10.4
TABLE 2: Basic ways of integrating artificial intelligence into education.

Frequency Percentage
Conduct artificial intelligence courses 6 3
Using artificial intelligence to assist classroom learning 63 31.2
Using artificial intelligence to assist extracurricular learning 133 65.8
Total 202 100

self reflection [T ]
learning effect evaluation _ I
Review after class ]
Improve classroom learning ]
Preview before class : _

60 80 100

(%)

B mean standard deviation
B median B minimum
Mode B maximum

FIGURE 4: The self-learning effect of students using artificial in-
telligence in English.

position using an equalizer flame to keep the solution out of
the atmosphere (13). D; represents the distance between the
j th flame and the i th moth, i.e.,

D, =|Fj —M,.|. (14)

F; is the j th flame; M; is the i th moth.

Since (13) allows the butterfly to hover around the flame
without actually flying between the butterflies, this equation
provides an automatic solution process. When the next
throttle position is outside the area between the flame and
the throttle, the algorithm automatically searches for the
throttle position within the space between the fire and the
throttle.

2%

W very good poor
W Dbetter [ very poor
generally

FIGURE 5: Students’ evaluation of Al learning and education.

After updating the list, the algorithm ranks the rockets
according to their suitability for each iteration. And the
butterfly will update its position according to the corre-
sponding flashlight, assuming that there are » flames in the
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TaBLE 3: Dimensional division of artificial intelligence English learning adaptability.

Object

Dimension

Dimensional division

Learning attitude adaptation

Self-learning ability

Learning adaptability

Learning to interact

Learning environment adaptation

Physical and mental health adaptation

Emotional experience
Cognitive level
Behavioral tendencies
Learning target
Study method
Self-assessment
Teacher-student interaction
Peer interaction
Human-computer interaction
Resource acquisition
Resource application
Environmental choice
Body function
Pressure regulation
Attention

learning adaptability _
physical and mental health _
learning environment _
learn to interact _
self-learning ability —

0 1

learning attitude

2 3 4 5 6

B median B maximum value

standard deviation [l minimum

mean M

F1GURE 6: The adaptability of college students to English teaching
under artificial intelligence.

first stage of the iteration, but the number of flames gradually
decreases during the iteration. So, in the last iterative step,
the butterfly only updates its position based on its ability to
find the optimal position solution. Reducing the number of
fires helps to cover the estimated cost of the search area, and
the number of fires describing this process can be summed
up as

-1
T

N
I\]flame:I\]_l>< (15)
N is the maximum number of flames. ] is the current number
of repetitions. T is the maximum number of repetitions.

4. Artificial Intelligence-Based English Self-
Learning Effect Evaluation and Adaptive
Impact Analysis

4.1. Evaluation of English Self-Learning Effect and Adaptive
Impact Research Supported by Artificial Intelligence. The
teaching of English has long been flawed, but the method of
teaching English is unique. At present, English learning has a
complete and mature software and hardware equipment,
and human-machine learning is more interactive. The

artificial intelligence learning model improves learner au-
tonomy and teaching performance in English courses, and
enhances students’ understanding of creativity and inde-
pendent learning as well as lifelong learning. The ways for Al
to learn English are shown in Table 1.

It can be seen from Table 1 that most people choose
Tencent translator to learn English, of which 131 people use
it, accounting for 64.9%; the use of the schoolbaglang robot
is the lowest, and the number of users is 3, which is 1.5%. It
shows that in the era of artificial intelligence, students are
more inclined to learn independently in learning English,
and the channels of seeking help in the learning process have
increased, which is more convenient for students to manage
time and environment as shown in Table 2.

As shown in Table 2, six students believed their school
offered an AI course. It is 3%. 63 students think schools are
using artificial intelligence to help them learn in the class-
room. Among the 133 students, 31.2% and 65.8%, respec-
tively, think that artificial intelligence has its place for
additional training. Better present and understand the latest
artificial intelligence and its applications to students, in
order to apply them more effectively in the teaching of
English courses as shown in Figure 4.

It can be seen from Figure 5 that the learning of artificial
intelligence is conducive to after-school English review,
preview before English class, improve the effect of English
classroom learning, and impact assessment and self-reflec-
tion, and the mean size is 3.58, 3.41, 3.39, 3.11, and 2.92 as
shown in Figure 5.

52% and 33% of students believe that artificial intelli-
gence has a good effect on self-learning English, 8% believe
that the learning effect is average, and 5% and 2% believe that
the artificial intelligence is not good for self-learning English.

It can be seen in Figure 5 that students have a high
evaluation of teaching AI, which also proves that Al played a
good role in students' self-learning English. In the era of
artificial intelligence, it is very convenient to repeatedly
watch lecture videos or learning materials, and students can
also shorten the distance through videos and other forms
and adopt peer learning strategies and achieve more
communication.
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FiGure 7: The adaptability of each variable in self-learning of artificial intelligence English for college students.
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FiGuRre 8: The self-learning adaptability of artificial intelligence for
students of different genders.

Personalized Al is achieved by creating personalized
learning plans based on educational goals, self-monitoring,
final evaluation of the learning process, and teaching
methods and strategies related to students’ learning prob-
lems, as shown in Table 3.

Learning by artificial intelligence is collaborative learning
between humans and machines, which requires a certain in-
tellectual culture to adapt to student learning and the challenges
of the future intelligent society. The experiment uses a score of
“5 points.” Based on the scores, we were able to distinguish
between low fitness levels (1 <moderate fitness < 2), normal
fitness levels (2 < moderate fitness < 3), and moderate levels.
According to the score, we can distinguish four levels: low level
of adaptability (1 < fitness value < 2), normal level of adaptability
(2<fitness value<3), medium level of adaptability level

(3 <fitness value less than 4), and high adaptability level
(4 < fitness value < 5). Students use artificial intelligence to score
the adaptive grade of English autonomous learning. The general
level of student adaptation to learning English and the various
aspects of adaptation in support of Al are shown in Figure 6.

The results in Figure 6 show that the standard deviation
is low and the data that can be analyzed are consistent. At
present, the overall learning adaptability level of college
students using Al to learn English is 3 to 4, the standard
deviation is less than 1, and the sample dispersion is rela-
tively low. The data are relatively small. This suggests that Al
supports learning English. The overall level is relatively
stable as shown in Figure 7.

The experimental results show that the students” learning
goals have the lowest score, indicating that the English goals of
Al students are not clear enough, and the learning goals let
students know what to do or what to do. If students do not set
learning goals before participating in Al learning, it is easy to
reduce learning efficiency and even generate learning anxiety.

It can be seen in Figure 7 that the “learning goal” score is
the lowest, which indicates that the students' goal of learning
English using artificial intelligence is not enough. Setting
learning goals can help people get a clear idea of what to do
next. Teaching English using artificial intelligence offers
students a wealth of English learning resources. If students
do not set clear learning goals before they start learning
English with A, they will not have valuable information to
learn, and learning will become easier. It can be distracting,
reduce learning efficiency, and cause anxiety when learning
English as shown in Figure 8.

Figure 8 shows that girls are significantly better at
adapting to Al learning English than boys (M =3.54 for
women > M =3.39 for men). However, on the parameter



8 Mathematical Problems in Engineering

3.7
3.6
3.5
3.4
3.3
3.2
3.1

2.9
2.8

learning attitude self-learning learn to interact  learning physical and Learning
ability environment mental health  adaptability

level
—@— First grade (n=224) -® Year two (n=129)

Grade 3 (n=121) Fourth grade (n=78)

FIGURE 9: The self-learning adaptability of artificial intelligence for students in different grades.
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FIGURE 10: English/non-English major students’ self-learning adaptability of artificial intelligence in English.
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FiGure 11: Comparison results of the model’s adaptability to ar-
tificial intelligence English self-learning. FIGURE 12: The performance of the model on different tests.
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“self-learning ability,” men performed better than women as
shown in Figure 9.

Figure 9 shows that when using artificial intelligence for
teaching English, there is no big difference in the adaptability
of learning English in different grades, but there are sig-
nificant differences in “learning interaction” and “learning
environment.” The fitness value of grade four is 3.44, grade
one is 3.42, grade two is 3.39, and grade three is 3.28, but the
learning adaptability of grade three students is significantly
lower than that of other grades (Figure 10).

According to Figure 10, the English/non-English char-
acteristics vary significantly in the level of adaptability to
learning English self-taught AI, English majors (M =3.59),
and non-English majors (M =3, 39). The adaptability of
English majors in AI English self-study is significantly higher
than that of non-English majors. In order to reflect the
practicability and accuracy of this model, we compare the
MOTH-FLAME model used in this model with the GA and
PSO model, two traditional machine learning algorithms, as
shown in Figure 11.

From the comparison in Figure 11, it can be found that
the average adaptability to self-learning English of the model
established by MOTH-FLAME is 87.83%, while the average
adaptability to self-learning of English of the model estab-
lished by PSO is 84.83%, respectively. The average fitness
values were 85.66%. Figure 12.

Comparing the experimental results, it can be known
that the accuracy rate of using the MOTH-FLAME model
reached 96.15%, while the recall rate and F1 also reached
96.53 and 96.3, while the accuracy rates of using the GA and
PSO models were 93.41% and 92.60%, respectively. The
recall rate was 95.12% and 93.415, respectively, and F1 was
93.11% and 92.21%, respectively. The prediction effect of the
model established using MOTH-FLAME is generally much
better than that of the model established using GA and PSO.
This evaluation result fully demonstrates the innovation and
practicability of the artificial intelligence optimization al-
gorithm selected in this article.

5. Conclusion

Many schools in our country emphasize the culture of self-
learning English, but this is not enough. I do not think so.
First, there are not enough teachers in the schools, and the
teachers are not responsible enough. The perfect teaching
method is monotonous and retrograde, and students find
English lessons interesting. Direct instruction gives poor
results; students are too dependent on teachers, which
prevent them from cultivating and developing their capacity
for independent learning. Artificial intelligence can be used
to cultivate students’ stable and good mobility and improve
the purpose and comprehensiveness of cognitive learning.
By integrating Al into English teaching, students can im-
prove and analyze data more effectively to facilitate learning.
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The process of regional economic growth is a long-term evolutionary law. During this long evolutionary process, some regions
may continue to grow, while others may fall into decline. It takes a long time. For example, from the perspective of our country’s
regional economic growth since the turn of the century, the east coast has been in a relatively developed state, while the economy
of some western regions is relatively backward. Therefore, how to promote the long-term growth of developed regions and
revitalize the troubled regional economy by studying the long-term growth mechanism of the regional economy is an important
topic of regional economic research. In this context, we can draw the following conclusions. (1) The employment structure of
major industries has been declining year by year since 2000, and this trend is relatively obvious and the decline is relatively large.
Despite some changes in industrial growth, the overall trend is upward. The employment structure of the service industry has
increased year by year, and its proportion in total employment usually exceeds that of major industries, and it is the industry with
the largest number of employees. (2) The accuracy under the machine learning model is 79.46%, the reliability is 89.27%, and it is
feasible; the accuracy under the data mining model is 68.45%, the reliability is 75.43%, and the feasibility is 86.18%; the accuracy
rate under the traditional statistical model is 60.14%, the feasibility is 68.24%, and the reliability is 75.12%. GDP not only is the core
indicator of national economic accounting but also can be used to measure the economic status and development level of a
country or region. The impact of industrial structure on GDP is huge, and a suitable industrial structure can promote a healthier
growth of GDP. In order to analyze the relationship between our country’s GDP and industrial structure, the quantitative analysis
method of grey correlation analysis is used to study it, and then according to the calculation results, suggestions for adjusting and
optimizing the industrial structure will be put forward to the relevant ministries.

1. Introduction

In this survey, we review the work of machine learning on
methods for dealing with datasets that contain large amounts
of irrelevant information. We focus on two key issues: the
problem of selecting relevant features and the problem of
selecting relevant examples. We describe the progress made
on these topics in empirical and theoretical work in machine
learning and propose a general framework for comparing
different approaches. We conclude with some challenges for
future work in this field [1]. Interpretation of brain imaging
experiments requires analysis of complex multidimensional
data. In recent years, the use of machine learning algorithms
has become an increasingly popular diagnostic technique for
training classifiers to extract fMRI data of stimuli, mental

states, behaviors, and other variables of interest and to show
that the data contain information about them. In reviewing
this tutorial, we will understand some of the key options
involved in using this technique and how to obtain statistically
significant results, illustrating each point with a concrete
example [2]. The repeatability and efficiency of the corner
detector determines its likelihood of being useful in practical
applications. Repeatability is important because the same
scene viewed from different locations should yield features
corresponding to the same real-world 3D location. Efficiency
is important because it determines whether the detector
combined with further processing can run at frame rate. The
article describes three advances. First, we propose a new
feature detection heuristic, and using machine learning, we
derive a feature detector from it [3]. We review machine
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learning methods using positive definite kernels. These
methods formulate learning and estimation problems in
reproducing kernel Hilbert spaces (RKHSs) of functions
defined over the data domain and are extended in terms of
kernels. Working in the linear space of functions facilitates the
construction and analysis of learning algorithms, while
allowing for large classes of functions. The latter includes non-
linear functions as well as functions defined on non-vector
data. We cover a wide range of methods, from binary clas-
sifiers to complex structured data estimation methods [4].
Feature selection algorithms fall into two broad categories:
wrappers that use self-learning algorithms to rank features by
their usefulness, and filters that rank features based on
heuristics that share features in the data. For applications with
large databases, filters have proven to be more practical than
wrappers because they are much faster. However, most
existing filtering algorithms are only suitable for discrete
classification problems. The article describes a fast, correla-
tion-based filter algorithm that can be applied to both con-
tinuous and discrete problems [5]. This article discusses factor
models that use multiple real-time monthly and quarterly
time series to forecast GDP growth in the short term. Factors
are estimated using the EM algorithm with basic component
estimators, taking into account the different time periods of
the data and missing observations at the end of the sample.
We discuss some characteristics of real-time estimator
samples and provide an alternative approach to forecasting
quarterly GDP using monthly ratios [6]. The article compares
the performance of a monthly follower model GDP forecast
based on time series of the French economy. These models are
based on static and dynamic foundations obtained by time
and frequency level methods. We question whether it is more
appropriate to use aggregated or disaggregated data to derive
the factors used in the prediction equations. The accuracy of
the forecast for different forecast horizons was evaluated
taking into account sliding and recursive patterns [7]. To
forecast several epochs into the future, the modeler is faced
with a choice: iterative one-step ahead forecasting (IMS
technique), or directly model the relationship between ob-
servations separated by a periodic interval and use it for
forecast (DMS forecast). Structural fractures, unit root non-
stationarity, and residual autocorrelation are known to im-
prove DMS accuracy in finite samples, all of which occurred
when modeling South African GDP for the period 1965 to
2000 [8]. The impact of monetary policy on the economy has a
long and variable lag, so policymakers need reliable forecasts
of economic activity. As a result, forecasts of real GDP growth
have become increasingly necessary. A new modified ARIMA
model is proposed and used to predict China’s GDP growth
from 1978 to 2004 [9]. Aiming at the development of GDP in
the process of urbanization in Zhoushan, establish a GDP
measurement model in Zhoushan, open up the measurement
relationship between the development of Zhoushan’s marine
economy and the statistical law of employment growth, and
establish a GDP measurement model in Zhoushan. The
impact of GDP growth on employment puts forward the
predictable stimulating results of Zhoushan’s marine eco-
nomic development on employment, which provides theo-
retical and practical reference for promoting Zhoushan’s
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urbanization [10]. The growth of the total economic volume is
based on the growth of various industrial sectors. The modern
economic growth mode is essentially structure-oriented
growth, that is, the core of economic growth is the change of
industrial structure. The effectiveness of these factors directly
affects economic growth. Therefore, it is very important to
examine the impact of industrial scale and efficiency factors
on economic growth from the perspective of industrial
structure. Scholars at home and abroad have done a lot of
research on this topic, using a lot of research methods [11].
Different industries and lifestyles use water in different ways,
and different economic development models dramatically
change water demand. Therefore, simultaneous (dynamic)
analysis of macroeconomic and water resource systems can
reveal their intrinsic links. Taking Beijing as an example, this
paper analyzes the relationship between industrial structure
adjustment and water consumption growth by using relevant
theories and analytical methods. Therefore, it is very im-
portant to develop the integration of the tertiary industry and
the secondary industry to solve the water shortage problem in
Beijing [12]. The data from 1978 to 2004 are used as a sample
to conduct an empirical analysis on the relationship between
urbanization and industrialization. The results show that
there is a long-term equilibrium relationship between China’s
urbanization and industrial structure. Different from their
short-term relationship, the one-way Granger causality and
their respective variances have inertia [13]. With the help of
marine statistical data, the article examines the current sit-
uation and development trend of our country’s marine in-
dustry structure. With the help of econometric methods such
as correlation analysis and grey phenomenon theory, the
essential factors affecting the growth of the shipping industry
are clarified. According to the “Outline of National Marine
Economic Development Plan,” analyze industrial economy,
industrial phenomenon theory, regional economy, and in-
tegration of shipping and agriculture, combined with struc-
tural problems and measures of our country’s marine
industry, to provide good technology for the development of
marine industry in China [14]. The price structure of forest
production in China from 1996 to 2009 was examined using
grey relational analysis. Based on the GM(1.1) model, a data
model for predicting China’s forestry structure in the next 10
years was established. The results show that the grey corre-
lation coefficients between the three forestry industries and
forestry output value are 0.8491, 0.7311, and 0.8213, re-
spectively, in the order of secondary industry < tertiary
industry < large industry. The prediction results show that our
country’s forestry is in the middle stage of industrialization,
and the secondary and tertiary industries have developed
rapidly and become the main industries [15].

2. Analysis of Local Economic and Industrial
Structure under Machine Learning

2.1. Problems Existing in the Economic and Industrial
Structure

(1) Convergence of regional industrial structure: that is,

the similarity rate of industrial structure in the

eastern, central, and western regions is relatively



Mathematical Problems in Engineering

high. To adjust our country’s current industrial
structure, we should follow the basic principles of
combining market regulation and government
guidance, improving the level of industrial tech-
nology through independent innovation, adhering to
a new path of industrialization, and promoting the
coordinated and healthy development of industries.
Continue to promote the construction of energy,
transportation, and communication infrastructure,
accelerate the adjustment and optimization of in-
dustrial product structure, vigorously expand the
tertiary industry to absorb labor employment as the
main goal, and take practical and feasible adjustment
measures.

(2) According to the actual situation of each region,
actively learn from advanced experience, rely on
high-quality industries, optimize and adjust the in-
dustrial structure, and greatly improve the economic
level of the whole region.

With the continuous growth of the economy, capital and
labor are transferred to the secondary or tertiary industries,
which leads to changes in the industrial structure of the
regional economy. The three industries are not coordinated.
Development is modernization and industrial transforma-
tion. Years of practical experience in adjusting the regional
economic and business structure have shown that in the face
of these two problems, we must take a holistic approach. For
a long time, the primary and secondary industries have been
the main body of the market. In order to change the
backward situation of our country’s “manufacturing in-
dustry,” actively promote industrial innovation and increase
the market share of the tertiary industry. In the process of
development and reform, we adhere to the principle of “less
but fine” and pay attention to the actual level and standard of
the business as well as the structure of the industry.
According to the actual situation of each region, actively
learn from advanced experience, rely on high-quality in-
dustries, optimize and adjust the industrial structure, and
greatly improve the economic level of the whole region. It is
shown in Figure 1.

2.2. Adjustment Direction of Regional Economic and Indus-
trial Structure. Industry is the most important sector sup-
porting the national economy. As the main body of the
national economy, the county economy should pay more
attention to the development of industrialization. It is also the
main direction of today’s industrial transformation and meets
the needs of our country’s economic development. Due to the
different economic conditions and industrial development
levels in different countries, the actual adaptation process
must be realistic and not be successful too quickly but must be
gradually improved in industrialized industries. Considering
that the current industry is developing in the direction of
adapting to the county economy and business structure, we
think there are mainly the following reasons. (1) The devel-
opment of the service industry and service industry is in-
separable from industrial support. It is necessary to use the

Problems in Economic
Industrial Structure

Industrial
coordination is
not unified

The proportion of
industries is not
coordinated

Low proportion o
the tertiary
industry

FIGURe 1: Problems existing in the economic and industrial
structure.

service industry to drive social concerns and promote eco-
nomic development and structural adjustment. (2) The de-
mand for service industry in small areas is lower than that in
cities. The development of service industry needs to effectively
manage the type and scale of service industry in combination
with regional characteristics. The over-allocation and waste of
resources in the province have created a harsh environment
for market competition. (3) According to relevant data, the
economic benefits of the manufacturing industry are among
the best in many industries, and it has obvious development
advantages in terms of national taxation and employment,
providing a circular economy for the sustainable development
of the industry. Regional industries realize high stability of
circular economy. When the state manages the economic
restructuring of the whole province, industry not only has an
important impact on economic development but also has a
good leading role in other industries. The development of
high-quality industries can guide many industries, such as the
service industry, and is the primary choice for industrial
restructuring and development.

2.3. Breakthroughs in Industrial Structure Adjustment from
Key Positions. Under the new situation, the phenomenon of
overcapacity is mainly manifested in the process of regional
adaptation of the economic and commercial structure,
which exists objectively and is not a random phenomenon.
Recovery will come at a huge price. In the process of eco-
nomic manufacturing, some regional industries do not do
temporary work well without new production technology
and unique profile products, which brings great challenges
to the industry. The following points are investigated and
evaluated. (1) From the beginning, comprehensively plan the
existing business in the region and implement the upgrading
and renewal of the industry based on this. Actively respond
to the government’s call and adhere to the development
policy of “focusing on development, common improvement,
and comprehensive coordination.” In the early stage before
the actual operation, it is necessary to make preparations on
the basis of the existing business structure, put forward the
basic development policy, and select industries and enter-
prises for modernization and innovation. Initially, it focused
on technological innovation, equipment upgrades, and
product improvements to simplify the process, improve



economics, and realize it. Find and deliver the most accurate
and personalized guidance to help you succeed. (2) Focus on
promoting and developing the industry. Strengthen the
improvement of basic equipment and core technologies of
relevant enterprises and focus on scientific and technological
research and product innovation research. At present, the
regionalized production of a large number of imported high-
tech equipment and materials in our country not only in-
creases the production cost but also wastes a lot of financial
resources. Therefore, it is necessary to actively support the
development of science and technology, organize high-tech
talents to participate in scientific and technological inno-
vation, participate in major achievements and technologies,
and reduce the impact of monopoly technology on enter-
prise development. Of course, development is inseparable
from cooperation and active technological integration. We
must focus on promoting the transformation of primary and
secondary industries to high-level industries and promote
economic and industrial restructuring.

2.4. Economic and Industrial Forecasting Steps. Economic
forecasts are speculations and estimates of future scenarios
for economic phenomena. According to the history and
status quo of the economic development process, the sci-
entific forecasting method shows the regularity of the de-
velopment of economic phenomena and the connection
between various economic phenomena and predicts the
future development trend and the possible level of the
economic phenomenon. The content of economic forecast is
very broad: the first is the forecast of domestic economic
situation, such as production development, growth rate,
economic structure, price development, population em-
ployment, tax revenue and expenditure development, sup-
ply, production, and sales. At the same time, the
international economic situation should also be taken into
account, such as the prediction of international economic
fluctuations and changes in the international market in
region B. Your forecast usually consists of four steps: col-
lecting and analyzing the various data required for the
forecast, performing various forecast calculations to outline
the preliminary forecast, completing and revising the
forecast, and preparing a formal forecast report. The above
process is a recurring prognostic process. This cycle typically
occurs twice a year, and a forecast report is generated ap-
proximately every six months. It is shown in Figure 2.

2.5. Keep Improving and Become Bigger and Stronger. As part
of the structural adjustment, special jobs should be reserved
for regional industries. The Swiss watch industry, for ex-
ample, is small but has unique high-end brands that have
huge growth advantages. We must actively learn from and
learn from, focus on developing high-quality industries,
make them bigger and stronger, promote industrial trans-
formation, and promote the integration of regional economy
and industrial structure. Our country believes that it is very
important to adjust the economic and industrial structure of
the region, overcome technical difficulties, and vigorously
carry out scientific research. At the same time, it is necessary
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FIGURE 2: Economic and industrial forecasting steps.

to fill the gaps in core industries, closely follow the char-
acteristics of industries, make them bigger and stronger, and
actively promote the process of regional economic and trade
structure integration.

3. Machine Learning Algorithms

3.1. Classical Machine Learning Algorithms. KNN algorithm,
random forest algorithm, and SVM algorithm are three
classic machine learning algorithms in supervised learning.
They are commonly used in various intrusion detection
scenarios. This section mainly introduces their respective
classification ideas. If most of K’s nearest neighbors belong
to a particular class, then the sample also belongs to that
class, and that class contains the properties of that sample.
The distance formula to calculate the distance between two
samples is

; 1p
Lp(xi,xj) = ;|xi—xj|p , (1)
-1 g,
Flx) = { +1, otherwise. @
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In this attack scenario, the attacker aims to collect proxy
records containing malicious samples and normal samples
and find out the feature vector space of the target model and
the corresponding information parameter vector. If most of
K’s nearest neighbors belong to a particular class, then the
sample also belongs to that class, and that class contains the
properties of that sample. After the calculation of the result
formula (2), the accuracy of the classical machine learning
algorithm will be improved even more.

In this case, attackers typically manipulate malicious
samples according to conditional probability distributions
or feature space distances to get as close as possible to the
protected data.

z" = argmin g (x)
g g 3)

- in !l x!
=argminw x’.

Accuracy is the percentage of correctly predicted sam-
ples to the total number of samples; response rate is the ratio
of the number of positive samples found to the total number
of positive samples, reflecting insufficient sample coverage;
percentage accuracy means that all predicted positive
samples are true. The proportion of positive samples may
reflect the problem of false positives. The F1 score is the
harmonic mean of recall and precision and is the combined
score of recall and precision. The calculation formulas of the
four indicators of accuracy, accuracy, recall, and F1 score are
as follows:

TP + TN
accuracy = ,
YT TP+ EN+ FP+ TN
.. TP
recisiom = ——,
PrecIsIom = 15 Fp
(4)
TP
recall = ———,
TP + FN
precision * recall
F1 =2=x

score precision + recall
In order to improve the classification accuracy, the
corresponding loss function is often developed, and the
optimal weight value and paranoia value of the function are
obtained by finding the maximum value of the function:
QZ n
min L = min 7+ c ' 1max(O, 1-y,9(x;))
iz

2
min L = min % +c i max(O, 1- yi<wai + b)), (5)
i=1
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3.2. KNN Algorithm Model. The KNN algorithm continu-
ously finds the best values of w and b during the analysis
process, so that the loss of the function reaches the lowest

value. The training process randomly assigns final weights.
The training process randomly assigns final weights. This
training method has no problem in the natural environment,
but in a conflict situation, you will be attacked. Attackers can
take advantage of this and create malicious samples ap-
propriately to misclassify them. The output can be a com-
bination of several binary decisions, such as whether to
evaluate a pixel as the foreground and background of the
image, or a more structured output such as a syntax tree or
containing box. Multiple binary outputs can simply be
represented by multiple independent SVMs.

Vo,L=w+ cZVﬁxi,

ies

. (6)
V,L=c) V.

ies
To visualize the security of classification algorithms, a
new concept is introduced here: classifier sensitivity. The
higher the sensitivity of the classification, the less secure the

algorithm, and vice versa. The security of this algorithm is
described as follows:

W Fx)-F(x') 1 &
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When a user selects a service that is interested in in-
teraction, the relevant information of the service can be
retrieved, and changes in the community to which the
service belongs are highlighted in the adjacent spatiotem-
poral dimensions.

3.3. K-Means Machine Learning Model. The K-means al-
gorithm is an unsupervised learning algorithm that can be
applied to unlabeled data. The goal of the algorithm is to find
datasets whose number is determined by K. The algorithm
iteratively assigns data to one of K groups based on the
provided features. Group data based on data similarity. In
the network model of the query system, the prescribed
fusion rules are used to integrate the interactive big data of
the educational administration system, so as to realize the
interactive query of the big data.

The convergence control function of the interactive big
data query in the educational administration system is

F(t)=) z;T+(h- f)’ - sin(2nt), (8)
j=1

where h represents the characteristic sampling frequency of
the educational administration system and f is the infor-
mation transmission rate of the educational administration
system data query. The output can be a combination of
several binary decisions, such as whether to evaluate a pixel



as the foreground and background of the image, or a more
structured output such as a syntax tree or containing box.
Multiple binary outputs can simply be represented by
multiple independent SVMs.

Based on this, the window width of the interactive big
data transmission of the educational administration system
is calculated. The calculation formula is

u, =Y z;T\y+q4-F(t), )
j=1

where y is the time delay of data transmission and g is the
hidden node of data transmission. Using the adaptive deep
learning method, the transmission frequency of interactive
big data query data in the educational administration system
is obtained as follows:

nF (t)* N log; 17+ 8
V7 ¥q '

In the formula, ¢ is the gradient error of data trans-
mission; r is the iterative step size of deep learning. Through
the method of reconstructing the similarity feature of the
target sample set, the deep learning of the interactive big data
model of the educational administration system is realized,
and the global optimal control function of the model is
obtained as follows:

(10)
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where o is the step size of adaptive learning. Finally, the
optimal model of interactive big data in the educational
administration system is obtained as follows:

F(ky=F®)+ Y ;r—p(t) (12)

n=1,t=1

4. Prediction and Industrial Structure
Analysis of Machine Learning in Local
GDP Economy

4.1. Local GDP Economic Forecast under Machine Learning.
The process of regional economic growth is a long-term
evolutionary law. During this long evolutionary process,
some regions may continue to grow, while others may fall
into decline. It takes a long time. For example, from the
perspective of our country’s regional economic growth since
the turn of the century, the east coast has been in a relatively
developed state, while the economy of some western regions
is relatively backward. Therefore, how to promote the long-
term growth of developed regions and revitalize the troubled
regional economy by studying the long-term growth
mechanism of the regional economy is an important topic of
regional economic research. Only population, wages, prices,
resources, technology, and income distribution affect the
long-term growth of regional economies. The flow of these
factors, especially the flow of labor and capital, has a greater
impact on regional economic growth. The determinants of
regional growth can be divided into endogenous and
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exogenous factors. The main endogenous factors are the
distribution and supply of production factors, such as the
distribution and supply of land, labor, and capital. The main
external factors are related to the evolution of commodity
demand within the region, national investment, and national
economy. According to the endogenous and exogenous
elements of regional growth and their combinations, from
the perspective of integrity and decentralization, distinguish
complex models of regional growth, decentralization sys-
tems, regional convergence or differentiation growth issues,
and social and political factors.

From the data in Figure 3, we can see that from 2017 to
2021, Guangdong Province and Tianjin City have a relatively
large number of marine economic structures, indicating that
their marine economic structures are more diversified, their
marine economic development is relatively stable, and their
economic structure is relatively stable. It has not changed
much. The marine economy and industrial structure of
Liaoning and Shandong have relatively few direct descen-
dants, indicating that the value of marine industry products
is relatively concentrated in one or more industries. The
industry and business structure dominated by sea fishing
will be simplified. The structure is strongly influenced by
changes in several major industries, resulting in large
fluctuations in overall development and relatively unstable
economic development. The number of direct descendants
of the industrial structure changed greatly. The impact of
Liaoning and Shandong’s marine economy and industrial
structure is relatively small compared with the previous few
years, indicating that the marine economic structure was
relatively simple at this time. The industrial structure of
different provinces is quite different, which leads to the great
fluctuation of the entropy of economic structure in different
years. In 2021, the entropy of economic structure in each
province is the highest, which indicates that the industrial
structure is multidimensional. The large fluctuation in dif-
ferent years indicates that the industrial structure fluctuates
greatly in different years, and the structure develops in
multiple dimensions. When the change of the entropy of
economic structure is small, it shows that the industrial
structure depends on less industries.

From the data in Figure 4, we can see that the accuracy
under the KNN machine learning model is 79.46%, the
feasibility is 89.27%, and the model score is 93.45%; the
accuracy under the K-means machine learning model is
68.45%, the feasibility is 75.43%, and the model score is
86.18%; the accuracy under the FM machine learning model
is 60.14%, the feasibility is 68.24%, and the model score is
75.12%. The KNN machine learning model has the highest
accuracy and feasibility among the three models and is the
best performing model among the three models.

From the data in Figure 5 and Table 1, we can see that the
actual value of GDP from 2016 to 2021 shows a steady
upward trend, and the predicted values under different
machine learning models are different. The predicted value
of the s-svm model in 2016 was 48188, the predicted value of
the K-means model was 47523, and the predicted value of
the FM model was 47131; the predicted value of the s-svm
model in 2017 was 51469, and the prediction number of the
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FiGure 3: Calculation table of the number of direct descendants of
the economic and industrial structure in different regions.
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FIGURE 4: Performance tests under different machine learning
models.

K-means model is 50279, and that of the FM model is 49946;
the prediction number of the s-svm model in 2018 is 56751,
that of the K-means model is 55361, and that of the FM
model is 54988. In 2019, the number of predictions of the s-
svm model is 61516, the number of predictions of the K-
means model is 61109, and the number of forecasts of the
FM model is 60723. It can be seen that the s-svm model and
the predicted values are the closest to the actual values, and
the error rate is the smallest The prediction value of the
s-svm model is the closest to the real value in the prediction
value of GDP by different algorithms. The prediction ac-
curacy rate can reach more than 96%, and the highest is 99%,
which has a high prediction effect. The prediction effect of
FM model is poor, and the average prediction accuracy is
about 95%. Different models have obvious differences and
advantages in predicting GDP growth. Therefore, the S-SVM
model has a good application effect in the prediction of GDP.

From the data in Figure 6, we can see that in 2011, the
GDP of expenditure was 188.61, consumption expenditure
was 136.56, household consumption was 114.13, and

7
80000 12.00
70000 10.00
60000
50000 8.00
40000 6.00 =
30000 4.00
20000
10000 2.00
0 0.00
2016 2017 2018 2019 2020 2021

real s-svm model

GDP predicted value

k-means model FM model

predictions predictions

—e— Average error rate

F1GURE 5: GDP forecast and actual GDP under machine learning.

government consumption was 22.43; expenditure GDP was
229.31, consumption expenditure was 164.26, household
consumption was 137.32, and government consumption was
26.94. In 2014, expenditure GDP was 242.32, consumption
expenditure was 185.47, household consumption was
157.70, and government consumption was 27.77.

4.2. Forecast and Industrial Structure Analysis in Local GDP
Economy. According to the input-output theory and related
mathematical models, most countries in the world began to
make input-output tables, and countries began to flexibly
use the output model to analyze many important issues of
national development. Our country is no exception. The
input-output table is used to analyze the relationship be-
tween different sectors and end-user sectors in our country
to understand the state of economic development. Therefore,
many professors and researchers have devoted their efforts
to describe the application and analysis of the EC + IO model
in our country’s economic development. However, since our
country does not compile the input-output table every year,
we can make statistical improvements to the input-output
table for the years that have not been compiled on the
original basis. The yearbook data then calculate the overall
performance of each department for each year. Compared
with previous test results, our test will be more compre-
hensive, not bound by personal thoughts, and presented to
the public more objectively and fairly. From the perspective
of the country, it can be viewed more modestly and cau-
tiously, and from the perspective of the troops, it can also be
a more objective and fair analysis, which helps to better
understand the development of our country. Therefore, the
analysis of our country’s input-output table is very im-
portant for the country and the masses.

From the data in Figure 7 and Table 2, we can see that the
employment structure of major industries has been de-
clining year by year since 2000, and this trend is relatively
obvious and the decline is relatively large. Despite some
changes in industrial growth, the overall trend is upward.
The employment structure of the service industry has in-
creased year by year, and its proportion in total employment
usually exceeds that of major industries, and it is the industry
with the largest number of employees. Judging from the
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TaBLE 1: 2016-2021 GDP forecast and actual GDP under machine learning.
Real GDP  s-svm model predicted value ~ K-means model predictions =~ FM model predictions  Average error rate (%)
2016 48946 48188 47523 47131 9.56
2017 51751 51469 50279 49946 8.74
2018 56197 56751 55361 54988 8.02
2019 62966 61516 61109 60723 7.37
2020 66309 66082 65912 65196 6.65
2021 73438 73008 72834 71793 5.03
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FIGURE 6: 2011-2021 GDP of consumer expenditure in different regions.
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FIGURE 7: Three changes in industrial structure.
TaBLE 2: Three changes in industrial structure.
Primary industry (%) Secondary industry (%) Tertiary industry (%) GDP growth rate (%)
2016 5 8.50 12.50 8.40
2017 7.80 8.20 10.50 9
2018 7.50 8.20 9.50 8.80
2019 6.20 7.60 8.50 7.90
2020 5.10 6.20 7.60 5.60
2021 8.50 9.60 10.20 9.50

development situation at home and abroad, the employment
structure of our country’s primary industry is still relatively
high, the level of agricultural mechanization is insufficient,
the employment of the processing industry is obviously
sufficient and relatively insufficient, the industrialization still
needs to be improved, and the service scope bears the heavy
burden of work and needs to be vigorously developed. It
needs to continue to grow, and the entire industry structure

also needs to be optimized and improved. From 2016 to
2021, we can see that the GDP growth rate of the region is
still relatively high, basically higher than the national growth
level. Especially in the past two years, the national growth
rate is relatively low, and the GDP growth rate of the region
maintains a certain advantage. In the three industrial
structures, the proportion of secondary industry is relatively
large, and the contribution of growth rate and GDP growth
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FiGure 8: The proportion of industrial structure and its predicted
value under the machine learning model.

rate is relatively large. In the whole economic structure,
different industries have maintained positive growth, so it is
necessary to adjust the industrial development strategy for
the primary industry and then provide intelligent upgrading
services for the primary industry.

From the data in Figure 8, we can see that the actual
proportion of the first industry is 23%, the proportion of the
second industry is 33%, and the proportion of the third
industry is 17%. The proportion of the primary industry
predicted by the s-svm model is 26.53%, the proportion of
the primary industry predicted by the K-means model is
27.38%, and the proportion of the primary industry pre-
dicted by the FM model is 28.91%. It can be seen that the
prediction value under the s-svm model is the most accurate
among the three models.

5. Conclusion

The process of regional economic growth is a long-term
evolutionary law. During this long evolutionary process,
some regions may continue to grow, while others may fall
into decline. It takes a long time. For example, from the
perspective of our country’s regional economic growth since
the turn of the century, the east coast has been in a relatively
developed state, while the economy of some western regions
is relatively backward. Therefore, how to promote the long-
term growth of developed regions and revitalize the troubled
regional economy by studying the long-term growth
mechanism of the regional economy is an important topic of
regional economic research.
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In order to address the problem of the absolute nature of the evaluation of superiority and inferiority in the evaluation of physical
education classroom in universities and the problem of inconsistency in the conclusion of multiple evaluations, we develop an
“autonomous advantage evaluation method to highlight one’s own advantages,” which uses a probabilistic stochastic simulation
algorithm to evaluate the advantages of the evaluated objects by calculating the degree of superiority among them. The method is
based on an innovative “base to top” approach, with a high degree of independence. The method was validated by means of an
algorithm, and the conclusions were obtained with probabilistic information.

1. Introduction

University students are the future pillars of our country, and
it is only when they have a healthy body that they can be
most creative and create more value. Therefore, it is very
important for universities to provide physical education to
students [1]. The health of students is reflected in all aspects
of their lives, and physical education is an integral part of it,
as learning more about physical education and acquiring
skills through practical application can enhance students'
physical fitness [2]. The Ministry of Education is paying
more and more attention to the health of students, requiring
universities to make reasonable physical education programs
to improve the physical fitness of students, and according to
the regulations, each school is constantly correcting and
improving its teaching methods, and gradually tends to
diversify and enrich the teaching content [3-5]. Therefore, it
is important to evaluate the quality of physical education in
order to judge the quality of teaching and learning [6-8].
Data mining is a popular data analysis technology that has
received widespread attention. This technology can use
known data resources to discover more potential informa-
tion and the connection between things, firmly grasp this
technology and apply it to the evaluation of the quality of
physical education in college students, you can find out the

factors affecting the quality of physical education and ef-
fectively enhance the physical fitness of students [9-12].

In China, physical education classroom teaching has
been developed for many years, and even though the
mechanism of the method varies and the way of solving
the problem is different, the conclusion form is mostly
determined and consistent, which is expressed as “the
absoluteness of superiority and inferiority discrimina-
tion” and “the strictness of difference transmission ”
[13-15]. The use of different evaluation methods for the
same evaluation problem usually results in different
evaluation conclusions, resulting in the problem of
“nonconsistent multievaluation conclusions” [16]. It is
now generally accepted that ’portfolio evaluation’ is an
effective solution to this problem, but in reality, this is a
compromise approach that does not address the essence of
the problem at its root [17].

In this paper, we develop an “autonomous advantage
evaluation method to highlight one’s own advantages,”
which uses a probabilistic stochastic simulation algorithm to
evaluate the advantages of the evaluated objects by calcu-
lating the degree of superiority among them [18]. This
method produces probabilistic (reliable) evaluation con-
clusions, which are more interpretable to the actual problem,
and proposes an innovative “base to top” comprehensive
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evaluation method with a high degree of independence,
which is added to the evaluation in the form
of “components.” The method is based on an innovative
“base to top” approach, with a high degree of indepen-
dence. The validity of the method is verified by means of
an example [19].

2. Basic Description of Assessment Issues in
Physical Education

There is a multi index evaluation system x;; = x; (x;), (i =
L,2,...,mj=12,...,m) composed of u,,u,,...,u,, m
evaluated objects and x;,x,,...,x,, indexes, which is
about index x; for the evaluated object u;; observed value
of the evaluation data matrix (decision matrix) can be
expressed as

X1 X2t Xim

Xo1 Xp2 vt Xoy
A=lxl, = T ) M

Xl Xm0 Xum

where m, n > 3, and the data in A is the normalized data after
preprocessing the physical education evaluation process we
describe as a general transformation:

yi=f(*iXp %), P€N, (2)

where f is the positive transformation function; y; is the
comprehensive evaluation value of the object u; being
evaluated, and u,,u,,...,u, is ranked according to the
Uy, Uy, ... u, value from the largest to the smallest, to
complete the u,u,,...,u, comparison of the advantages
and disadvantages.

3. Description of the Autonomous
Strengths Assessment

Hypothesis 1. is that each of the evaluated subjects has the
dual objective of “widening the gap between competi-
tors” and “developing their own strengths,” and in doing
so, ‘highlights their own strengths in an integrated
manner.

A quantitative description of the idea of autonomous
strengths evaluation in hypothesis 1:

Definition. «;j, B;; is the amount of column and row
dominance of the evaluated object u; (i € N) on indicator
x; (i € N), respectively, and satisfies

1
Yj= Z(x,-,- -

x), i€N, jeM,keN,

(3)
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If we let A;; = pa;; + np;j, i € N, j € M, then we say
that A;; with is the amount of autonomous advantage
of the evaluated object u; (i € N) with respect to indica-
tor x;(i € N), where y is the competitive target coeffi-
cient and n is the developmental target coeflicient
wne[0,1,u+n=1.

Column dominance «; j(i€N,jeM) reflects the dif-
ference in strength between the jth indicator of the evaluated
object y; and the n-1 other evaluated objects as a whole,
while row dominance f3;; reflects the difference in strength
between the jth indicator of the evaluated object y; and the
m-1 other indicators as a whole.

4. Stochastic Simulation Algorithm

4.1. Nonlinear Programming Problems Where the Objective
Function Is Linear. This paper gives a simulated annealing
and evolutionary planning algorithm for nonlinear
planning problems with linear objective functions, which
transforms problems with constraints into unconstrained
ones. Numerical results confirm the high computational
accuracy of the method and show good convergence,
considering the following optimization problem (where ¢
is a vector):

A
minc x
gi(x)<0 i=1,...,r (4)
s. t.
Ax>b
In order to find a feasible solution that satisfies the
constraint, we first solve the subproblem:

min, f = max{0,g,(x) i=1,...,r},

d'x<cxp —e (5)
s.t.

Ax<b,

where x is the optimal solution at k steps and ¢ is a
T T =
small positive number. Let B = (i >, d= (C xZ —¢ ),

the constraint can be reduced to Bx<d.
Bx <d can be written as

by ix(1) +b,x(2) +---+ by,x(n)<d,
by x(1) +byx(2) +--- + by, x(n) <d,, ©)

b1 16(1) + b, 1,x(2)+---+ b, ,x(n)<d,,,,.

m+1,n

4.2. Simulated Annealing Algorithms for Nonlinear Pro-
gramming Global Optimization Problems. Based on the
upper and lower bounds of component x (L;), we propose a
class of simulated annealing algorithm for solving sub-
problem (3). The specific steps of the algorithm are as fol-
lows: Algorithm 1I:



Mathematical Problems in Engineering 3

Step 0: initialization: the maximum and minimum temperatures are T, T,,;,» the number of iterations L, ,, and the parameters
are given respectively ¢ > 0.

Step 1: use the random process to obtain the initial value of the feasible solution x, = (x,(1),..
T=Tpw t=0,I=01Iff(xy)<0,then I=1, y* = x,. Otherwise, turn to step 2.

Step 2: While (T >T,,,) do

(a) while t<L_,, do

(1) randomly select I, € {1, 2,

max> ~ min>

., %o (1)), set

... 1}, and give a uniformly distributed random number A €[-1, 1]. For j=1,.., n, if A > 0.

xt(j)+oc><(b,t—xt(j))><)t, ifj:ltandblt;&oo,
z(j) =14 % (j)+axA, ifj:lt,b,t:oo
% (7); if j#1,.

if j =l,anda; # oo,

xt(j)+oc></\, iff:lnﬂrfoo

xt(j) taX (xt(j)_alt) X/L
() =
+ () if j#1,
where a;, and] b;, are lower and upper bounds, x, (I,) comes from Algorithm 1, a The initial value of is 1, if 444, then a=1.
(2) let z= (Z @),..., 7 (n)), if f (2) <0, then I=1, y *=Z. Algorithm 1 stops. Otherwise, turn (3).
(3) Take 7 €[0,1], if <min{l,exp[f (x,) — f (2)1/T}, set x,,, = z, otherwise x,,, = x5, t = + 1.
(b) Lmax: max+d t:0 *
(c) by T=6 x T lower the temperature T. Where parameter D, § And ¢ is a known constant entered in advance.

ALGORITHM 1

Step 1: Given y initial values, let k=1 and I =0. Let the individuals be real-valued vector pairs (x;,7;), Vi€ {1,...,u} [20-22].
Step 2: Calculate the individual adaptation value. If 3i € {i,...,p},  f(x;)<0, then I =1, y* = x; otherwise turn Step 3.

Step 3: For each parent (x;,#,), Vi=1,...,u, generate a child (x},#:) according to the following

steps: Randomly select /; from the set { 1, 2, ..., n} to generate a uniformly distributed random

parameter A in the interval [- 1, 1]. For j=1, .., n, if A >0

xi(j)+11,~(bj—xi(j))/1, if j:liandb,x_#oo,
x(j) =1 x()+nA if f=1I,b =00

x; (/) if j#l.

x; () + 1 (x; () - ali)/\ if j=1Iand a; # oo,
x; () x; (j) + A if j:li,a,‘:oo

x; (7) if j#l,

ALGORITHM 2

On the basis of algorithm 1, the initial value of random
feasible solution x, is given so that k=0. If I=1, make
xltJrl:y*’Tmax:T’Lmax: k=k+1.

TaBLE 1: Teaching quality evaluation form.

Evaluating indicator

‘max> Teacher number Evaluation results

If I =0, then x;, is the global optimal solution of problem Kl K2 K3 K4
). 1 B A C C Good
2 B B C B Good
3 C C A A Secondary
4.3. Evolutionary Planning Algorithms for Nonlinear Pro- 4 ¢ B B C Secondary
gramming Global Optimization Problems. This section gives 5 A A B B GOOS
an improved evolutionary planning algorithm for problem g g i 1; g s Goo
. . - econdary
(2), where the adaptation value is taken as the objective 3 B B A px Excellent
function value as follows: (Algorithm 2) 9 B c ¢c & Secondary
The initial value of 7 is 1 if 5, <1074, then #; = 10 A B B c Good

5. Application Examples

five items based on teaching effectiveness, teaching

This paper uses data from the evaluation of the teaching  content, teaching attitudes, and teaching methods

quality of physical education teachers at a university,
with the aim of analysing the factors affecting the
quality of physical education. Table 1 shows that the
indicators of teaching quality evaluation are divided into

[23-25]. It is assumed here that K1: teaching attitude,
K2: teaching content, K3: teaching programme, K4:
teaching effectiveness, and K5: evaluation result are the
data of five training samples, and the evaluation grades



are A: excellent (90-100), B: good (80-90), C: moderate
(70-80), D: pass (60-70), and E: fail (<60).

The information entropy of each attribute is calcu-
lated first. For K1, there are {1, 2, 6, 8, 9} (3 good, 1
moderate and 1 excellent), {3, 4, 7 (3 moderate), and {5,
10} (2 good) for the evaluation of teaching attitude.
Then, the information entropy of K1 is calculated as
follows:

r 3 3 3 3 3 3
B(KD) L x 3.(5 —33)+1.(5 —13) L(5° - 3) 03485,
5 | (5+3) (5+1) (5+1)
1 3.(3° - 3%) B
E(Kl)—gx-w]_
ry (43 _ o3
E(Kl):%x 2(223):|
L (2+2)
(7)

The information entropy of the teaching attitude
K1 is

5 3 2
E(K1) =—.0.3445+—.0 + —.0 = 0.1772. (8)
10 10 10
Similarly, we obtain the information entropy of other
attributes:

E(K2) = 0.2947, E(K3) = 0.2486, E(K4) = 0.2433.  (9)

Comparing the entropy of each attribute, the ranking is
E(K1)<E(K4)<E(K3)<E(K2), so K1 is chosen as the root
node and three branches are created, A, B, and C. According
to the flow of the algorithm, the test attributes are selected in
turn under the branches and nodes are created until the end
of the sample division [26].

Based on the decision tree created in Figure 1, we can see
that each branch represents the combined set of attributes
tested, and the whole decision tree represents the combined
destructions.

It is clear from this analysis that teaching attitude is the
most important aspect of teaching. When the teaching at-
titude is excellent, the result of teaching evaluation is good;
when the teaching attitude is medium, the result of teaching
evaluation is medium; when the teaching attitude is good,
the result of teaching evaluation also depends on the
teaching programme, but the teaching attitude is still the
dominant factor [27, 28].

Evaluation of physical education teaching in uni-
versities is ranked. After the calculation of the auton-
omous evaluation method to obtain the results so
that b=2, we can get the dominant weight vector w =
0.4546, 0.2908, 0.1637, 0.0726 to get the ideal order of
ranking as

Uyg-

(10)

Uy > Uy > Ug > Uy > Us > Uz > Ug > U; > Ug >
0.9891 0.8971 0.5283 0.0.7272 0.8306 0.5542 0.6636 0.5464 0.7277

The results, e.g. ug > s do not mean that ug is
definitely better than u,, ity still has a 04717 probability of
being better than ug, and this form of conclusion is not
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K1
C
B
A
secondary
good
K3
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K2 excellent good
©
A B
secondary
good good

FiGure 1: Evaluation decision tree.

TABLE 2: Parameter setting values for the simulated annealing
algorithm.

Tmax T
11 0.001

6 Lmax
0.974 3 1 1 1.02

min

TaBLE 3: Calculation results based on the simulated annealing
algorithm and penalty function method proposed in the paper.

. Optimal Worst Average best
Functions .
solution value value
Paper method -10.945 -10.874 -10.912
Penalty function ~10401  -10271 ~10.397

method

suitable for making absolute judgements of superiority
between some of the evaluated objects at the intersection of
competencies. This form of evaluation gives the most reliable
ranking of superiority between objects, but at the same time
accommodates a variety of possible rankings (e.g. ug > 1,
is equivalent to u, > uy). 0.5283

This form of evalliation allows multiple absolute eval-
uation findings to be embedded in a single probabilistic
evaluation finding, avoiding the subjective assumptions
caused by the “multiple evaluation findings nonconsistency
phenomenon” [23-25].

Table 2 shows the parameter settings for the numerical
calculations, while Tables 3 and 4 show the results of the
numerical calculations.
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TaBLE 4: Calculation results based on the evolutionary planning algorithm and penalty function method in this paper.

Functions Evolutionary algebra Population size Optimal solution Worst value Average best value
Paper method 1000 10 —-10.967 -10.875 —-10.926
Penalty function method 1000 10 -10.567 -10.156 -10.478

6. Conclusions

In this paper, we address the problem of the absolute nature
of the evaluation of the merits of traditional physical edu-
cation classrooms and the inconsistency of the findings of
multiple evaluations, and construct a method to evaluate the
merits of the evaluated students by highlighting their own
strengths. The validity of the method is verified by calcu-
lation, and the evaluation conclusion with probability in-
formation is obtained.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Comprehensive performance evaluation is an important basis for improving the training effect of enterprise employees and the
effective allocation of enterprise resources. Based on AHP and BP neural network theory, this paper constructs a comprehensive
performance evaluation method for enterprises, AHP is used to calculate the weight of the index, and then the importance index is
screened. The model proposes a conceptual model of comprehensive performance of manufacturing enterprises from the support
layer, core layer, and promotion layer and constructs a manufacturing system from horizontal and vertical. The influencing factors
of comprehensive performance solve the quantification problem of enterprise comprehensive performance evaluation and have
obvious guiding value for the research on the integration mode and path of industrialization and industrialization of regional
manufacturing enterprises. In the simulation process, the weight of each index in the evaluation system is first determined by the
analytic hierarchy process; then the evaluation index membership score table is established, and fuzzy mathematics is used to
calculate the expert’s score, so as to solve the problem caused by the intermediate value. The uncertainty caused by the jump is
finally established by the analytic hierarchy process, and the neural network is used to simulate the sample. The experimental
results show that by using AHP to collect training samples for neural network evaluation, the comprehensive performance
evaluation system has good fitness and achieves the best comprehensive consideration of accuracy and training time when there
are 17 hidden layer neurons. The maximum relative error is 1.64%, which is much lower than the general accuracy requirement of

5%, which effectively improves the performance and calculation accuracy of the network.

1. Introduction

The comprehensive performance evaluation service has
developed rapidly at home and abroad and has received
more and more attention [1]. The essence of comprehensive
performance evaluation is an innovative product produced
by the combination of services, which is a multisubject and
multiwin service model [2]. The huge effect of this realistic
multiwin model on the participants has made many com-
panies flock to carry out this business. However, when third-
party logistics companies carry out comprehensive perfor-
mance evaluation business, the weak concept of risk man-
agement and the low level of risk evaluation also restrict
comprehensive performance evaluation [3-5]. R&D’s role in
enterprise activities has become increasingly obvious. At the
same time, R&D activities are also an important part of

scientific research activities and are the foundation of in-
novation [6, 7].

The comprehensive scientific and technological perfor-
mance is a special and important resource. Scientific eval-
uation of them is the premise of recruitment and selection
[8], the basis for improving the training effect and the ef-
fective allocation of comprehensive performance, and an
important factor in formulating employee career planning is
given. From the existing research results, it can be seen that
most high-tech enterprises do not pay enough attention to
the comprehensive performance of science and technology
[9], which leads to unreasonable evaluation indicators, single
evaluation standards, and unscientific evaluation methods,
which brings great influence to the development and
management of comprehensive performance. There are big
problems [10], such as reduced overall performance
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satisfaction, or even resignation. In the long run, the
management of the enterprise will fall into chaos, and the
goals of the enterprise will be difficult to achieve. Therefore,
both internationally and domestically, the quantity and
structure of R&D resources are regarded as the core indi-
cators for measuring the comprehensive national strength
[11]. R&D has the characteristics of exploratory, creative,
uncertain, and risky and is crucial to the productivity that
transforms scientific and technological achievements into
reality [12-14].

This paper mainly studies the subjective and objective
AHP-BP model in the field of comprehensive performance
evaluation risk assessment. This paper obtains relevant data
through the investigation and analysis of the comprehensive
performance of science and technology of a high-tech en-
terprise and uses the established model to conduct simu-
lation research based on MATLAB software to verify the
scientificity of the method. In terms of the risk assessment
index system, this paper tries to establish a more compre-
hensive and practical index system: the first part includes the
first three chapters, mainly on the research status, signifi-
cance, index system construction, and the relevant theo-
retical basis of model construction. The practicability and
accuracy of the paper in the third part is mainly about the
shortcomings of this paper and the prospect of future re-
search. Although 26 indicators are selected in this paper,
they are all traditional financial indicators. The extent to
which visualization should be optimal in both horizontal
and vertical directions is not reflected in the text. Too high a
degree of visualization will lead to a higher level of com-
plexity in the organization, and too low a degree of visu-
alization may affect the organization’s ability to sense. Due to
their own limitations, traditional financial indicators pay
more attention to the historical information of enterprises.
Therefore, it is difficult to fully reveal the potential devel-
opment capabilities of enterprises.

2. Related Work

On the basis of understanding the current research status
at home and abroad, combined with the characteristics of
high-tech enterprises’ comprehensive performance of
science and technology, so as to provide scientific and
technological comprehensive performance evaluation
tools for enterprise managers. To form a more objective
and scientific understanding of the current state of en-
terprise comprehensive performance of science and
technology [15], to provide a basis for the development
planning and strategy formulation of enterprise com-
prehensive performance.

Human capital property rights are the rights of its
owners to dispose of or utilize their own human capital in
order to obtain benefits, including the right to possess, use,
dispose of, and benefit from human capital. Some western
economists put forward the human capital property right
incentive theory from the perspective of human capital
participating in income distribution. Profit sharing is a
typical contractualization of human capital property rights.
Liang and Li [16] believed that compared with the traditional
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performance evaluation system, 360-degree evaluation has
its advantages and is more comprehensive and accurate.
Huang et al. [17] research believes that when the main
purpose of the 360-degree evaluation is to serve the de-
velopment of employees and provide help for employees’
careers, the evaluation of evaluators will be more objective
and fair. Zhang et al. [18] believe that 360-degree evaluation
uses multiple perspectives to evaluate employee perfor-
mance, especially in providing feedback and guidance, al-
locating bonuses and opportunities, and avoiding evaluation
errors. Cai et al. [19] believe that, according to the char-
acteristics of R&D employees, a four-layer KPI evaluation
index system for R&D employees is designed, which com-
bines performance result orientation and workload orien-
tation for evaluation, while realizing the evaluation of the
R&D personnel of high-tech enterprises at a single time
point, through the multistage information aggregation
method of dual incentive control lines, the performance of
the R&D personnel of high-tech enterprises can be evaluated
in a complete R&D project cycle.

The research group led by Qian [20] is mainly based on
the job analysis method of competency characteristics and
uses empirical evaluation to construct the structure of the
competency characteristics of regional enterprise senior
managers, etc. and proposes to first determine a set of
general basic competencies, and then these competencies
are tailored to specific roles, thereby defining performance
levels for each competency. Scholars applied the compe-
tency model to the administrative management profes-
sional personnel training program and put forward several
suggestions for formulating the professional personnel
training program. This paper believes that competency is
closely related to the job performance of enterprise em-
ployees [21]. The use of the competency model can predict
the future work performance of enterprise employees
and can distinguish the outstanding performers and the
average ones in the enterprise. It is multilevel, multidi-
mensional, cross-organizational, linked to task scenarios,
and dynamic [22]. Through the performance-oriented
comprehensive performance management system, the
R&D personnel are implemented performance manage-
ment, and targeted and personalized incentive measures
are taken [23-25].

3. Construction of an Enterprise
Comprehensive Performance Evaluation
Method Based on AHP and BP
Neural Network

3.1. Analytic Hierarchy Architecture. The factor analysis
hierarchy process can be divided into R-type factor analysis
and Q-type factor analysis according to the different re-
search objects to find several common factors that control all
variables through the study of the correlation matrix or the
internal dependence of the covariance matrix of the variables
through the study of the internal structure of the similar
matrix of the samples, to find out the main analytic hierarchy
process factors that control all the samples.
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There are many calculation methods for calculating the
single-level sorting of each layer to the previous layer, such
as the sum method, root method, characteristic root method,
and least square method. The existing research and appli-
cation show that the root method is accurate and the
evaluation effect is better. Therefore, this paper intends to
use the root method to calculate the relative weight. It can be
seen that the coefficient of variation of the inventory
comprehensive performance evaluation rate is 1.74, and the
variation coeflicient of the business cycle is 1.37, indicating
that the inventory comprehensive performance evaluation
rate has a greater degree of variation and reflects a relatively
large amount of information. Therefore, this paper chooses
the comprehensive performance evaluation rate of inventory
as one of the representative indicators.

f (net,i, j) — net (i, j),

e . 1 X
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Z (omigat_i (i—x))/ (1-j—alpha),
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(2)

Here, K represents knowledge of comprehensive per-
formance; S represents skills of comprehensive performance;
A represents the ability of comprehensive performance; I
represents the mediating variable, including motivation and
attitude; B represents the behavior of comprehensive per-
formance. The theory holds that behavioral change is the
result of a series of jobs and is the primary concern of
comprehensive performance development like changes in
knowledge, skills, and abilities enable changes in behavior,
and the translation of this possibility into reality requires the
role of mediating variables such as motivation and attitude.
DEA deals with the same type of DMU and indicators with
the same input and output, so the DEA method can perform
a time series analysis; that is, each time point is a decision-
making unit; it can also perform a cross-sectional analysis;
that is, each individual are decision-making units.

Figure 1 further judges the influence of indicators by
using multiple indicators, if the unit of measurement is the
same as the mean, the standard deviation can be directly
used for comparison. Among the other five indicators of
their own kind, the multiple correlation coefficients of
nonperforming assets ratio, long-term asset suitability ratio,
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FiGgure 1: Coefficient of variation index assignment of AHP.

accounts payable turnover ratio, comprehensive performance
evaluation rate of fixed assets, and comprehensive perfor-
mance evaluation rate of accounts receivable are 0.266, re-
spectively. Sometimes a single neural network works better
than a modular neural network for some data. The reasons are
analyzed as follows: the insufficient number of samples after
the modules are divided makes the neural network inferior to
a single neural network, so such a problem can only be solved
by ensuring a number of standard samples. Therefore, this
paper selects the comprehensive performance evaluation rate
of fixed assets and the comprehensive performance evaluation
rate of accounts receivable as reflecting the enterprise for the
representative indicator of comprehensive performance
evaluation capabilities.

3.2. BP Neural Network Topology. Before using large size
kernels, GoogLeNet scales the computation by adding a
bottleneck layer with 11 convolution kernels. It uses sparse
connections to overcome the problems of information re-
dundancy and high computational cost by omitting irrele-
vant feature maps. In addition, GoogLeNet innovatively uses
global average pooling in the last layer to reduce the density
of connections. These parameters are adjusted which
resulted in a significant reduction in the number of pa-
rameters from 40 million to 5 million. If it is the Inception
module of GoogLeNet without dimension reduction, it is the
Inception module after adding dimension reduction in
Figure 2, subcriteria layers should be further decomposed.

The judgment matrix and scale meaning are as shown,
where the middle value of the two values indicates the
importance between the two. The neural network will in-
evitably lose some image feature information due to the
deepening of the number of network layers. At the same
time, the low-level feature information cannot be directly
transmitted to the high-level, and the network cannot learn
more robust features. The higher the number of network
layers, the better the fitting ability will be, but it may cause
the gradient to disappear or the gradient to explode, and the
network cannot continue to learn effective features and the
network training stops.
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The six regions are convolved to extract feature infor-
mation and then cascaded to extract higher-level feature
information so that each pixel can jointly represent and
exchange information to ensure richer and more robust
feature information. The model in this chapter not only has
fewer network layers and fewer parameters but also has a
higher accuracy of image classification.
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In the task of neural network processing image
classification, the conventional operation is to preprocess
the image first, then input the whole image to the

convolutional neural network model and then output the
classification. However, since the category targets of
different images may have regional differences, different
categories may have highly similar feature information,
so the accuracy of image classification only by global
features is not high.

e = pGi ) N
2 Tophp = LS040,

(5)
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The indicators of each enterprise in the neural network
sample use standardized data, and the target data use the data
evaluated by AHP. The specific evaluation steps are as follows:
determine the evaluation index set and output set and de-
termine the number of nodes in the input layer, output layer,
and hidden layer. Initialize the weights and thresholds of the
neural network nodes. The commonly used method is to assign
a random number between 0 and 1. Input neural network
learning step size, error target, momentum coefficient, maxi-
mum number of iterations, etc. Input sample data, the indi-
cators of the data are standardized data, and the target output is
the AHP evaluation value. The neural network propagates
forward and calculates the node output values of the input
layer, output layer, and hidden layer, respectively.

Halx-D\plx-m)(x+m) * .
+) =1
~ a(x)Jw(x —n)(x +n), x (6)
-t(ma,i, j) ={] Jw(c@di), [ [m(c(di), | [n(c(i)di)}.
The network often uses sigmoid log or tangent activation

functions and linear functions. When it is desired to limit the
output of the network, such as limiting the output between 0
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and 1, the logarithmic s-type activation function should be
used in the output layer. In general, the s-type activation

function is used in the hidden layer, while the output layer
uses a linear activation function.

Y \/n(x,y)m(x,y)u \/Zn(x)/zn(y) = \/zn(i,j) =Y m(, j),

i+j=1

1-\2n(x)/ Yxn(y) _

VY n(x) Y n(y)
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When analyzing the dendrogram in the cluster analysis
results obtained by using the systematic clustering method, a
threshold value needs to be set manually because the cat-
egory number system will not be given. Therefore, the
threshold value can be determined according to the needs of
the research setting, which in turn determines the number of
subcategories. According to the cluster analysis results in the
above figure, the threshold value selected in this paper is
about 22. This paper divides the above 10 indicators into 6
subcategories. Period, current assets, comprehensive per-
formance evaluation rate of total assets, and cash compre-
hensive performance evaluation period are classified into
one category, and the other five indicators are each classified
into one category.

3.3. Analysis of Performance Evaluation Indicators. For
performance evaluation indicators, quantitative indicator
evaluation does not require the participation of multiple
evaluators but is obtained by a special responsible person
such as an HR assessment specialist based on the real
performance of the R&D personnel and comparing it with
the performance plan. The performance indicators in this
paper are quantitative indicators of R&D personnel, and
their scores are related to the corporate objectives of the
indicators. The expected objectives of R&D personnel in-
clude the target threshold value and the target challenge
value. If the target threshold value cannot be reached, the
assessment is 0. The basic requirements are for employees,
and the target challenge value is the cut-off point of the
performance full score of 1, which requires employees to
make more efforts to achieve. The samples of 8 belong to
ordinary modules and are divided into STU2, and these data
are put into Matlab and then simulated, and STU1, STU2,
and a single neural network are compared, respectively. In
most scenarios, the larger the coefficient, the faster the
collection, the smaller the risk of bad debts, and the stronger
the ability to repay short-term debts. SSE represents the sum
of squares of errors, SSW refers to the sum of squares of
network weights, ENP represents effective weights and
thresholds, and TPR refers to the number of training steps.

The application value of research results can be divided
into parts in Figure 3 for statistics: one is the patent score, that

(7)

Y n(x) i ]
i 1-Yaw][
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is, regardless of the field and type of the patent, each patent is
awarded 5 points; the second is the achievement score; that is,
the patent application and the economic value generated in
real life is recorded as 1 point for every 20,000 yuan of
benefits. The calculation method of multi-person cooperation
refers to the calculation of the paper or monograph. The
evaluation of qualitative indicators is generally completed by
an expert group composed of multiple evaluators. The
members of the expert group get the corresponding weights
according to their roles with the R&D personnel and calculate
the fuzzy membership degree according to the different
evaluation levels. Firstly, the actual situation of model ini-
tialization is analyzed, then the assessment span is deter-
mined, and the weights of assessment personnel are allocated.
The members of the assessment team divide the level of the k-
th R&D personnel. For example, the indicators can be divided
into A, B, C, D, and E grades.

It can be seen that the multiple correlation coefficients of
the comprehensive performance evaluation rate of inventory
and the operating cycle in the indicators in Figure 4 are 0.963
and 0.966, respectively. After calculating with AHP, the
adaptive force evaluation of each manufacturing enterprise
can be obtained, which can be expressed as it, the neural
network provides training samples. After data processing
and normalization or fuzzification, the data is input, and
simulation experiments are carried out. After calculation, 8
groups were selected as training data. As long as the index
information of the R&D personnel to be evaluated is input
into the system, accurate evaluation results can be obtained.
We can also multiply the result by 10 or 100 according to the
individual needs of the enterprise and restore it to the
competency evaluation score suitable for the enterprise.
And, with the increase of learning samples, the accuracy of
evaluation can be further improved, so it has wide appli-
cability. The results of the multi-index comprehensive
evaluation realized by the BP neural network are convincing.
It overcomes the influence of human factors, ambiguity, and
randomness on evaluation and is an intelligent compre-
hensive evaluation method.

= lim (n, m)[

3.4. Comparison of Network Data Fitness. After investiga-
tion, we obtained the values of network data fitness among
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12 evaluation indicators. Among them, the economic benefit
index generated by patent and achievement application has
not obtained comprehensive information due to the diffi-
culty of investigation, so this paper will not calculate it for
the time being. See below for the survey data. Since the index
c itself is a value between 0 and 1, no normalization is re-
quired, and the other index values are between 0 and 100, it
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is divided by 100 to obtain the normalized data. In this
paper, the first 12 samples of the samples are selected as
training samples to test the BP neural network. After
comparative analysis, it is determined that the number of
nodes in the hidden layer is 8, the convergence speed is fast,
and the error can meet the requirements. The output value of
the network after training is: 0.9701, 0.7801, 0.6294, 078012,
0.6084, 0.6620, 0.58971, 0.8380, 0.6193, 0.6281, 0.7185, and
0.58900.

Figure 5 selects 91 indicators that can basically cover all
the information of listed companies. According to the
principle of maximum membership, we can see from the
judgment matrix month that the evaluation of enterprise B’s
manufacturing system self-adaptation is medium. Among its
first-level indicators, flexibility is good, visualization is
medium, and self-knowledge is medium. Among them, in
the evaluation of flexibility, it can be seen from the data that
the evaluation is not consistent in this indicator (between
good and medium, slightly biased and good). Scoring rules:
for quantitative competency indicators, the comprehensive
performance management personnel will compare the
employee’s performance data with the performance target
schedule, analyze, and finally obtain the precise score.
Qualitative competency indicators are divided into 5 grades:
A, B, C, D, and E. The corresponding grades are evaluated by
a 360-degree assessment of the competency of R&D per-
sonnel, including experts from the company’s R&D per-
sonnel competency evaluation team. For the index rating,
the corresponding scores are 10, 8, 6, 4, and 2, respectively.
After the rating, fuzzy membership processing is performed,
and the scores of the quantitative and qualitative indicators
in Table 1 are standardized to [0, 1].

This paper analyzes the application data of R&D per-
sonnel in a high-tech enterprise. Quantitative indicators are
mainly derived from statistics on the R&D statistical records
of the high-tech enterprise, and qualitative indicators are
mainly derived from the evaluation records and interviews
of employees of the enterprise. The original data of the
enterprise are shown in Figure 6. Before training the net-
work, it is necessary to initialize the thresholds and weights
of the network. The command newft to establish the network
will directly initialize the thresholds and weights of the
network when the network is established. Since the input
data and output data are both between 0 and 1, the Logsig
transformation function is applied to both the hidden layer.

Divide the value data of the 13 groups of R&D personnel
competency indicators in Part 01 into the parts in Figure 6,
select the first 7 groups of data in Part 01 and the 13 groups of
data in Part 02 as learning samples, train neurons to connect
weights and thresholds, select after the 01 part, 6 groups of
data are checked and tested. When the number of training
reaches 1 to 150, the training meets the required accuracy. It
can be seen that the maximum relative error between the
expected output and the training result is 0.15%, which
meets the required accuracy. It can clearly reflect the im-
portance of various indicators, including the application of
information technology, the degree of perfection of infor-
mation communication mechanism, the degree of infor-
mation sharing, the real-time monitoring of WIP, RM, and
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TaBLE 1: Description of network data fitness.
Network Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 Mode 7
Layer 1 0.45 0.76 0.95 0.16 0.49 0.56 0.27
Layer 2 0.87 0.91 0.21 0.45 0.76 0.95 0.59
Layer 3 0.67 0.45 0.33 0.87 0.91 0.21 0.80
Layer 4 0.71 0.73 0.75 0.77 0.79 0.81 0.83
Layer 5 0.18 0.16 0.14 0.12 0.1 0.08 0.06

FM, and the weights of the utilization rate of production
forms and electronic case indicating that the lower-level
indicators in the visualization have an impact on the
adaptive force of the manufacturing system. This method is
very convenient to apply, and the evaluation result can be
obtained by inputting the information of the object to be
evaluated.

4. Application and Analysis of an Enterprise
Comprehensive Performance Evaluation
Method Based on AHP and BP
Neural Network

4.1. AHP and BP Neural Network Data Pooling. DDU
(Decomposition Decision Unit) is a decision subunit that
decomposes AHP and BP neural network data. AHP is
mainly used to normalize data, make evaluations, generate
training samples and weights of various indicators, and
input them into different data processing in STU. Among
them, STU is a subtask processing unit (Subtask Processing

Unit), and the number of STUs is determined by DDU. The
selected neural network implements the function of STU,
and the neural network is trained according to the data sent
by DDU. The data sent in different ranges are trained at the
same time using different neural networks. In this paper,
MATLAB software is used to program, the financial data of
20 three-level indicators of the previous 15 listed companies
are used as the input of the network, the comprehensive
score value is used as the output, and the dimensionless data
is used to calculate the model. The comprehensive evaluation
results and network fitting errors are shown in Figure 7.
The judgment matrix is obtained by sending out ques-
tionnaires to experts to collect the data. In this paper, the
calculation process and numerical model of AHP are in-
troduced. Combined with the obtained judgment matrix, the
relative weights and total weights of each layer of indicators
are calculated, and the RI and CI of the weights are tested to
judge their validity. By distributing the judgment matrix
questionnaire to 8 experts, the judgment matrix is con-
structed, the weight value obtained by each expert’s judg-
ment matrix is calculated, and then the average value of all
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weights is calculated by the average method to determine the
indicators at all levels. In production flexibility, the appli-
cation of information technology, the perfection of infor-
mation communication mechanism, and judgment matrix
for the degree of information sharing. From the table, it can
be seen that the application of information technology has
the largest weight, followed by the perfection of the infor-
mation communication mechanism and the degree of

information sharing. Among them, in the evaluation of
comprehensive performance, it can be seen from the data
that the evaluation is not consistent in this indicator (be-
tween good and medium, slightly biased and good).

By analogy, the weights and consistency tests of the
judgment matrices of the remaining experts are calculated.
Figure 8 uses the average algorithm to take into account the
opinions of each expert, weakening the bias caused by
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personal subjectivity, and finally obtains the ranking of the
weights of each single layer. Assuming that external factors
(such as social environment, economic environment, and
market environment) remain unchanged, according to the
principle of index system construction, five categories of
second-level indicators and corresponding 20 third-level
indicators are selected, and AHP is used to construct the
level of financing ability evaluation. structural model. The
weight of each indicator is calculated based on the expert
scores. The weights of the usage rate account for 0.1291,
0.0645, 0.0645, 0.0644, and 0.0645, respectively, and these
weights are the largest values in the total ranking of the
hierarchy, indicating that the lower-level indicators in the
visualization have an impact on manufacturing. The overall
performance of the system has a greater impact.

4.2. Simulation Realization of Enterprise Comprehensive
Performance Evaluation. Based on 20 business sample data
that have occurred in company A as the original data, this
paper evaluates the accuracy and usability of the model
through the evaluation of the AHP-BP model. According
to the risk management rules of company A, the risk level
of loan companies is generally divided into five grades:
excellent, good, medium, poor, and extremely poor. The
data involved in this paper are both quantitative and
qualitative. Quantitative data can be obtained directly,
while qualitative data are scored by experts to quantify
qualitative data. Experts’ scoring of quantitative data is
based on the actual performance of related companies and
the risk classification standards of company A. The expert
scores are [0-10], “extremely poor” is [0-2), “poor” is
[2-4), “moderate” is [4-6), and “good” is [6-8), “excel-
lent” is [8-10]. According to the original data of company
A and expert scores, the risk assessment samples are
shown in Table 2.

In the Matlab programming of this article, the error
precision is set to 0.15, the maximum number of iterations is

TaBLE 2: Enterprise comprehensive performance evaluation score.

Evaluation set Poor Moderate Good Excellent
Data 1 39.65 71.90 87.17 90.88
Data 2 4490 43.33 66.71 44.61
Data 3 77.04 76.38 86.77 98.35
Data 4 43.14 42.62 24.80 26.52
Data 5 11.34 88.06 26.74 97.92
Data 6 12.06 99.31 33.62 20.12
Data 7 0.39 55.34 51.31 61.42

5000 times, the step size is 0.05, the momentum coeflicient is
0.25, and the initial weight and threshold are all assigned
gradients with random numbers between [0, 1], and vali-
dation check are all system defaults. Too few neurons in the
hidden layer will make the trained neural network not
“robust” enough, and at the same time, the fault tolerance is
poor, and there are too many neurons. It will make the
network training time too long, and the error may not be the
best. The most commonly used membership functions in
current research are trapezoidal distribution, triangular
distribution, rectangular distribution, and normal distri-
bution. In the specific application process, the appropriate
function can be selected as the membership function
according to the actual situation of the research object, and
the undetermined parameters in the membership function
can be determined. After calculation, 8 groups are selected
from Figure 9 as training data.
The model in this paper has tested the network training
situation from 14 to 20 hidden layer neurons, and the ac-
curacy is all up to the requirements, but although increasing
the number of neurons will improve the accuracy, it will also
change the training time and error. The best combination of
accuracy and training time is achieved when there are layers
of neurons. The maximum relative error of the neural
network simulation is 1.64%, which is far below the general
accuracy requirement of 5%, and the neural network eval-
uation performs well. According to the simulation diagram,
the risk level of each assessed enterprise can be clearly
displayed: No. 17 enterprise is “good”, No. 18 and 19 en-
terprises are “medium”, and No. 20 enterprise is “excellent”.
In DDU, the agility value is 0. The membership value of each
index is calculated by the method of a trigonometric linear
function, and finally, the evaluation result is obtained. Then,
the obtained data is used as a sample for neural network
training to be simulated and tested. From the analyzed data,
the effect of the modular neural network is better.
According to the steps of the analytic hierarchy process,
first determine the index weight and obtain the index weight
from the formula: W=[0.0292, 0.0118, 0.0719, 0.0252,
0.0444]. Experts scored each sample in Figure 10 according
to the original data and enterprise risk assessment standards
and obtained the AHP evaluation score of each sample
according to the above weights. The scores in the original
table will no longer be included in the evaluation, and only
some raw data will be scored. From the image before im-
provement, we can see that the fitness rises relatively slowly,
and even the maximum fitness is still declining at the be-
ginning, and it falls into a local optimal solution later. This



10

10

Enterprise comprehensive network training situation
8] W~ [e)}
I I I
(=1
\g\\

Point performance evaluation

FIGURE 9: Network training situation of enterprise comprehensive
performance evaluation.

1.00

0.0 0.2 0.4 0.6 0.8 1.0

Feature evaluation training detection

F1GURrE 10: Neural network evaluation training situation for AHP
evaluation.

coefficient is the actual embodiment of the main content of
operating profit and is very important to the current assets of
the sample. If it is measured by time, it means the time from
the establishment of the account receivable to the account. It
can be seen from the table that the improved BP algorithm
can obtain a high-quality solution in a short time, greatly
improve the convergence speed of the search, and signifi-
cantly improve the global optimization performance.

5. Conclusion

Based on the research on modern comprehensive perfor-
mance evaluation methods, this paper determines the
evaluation method combining AHP and BP neural network.
Firstly, the AHP and BP neural networks are summarized,
respectively, and their basic principles and application
processes are introduced; secondly, the process of calcu-
lating index weights and screening important indicators is
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proposed; finally, based on the screening results, BP neural
network is used to carry out scientific case. In the com-
prehensive performance evaluation, the BP neural network
is trained first with the learning samples, and then the
performance of the network is verified with the test samples;
the simulation research proves that the method is effective.
In the comprehensive performance indicators, the relevant
research on agility indicators is referenced, which shows that
comprehensive performance and agility have something in
common, and the research on comprehensive performance
is the inheritance and development of agility. The advantage
of the neural network is that according to the operation
performance of the manufacturing system in the actual
process, through self-learning and self-correction, the
evaluation results are more in line with the actual situation.
In future research, attention should be paid to finding more
reasonable and feasible methods to process the data more
reasonably. The research method in this paper can effectively
absorb the advantages of the two methods, simplify the
difficulty of system decision-making, and improve the ef-
ficiency and accuracy of evaluation.
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The use of industrial land tends to be standardized and rational, but the total amount of developed industrial land has reached its
limit in many places. Under such circumstances, industrial transformation and upgrading are difficult, and how to improve the
quality and efficiency of the stock space must become the key to the problem. Therefore, this paper proposes to take X city
industrial land as the research object, with the help of multidimensional feature analysis of spatial performance evaluation, and
apply the method of Fuzzy analytic hierarchy process to explore the refined utilization of industrial land promoted by spatial
calculation. Through example analysis, the results of site-specific spatial performance evaluation are derived by using various

weighted evaluation factors.

1. Introduction

With the acceleration of global industrial reform and ur-
banization, the “bottom-up” process of rural industrializa-
tion has led to a low threshold for industrial land access,
which is reflected in a high degree of spatial fragmentation
and wasteful allocation of resources. Although the intensive
industrial land development model of “farmers in the city,
industry in the park” has been the mainstream of planning
since the 1990s, the complex entanglement of property rights
and the redistribution of differential land rent have made
this model unsustainable. With the advent of the new
economic norm, land is bound to undergo a functional
transformation. How to find a balance in the reform and
how to scientifically judge the reorganization function of
urban and rural land is an urgent issue for local governments
in the Pearl River Delta. The spatial performance of land use
is a reflection of the comprehensive effectiveness of urban
land use function. The systematic study of “urban spatial
performance” according to the law of urban space operation
is conducive to improving the effectiveness and relevance of
planning disciplines and planning practices. Only by
meeting the development needs of various urban functions
to the maximum extent and allocating various spatial

resources reasonably can we effectively improve the com-
prehensive benefits of cities. Therefore, the establishment of
a spatial performance assessment system for industrial land
can help the government scientifically formulate public
policy tools, including urban planning, and facilitate the
effective operation of the land market. Currently, China’s
industrial economy is moving toward a new normal of slow
speed and good structure, facing problems such as industrial
structure adjustment and stable growth rate, development of
high-tech industries, and the tightening of resource and
environmental constraints [1].

Development zone construction includes regional de-
velopment such as economic and technological development
zones, high-tech development zones, bonded zones, border
economic cooperation zones, tourist resorts, and similar
regional development projects such as industrial parks. With
the rapid development of various development activities, the
demand for land in China is increasing at this stage and land
development has to be expanded to land that was previously
considered unsuitable for development. The construction of
development zones is bound to occupy a certain amount of
agricultural land, thus making the conflict between indus-
trial land and agricultural land increasingly acute. According
to statistics, in 2000, China had 128 million hm® of
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agricultural land with 0.101 hm® of agricultural land per
capita, less than half of the world’s per capita agricultural
land. In 2000, various kinds of construction occupied
163,000 hm” of agricultural land, according to which, the
situation of land resources in China is very serious.
Moreover, from the total natural productivity of land in
2000, the annual biological production is about 32 x 10°® tons
of dry matter, and the reasonable carrying capacity of the
population is 950 million. Land resource conservation and
rational development and utilization of land resources are
the urgent problems facing the sustainable use of land in
China.

As an important carrier of industrial undertaking,
China’s industrial land has maintained rapid growth and has
undergone changes from scattered layout to park agglom-
eration. At the same time, due to the dual effects of ur-
banization and post-industrialization, the overlap between
industrial land and urban land, lack of planning, duplication
of structure, and confusion about the layout of industrial
land have become increasingly acute. Ensuring the rational
layout and effective supply of industrial land and promoting
the safe integration of production cities have become bot-
tlenecks in the development of many cities. Space security
for industrial land will be directly related to the socio-
economic and ecological security of the region and the
scientific assessment of the space security of industrial land
will be conducive to optimizing the allocation of land re-
sources. Realizing the “win-win” between industrial devel-
opment and land space security finally realized the
integration development of town, people, and industry in
function and space, that is, the integration of production city
[2].

In regional natural resources, land resources are non-
renewable resources on which the regional economy de-
pends. It has become an important part of urban ecosystems
through various construction activities, such as regional
infrastructure land, corresponding supporting facilities in
parks, etc. However, if the land to be exploited and the whole
natural environment are not clearly understood, the capacity
of natural environment and the appropriateness of land use
are ignored, the overexploitation will lead to the occurrence
of natural disasters, ecosystem damage, and other serious
ecological negative effects.

Economic development will lead to the destruction of the
ecological environment. But as the population grows and the
demand for consumption increases, there is also an urgent
need to develop the economy to improve people’s lives [3].
To coordinate the relationship between the two in the face of
the contradiction between economic development and
ecological protection, a win-win situation is an important
task [4]. History has told us that the path to pollution and
then management is not feasible. Therefore, according to the
principle of ecological priority, the quality of the ecological
environment can be reasonably evaluated to determine
whether it is suitable for industrial development. To put
forward, reasonable environmental protection measures for
existing problems will play a fundamental role in regional
sustainable development and ecological environment
management. Therefore, for urban land resources, cherish
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every inch of urban land, we should develop and utilize land
resources scientifically and rationally.

Theoretical studies on the ecological safety of industrial
land have always accompanied the stages of industrial de-
velopment. At the early stage of industrialization, the eco-
logical safety of industrial land mainly focused on suitability
evaluation [5], and the scope of research ranged from in-
dividual industrial parks to cities [6] and larger regions [7].
With the explosive growth of industrial parks, intensive and
economical utilization within the industrial land has grad-
ually become the focus of research [8], and scholars have
combined different scales to propose various evaluation
indexes [9], mainly involving the degree of land develop-
ment, the degree of land input, land use intensity, land use
efficiency, and land structure. With the advent of post-in-
dustrialization and comprehensive urbanization era,
scholars mostly start from the urban construction land as a
whole and conduct research on the evolution of urban
spatial structure [10], urban land scale boundary [11], and
optimization of land use pattern [12] to provide technical
support for the safe and efficient use of urban land [13]. In
contrast, there are few studies on the relationship between
the layout of industrial land and other land and the per-
formance evaluation of industrial land layout.

After reform and opening up, the development of both
local and foreign industries is based on cheap resources,
including land, labor, environmental costs, etc., and with the
process of the localized economy, many small industrialized
towns are formed, becoming the main areas carrying pri-
mary processing industries. However, after the rapid de-
velopment of these small towns in the early stages, the
characteristics of inadequate land use and inefficient land
use gradually emerged. On the one hand, the proportion of
industrial land has long exceeded reasonable limits. For
example, in some small towns in the Yangtze River Delta and
the Pearl River Delta, the built-up area covers not only the
entire town area but also the proportion of industrial land far
exceeds the standard. On the other hand, the industrial
structure is unreasonable, used inefficiently, and occupies a
large amount of land. Related research reveals the frag-
mentation and inefficient utilization of industrial land at
different levels and gives the countermeasures in combi-
nation with the forming reasons, but it is limited to qual-
itative research whether it is an integrated layout or
optimized configuration. The land use performance evalu-
ation can be traced to the land rent theory of classical po-
litical economy at the earliest. However, in China, due to the
restriction of industrial land data acquisition, the perfor-
mance evaluation can be carried out gradually after 2000.
The content of the evaluation usually focuses on the intensity
of industrial land development, input and output, and
economic benefits, and different methods are used for in-
dustrial land performance evaluation (1) to strengthen the
intensive use of industrial land by evaluating the intensity of
land use, the degree of input, the efficiency of use, and other
core elements [14], and to propose ways and measures for
intensive use of industrial land; (2) to explore ways and
systems for the supply of industrial land, to study the
performance of industrial land use using an industrial land
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renewal benefit reduction mechanism or an industrial land
use based on liability positioning method [15]. A quanti-
tative evaluation study on the performance of industrial land
supply, and according to the development process and
characteristics of industrial land in China, explore the path
of innovation evaluation [16]; (3) to update the stock of
industrial land, quantify it with indicators such as location,
plot ratio, production efficiency, property rights, etc., per-
formance evaluation of inefficient industrial land through
hierarchical analysis and to explore the application in
planning control [17]. These studies are gradually estab-
lishing methods for evaluating the performance of industrial
land in different dimensions. The evaluation, however, ig-
nores businesses that are land users. This is the core element
of the current industrial development and transformation
period.

The regional land ecological environment is a complex
giant system containing many factors. Only by reasonably
selecting the evaluation factors, establishing a hierarchical
index system, and assigning reasonable weight values to
each index can, we ensure the reasonableness of the
evaluation results. Since the evaluation of regional eco-
logical environment quality involves not only a large
number of complex phenomena and the interaction of
many factors, there are a lot of fuzzy phenomena and
fuzzy concepts in the evaluation, which requires a clear
quantitative concept to reflect the severity of ecological
damage, but also requires that the quantitative index can
appropriately reflect the inherent criteria of environ-
mental quality classification and the continuity of envi-
ronmental quality changes. The fuzzy theory is an effective
tool to deal with the problem of ambiguity. Therefore, in
this study, the Fuzzy analytic hierarchy process (FAHP)
was considered for the evaluation of industrial land
performance indicators. The specific technical route is
described in Figure 1.

2. Fuzzy Analytic Hierarchy Process

2.1. Fuzzy Set Theory. Fuzzy mathematics is based on the
theory of fuzzy sets. The concept of fuzzy sets corresponds to
the classical notion of either/or sets, describing sets without
clear and well-defined boundaries. It emerged in the 1960s as
a mathematical approach to the study and treatment of
“fuzzy” phenomena. The so-called fuzziness refers to the
indistinctness and uncertainty of objective things, which is
rooted in the existence of a mid-valve transition between
objective differences, such as “good and bad” in the eval-
uation of environmental quality. In daily life “Early and late,”
“more and less,” etc., are difficult to draw a clear line.
Auxiliary mathematics is based on set theory. According to
the requirements of set theory, an object either belongs to a
set or not. There are no ambiguous cases of belonging and
not belonging at the same time. This precision of set theory
greatly limits its scope of application. It makes it unable to
deal with the ambiguities of everyday life. Faced with this
situation, in 1965, the American cybernetics expert Zadeh
[18] published his famous paper marking the birth of the
new discipline of fuzzy mathematics. Although only 40 years
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FIGURE 1: Schematic diagram of the basic research route.

have passed, the development of fuzzy mathematics has been
exceptionally rapid, and its application has involved almost
all fields and sectors of the national economy. Fuzzy
mathematics has been widely and successfully used in ag-
riculture, forestry, meteorology, environment, geological
survey, military, and other fields.

The theory and method of fuzzy mathematics show its
superiority when the object cannot be accurately described
by classical mathematics. The appropriateness of industrial
supervisory land is determined by various factors. When
evaluating the suitability of industrial land at the location of
the development zone, it is impossible to get a very precise
result. The main problems that need to be determined by the
evaluation of fuzzy mathematical theory are the determi-
nation of factor weight, the establishment of affiliation
dispersion, and the selection of the evaluation model.

The main difference between fuzzy sets and ordinary sets
is that there are only two relations between elements in the
domain and ordinary sets. There are many relationships
between fuzzy sets and elements, which can be represented
by any value on [0, 1]. Taking “0” means that the element
does not belong to the fuzzy set, taking “1” means that the
element belongs entirely to the fuzzy set, taking “0.3” means
that the element belongs to the fuzzy set to a degree of 0.3,
and so on. The number taken is called the affiliation of the
element to the fuzzy set. Affiliation is an indicator of the
tuzziness of characterization factors. It can be said to be the
cornerstone of fuzzy sets is applied to practical problems. If
this affiliation varies with a variable, the affiliation function
needs to be established. The membership function is gen-
erally denoted by A(x).



To solve a practical problem, generally, is to determine
the degree of affiliation function scatter. However, the af-
filiation function is often not declared and given, and its
determination is generally approximated by using the
method of inference. Its determination process is objective
in nature. However, a certain amount of artificial skill is
allowed, and sometimes the artificial skill plays a decisive
role in the solution of the problem. It is worth noting that the
artificial skill should be reasonable and not contrary to the
objective reality. It can be given by fuzzy statistical tests or by
the typical function method summarized by practical
experience.

The weight coeflicient is a quantitative description of the
importance of each factor in the evaluation domain, which
can be regarded as the affiliation of each factor in the
evaluation domain with respect to the “importance.” The
assigned weights in common evaluation problems are
generally subjective based on experience and are highly
subjective. In some cases, the subjective determination of
weights has an objective aspect and reflects the actual sit-
uation to a certain extent. However, in most cases, the
evaluation results of the subjective determination method
are usually seriously distorted and may lead to misjudgment
of decision makers. As a rule, mathematical methods should
be used more often to determine weights, although they are
also subjective in nature. However, due to the strict logic of
mathematical methods, the determined weights can be
processed, thus eliminating as much subjective components
as possible and conforming to objective facts.

There are various methods for determining the weights,
such as expert empirical estimation, survey statistics, hier-
archical analysis, fuzzy inverse equation method, and se-
quential synthesis method. The literature points out that the
accuracy of the hierarchical analysis method in weight
calculation is relatively better [19]. Moreover, the hierar-
chical analysis method requires less data, takes less time to
score, has less computational effort, and is easy to under-
stand and master. In view of the advantages of the hierar-
chical analysis method, and considering the popularity and
relative objectivity of the expert empirical estimation
method in practice, this study uses the combination of the
hierarchical analysis method and the expert scoring method
to determine the weights of each index affecting the suit-
ability of the industrial land.

The analytic hierarchy process (AHP) is essentially a way
of thinking about decision-making, that is, decomposing a
complex problem into component factors, grouping these
factors into an orderly hierarchical structure according to the
dominant relationship, determining the relative importance
of each factor in the hierarchy through a two-by-two com-
parison, and then integrating human judgment to determine
the total relative importance of each factor. This is a rea-
sonable way to solve the process of quantifying qualitative
problems. The basic steps of using hierarchical analysis to
solve the intrusion problem are as follows: (1) clarify the
problem and establish the hierarchical structure; (2) construct
a two-by-two judgment matrix; (3) calculate the relative
weights of the elements being compared; (4) calculate the
combined weights of the elements in each hierarchy.
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Defining the problem and establishing the hierarchy is
the most important step of AHP. First, the complex problem
is decomposed into component elements, and these ele-
ments are divided into groups according to different attri-
butes to form different levels. The elements of the same level
act as a criterion to dominate some elements of the next
level, and at the same time, it is dominated by the elements of
the previous level. This top-down dominance relationship
forms a hierarchy. A typical hierarchy can be represented in
Figure 2. In a recursive hierarchy, the number of levels
generally depends on the complexity of the intrusion and the
level of detail required for the analysis. The number of el-
ements contained in the same hierarchy is usually no more
than 9. The number of elements included is too large, which
can make it difficult to compare two comparisons. The index
system established in this study is a recursive hierarchy,
including three levels, target level, criterion level, and sub-
criterion level, in which the regional industrial land suit-
ability level is the target of evaluation.

The hierarchical analysis method is also based on expert
survey scoring, but the method of comparing grading and
calculating weight coeflicient is different. The experiments
show that when people compare the different important
degrees of multiple factors, they cannot compare and judge
too much. Usually, the number of factors a person can
compare simultaneously cannot exceed 9. However, a
comparison of the degree of importance difference between
the two factors. Man is perfectly competent. Therefore, the
“two-two comparison method” can be used for multi-factor
weight analysis, and only two factors are of relative im-
portance to each other in n factors. A measure of relative
importance between factors is called a judgment scale.

2.2. Fuzzy Integrated Evaluation. Here, it is assumed that the
upper-level element C is the criterion or sub-criterion, and
the elements governing the next level are u,, u,, ..., u,. The
judgment matrix is the basic information of the hierarchical
analysis method, and it is also an important basis for the
relative importance calculation of each factor in this study.
The judgment matrix is a two-by-two comparison of the
elements of this level to determine the elements in the matrix
with the upper-level element C as the evaluation criterion,
and the judgment matrix with n factors with C as the
evaluation criterion is as follows in Table 1.

So the judgment matrix A could be expressed as equation

1):
A= [aij]nxn' (1)

In the general evaluation problem, the evaluator cannot
judge the value of the weight indicator w; / w; very precisely,
but can only estimate it. If there is an error in the estimation,
it will inevitably lead to deviations in the eigenvalues of the
judgment matrix as well. This means that the judgment
matrix obtained by the two-by-two comparison method may
have inconsistent judgments, so a consistency test is re-
quired. By consistency, it means that when X; is more
important than X, and X, is more important than X3, then
X, must be considered more important than X;. When the
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Objective level

Decision Objectives

Criteria level Criteria 1

e~

Sub Criteria level Sub Criterial

Solution level Solution 1

Criteria2 | .. Criteria 3
Sub Criteria2 | .. Sub Criteria 3
Solution2 | ... Solution 3

FIGURE 2: Schematic diagram of the recursive hierarchy.

TaBLE 1: Form judgment matrix.

C Uy Uy U u,
U a, a, e a; a,
u, ay, a,, ay; a,

u; a; a; e a;; . aj,
Uy a, a, a,; e Ay
judgments are in complete agreement, there should be

Amax = 1. Consistency indicators, CI, can be written as
equation (2):

A

CI = fmax 7

max
n—1

(2)

When consistent, CI =0, and CI>0 when non-consis-
tent. Regarding how to measure the acceptability of CI
values, Saaty [20, 21] constructed the most inconsistent case
by taking 1/9,1/7,1/5,...,5,7,9 randomly taken values of
elements in the judgment matrix for different n, and used
100 to 500 subsamples for different n to calculate their
consistency indexes, and then found the average value, noted
as RL

Fuzzy synthesis evaluation is a proven decision-making
method to solve multi-factor and multi-indicator synthesis
problems. It applies the characteristics of fuzzy relationship
synthesis and makes a comprehensive evaluation of the
affiliation level of the evaluated thing from multiple indi-
cators according to the given evaluation criteria and the

measured values. It divides the change interval of the
evaluated thing and analyzes the degree of the thing be-
longing to each level, which makes the description of the
thing more in-depth and objective, and the analysis result
more accurate. The operation process of fuzzy compre-
hensive evaluation is shown in Figure 3.

One-level evaluation is the basis of multi-level evalua-
tion. Generally speaking, the first-level fuzzy comprehensive
evaluation is carried out mainly in the following steps.

(1) Determine the set of factors and the set of com-
ments to establish the set of factors and the set of
comments is the first step of evaluation. A fuzzy
comprehensive evaluation is a comprehensive
evaluation that considers all factors related to the
evaluated thing, and its focus is on all relevant
factors to be considered. Therefore, a factor set is
created. To clearly describe the evaluation results, it
is necessary to classify the evaluation results into
certain levels, so it is necessary to establish a set of
comments at the same time.

(2) Determining the affiliation function based on the
evaluation criteria. The affiliation function is based
on the established evaluation criteria, and the pur-
pose is to evaluate the affiliation level by dividing the
evaluation factors through certain function opera-
tions to make the original ambiguous mathematical
concept intuitive. At present, the affiliation function
is widely used in a variety of affiliation functions, and
I used the actual frequency of the current ascending
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o Evaluation level .
Original data Factor weights
Create affiliation functions v

Y Y
Calculate affiliation
functions

A

Fuzzy matrix

Factor normalized weights

A

Weighting factor matrix A

Fuzzy matrix composite
B=A-R

A

v

Calculate the degree of affiliation

v

Find the maximum affiliation

v

Fuzzy integrated evaluation

FIGURE 3: Fuzzy comprehensive evaluation flow diagram.

semi-trapezoidal affiliation function and descending
semi-trapezoidal affiliation function. The ascending
semi-trapezoidal affiliation function is applied to
those negative effect indicators that are less appli-
cable to industrial sites with higher values. The
descending semi-trapezoidal affiliation function is
applied to those positive indicators whose larger
values indicate better suitability of industrial land. In
practical application, the affiliation function should
be selected scientifically according to the focus of
evaluation work and the change rule of factors.

(3) Determine the affiliation degree of each indicator.

Based on the affiliation function constructed in step
2, the affiliation degree of u; on the rubric v; level can
be solved - denoted by y;;. The affiliation degree of
each factor for each evaluation level constitutes a
vector R; = (V;1>Via» Viz> - - -» Vin)- It is a fuzzy subset
on the decision rubric V.

(4) Determine the weights of the factors. In the com-

prehensive evaluation, it is necessary to know the
relative importance of each factor with respect to C,
i.e., the weight of each factor. To do this, we can find
the eigenvector W of the judgment matrix A and
then normalize it to find the relative importance
(weight) of each factor with respect to C.

(5) The fuzzy matrix composite operation is to syn-
thesize the weight set A and the affiliation set R rows
according to a certain algorithm, such as equation

3).
B=A-R=(b,b,...,b,)

Yu Y - Yin
B Yar Y2 oo Yo (3)
=(a;,ay,...,a,) - )

Ym1 Vm2 --- Ymn

B is the rank fuzzy subset on the set of decision
rubrics V, and bj (j=1,2,3,...,n) is the affiliation
of rank V; to the set of rank fuzzy subsets obtained
from the composite rubric.

(6) Draw the conclusion.

Ifb; = max(b,,b,,...,b,), then make a comment on the
judged object v;.

In the more complex system, when many factors need to
be considered and the evaluation elements have a mutual
influence on each other, it is inevitable that each factor is
assigned a small weight, and it is not easy to determine. At
this time, the first level of comprehensive evaluation may be
that too small weights do not work and lose a lot of useful
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information, so the results should not be obtained. However,
we can divide all the factors into several categories to de-
termine the relative importance of the factors in a smaller
range more accurately, set the weight vector, and then
preform the comprehensive evaluation.

2.3. One-Level Comprehensive Evaluation for Spatial
Performance. The purpose of spatial performance evalua-
tion is to grasp the status of industrial land use and provide a
basis for formulating land use and industrial development
strategies. In addition to the selection of indicators for the
industrial land itself, the indicator system also needs to
consider the spatial characteristics of the hosted industrial
enterprises. Moreover, the use of industrial land in small
towns not only affects the development of towns but also
directly affects the interests of grassroots communities in the
case of collective industrial land in villages. Therefore, the
evaluation indicators need to consider the multidimensional
characteristics of spatial attributes in the hierarchical
framework, including four aspects of social benefits, eco-
nomic benefits, environmental benefits, and development
potential, specifically divided into six positive indicators of
average number of employees, average rent, average pro-
duction value, innovation capacity, industrial relevance [22]
and industrial aggregation [23], and two negative indicators
of energy consumption and pollution intensity (see Table 2).

Considering the availability and authenticity of data
and the sustainability of evaluation, the basic data in this
paper are obtained through the mutual support of enter-
prise census data and geographic information data. Among
them, industrial land use status is based on town planning
and is combined with on-site research to obtain relevant
data; industrial enterprises’ spatial distribution, output
value scale, pollution and energy consumption, innovation
input, and industry type data are based on enterprise
surveys [24], including enterprises’ spatial positioning,
statistical yearbooks, and communication interviews [25].
These processing methods can clearly and effectively reflect
the use status of industrial land and help to more clearly
understand the characteristics of each index of spatial
performance.

According to the weight of each indicator, the weighted
superposition is carried out to obtain a comprehensive
evaluation score. Comprehensive evaluation score calcula-
tion adopts the weighted summation method of factor
scores, and its calculation formula is shown in equation (4).

§= Z vitijw; ={S,8,, 83,84} (4)
i=1,j=1

={NSPL, LSPL, MSPL, HSPL},

where S is the comprehensive evaluation score; v; is the
weight of the ith evaluation index, which is determined by
the 6th process in the last section; # is the total number of
impact factors. Here, u;; is the present value of the char-
acteristic evaluation index, which is the data acquired from
geographic information, and w; is the corresponding weight.
The NSPL,LSPL,MSPL,HSPL stand for No Space

Performance Land, Low Space Performance Land, Mid
Space Performance Land, and High Space Performance
Land.

3. Case Study Based on X City

The case chosen for this paper is X city in Guangdong
Province, which, as a national economic powerhouse and a
central town in Guangdong Province, has a tradition of doing
business, and is a typical representative of small-town de-
velopment in the Pear]l River Delta region. Since the reform
and opening up, the modern industry in X city developed
rapidly and the industrial output value increased more than
ten times in just a few years in the 1990s, and the corre-
sponding industrial land also expanded rapidly. By 1996, the
industrial land area reached 603.9 hm?, accounting for 18% of
the total urban and rural construction land area, including
244.0hm”* of rural industrial land. By the beginning of this
century, only the rural industrial land had increased by
446.5hm?, and the total industrial land reached 1318.9 hm? in
2002, accounting for 36.5% of the rural construction land.
Although the total industrial output value in the same period
was as high as 14.3 billion yuan, the layout of industrial land
was confusing and the efficiency of the land was not high.

For this reason, X city focused on industrial restruc-
turing and industrial zone construction in the recent plan
(2001-2005). Since then, the total industrial output value is
continuously increasing, but the industrial land develop-
ment is well controlled, and by 2015, the industrial land area
only rose to 1,320 hm”. During this period, due to a series of
regulatory policies, the industrial land layout tends to be
rationalized, and different industrial zones are intentionally
specialized and networked to create industrial clusters.
However, in general, the inefficiency of land use still exists,
and the more problematic issue is that there is no more
incremental industrial land, and these have become obsta-
cles to industrial transformation and upgrading.

Since this study focuses on industrial land and the
bearing industrial enterprises, it is necessary to analyze the
spatial association of the enterprises in a certain range, so the
industrial land is divided into eight zones according to the
existing division of industrial land and its proximity in
space, combined with the administrative boundary of the
town community. For simplicity, they are referred to as 1-8
in this study.

At present, X city has nearly 10,000 industrial enter-
prises, mostly small, medium, and micro enterprises, and
this paper selects 337 of the state-listed enterprises for
statistical analysis [26], shown in Figure 4. In general, X city
has formed an industrial spatial pattern with technology-
intensive industries in the southern industrial zone, tech-
nology- and capital-intensive industries in the east, and
labor- and technology-intensive industries in the rest of the
industrial zone. The statistical results show that the
manufacturing sector of X city is complete, but the layout of
different manufacturing sectors is more arbitrary. Among
them, the total industrial output value of the southern
district 3 is the largest and the industrial categories are the
most numerous, and the technology-intensive electronic
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TaBLE 2: Spatial performance evaluation index system for industrial land.
Objective Classification Indicator Relevancy Remark
Social benefits U, Number of err;p loyees per land Positively
11
Economic benefits U, Average land rent u,; Pos%t}vely
Average land value u,, Positively
Environmental benefits Energy consumption u3, Negatively Per unit industrial land
Effective use of industrial U, Pollution intensity us, Negatively Per unit industrial land
land Industrial correlation u,, Positively The degree (?f corre.l ation
between industries
Potential benefits U, Industrial aggregation u,, Positively Location entropy of leading

Innovation capacity uy;

industries
Positivel R&D (research and
Y development) investment intensity

N\
~ Annual output value\
“.; of State-listed
enterprises in 2017
Unit x 10,000 Yuan
o 0~14.6
® 14.6~458
@ 458~96.6
96.6 ~ 217
217 ~ 595
=== City boundary
Y H B N Y
FIGURE 4: X city Industrial land and industrial enterprises spatial
distribution map.

equipment manufacturing is the pillar industry of this
district; the eastern district 7 is mainly dominated by cap-
ital-intensive daily chemical and beverage enterprises, while
the labor-intensive plastic products and paper products, in
addition to the technology-intensive electronic equipment
manufacturing, also occupy the majority in district 1, but
lack the core industry; similar to the situation in district 1,
there are also several other districts. This is different from the
industrial layout plan of X city and may cause internal
competition among industrial zones to attract advantageous
industries to move in.

X city is guiding the construction of “big project - in-
dustrial chain - industrial cluster - industrial base”

development model to strengthen the industrial clustering
effect of different industrial zones, but due to differences in
economic base, land conditions, and traffic factors, the
development of each industrial zone is increasingly uneven.
However, due to the differences in economic base, land
conditions and transportation factors, the development
imbalance among industrial zones has become increasingly
prominent. To analyze the characteristics of industrial land
use in X city, this study calculates the index values of eight
industrial zones based on the basic data of industrial land,
and by comparing the advantages and disadvantages of the
indexes and combining the essential characteristics of the
clustering economy of the zones, the eight zones are shown
in Figure 5.

Based on the original data, we analyzed the elements of
external scale development, internal scale development, area
homogeneous development, and lagging loose development
of each district from the radar chart. The above preliminary
analysis shows that District 3 has obvious advantages in terms
of industrial spatial correlation, innovation capacity, and the
number of employees per place; in terms of the output value
per place and industrial aggregation, District 7 has obvious
advantages, but pollution and energy consumption are also
the most prominent. The rest of the industrial zones have their
own characteristics, except for District 8, which has obvious
disadvantages. It is difficult to judge their spatial performance
from a single level, and further comprehensive evaluation will
be conducted on this basis.

The sub-study of comprehensive evaluation indexes of
spatial performance helps to objectively understand the real
characteristics of industrial land use so that effective devel-
opment strategies can be formulated. However, if the spatial
performance of industrial zones is evaluated by the virtue of a
single indicator only, it is one-sided to a certain extent.
Therefore, the study further calculates the evaluation indi-
cators and weights of each indicator according to formulae (1)
and (2), and then calculates the indicator values and ranks the
scores of eight industrial zones in X city according to formulae
(3) and (4), and then carries out a comprehensive evaluation.
Details are shown in Tables 3 and 4.

Among the index weights, the industrial agglomeration
(uy,) has the largest weight, while the weights of industrial
association (u,;), average land value (u,,), and innovation
capacity (u,3) are at the second level. From the magnitude of
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X city Space Performance Indicators Radar Chart
Number of employees per
land, ull
1
Innovation capacity, u43 08 Average land rent, u21
0.6
Idustrial aggregation, u42 Average land value, u22
Industrial correlation, u41 Energy consumption, u31
Pollution intensity, u32
—— District 1 —— District 2 District 3 District 4
—— District 5 —— District 6 —— District 7 —— District 8
F1GURE 5: X city space performance indicators radar chart.
TaBLE 3: Weighting of each indicator.
indicator Uy Uy, Uy, Us, Us, Uy, Uy, Uy
Weight (w;) 0.0978 0.0521 0.1696 0.0416 0.0379 0.1914 0.3526 0.1270

TaBLE 4: Comprehensive evaluation score of industry zoning space
performance.

District Comprehensive evaluation score (S) Ranking
1 44.05 4
2 51.90 2
3 66.01 1
4 39.00 7
5 41.32 5
6 40.51 6
7 49.24 3
8 38.58 8

the weights, it can be seen that the spatial aggregation of
industries in the area has the largest weight in spatial per-
formance, followed by spatial correlation and industrial scale,
reflecting that the selection and leading of leading industries is
the basis of spatial performance of industrial land, and in-
dustrial chain, industrial scale, and innovation capacity are
the driving factors and potential factors of industrial land
development. Special attention is paid to the fact that the high
or low innovation capacity is not only a potential factor for the
development of industrial enterprises, but also a side re-
flection of the number of regional investments.

Since the infrastructure of industrial land is relatively
homogeneous and the layout of industrial zones is relatively
close, the weights of the average number of employees (1,)
and the average rent (u,,) are smaller. However, for industrial
zones with poor spatial performance, the lack of industrial land
development planning and weak human resources are also
important reasons for their difficulties in further development.

4. Discussion and Conclusion

This paper adopts a spatial performance evaluation method
to conduct a more comprehensive analysis of the situation of
industrial land in X city. The selection of spatial performance
indicators in this study is based on the traditional perfor-
mance evaluation index system, with more emphasis on the
extraction of spatial element characteristics. Through spatial
performance analysis, this study systematically understands
the use status of industrial land in X city and calculates that
the main factors affecting the performance of industrial land
in X city are industrial spatial agglomeration, industrial
spatial correlation, and industrial scale through the Fuzzy
comprehensive evaluation method, which also reflects to a
certain extent the future development direction of industrial
land in X city. This also reflects to a certain extent the future
development direction of industrial land in X city.

Based on the evaluation results of spatial performance,
we will fully consider the possible potential factors, promote
the intensive development of industrial land in an orderly
manner with enterprises as the core, and establish a long-
term regulation and control mechanism, thus realizing the
optimization and upgrading of industries under the dynamic
adjustment of industrial land spatial structure. Specific
recommendations include.

(1) In the industrial land, which is dominated by internal
economies of scale, we should pay attention to in-
dustrial linkage development, increase industrial
spatial correlation, and mobilize ecological restora-
tion and improvement of the industrial system. We
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should consciously cultivate the leading role of core
industries in surrounding industries, emphasize the
relatively concentrated “clusters” and “nets” indus-
trial spatial models, and then form a good industrial
upgrading environment [27];

(2) Industrial land for the development of industry
homogenization needs to promote the development
of advantageous industries through the centralized
space platform and increase the concentration of the
industrial space and the scale of the industry. This
requires industrial land to attach importance to the
selection of industrial enterprises in development, to
plan the industrial structure scientifically and ra-
tionally, and increase the scientific and technological
support to the industry in a targeted manner, cul-
tivate its independent innovation ability, and on this
basis, to control the intensity of industrial land use
and avoid uneconomical phenomena that are too
scattered or concentrated.

(3) For the lagging development of industrial land, there
are obvious defects in its industrial dynamics. In its
own development, we should cultivate the “shared
concept” and consolidate resources so as to proceed
step by step. With the help of the transformation and
upgrading of urban industries, full consideration is
given to multifunctional embedding in production,
circulation, and innovation. Promoting the renewal of
industrial land and the improvement of the soft and
hard environment [28]. Promote the full utilization of
stock space and the concentration of higher efficiency.

Urban space performance refers to the combined effect
or effect of urban space. Only to maximize the development
needs of the city’s functions and rationally allocate all kinds
of space resources to promote balanced development of all
elements, “Performance is a multidimensional structure.
Different angles are observed and measured, and the results
are different” [29]. The performance of urban spatial
structure development refers to the internal effect and ex-
ternal effect of the change of spatial structure in the de-
velopment process, namely, the shaping and tear change of
urban spatial structure to the society of the city ontology and
its radiation, economic, ecological, and other effects . These
effects are manifested specifically in urban economic gains,
social differentiation ecological control, urban form, and
transportation network [30]. The evaluation of the perfor-
mance of urban spatial development is the qualitative and
attributive analysis of these changes.

The hierarchical analysis—fuzzy evaluation method com-
bines hierarchical analysis and fuzzy comprehensive evaluation
method, which can not only establish a hierarchical index
relationship tree, avoid information overlap and information
loss among the indicators but also use fuzzy set and fuzzy logic
to delineate the affiliation of each indicator to the evaluation
level according to certain rules so that the evaluation result level
value has continuity. In this paper, the factors affecting the
spatial performance of industrial land in development zones
are screened. The index system of spatial performance analysis
of industrial land in the development zone is established by
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using the hierarchical analysis method. By using the combi-
nation of fuzzy evaluation model calculation and hierarchical
analysis method, the spatial performance of industrial land in
the development zone is analyzed. Thus, a complete analysis of
whether the development zone is suitable for industrial con-
struction is carried out. This paper is a new attempt to apply the
hierarchical analysis-fuzzy evaluation method to the practical
work of specific development zones, which makes the method
more complete in practice and develops a practical method for
spatial performance assessment of industrial parks.

In this paper, the spatial performance study of X city is
comprehensively analyzed by FAHP method, which can
evaluate and grade the determination of individual impact
factors as well as realize the overall spatial positioning and
grade classification. The study shows that the hierarchical fuzzy
object metamodel can also realize a comparative analysis of
multiple evaluation objects, and should continue to innovate in
terms of multi-regional comparison and evaluation index se-
lection and rank classification in subsequent studies to make
the evaluation results more valuable in practice.

Overall, this study tries to explore the evaluation method
of industrial land spatial performance at multiple levels, but
the extension in vertical and horizontal directions is not yet
very deep. Therefore, future research should include a
longitudinal comparison of the time dimension while ap-
propriately adding a horizontal comparative analysis of
relevant indicators of neighboring towns, so as to reflect the
use status of industrial land in more dimensions. The
evaluation of the spatial performance of industrial land is an
extremely complex task that involves a wide range of
knowledge. This study has only developed and improved the
evaluation method to a certain extent, but it is far from
perfect. It needs to be further researched and improved
continuously. On the other hand, in future development, we
can try to use the method to conduct evaluation studies on
regions of different sizes and different degrees of economic
development and industrial structure.
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The evaluation of students’ learning status has a strong guiding role. What is taken as the evaluation standard will determine what
education teaches and what students learn. As a basic subject and a lifelong art, Chinese in senior high school plays an important
role in the college entrance examination; its importance can be imagined; and it has also attracted more and more attention. The
assessment of students’ learning status can greatly promote students’ learning quality and values. However, the current evaluation
of students’ learning status still has the score-oriented problem, and lacks enough attention to students’ interests, skills, potential,
thinking, values, and other aspects, which is worrying. The function of Chinese evaluation has been narrowed to evaluate students’
knowledge and skills, and it has been euphemistically called the focus of classroom teaching. In Chinese class, the role of students’
learning status assessment has received a lot of attention, and it should play more roles in promoting students’ deep learning, so as
to improve the thinking quality of learning and find appropriate learning methods. Deep learning requires students to have strong
autonomous learning ability and problem-solving ability, etc. Students will benefit from developing these good habits in their

future work and life.

1. Introduction

Computer vision measures people’s perception of urban
environment and is increasingly used to study the rela-
tionship between urban appearance and residents’ behavior
and health. We train Siamese convolution neural structure,
which learns the loss of common classification and ar-
rangement to predict people’s judgment on pair image
comparison. The results show that clustering combined with
the neural network can generate global urban observation
data [1]. At present, the popular digital image steganography
communication recognition method mainly includes three
steps: residual calculation, feature extraction, and binary
classification. In this paper, a digital image steganalysis
method based on a convolutional neural network (CNN) is
proposed, which can correctly reproduce and optimize these
key steps in a unified framework, thus learning hierarchical
representation directly from the original image. Compared
with SRM (switched reluctance motor) and its selective
channel-aware variant maxSRMd2, our model surpasses all

test algorithms with different loads [2]. For categorization
tasks, we always want to choose the attributes that keep the
categories separate in the most efficient way. In this paper, a
new feature separation method is proposed, which uses the
deep neural network to learn the explicit mapping from
sample space to feature space, and improves the feature
separability according to Fisher’s criterion. For highly
flexible models, the optimal Fisher function can find a
balance between uniqueness and descriptivity [3]. Because
the reliability of each pixel attribute determines the classi-
fication accuracy, it is very important to design the feature
extraction algorithm for hyperspectral image classification.
We propose a very effective hyperspectral image classifi-
cation learning algorithm-context deep learning. A large
number of experiments show that the context deep learning
algorithm proposed in this paper is an excellent function
learning algorithm, which can achieve good performance
only by simple classification [4]. The deep neural networks
are usually optimized by the stochastic gradient descent
(SGD) method. In this paper, a new second-order stochastic
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optimization algorithm is proposed. We find this structure
very useful, not only because it speeds up training and
decoding, but also because it is a very effective method
against overfitting. The convergence speed of our algorithm
is faster than that of SGD [5]. A new probabilistic model for
the analysis of time-varying patterns in rs-fMRI intrinsic
functional networks, combined with a methodological ar-
chitecture of deep learning and spatial modeling, examines
the functional relationships assessed between mild cognitive
impairment and normal healthy controls [6]. The con-
volutional neural network is the core of deep learning ap-
plication. They did not consider weight updates and complex
data dependencies during exercise. In the training process,
batch processing limits the number of images that can be
processed continuously, because the next batch of images
must be processed according to the updated weight [7]. The
focus of local space design research has gradually changed
from the manual design method to the learning method. In
this paper, a convolutional neural network (CNN) is pro-
posed for learning efficient graphs in Euclidean space. Ex-
perimental results show that L2-Net has good generalization
ability and can directly replace the existing artificial graphs.
The second language network is trained [8]. More and more
unstructured text data appear on social media among en-
terprises, forming a social environment with many pro-
duction relations, which can be used as decision support
information to match the production capacity needs among
enterprises. The ultimate goal of this study is to promote
knowledge transfer and sharing in the context of business
and social interaction, so as to support the integration of
resources and capabilities among different companies. Ex-
perimental results show that this method can achieve the
same performance as the existing learning models and is well
suitable for the network-based social production interaction
environment [9]. According to research, the growth of
online education is more driven by economic forces than its
long-term effectiveness [10]. This paper discusses the role of
classroom feedback in the assessment of students’ learning
status. Using the proportional sampling method, this paper
studies the influence of teacher-student interaction and
classroom environment on students’ classroom learning
process [11]. The assessment of students’ learning status can
improve the quality of education. Learning evaluation pays
more attention to students’ learning process and lets
teachers know how to improve their own development, so it
is a change of classroom evaluation form [12]. In this paper,
teachers and students can establish a more successful re-
lationship. In order to overcome students’ prejudice,
teachers should always be fair and sincere in their affairs and
evaluation process [13]. Research shows that most students
think that classroom evaluation plays an important role in
teaching quality monitoring [14]. Educational evaluation is a
very important part of the education system. This paper
analyzes the problems encountered in classroom teaching
evaluation and puts forward various improvement measures
to improve the level of classroom teaching evaluation [15]. In
the abovementioned related literature research, some
technical problems are discussed and applied, but there are
many problems in the classroom teaching process, for
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example, the adopted technology does not improve the
corresponding accuracy and it is difficult to identify.
However, using a single technology to solve teaching
problems is not effective in the implementation of teaching
details. Therefore, using deep learning to solve students’
learning situation and application can improve the auton-
omous learning mode, and effectively improve the classroom
teaching quality and the recognition effect of teaching
behavior.

2. Characteristics of Deep Learning

2.1. In-Depth Study and Participation. First is the deep
emotional input. We encourage students to put in positive
emotions and stimulate students’ correct learning attitude.
At this time, the input is a kind of active learning, and the
students’ emotional state is positive. They pour their emo-
tions into the learning process and pay attention to and focus
on the learning tasks in class for a long time. Second, the
integration of learning methods is deep. Different learning
methods are needed. For example, when previewing before
class, we mainly focus on self-study, and when listening to
teachers in class, we mainly focus on listening with energy.
Third is high investment in the learning process, positive
emotional state, and deep participation. For different
learning tasks, we use different thinking to solve them. We
can transform knowledge into their own information and
get through the key points; link the learned knowledge with
the old knowledge and connect at multiple points; and use
knowledge structure to solve different types of tasks and
problems. In the whole learning process, students’ thinking
is very active and their operation is relatively fast.

2.2. High Level of Thinking Development. Deep learning
requires students to have certain innovative thinking. The
thinking structure includes five levels: pre-, single, plural-
istic, related, and abstract expansion. Association structure
can integrate the existing information into a whole con-
nection framework and become a logical and orderly in-
ternal structure. The abstract extended structure can not
only use all available data and connect them, but also test the
reasonable abstract structure obtained from data, which can
surpass the given information and infer the structure, and
can carry out logical reasoning from concrete to general; able
to induce and make assumptions; can use many methods to
use reasoning results in conclusions; can use more abstract
functions to expand the knowledge structure; and be able to
understand the role of change in the change method. It can
be noted that some structures come from different ideas and
migrate these ideas to new fields.

2.3. Strong Application Migration Ability. After a deep study,
students can find the key to the problem and then combine
the known knowledge to solve the problem. After firmly
mastering the knowledge in class, even if you encounter new
problems or situations, you can still successfully complete
various learning tasks, identify the core elements in the
situations, relate and utilize them, and even better migrate to
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the actual life. If the learned knowledge and skills cannot be
used to solve problems in various situations, then this simple
copying and mechanical memory are still in the shallow
learning stage. In the process of Chinese learning, learners
must actively learn, creatively use their knowledge and skills
to solve problems when encountering complex situations,
and realize the flexible transfer and application of knowledge
and skills, so as to achieve the effect of “drawing inferences
from others” and “learning by analogy.”

In this paper, the practical application of classroom
teaching has a good application. The second part of this
paper explains the relevant theories, especially the charac-
teristics of deep learning in teaching practice. The third part
explains the application model of the DDS algorithm and the
data processing flow. In the fourth part, the application of
different algorithms in teaching scenes is compared, and the
effect of the deep learning mode is obvious.

3. Improvement Strategy of SSD Algorithm

3.1. Infrastructure Network Improvement. The goal of the
basic grid upgrade is to replace the original backbone
VGG16 with the lightweight grid. By studying the data and
analyzing different models, we know that the MobileNet
network meets the requirements. It replaces standard
convolution with deep separation convolution to reduce the
number of parameters. MobileNet has only 4.2 million
parameters, compared with 133 million in VGG16. The test
results of the ImageNet dataset show that MobileNet is
obviously faster, but the accuracy rate is only 0.9 percentage
points lower than VGG16. Therefore, this paper is based on
the original MobileNet, after some modification, as the core
network of SSD.

3.1.1. Improvement of MobileNet. The reason MobileNet is
faster and less computational than VGGL16 is because there
are two differences between MobileNets. First, depth anal-
ysis rounds are used in network synthesis, and width co-
efficient and resolution coefficient are also used. Deep
convolution is the main part, and two parts are used to
supplement convolution operation, namely, deep convolu-
tion and point convolution. MobileNet’s network structure
has 28 layers if both are considered two and 14 layers if both
are considered one.
Formula (1) can be used to judge its parameter ratio.

Fi+«FyxFxFpxR+1%1+F «F «R«P P1F
Fk*Fk*R*P*Ff*Ff - PFi’
(1)

where P represents the size of the output channel; R rep-
resents the size of the input channel; Fj represents the size of
the output feature map; and Fy represents the size of the
feature map.

In order to reduce network parameters, in addition to
depth separation convolution, width factor « and resolution
factor p with values between 0 and 1 are used. The impact of
a is declining. For example, for an input channel with a value
of R, it becomes aR, which greatly reduces the computation.

Another factor greater than o that affects the amount of
computation is the resolution, so p is used to reduce the
resolution of the image. After using this coeflicient and
reducing the value of a, the calculation times of the pixel
value of p? are reduced.

On the basis of the above introduction, this paper im-
proves MobileNet in two aspects.

Based on the above analysis, in order to further reduce
the calculation of the BN layer, this paper combines it with
the previous convolution, so that the speed will be improved
on the previous basis.

The input size of MobileNet is changed from 224 x 224 to
300 x 300. There are two reasons for this modification: first,
increasing the input size can improve the information capacity
of the feature map and then improve the detection accuracy,
but the input size should not be too large, which greatly in-
creases the network parameters, thus making MobileNet lose
the advantages of the lightweight model; on the other hand, the
input size of SSD network structure used in this paper is
300 x 300, which makes basic preparation for the combination
of the following two networks after modification.

3.1.2. Replacement of SSD Basic Network. In order to im-
prove the feature extraction ability of the model, this paper
combines eight standard smaller convolutional layers behind
the replaced core network to further obtain the depth in-
formation of the image. At the end of the network, a clas-
sification layer for judging categories and a nonmaximum
suppression layer for screening regression boxes are con-
nected, thus completing the replacement of the basic network.
In this paper, the deep convolution and the subsequent 1x 1
point convolution are regarded as one layer, and there are 14
layers, which are denoted from Conv0 to Convl3, respec-
tively. Where s1 represents a step size of 1, s2 represents a step
size of 2, and Convdw means that deep convolution will be
followed by a 1 x 1 point convolution to process the channel.

Finally, like SSD, six feature layers are selected to
complete the following work, and the depth of this layer
should be considered when selecting. If it is too shallow,
enough image information cannot be extracted. Therefore,
this paper selects six feature layers to reduce the size from
front to back and realize multiscale prediction. The SSD
algorithm is an application form of deep learning. SSD
belongs to the one-stage detection method, which mainly
regresses the target category and location directly. In the
process of prediction, it is precisely because of the prediction
on the feature layer of different scales that the target can be
detected well when the image is of low resolution, and its
accuracy can be guaranteed. In the process of training, end-
to-end training is adopted.

In this paper, using the SSD algorithm in the application
class students’ learning picture processing and application
has a good effect, especially some learning behaviors can use
action behavior to identify the corresponding state.

3.2. Feature Fusion of Network Model. In the previous step,
the replacement of the basic network improves the detection
speed but does not improve the accuracy of small target



detection. It is a common improvement strategy to improve
the model performance by fusing different scale features.
Therefore, this section introduces the method of feature
fusion and, on this basis, puts forward the model fusion
strategy in this paper.

3.2.1. Feature Fusion Method. When an image is put into a
convolution network, different levels of the network get dif-
ferent image information. The shallow layer, also known as the
low layer, is at the initial stage of convolution, so only limited
information can be obtained. However, due to its good res-
olution, its main function is to obtain some visible features,
such as the position information and edge information of the
target object in the image. The deep layer is also called the high
layer, that is, when the network depth is very large and con-
volved many times, what we get at this time is some abstract
information invisible to the naked eye, which has strong se-
mantic characteristics. Through the above analysis, we can see
that the advantages between shallow layer and deep layer can
complement the shortcomings of both, so there is a method to
merge the two, which is uniformly named as feature fusion.
However, according to the order of feature fusion and target
prediction.

Early fusion refers to feature fusion first; then, predictor
training is carried out on the basis of fused features; and
predictor training will not be carried out before complete
tusion. There are two common fusion methods: concat and
add.

The concat method directly adds attributes and can
also be understood as a combination of channels, each of
which is associated with a convolution sum. This method
adds information to the image itself but does not add
information about the attributes of each layer. The add
method is to combine feature vectors into a combined
vector and simply add a value, but the number of channels
remains unchanged, which is a convolution operation
after adding feature graphs. This method increases the
amount of information to describe image features, but the
dimension of description graphics remains unchanged.
Usually, the parameter quantity of the add method is less
than concat. Assuming that there are only two channels
and the number of channels is the same, the concat
method and the add method can be expressed by formulas
(2) and (3), respectively, where X and Y represent two
channels to be fused, and the number of channels is N, and
the fusion results of the two methods are R, and R, 44,
respectively.

N N
Rconcat = ZXi * Ki + Z Yi * Ki+N> (2)
i=1 i=1

where X and Y are the channels to be fused; K; is the weight

of the i-th channel; R ., is the fusion results.

N
Ryaq = Z(Xi +Y;)K; =

i=1

N
X;# K+ ) Y, K, (3)

i=1

™M=

Il
—

Mathematical Problems in Engineering

where X and Y are the channels to be fused; K; is the weight
of the i-th channel; R,y is the fusion results.

Late fusion refers to the fusion of the detection results of
each layer, so as to get a better model and meet the re-
quirements, that is, each layer will have detection results
and then fuse them to get the final result. By dividing the
late fusion once again, we can get two late fusion modes in
different directions. The first direction is to adopt
multiscale features. Different scales contain different in-
formation, so different results will be obtained. Integrating
these different results into one piece will get the final results
with rich information. In the second direction, a pyramid
feature set will be obtained by arranging different features
from small to large; then, the feature information of each
layer will be fused step by step from shallow to deep; and
each layer will be detected at the same time of fusion,
without getting all the fusion to complete redetection.
Common late fusion methods include SSD, MS-CNN, FPN,
and so on.

3.2.2. Model Fusion Process in This Paper. Combined with
the nature of the network model structure and the
combination of various functions, this paper chooses to add
a combination of functions to connect the network. It can
be seen from the model structure that the size of the
extracted six feature layers gradually decreases from
shallow to deep, and the more the first one contains, the less
the abstract information, so the purpose of feature fusion is
to transmit abstract information from deep functional floor
to lower floor. Considering that Conv17_2 and Conv16_2
are too small to have much information, only Convll,
Convl3, Convl4_2, and Convl5_2 are selected for fusion
operation.

3.3. Model Optimization Algorithm. When training the
model, we pay attention to the change of loss function. As
the value of the loss function decreases, it shows that the
result of model training is approaching the actual result, so
the loss function must be pointed downward to find the
minimum value of the loss function. However, in the process
of gradient calculation, the value ferry amplitude may be too
large or unchanged, which leads to slow gradient descent.
Therefore, in order to speed up the descent, we usually need
to use optimization algorithms, such as momentum,
RMSProp, and Adam.

In this paper, the RMSProp algorithm proposed by
Geoftrey E. Hinton is adopted. The algorithm calculates the
historical gradient of each dimension, superimposes the sum
of its squares, and obtains the sum of historical gradients by
applying the attenuation rate. When updating parameters,
the learning rate is divided by the above result. After using
the optimization algorithm, the gradient direction still
changes in a small range, which accelerates the convergence
of the network. The specific calculation formulas are shown
in formulas (4) and (5).



Mathematical Problems in Engineering

Sar = BSar + (1 = B)(dR), (4)

dR

Vara )

R=R-p

where R is the parameter.

3.4. Principles of Model Training and Prediction. After
completing the network building, the model needs to be
trained to complete the recognition task. The training
process is mainly to find a prior frame matching with the
target frame marked in advance in the picture. Unlike
YOLO, SSD uses multiscale feature layers to detect images,
so the prior frames will be different with the change of
feature layer scale. The prior frame includes two aspects,
namely, scale and aspect ratio, in which there is a linear
relationship between scale and feature map size as in formula

(6).

X max = Xomi
Xk = Xmin + Ee (k - l)sk € [Lm]a (6)
m-—1
where X ;, is the minimum value of the ratio of frame size to

feature diagram; X, . is the maximum ratio of frame size to
feature map; M is the eigenvalue number; K is a certain
feature layer; and X is the ratio of a priori frame to the k-th
feature graph.

In this paper, X ;, is 0.2 and X, is equal to 0.9. The
scales of the smallest and largest prior boxes in the six feature
graphs are {30.0, 60.0, 111.0, 162.0, 213.0, 264.0} and {60.0,
110.0, 162.0, 213.0, 264.0, 315.0}, respectively. At the same
time, in order to predict the targets of different shapes,
different aspect ratios «, are set according to the minimum
size prior frame of each layer, and the values are {2:2,2:1, 3:
1,1:2, 1:3}, so the calculation method of width and height
is as shown in formula (7).

a a Xk
My = X, @, Ni = =5, (7)
V&,

where M¢ is the prior box width value; N¢ is a priori box
height value; and X, is the ratio of prior frame to the
characteristic graph.

The matching of prior boxes in this paper follows two
principles.

The first principle is as follows: we find the prior frame
with the largest IOU (intersection over union) (referring to
the coincidence rate between the two) for each real frame in
the image so that each real frame has a matching prior frame.
Some prior frames may not find matching target frames, that
is, there are no targets to be identified in their range. These
kinds of prior frames are located as negative samples, and if
there are any, they are positive samples. Negative samples are
classified as background, while positive samples are the
targets to be found.

The second principle is as follows: after the imple-
mentation of the first principle, a large number of negative
samples will be produced, resulting in extremely unbalanced
positive and negative samples, so the second principle is put

forward. For a matching prior box, if its IOU in a real box is
greater than a certain threshold, it is also considered to be
matched. That is to say, a real box has multiple matching
prior boxes, and vice versa. The second principle must be
based on the premise of the first principle before it can be
established.

Even if there is the second principle, the gap between the
number of positive and negative samples is very large, and
too large a number difference will cause a very large loss
function value. Therefore, this paper artificially reduces the
number of negative samples, that is, removes some negative
samples in training, so that the ratio of positive to negative is
about 1:3. Every time the training is completed, the pa-
rameters need to be updated until the expected effect is
achieved, so the loss function and nonmaximum suppres-
sion are needed to assist the training process.

3.4.1. Loss Function. In this paper, the loss function consists
of two parts, namely, location loss and confidence loss,
which are obtained by the weighted sum of the two parts.
The loss function formula is shown in formula (8) as follows:

1
L(x,c1,g) = S (Leont (3,€) + aLy. (x,1, 9)), (8)

where ¢ is the confidence value; L represents the prediction
box; g denotes the true box; S is the default number of boxes;
o is the weight value of the two; L, is the value of con-
fidence loss; L. is the location loss value.

The formulas of location loss and confidence loss are as
follows, where P represents the category serial number, and
when P is 0, it represents the background; xfj ={0, 1}. When
1 is taken, it means that the predicted box and the real box
match, and the matching category is p.

The confidence loss function formula is shown in for-
mula (9) as follows:

S

Lni (6,0 = Y xllog(e?)~ Y log(@).  (9)

i € Pos ieNeg

where ¢! is the probability value predicted as category p; P
denotes the category; xf;- is whether the discriminant value is
matched.

The positioning loss function formula is shown in for-
mula (10) as follows:

s
L (x,1,9) = Z Z xf}smoothm(l:” -

i€Pos me{cx,xy,wh}

7). (0
where g7' is the real box; [[" is the prediction box.

3.4.2. Nonmaximum Suppression. When the image passes
through the prediction network, there will be a large number
of regression boxes to be selected for each category, many of
which are wrong and there are a large number of repetitions.
Selecting an accurate regression box from these results
cannot be accomplished only by IOU, so a nonmaximum
suppression method is proposed to remove useless infor-
mation and keep the waiting box with the most targets.



3.5. Behavior Database Construction Method. The good
classification effect of the deep learning network model
needs to be based on a large amount of data, which con-
stitutes an image database. Different application fields have
their own image databases, such as medical image database
in the medical and health field, fundus disease image da-
tabase, disease pattern image database, etc.; vehicle image
database and road sign image database in the field of
transportation; and MNIST handwritten digital database,
ImageNet database, COCO (collation of cortical) database,
PASCAL VOC database, CIFAR-10 database, etc., which are
commonly used in image recognition theory research. The
experiment in this chapter needs a large amount of class-
room behavior image data, but there is no special database
for students’ classroom behavior recognition at present, so it
needs to be built by individuals. This section will detail the
process of creating the classroom behavior database.

3.5.1. Dataset Acquisition

(1) Image Acquisition. The datasets used in this paper are
source classroom surveillance video and network pictures.
In order to ensure the recognition effect, we try to make the
collected image a background classroom. Video images need
to be processed before they can be used as datasets, which
contain many video segments including raising hands, sit-
ting up, sleeping, and writing appear. Then, we use OpenCV
to sample the selected video frames and select the pictures
containing the above five actions to save. In order to ensure
the speed of training, we try to ensure that the size of the
picture is 200k left. If the picture is too large, the training
will be slow.

(2) Data Enhancement. Because there are not much image
data collected in this paper, and the accuracy of model
training needs a large amount of data as support, this paper
uses the method of data enhancement to increase the
amount of data. It mainly includes flipping the image
horizontally, left and right and randomly, translating the
image horizontally and vertically, and randomly changing
the color of the image. After data enhancement, there are
2000 pictures in this dataset.

3.5.2. Dataset Preprocessing

(1) Grayscale Processing. By comparing the mean value

method adopted in this paper, the mean value of each pixel

value point is calculated to realize gray processing, and the

calculation is as shown in formula (11) as follows:
(R+G+B)

R=G=B=—2"7 11
3 (11)

where R, G, and B are three color channels.

(2) Bilateral Filtering. The change of color image into a gray
image only reduces the parameter quantity of color, and
cannot eliminate the noise of the original image, but the data
needed in this paper cannot have too much noise, so the
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related methods are explained in the second chapter. Com-
bined with the actual needs and comparing the differences of
various methods, this paper chooses bilateral filtering
denoising technology. When the selected method is used to
filter the noise, it not only reduces the image noise but also
preserves the edge information. In an operation similar to
Gaussian filtering, every pixel of the picture is scanned once,
and then, the weighted sum of pixel value weights is added on
the basis of the operation of finding the weighted sum of each
pixel value and the corresponding position weights in the
field. When calculating, the closer to the center, the greater
the weight, the closer the pixel value, and the greater the
weight, as shown in formulas (12) and (13).

B 2
G- exp(_"P al ) 1)

20,

2
G, = eXP(‘M) (13)

20

N

where G, is the weight of spatial distance; G, is the pixel
value weight; Q is the center point of a window; P is a certain
point; I, is the input image; and I, is the filtered image.

The entire filter is represented by BF, as shown in for-
mula (14) as follows:

1
BF =— Y G,(p)G, I
quze:s PGy * 1p
1 Ip - al’ ”11’_14"2 I
_Wq;e;exp<— zo-i )exp - 20'3 * 1Ip,

(14)

where W, is shown by formula (15) as follows:

2
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Pes Pes s

(15)

where G, is the space distance weight; G, is the pixel value
weight; and W, is the sum of the weights of each pixel value.

(3) Target Enhancement. The working principle of the USM
algorithm is as follows: we use a low-pass filter to process the
input image to get a low-pass component, calculate the
difference between the original image and this component to
get a high-pass component, and superimpose the high-pass
component on the original image to get a sharpened
image. Usually, Gaussian ambiguity is used to obtain low-
pass components. The calculation formula is shown in
formula (16), where the value of W is 0.1 to 0.9 and is
usually 0.6.

_ (x—w=*2z)

(1-w) ’ (16)

where y is the output image; X is the input image; W is the
Gaussian ambiguity; and Z is the weight value.



Mathematical Problems in Engineering

3.6. Model Evaluation Criteria. In this paper, the model is
evaluated from the detection time of a single-frame image
and the average accuracy of image detection. The MAP
(mean average precision) is the average value of all AP-like
values. AP is the area below the line of the curve of accuracy
and recall.

The accuracy rate formula is shown in formula (17) as
follows:

TP

—_— 17
TP + FP (17)

Precision =
In the formula, TP refers to the number of positive
samples of the classifier; FP refers to the number of negative
samples of the classifier. The whole model reflects the ac-
curacy function.
The recall rate formula is shown in formula (18) as
follows:

TP

Recall = ——
T TP+ EN

(18)
where T, refers to the number of positive samples of the
classifier.

The whole formula reflects the checking function of the
whole class of the model.

4. Experimental Analysis

4.1. Performance Comparison. In order to achieve the ex-
pected accuracy of our experiment, we compared the per-
formance ability of fuzzy learning, shallow learning, and
deep learning in complexity, learning ability, and number of
parameters six times. The results are shown in Figures 1-3.
The comparison in Figures 1-3 was performed with six
independent experiments at random, which does not mean
that performance increases as the number of experiments
increases. The performance is different in different stages,
and the performance degradation in the following experi-
ments is also random.

By observing Figures 1-3, we can see that deep learning
has the best performance ability in all aspects, so this paper
adopts the deep learning method to carry out the following
experiments. Performance is the coefficient of performance
of different algorithms, with the highest being 10 and the
lowest being 0.

4.2. Present Situation and Problems of Chinese Classroom
Evaluation in Senior High Schools. Questionnaire from the
understanding of classroom evaluation, classroom evalua-
tion participation, classroom evaluation content, and eval-
uation feedback are four aspects to investigate and grasp the
current students in all aspects of the basic situation of
classroom evaluation. It is shown in Figure 4.

4.2.1. Student Questionnaire

(1) Students” Understanding of Evaluation Function. In Ta-
ble 1, 69.5% of the students think that Chinese classroom
evaluation can help them find the advantages and

disadvantages of learning, 20.9% of the students say “un-
certain,” and 9.6% of the students think they cannot. Most
students can realize the role of classroom evaluation and
hope to get feedback from it, so as to use this feedback to
better understand themselves.

In Table 2, 65.9% of the students think that Chinese
classroom evaluation can make them reflect on their
learning strategies, these students can have a deep under-
standing of their own learning situation, and 26.1% of the
students are not clear whether classroom evaluation is
helpful to their learning strategies. These students lack se-
rious attention to learning strategies, and 8% of the students
think that classroom evaluation will not have any effect on
learning strategies.

In Table 3, it can be seen that 65.9% of the students think
that Chinese classroom evaluation can stimulate their strong
learning motivation, 26.1% of the students say “uncertainty,”
and only 8% of the students think that “Chinese classroom
evaluation can promote learning motivation” does not
conform to their actual situation. Most students are aware of
the stimulating effect of Chinese classroom evaluation on
learning motivation, which is a good phenomenon, which
shows that students have a great demand for classroom
evaluation and have a correct understanding. If teachers can
make more evaluations, it must be in line with students’
inner learning wishes.

(2) Content of Chinese Classroom Evaluation. In Table 4,
71.6% of students think that students who can draw infer-
ences from others are often praised, which shows that
teachers attach great importance to students’ ability to draw
inferences from others and integrate them, which are all
manifestations of deep learning. About 18.0% of the students
chose “uncertainty,” while 10.4% of the students thought
that this situation was not in line with reality. It can be seen
that Chinese teachers in senior high schools pay more at-
tention to the development of students’ transfer ability, but it
may be due to some improper handling in the imple-
mentation of evaluation, which leads some students to fail to
recognize the statement that “students who can draw in-
ferences from others are often praised.”

In Table 5, it can be seen that 20.8% of the students
choose “completely consistent” on the issue of “Chinese
teachers often evaluate students’ learning attitude in class,”
which shows that the situation is not ideal, and teachers may
not pay enough attention to students’ learning attitude in
class. About 50.0% of the students chose “basic compliance,”
accounting for the largest proportion. Students who chose
“uncertain” accounted for 19.6%, students who chose
“somewhat inconsistent” accounted for 6.8%, and students
who chose “completely inconsistent” accounted for 2.8%.

In Table 6, 67.5% of the students think that Chinese
teachers often evaluate students’ learning methods in class,
14.9% of the students say “uncertainty,” and 17.7% of the
students think that teachers do not often pay attention to
students’ learning methods.

In Table 7, on the issue of “Chinese teachers often
evaluate students’ thinking logic ability in class,” 20.5% of
the students chose “complete conformity,” which shows that
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FIGURE 2: Learning ability comparison of different algorithms.

one fifth of the students think that teachers pay attention to
students’ thinking logic, and 39.4% of the students choose
“basic conformity,” which shows that more than one third of
the students think that teachers pay average attention to
students’ thinking logic. About 23.7% of the students chose
“uncertain,” 12.4% chose “somewhat inconsistent” and 4.0%
chose “completely inconsistent.” There are still nearly 40% of
students who do not explicitly recognize that Chinese
teachers have evaluated students’ logical thinking ability in
class, which shows that in the process of classroom evalu-
ation, attention to logical thinking ability still needs con-
tinuous investment.

(3) Students’ Participation in Evaluation in Chinese Class.
In Table 8, the average value of this question is 2.89, which
is lower than the median value. It shows that students’
evaluation of others is not ideal. About 36.6% of the
students think that they often have the opportunity to

evaluate others’ learning, 24.8% say “uncertain,” and
38.6% think that “they often have the opportunity to
evaluate others’ learning in Chinese class” is inconsistent
with their actual situation. It can be seen that in the
practice of Chinese classroom evaluation in senior high
schools, students’ participation is insufficient, so teachers
need to find ways to organize students to go to the
classroom and encourage more students to participate in
it to express their ideas.

In Table 9, the average value of this question is lower
than the median value. Among them, 37.9% of the students
expressed their willingness to evaluate other students’
learning in class, 23.4% of the students held an “uncertain”
attitude, and 38.7% of the students were unwilling to
evaluate others in class. It shows that students are unwilling
to participate in the evaluation of Chinese classroom in
senior high schools, and most people do not want to make an
evaluation.
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TasLE 1: Chinese teacher’s evaluation in class can help me find the advantages and disadvantages of learning.

Title Options Frequency Percentage (%)
.(1) Completely 5 20
inconsistent

The Chinese teacher’s evaluation in class can help me find the advantages and (2) Some d(.) not match 19 7.6

disadvantages of learnin (3) Uncertainty >2 20.9

g & (4) Basically accord 136 54.6
(5) Completely accord 37 14.9

with

TaBLE 2: Chinese classroom evaluation can make me reflect on learning strategies.

Title Options Frequency Percentage (%)
(1) Completely inconsistent 5 2.0
(2) Some do not match 15 6.0
Chinese classroom evaluation can make me reflect on my learning strategies (3) Uncertainty 65 26.1
(4) Basically accord 123 49.4
(5) Completely accord with 41 16.5
TaBLE 3: Chinese evaluation can stimulate my strong learning motivation.
Title Options Frequency Percentage (%)
(1) Completely inconsistent 5 2.0
(2) Some do not match 15 6.0
Chinese class can stimulate my strong learning motivation (3) Uncertainty 65 26.1
(4) Basically accord 123 49.4
(5) Completely accord with 41 16.5

In Table 10, the average value of this question is 3.17,
slightly higher than the median value. About 43.4% of the
students will participate in the classroom evaluation of
Chinese class in various ways, 25.7% of the students say they
are “uncertain,” and 30.9% of the students think they cannot
participate in the classroom evaluation in various ways.

In Table 11, the average value of this question is 3.41,
slightly higher than the median value. On the question of
“Chinese teachers often encourage us to evaluate others in
class,” 18.5% of students chose “complete conformity,” 37.1%

chose “basic conformity,” 21.8% expressed “uncertainty,”
12.9% chose “some inconformity,” and 9.7% chose “complete
inconformity.” About 45% of the people did not explicitly
indicate that Chinese teachers encourage students to make
other evaluations. It can be seen that in order to improve
students’ participation in Chinese classroom evaluation in
senior high schools, teachers must first constantly encourage
students to join, create an environment that can attract
students to join, and let students make evaluations in a
comfortable and stable classroom environment.
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TaBLE 4: Students who can draw inferences from others are often praised.

Title Options Frequency Percentage (%)
(1) Completely inconsistent 4 1.6
(2) Some do not match 22 8.8
Students who can draw inferences from others are often praised (3) Uncertainty 45 18.0
(4) Basically accord 118 47.2
(5) Completely accord with 61 24.4
TaBLE 5: Do teachers often evaluate students’ learning attitude in class.
Title Options Frequency Percentage (%)
(1) Completely inconsistent 7 2.8
(2) Some do not match 17 6.8
Chinese teachers often evaluate students’ learning attitude in class (3) Uncertainty 49 19.6
(4) Basically accord 125 50.0
(5) Completely accord with 52 20.8
TaBLE 6: Teachers often evaluate students’ learning methods.
Title Options Frequency Percentage (%)
(1) Completely inconsistent 10 4.0
(2) Some do not match 34 13.7
Chinese teachers often evaluate students’ learning methods in class (3) Uncertainty 37 14.9
(4) Basically accord 125 50.2
(5) Completely accord with 43 17.3
TaBLE 7: Teachers often evaluate students’ thinking ability in class.
Title Options Frequency  Percentage (%)
(1) Completely inconsistent 10 4.0
(2) Some do not match 31 12.4
Chinese teachers often evaluate students’ thinking logic ability in class  (3) Uncertainty 59 23.7
(4) Basically accord 98 39.4
(5) Completely accord with 51 20.5

TaBLE 8: Do students often have the opportunity to evaluate others’ learning in class.

Title Options Frequency Percentage (%)
(1) Completely inconsistent 49 19.9
(2) Some do not match 46 18.7
I often have the opportunity to evaluate other people’s learning in Chinese class (3) Uncertainty 61 24.8
(4) Basically accord 63 25.6
(5) Completely accord with 27 11.0

(4) Students’ Feedback on Classroom Evaluation. In Table 12,
64.8% of the students think that the Chinese teacher’s
evaluation can truly reflect the students’ learning situation,
23.6% of the students hold an “uncertain” attitude, and
11.6% of the students think that the teacher’s evaluation
cannot truly reflect the students’ situation. It shows that
from the perspective of students, students’ learning situation
is not completely reflected by the evaluation of Chinese
teachers.

In Table 13, 75.2% of the students said that Chinese
teachers often communicate the results of learning evalu-
ation with their classmates, 15.2% said they were

“uncertain,” and only 9.6% thought it was not the case. It
shows that Chinese teachers in senior high schools will
evaluate and communicate with their classmates at present,
but about a quarter of the students still have no clear
supporters of this view.

In Table 14, 76% of the students think that Chinese
teachers can use the evaluation results to guide people to
study deeply, 17.6% think it is “uncertain,” and only 6.4% of
the students hold the opposite view.

In Table 15, on the question of “whether Chinese teachers
will guide students to reflect on learning according to the
evaluation results,” 32.4% of students choose “complete



12 Mathematical Problems in Engineering
TaBLE 9: Students are willing to evaluate other students’ learning in class.
Title Options Frequency Percentage (%)
(1) Completely inconsistent 43 17.3
(2) Some do not match 53 21.4
I am happy to evaluate other students’ learning in Chinese class (3) Uncertainty 58 234
(4) Basically accord 64 25.8
(5) Completely accord with 30 12.1

TaBLE 10: Participate in classroom evaluation of Chinese class in various ways.

Title Options Frequency Percentage (%)
(1) Completely inconsistent 22 8.8
(2) Some do not match 55 22.1
I participate in the classroom evaluation of Chinese class in many ways  (3) Uncertainty 64 25.7
(4) Basically accord 73 29.3
(5) Completely accord with 35 14.1

TaBLE 11: Encourage students to evaluate each other in class.

Title Options Frequency Percentage (%)
(1) Completely inconsistent 24 9.7
(2) Some do not match 32 12.9
Chinese teachers often encourage us to make comments on others in class (3) Uncertainty 54 21.8
(4) Basically accord 92 37.1
(5) Completely accord with 46 18.5
TaBLE 12: Chinese teachers’ evaluation can truly reflect students’ learning situation.
Title Options Frequency Percentage (%)
(1) Completely inconsistent 4 1.6
(2) Some do not match 25 10.0
The evaluation of Chinese teachers can truly reflect students’ learning situation (3) Uncertainty 59 23.6
(4) Basically accord 114 45.6
(5) Completely accord with 48 19.2
TaBLE 13: Results of teacher-student exchange evaluation.

Title Options Frequency Percentage (%)
Fl) Completely 9 36
inconsistent

Chinese teachers often communicate the results of learning evaluation with (2) Some d(.) not match 15 6.0

students (3) Uncertainty 38 15.2
(4) Basically accord 124 49.6
(5.) Completely accord 64 5.6
with

compliance,” and about one third of students think that
teachers can inspire students to think and examine their
learning behavior and state through the evaluation results.
About 46.8% of the students chose “basic conformity,” which
accounts for nearly half, indicating that teachers’ perfor-
mance in handling the evaluation results is satisfactory.

4.2.2. Difference Analysis of Total Scores of Classroom
Evaluation of Senior High School Students. This study will
analyze the differences in the total scores of classroom
evaluation of Chinese teachers in senior high schools in
various demographic variables. These variables involve five

factors, namely, teachers’ gender, grade, family residence,
whether they serve as class managers or not, and Chinese
scores in classes. An independent sample t-test was used to
analyze the variance between gender and class cadre, and
single-factor variance was used to analyze the variance
between class, grade, and family residence. The overall
analysis ideas and results are roughly consistent with the
teachers’ questionnaires, so they will not be repeated here.

(1) Grade Difference. From the grade difference of students in
Figure 5, the F value of one-way ANOVA is 7.124, P <0.05,
which shows that the difference between groups has reached a
very significant level; different grades have different evaluation
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TaBLE 14: Guiding students to conduct in-depth learning.

Title Options Frequency Percentage (%)
(1) Completely inconsistent 4 1.6
(2) Some do not match 12 4.8
Chinese teachers use evaluation results to guide students to study deeply (3) Uncertainty 44 17.6
(4) Basically accord 135 54.0
(5) Completely accord with 55 22.0

TaBLE 15: Guide students to reflect on their own learning.

Title

Chinese teachers will guide students to reflect on their own learning according to

the evaluation results

Options Frequency Percentage (%)
'(1) Completely 6 24
inconsistent

(2) Some do not match 10 4.0

(3) Uncertainty 36 14.4

(4) Basically accord 117 46.8

(5.) Completely accord 81 324

with

scores; and at least one group has significant differences. After
the multiple comparative tests, we can see that there are sig-
nificant differences between senior three students and senior
one students (P < 0.05) and senior two students (P < 0.05). By
observing the average value, it can see that in the survey of
Chinese classroom evaluation in senior high schools that
promotes deep learning, the scores of students in Grade One
and Grade Two are higher than those in Grade Three.

Looking at the above table, we can see that the average
evaluation scores of senior one students are 93.5556, the
average evaluation scores of senior two students are 90.4423,
and the average evaluation scores of senior three students are
only 84.4312, which is obviously different from the other two
groups. Generally speaking, the higher the grade, the lower
the score in the classroom evaluation of promoting deep
learning. In the third year of senior high school, the new
teaching has been greatly reduced, and students have
gradually turned to comprehensive review, paying more
attention to the consolidation of knowledge points.
Teachers’ evaluation focus in class will also turn to the
detection of knowledge points and the investigation of test-
taking skills, thus ignoring the cultivation of deep learning
ability of senior high school students.

(2) Difference in Family Residence. From Figure 6, it can be
seen that the F value of one-way ANOVA is 3.296, and the
P < 0.05, which shows that the difference between groups has
reached a very significant level. Different families live in
different places in terms of evaluation scores, and at least one
group has significant differences, but it is unclear which
group is at present. Further looking at the data, we can see
that there are significant differences between the students
who live in cities and the students who live in county towns
(P <0.05) and the students who live in rural areas (P < 0.05).
Because of the differences in educational level and other
factors, the average score of students in cities is higher than
that of students in other places.

Teachers™ classroom evaluation is still knowledge ori-
ented. Although they sometimes know how to encourage
students, they still tend to test students’ mastery of knowledge

in the actual classroom, lacking attention to students’ learning
interest, learning methods, and thinking structure. In the
questionnaire survey, teachers generally know more about the
evaluation of promoting deep learning. However, when asked
about the relevant contents of deep learning, teachers are
somewhat vague, unable to really understand the meaning
and characteristics of deep learning, and unable to make in-
depth connection between evaluation and deep learning.
During the interview, some teachers asked what deep learning
is like, which can also reflect that some teachers have less
awareness of promoting the evaluation of deep learning,
let alone how to make in-depth management of classroom
evaluation and deep learning. In the Chinese classroom of real
frontline teachers, deep learning-oriented evaluation is still
difficult to implement, due to external evaluation reasons, and
factors such as poor self-grasp, difficult implementation, and
unwillingness to try.

5. Conclusions

Learning to evaluate students’ learning status in different ways
is a necessary process to guide students to study deeply. The
original starting point of evaluating students includes thinking
level, knowledge reserve, learning skills, psychological char-
acteristics, interest tendency, self-cognition, learning attitude,
and so on. We can use the question-and-answer style of direct
inquiry in class; we can also use the description of other
teachers to evaluate others; and we can also infer other in-
formation about students’ learning by looking at previous
learning works. Calling student status files is the most con-
venient way to have an overall understanding of students. If
you need to examine students’ knowledge and ability, the best
way is to use a thorough test paper and intuitively understand it
through test scores. However, for the information of interest
and self-cognition, we take the interest scale and self-evaluation
scale to fill in for students, so that they can scientifically predict
their emotional content. After measuring and evaluating in
many aspects, teachers can deeply understand the starting
point of students’ learning and lay a solid data foundation for
the analysis of learning situation.
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The purpose is to improve the effect of substation inspection and ensure the safety of power consumption in human society. First,
this work discusses the current substation inspection-oriented robot path planning situation. Then, the proportional integration
differentiation (PID) control algorithm is introduced and optimized. Ant colony algorithm (ACA) is improved. The substation
inspection-oriented RPP model is designed based on the PID algorithm and optimized ACA (the proposed model is denoted as
the Ant-PID algorithm). Afterward, the Ant-PID algorithm is compared with the PID control algorithm and ACA. The results
show that the longest robot path of the proposed Ant-PID algorithm in different data sets is about 28 m. The shortest is about 26 m,
and the number of optimal solutions is maintained at about 45-49. By comparison, the average response time of the PID algorithm
is about 255 to 28 s. The shortest response time of ACA is about 24, the shortest average response time is about 27s, and the
longest is about 30s. The average response time of the proposed ant PID model is about 17s to 20s. Therefore, the Ant-PID
algorithm can improve the substation inspection robots’ path planning effect. The research results provide technical support for

improving the effect of substation inspection and contribute to social power transmission.

1. Introduction

With science and technological progress, power transmis-
sion engineering is expanding. As the intermediate medium
of power transmission, substation plays an important role.
The substation has a tricky structure, with heavy mainte-
nance costs and complex detection flow. Therefore, real-time
substation monitoring in power transmission is critical and
challenging [1]. As a technological product to mimic and
replace human intelligence, robot technologies have found
applications in substation inspection, only far from mature.
In particular, the inspection task-oriented robot path
planning (RPP) is worthy of in-depth exploration, and the
robot response time cannot meet the needs of current
substation inspection to improve the working efficiency of
the robot in substation inspection [2].

Although the current research on applying robots in
substation inspection is not perfect, many studies have
provided technical support. Tao et al. proposed a based robot
to replace real-time manual inspection of substations. The

optimal RPP and two-way walking were realized following
the magnetic trajectory to inspect the primary equipment in
the station. The designed robot could make an autonomous
decision or be remotely controlled to find the thermal defects
and equipment abnormalities in time. Image processing and
pattern recognition distinguished the opening and closing
states of switches and knife switches. When under remote
control or sequential control of the intelligent substation, the
robot could replace manual inspection in positioning and
controlling the equipment [3]. Li et al. observed that the
power grid security maintenance was becoming more in-
telligent with the development of information and intelli-
gence. Major power grid companies and enterprises loved
the substation inspection robot, upgrading every day as a key
component in intelligent power grid development. There-
fore, the research on substation inspection-oriented RPP was
a hot research spot. However, the current research was
challenged by real-time RPP [4]. Melo et al. implemented the
substation maintenance-oriented RPP through an ant col-
ony algorithm (ACA) and achieved an effective outcome by
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continuously optimizing the robot paths. ACA provided a
more comprehensive and effective RPP reference through
the distributed node calculation. Besides, ACA analyzed the
system error through positive feedback to encourage the
system’s self-optimization through iterative training.
However, ACA was still in its infancy and must be further
explored to provide better technical support for RPP [5].
Ekinci et al. divided the mobile robot’s path tracking,
control, and planning into two modules according to the
kinematic model and using the hierarchical control theory:
trajectory tracking controller and proportion integration
differentiation (PID)-based robot speed controller. Based on
the backstepping time-varying state feedback method and
Lyapunov theory, a mobile robot-oriented global trajectory
tracking algorithm was designed by introducing a virtual
feedback quantity with hyperbolic tangent characteristics.
PID controller was adopted to meet the real-time speed
regulation requirements of the robot drive motor. Regarding
the dynamic constraints of the robot, a strategy was in-
troduced to ensure its smooth motion. The real-time tra-
jectory tracking experiment of the algorithm was carried out
on a two-wheel drive mobile robot, obtaining satisfactory
results. It was found that the PID algorithm must integrate
other algorithms in RPP, and more research was needed to
support its development [6]. To sum up, the current research
has provided a theoretical reference for applying robot
technologies in substation inspection. Nevertheless, the
current technical means are not perfect. For example, the
system response time is long, and the intelligent RPP is not
reasonable. To this end, more research is needed to support
RPP’s technical improvement.

Based on the above problems of substation inspection
robots and the specific research directions, this work
summarizes the substation inspection-oriented RPP and the
inspection robot’s specific design concept. Then, the PID
algorithm is optimized. Finally, the ACA is improved, and
the substation inspection-oriented RPP model is designed by
integrating PID and ACA. The finding provides an essential
guarantee for the regular operation of the substation and
contributes to the normal power consumption of human
society.

2. Research Theories and Methods

2.1. Comprehensive Design Concept of Substation Inspection
Robot. Artificial intelligence (AI) equipment has become
the first choice to replace humans. For example, intelligent
robots have been widely used in various fields and have
become the main productivity of human society [7]. As the
main supporting point of human use of electricity, sub-
station inspection plays a vital role in ensuring its normal
work and the normal operation of human life. The sub-
station inspection is a critical but boring task. Traditionally,
the manual inspection often overlooks many faults and
failures because the result is subjective, and individual ex-
perience and human vision are unsuitable for such missions.
Therefore, the Al robot has become an essential technology
for substation inspection [8]. The main task of the substation
inspection robot is to reduce the labor intensity of inspection
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workers. During the daily inspection, the inspection robot
mainly obtains the power equipment video through the
camera. It transmits the data to the background for pro-
cessing to repair the power equipment with potential safety
hazards in time [9]. In order to complete the daily inspection
work, the robot needs to integrate vision technology and
path planning technology, additionally, to process the in-
spection results, and to transmit the information obtained by
the robot to the background processing end in real time. The
inspection robot should also combine multisensor infor-
mation fusion technology, wireless communication, and
wireless transmission technology. Last but not least, the
substation inspection robot has special requirements in the
overall structural design and functional hardware selection
[10].

The substation has many characteristics as the main
supporting point of electric power transmission (EPT). First,
the overall environment is static. Substation equipment is
divided into outdoor open type and indoor integrated type.
Currently, the conventional outdoor open type is more used
in the substation. Different equipment is assembled
according to the functional objectives of the substation. The
equipment is arranged in turn according to the functions,
and the wiring between the equipment is safe and beautiful
[11]. The building structure of the substation is reasonable,
and the appearance is neat. After using robots to replace
manual inspection, few people are active in the substation, so
the overall environment of the substation is an overall static
environment for the substation inspection robot. Thus, the
substation topology can be stored in the database for the
convenience of robots [12]. Second, the environment is full
of high electromagnetic interference (EMI). There are
transformers, high-voltage, or ultrahigh voltage (UHV)
equipment in the substation, producing all kinds of corona
phenomena. The high-voltage line of the substation will
produce a strong electromagnetic field. Transient UHV
occurs during operation [13]. Thus, complex EMI makes the
electromagnetic environment of substations particularly
complex. There is a clear distinction between environ-
mentally feasible areas and obstacle areas. The overall design
of the substation is relatively clean, with clear obstacle areas
and feasible areas. The robot must keep a safe distance from
the obstacle areas during the inspection process. Some
feasible areas of the substation are relatively narrow, so the
robot foothold should be minimum [14]. Finally, the feasible
area is generally flat, but some potholes, slopes, and steps will
be. In the substation design, the roads in feasible areas are
mostly flat. However, the substation roads in mountainous
areas might have potholes, and there will be slopes or steps in
places with large drops [15].

The inspection robot needs to regularly conduct com-
prehensive and detailed inspections on the power equipment
in the substation, greatly improving the efficiency and ac-
curacy of inspection. In order to realize all-weather and no
dead corner inspection, the inspection robot needs to have
some functions [16]. First, the substation inspection robot
can perceive the information of the environment and de-
termine when to stop or bypass [17]. At the same time, the
substation inspection robot must be timely aware of its self-
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FIGURE 1: Basic characteristics of substation and main working conditions of inspection robot.

position through relevant technologies. Second, the sub-
station inspection robot can carry out path planning. It can
plan a path that traverses all stops and has the shortest
distance suitable for the substation inspection [18]. Then, the
substation inspection robot can feedback a clear image of the
detected power equipment in real time through the com-
munication module for expert observation and analysis [19].
Finally, the substation inspection robot can be remotely
controlled. During the inspection process, the robot can
receive the command from the background, change to the
manual remote-control state, and monitor the abnormal
power equipment at a specific position in the substation [20].
Figure 1 shows the substation’s basic characteristics and the
inspection robot’s main working conditions.

As shown in Figure 1, as a substitute for substation patrol
workers, the robot undertakes the main responsibility of
substation inspection. Doing so prevents human injury to
substation equipment and improves inspection efficiency.
However, the robot inspection path needs to be designed to
provide better technical support for improving the efficiency
of substation inspection.

2.2. PID Control Algorithm. PID control algorithm plays a
vital role in the industrial control process. With the support of
the PID control algorithm, various industrial production
processes have been refined. PID algorithm refers to propor-
tional, integral, and differential linear control algorithms [21].
Figure 2 draws the main flow of the PID control algorithm.
As shown in Figure 2, in the PID control algorithm, the
proportional, integral, and differential linear calculations
shall be carried out, respectively. Then, the calculation re-
sults of the three shall be integrated to strengthen the control

effect of the system [22]. The calculation of differential
equation and transfer function of PID controller read

oy de(t
u(t)zKP[e(t)+T—IJoe(t)dt+TD edi)], (1)
Us)
PO=5s
) (2)
=KP[1+TIS+TDS],
e(t) =r(t)—c(t). (3)

In (1)-(3), Kp is the scale factor. T; denotes the integral
time constant. T', represents the differential time constant. d
stands for the calculated bias, and ¢ signifies the time [23].
The functions of the three modes are different. The pro-
portional function is to map the deviation signal in the
control process through a certain proportion. In other
words, the proportional function will react when the system
has a control deviation to reduce the control deviation of the
system [24]. The integration function mainly removes the
static error so that the control result of the system is the same
as the final setting result. The relationship between the action
effect of the integration link and the integration time
constant is inversely proportional. The integration time
constant is the main factor determining the action of the
integration link [25]. The function of the differential link is
mainly to map the changing state of the deviation signal of
the slice. Suppose the changing state of the deviation signal is
stronger. In that case, the system will modify the control
quantity faster to effectively reduce the delay of system error
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modification [26]. The main control mode of the PID control
algorithm is the digital calculation, so it is necessary to
discretize the PID algorithm. That is, each element in the
PID algorithm is approximately discretized [27]. The dis-
cretization reads

F~KT(k=0,1,2,...), @)
e(t) ~ e(KT), (5)
k k
Je(t)dt: Y e(OT =TY e(j1), ©)
=0 =0

de(t) _e(kT) - el(k - )T

dt T 7

In (4)-(7), each element shares the same meaning as the
above equations. If kT is represented by k, the specific cal-
culation reads
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T Tp
Ko =Ko Koo
1

(8)

k
u(k) =KPe(k)+KITLZe(j) +Kple(k) —e(k-1)].
=0

This work optimizes the PID algorithm through position
and increment. The first is the position PID control algo-
rithm. In this algorithm, the system controls the control unit
through u (k), and the calculated value of u (k) is the position
output of the controlled unit. The second is the incremental
control algorithm [28]. In this algorithm, u (k) represents the
change in the position of the control unit. This algorithm is
widely used because it is safer and does not need cumulative
calculation. Thereby, it shortens the system calculation time
and improves work efficiency [29]. Fusing position control
algorithms (8) and (9) can obtain the calculation of the
incremental control algorithm:

k-1
u(k=1)=Kpe(k=1)+K; Y e(j) + Kple(k - 1) —e(k - 2)], 9)
j=0

Au(k) = Kple(k) —e(k = 1)] + Ke (k) + Kp [e (k)

(10)
—2e(k-1)+e(k-2)].

In (10) and (11), the result of Au(k) represents the
position change of the controlled unit in the control process
of the PID algorithm. Only the recent errors are sampled
[30]. Figure 3 presents the design concept of optimizing the
PID control algorithm through position and incremental
algorithms.

As shown in Figure 3, an incremental algorithm is
extended based on the positional algorithm. In simple
terms, the positional algorithm provides a basic concept
for the incremental algorithm, and the incremental al-
gorithm is the optimization result of the positional al-
gorithm [31]. Therefore, in the PID optimization
algorithm, the control accuracy of the incremental control
algorithm is higher, and the calculation result of the al-
gorithm is more reliable.

2.3. Optimizing ACA. ACA is designed according to the ant
colony foraging process. Its main connotation is to seek
simpler results in the calculation process. The robot path
control calculation selects a shorter route with a high al-
gorithm accuracy to make a more efficient substation in-
spection. ACA features distributed computing, self-
organization, and positive feedback [32]. Distributed
computing means the ant colony algorithm distributes the
global computing tasks to each node in the computing
process. That is, the ant individuals in the ant colony cal-
culate independently. When the node-independent computing
task is completed, the system integrates all the calculation
results. Then, it compares and analyzes the integration results
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FiGure 3: The design concept of optimizing PID control algorithm through position algorithm and incremental algorithm ((a) is position

algorithm, and (b) is incremental algorithm).

and finally outputs the optimal solution of the system calcu-
lation. Therefore, in ACA, the feasibility of the system results
will not be affected by the individual calculation error. The self-
organization characteristic means that the ant colony is not
affected by external factors in the calculation process. The ant
colony individuals independently seek the optimal solution in
the calculation process. The system selects the path with the
most individuals after specific iterations, namely, the result
with the most individual calculation frequency [33]. The
positive feedback characteristic means that when the ant colony
selects a path, the individual ants generate pheromones on the
shortest path. Then, the ant colony will feedback the shortest
path selected most according to the pheromone concentration
(PC). Thereby, it helps the ant colony chooses more shortest
paths [34]. The calculation of the transition probability of ant
colony selection reads

P (7
K Zzeallowedx (T;'xj ) ( ’7{5])

(11)

In (11), i and j are the selected location nodes of the ant
colony. z is the specific location. allowe represents the lo-
cation set, and dx denotes the location deviation. 7 refers to
the PC. The specific calculation reads

< k
Aty = Z At (13)
P

In (12) and (13), p is the volatilization coefficient. k
denotes the calculation position point. The PC calculation of
the heuristic function reads

1
Nij = dij. (14)
In (14), d is the Euclidean distance (ED) between lo-

cation nodes. In this work, the pheromone updating
mechanism is used to improve ACA. That is, in the
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calculation process, only individuals who can reach the
target point are selected. In each iteration process, indi-
viduals who can reach the target point and have the shortest
path are selected to improve the calculation results of ACA
[35] gradually. The pheromone update calculation reads

7 (t+ D& = (1= p)7;; (1) + pAT;; (1,1 + 1), (15)
Tij(t+ 1N& = (1 —p)rij(t)+17pATij(t,t+ 1), (16)
7 (t+ D& = (1 = p)7;; (£) — npA7; (£, + 1). (17)
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In (16) and (17), # is the increased range coeflicient of
pheromone. p is of utmost importance. The volatilization
coefficient can adjust the pheromone distribution to find the
optimal solution. Therefore, the selection of the volatiliza-
tion coeflicient is crucial. The adjustment of the volatiliza-
tion coefficient reads

p(t+1):1Y'P(f)) VP ()= Pprins (18)

Prnin> others.

In (18), ppinis the minimum volatilization coefficient. y
represents the attenuation coefficient, which is less than 1. This
work designs the twice-path planning method to improve the
calculation results of the ACA. Then, Figure 4 demonstrates the
calculation process of the PID control algorithm combined
with the proposed twice-path planning ACA.

As shown in Figure 4, based on the calculation of ACA,
the twice path planning mechanism is added to increase the
calculation frequency of ACA. This can effectively improve
the accumulation effect of pheromone to help the substation
inspection robot find a better inspection route. Integrating
the PID control algorithm can effectively provide a better
inspection path for the substation inspection robot.
Therefore, the proposed Ant-PID control algorithm fusing
the PID algorithm and ACA can improve the efficiency of
the substation inspection robot.

2.4. Research Data Settings. The data set is mainly used to
evaluate the comprehensive performance of the model. The
data sets include (1) supersizing self-supervision (SS)
dataset, containing 50 K data points and 700 hours of robot
experiment and error experiment. At the same time, the data
set collects more than 150 objects with different graspability.
(2) Learning hand-eye coordination (LH) dataset describes
two large-scale experiments on two independent robot
platforms. The first experiment collects about 800,000 grab
attempts over two months. In the second experiment, dif-
ferent robot platforms and eight robots collect data sets
containing more than 900,000 grab attempts. (3) Scene
understanding (SUN) dataset contains 10,335 robot detec-
tion results of different scenes, 146,617 2D polygon anno-
tations (which should refer to 2D segmentation), and 58,657
3D frames. (4) The RoboTurk Real Robot (RTRR) dataset
contains 2,144 different presentations from 54 users. This
includes 111 hours of robot operation data for three chal-
lenging operation tasks. This work comprehensively eval-
uates the performance optimization of substation robots
through robot path selection simulation. The comparison
algorithms used in the evaluation process include the PID
algorithm and ACA.

3. Performance Optimization Evaluation of
Substation Inspection Robot

3.1. Path Selection Performance Evaluation. This section uses
the proposed Ant-PID control algorithm to design the
substation inspection-oriented RPP model. Then, it evaluates
the displacement of the robot through the PID control algo-
rithm and carries out twice path planning through ACA to
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FIGURE 5: Optimization performance evaluation of robot path selection ((a) is SS data set, (b) is LH data set, (c) is SUN data set, and (d) is

RTRR dataset).

strengthen the path planning performance of the model.
Specifically, a simulation scenario with the shortest length of
25m is designed to evaluate the model. Figure 5 demonstrates
robot path selection’s optimization performance evaluation
results under the proposed Ant-PID algorithm.

As shown in Figure 5, the proposed Ant-PID algorithm
integrates the performance of the PID algorithm for robot
displacement optimization control and the comprehensive
optimization performance of ACA for robot path selection.
Therefore, the path selection of the proposed Ant-PID algo-
rithm is optimal. According to Figure 5, the longest robot path
taken by the proposed Ant-PID algorithm in different data sets

is about 28 m, and the shortest is about 26 m. The longest path
selection of the PID control algorithm is about 50 m, and the
shortest is about 28 m. The longest path selection of ACA is
about 47 m, and the shortest is about 27 m. Thus, the evaluation
curve convergence effect of the proposed Ant-PID algorithm is
better, and the path design result is better.

3.2. Effect Evaluation of RPP. In evaluating the RPP effect of
the proposed Ant-PID algorithm, this work uses the sim-
ulation scene with the shortest length of 25m. It evaluates
the path planning results of the model on different data sets
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set).

50 times under different iterations. Figure 6 portrays the RPP
evaluation results of the proposed Ant-PID algorithm.

As shown in Figure 6, the proposed Ant-PID algorithm
still performs well in the RPP effect. On various data sets, the
optimal solution times of the proposed Ant-PID algorithm
are maintained at about 45-49 times. By comparison, the
performance of the other two models is poor. For example,
the optimal solution times of the PID algorithm are about
15-48 times. The minimum number of optimal solutions of
ACA is about 17, and the maximum number is about 49.
Therefore, the proposed Ant-PID algorithm has a good RPP
effect. The comprehensive RPP effect of the model also needs

to evaluate the path planning efficiency of the model by
factoring in the response time. Figure 7 compares the re-
sponse time of the proposed Ant-PID algorithm and the
other two algorithms.

Obviously, the average response time of the PID algo-
rithm is about 25s at the shortest and about 28s at the
longest. The shortest response time of ACA is about 24 s. The
shortest average response time of ACA is about 27 s, and the
longest is about 30s. The average response time of the
proposed Ant-PID algorithm is about 17 s to 20 s. Hence, the
proposed Ant-PID algorithm has a quicker response in robot
inspection path planning.



Mathematical Problems in Engineering

35
30 ] —
25 4] ]
- 20 4 —
\o-)/ - | | —
£
= 15
10
5
0 T T T T T
1 2 3 4 5
Group
[ PID
[ Ant
[ Ant-PID

FiGure 7: Evaluation results of model response time.

4. Conclusion

With science and technological development, human be-
ings use electricity more and more. The substation plays a
vital part in transmitting power and power grids. Based on
this, to improve the comprehensive efficiency of substation
inspection, this work first discusses the status of substation
inspection. Then, the PID control algorithm is introduced
and optimized. Finally, the ACA is comprehensively im-
proved. The Ant-PID algorithm is designed by fusing the
PID algorithm and ACA, and the effect of the model in the
substation inspection RPP is comprehensively evaluated.
The results show that the longest robot path taken by the
proposed Ant-PID algorithm in different data sets is about
28m, and the shortest is about 26 m. The longest path
selection of the PID control algorithm is about 50 m, and
the shortest is about 28 m. The longest path selection of
ACA is about 47 m, and the shortest is about 27 m. Second,
the optimal solution times of the proposed Ant-PID al-
gorithm are maintained at about 45-49 times, while the
performance of the other two models is poor. Specifically,
the optimal solution times of the PID algorithm are at least
about 15 times and at most about 48 times. The minimum
number of optimal solutions of ACA is about 17, and the
maximum number is about 49. Finally, the average re-
sponse time of the PID algorithm is about 25 s and 28 s; the
shortest average response time of ACA is about 27s, and
the longest is about 30s. The average response time of the
proposed Ant-PID algorithm is about 17 s to 20 s. Although
this work optimizes and designs a relatively perfect RPP
model, there is less research on its practical application.
Therefore, the research finding will be strengthened and
generalized in future work.
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With the rise of deep learning technology, due to the superior performance of the deep neural network, its application in the digital
economy has attracted extensive attention of scholars. Since the beginning of the 21st century, my country’s digital economy has
developed rapidly, and its universalization and other characteristics have created favorable conditions for the optimal allocation of
resources in underdeveloped regions and the exertion of comparative advantages. The digital economy will play a key role in
poverty alleviation, promoting coordinated regional development, narrowing regional gaps, and improving the spatial layout of
my country’s reform and opening up. This paper studies the factors that the digital economy based on deep neural networks has on
regional economic growth. Simulation experiment conclusions are as follows: (1) the digital economy of Guizhou, Beijing,
Chonggqing, Anhui, and Tibet is growing rapidly. The central and western regions are in a period of rapid growth. For the gap
between major industrial provinces, the coefficient of variation reached about 1 before 2013, then it declined rapidly, and slowed
down, and steadily declined after 2019, indicating that the gap in the digital economy in various regions is narrowing in general.
(2) From the national level, the digital economy index coefficient is 1.24, that is, for every 1% increase in digital economy
investment, GDP will increase by about 0.24%. The labor force increased by 1% and the GDP increased by about 0.22%. This
promotion effect is also very obvious. (3) Judging from the above data, the western region urgently needs to promote the
construction of the digital economy and introduce high-tech digital economy talents. The talent effect in the Midwest has a
significant effect on GDP. (4) From the perspective of the whole country and other regions, the parameter coefficients and signs
have not changed significantly, so the original model is robust, and so the conclusion is desirable.

1. Introduction

At present, there is no clear definition of the deep neural
network in the field of computer vision. Broadly speaking, it
is considered to include specific variants such as convolu-
tional neural networks and recurrent neural networks. In
practical applications, deep neural networks often incor-
porate a variety of known structures [1, 2], for example,
restricted Boltzmann machines and long and short-term
memory units.

The current level of digital technology development is
changing with each passing day in the context of economic
globalization. Information technology in various countries is

infiltrating and integrating with all walks of life and is
constantly injecting new vitality into the global economy. It
has become a powerful driving force to promote economic
growth [3, 4]. The fields involved are not only in
manufacturing and business management but also in the
fields of population employment, education, and people’s
livelihood. It is to promote national economic development
and also to promote the smooth advancement of digital
transformation in various regions [5, 6].

On the one hand, it encounters challenges such as
complex international environment, great downward
pressure on the economy, and slow industrial transforma-
tion. On the other hand, the country is also in an
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environment of major opportunities such as the vigorous
rise of new technology revolution and the integration and
interconnection of data resources [7-10]. Since the outbreak
of the new crown pneumonia epidemic, the traditional
manufacturing industry has been greatly impacted, which
has brought great challenges to economic development
around the world, and has also triggered many people’s
thinking about economic growth. The global economy will
enter a new cycle of economic growth led by innovation
[11, 12].

Economic growth is the basis and premise of regional
economic and social development and progress, but there
are always differences between and within countries or
regions. Developing countries consider how to increase their
economic growth rate to approach developed countries;
within countries or regions, they consider how to adjust the
economic structure, narrow the internal gap, and improve
the overall social welfare level [13].

China has continuously created miracles in the history of
human development, but the gap in economic strength
between regions has always existed. How to gradually reduce
the economic gap between regions while maintaining stable
economic development is a problem that our government
has always attached great importance to. The digital econ-
omy is an emerging economic form [14-17]. The digital
economy has penetrated into all fields of society and has
changed the way of social organization to a large extent.
Similarly, the digital economy has also had a certain impact
on economic growth in terms of economic theory and policy
systems.

The specific aspects are shown in Figure 1.

For the empirical research on the promotion of eco-
nomic growth by the digital economy, many research results
have achieved the world’s advanced level in new develop-
ment fields. The impact of the digital economy on the
economy is mainly manifested in the following aspects: the
digital economy puts forward new requirements for energy
distribution and environmental protection, the digital
economy also presents new challenges for taxation as it
affects economic growth, and the digital economy changes
business and social behavior. Due to the various charac-
teristics and advantages of deep neural networks, we propose
to study the evaluation and analysis of regional economic
growth factors in the digital economy based on deep neural
networks [18, 19].

2. Basic Theory Related to the Deep Neural
Network and the Digital Economy

2.1. Deep Neural Network Model. A deep neural network and
its idea come from the human brain’s hierarchical pro-
cessing mechanism for visual information. Starting from the
original data, it automatically learns effective feature ex-
pressions through a multilayer structure and realizes clas-
sification and recognition at the output layer. Its advantages
are that it overcomes the time-consuming and laborious
shortcomings of the manual feature design; the primary
features of each layer are obtained through layer-by-layer
data pretraining; distributed data learning is more effective
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(exponential); and compared with shallow modeling
methods, deep modeling can be more detailed and efficient
representation of actual complex nonlinear problems. At
present, both the theoretical research on the deep neural
network algorithm and its application research have reached
a peak. As the core model of deep learning, the deep neural
network is often designed for image classification, speech
recognition, and other fields, and has achieved good results.
The different models differ mainly in their different model
structures and have little to do with other parameters.

If the deep structure is regarded as a neuron network, the
idea of the deep neural network can be described as follows:
the pretraining of each layer of the network adopts unsu-
pervised learning; input to one layer; supervised learning to
fine-tune all layers (plus a classifier for classification). The
main difference between deep neural networks and tradi-
tional neural networks is the training mechanism. The deep
neural network adopts the training mechanism of layer-by-
layer pretraining as a whole rather than the back-propa-
gation training mechanism of the traditional neural net-
work. The related theory is shown in Figure 2.

The encoder is one of the building blocks of the deep
neural network. It is an unsupervised learning algorithm and
a nonlinear neural network structure that reproduces the
input signal as much as possible. The training difficulty of the
convolutional neural network is more difficult, and the
design of its network structure is also more complicated.
Therefore, when designing a convolutional neural network,
it is necessary to optimize its structural design.

2.2. Theories Related to Digital Economy. The digital econ-
omy takes digital knowledge and information as the key
production factors [20], takes digital technology innovation
as the core driving force, takes the modern information
network as an important carrier, and deeply integrates In-
ternet technology with the real economy to enhance in-
dustrial intelligence, digitization, and speed up the new
economic form formed by reconstruction. Among them,
industries such as computer manufacturing, electronic
equipment manufacturing, radio and television and satellite
transmission services, and information technology services
are the basic industries of the digital economy. Internet
retail, e-commerce, financial service platforms, and logistics
services are based on digitalization and can be regarded as
the category of digital economy [21].

The digital economy can be divided into digital indus-
trialization and industrial digitization. Digital industriali-
zation transforms scientific and technological innovation
achievements into the driving force of economic and social
progress through the market-oriented application of mod-
ern digital technology. Industrial digitalization means that
traditional industries can improve themselves in an all-
round and full-chain manner by introducing digital tech-
nology and in-depth integration, such as industrial Internet,
intelligent manufacturing, and digital agriculture. From the
1990’s to the first decade of the 21st century, the electronic
information manufacturing and software industries were
booming. The main feature of the digital economy in this
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period was informatization, and information technology
began to be widely embedded in the traditional neural
network. In the industry, new business models have been
conceived, but they are not yet mature. The accumulation of
sufficient quantitative changes in the application of infor-
mation technology began to produce a qualitative leap. After
2010, the main feature of the digital economy changed to
digitization. In addition, the digital economy has three major
characteristics [22].

First is platformization. The Internet platform makes
information flow no longer monopolized by giants in the
industry chain, promotes direct communication between
suppliers and consumers, and realizes a large-scale division
of labor and cooperation systems. Second is data. Data has
become a key production factor for the development of the
digital economy. Third is universalization. Inclusiveness
embodies the concept of “everyone participates and ev-
eryone shares,” and representative fields include inclusive
technology, inclusive finance, and inclusive trade. Figure 3
shows the three laws of the digital economy [23].

2.3. The Impact of the Digital Economy on Regional Economic
Development. The digital economy has become a driving
force, one is to promote production innovation. Digital,
networked, and intelligently guided production methods are
in line with the trends of precise resource allocation, au-
tomated production organization, and enterprise inter-
connection. The second is to promote consumption
upgrading. The wide application of information products
and information services makes the Internet penetrate into
almost every detail of people’s consumption life. Mobile
payment, with its convenience and efficiency, lowers the
payment threshold and fully releases the consumption po-
tential of urban and rural residents. The third is to change
the trade pattern, such as books, audio and video, software,
and services, such as R&D, finance, and advertising, can
easily and quickly realize cross-border transactions through
Internet transmission. Such digital trade products are
growing rapidly. Digital trade will lead a world trade into a
new stage and become a new economic growth pole.

Secondly, the digital economy has spillover effects on the
economic development of other regions [24]. The digital
economy not only empowers the economic development of
the region but also promotes the economic development of
other regions due to the spillover effect of digital technologies
such as the Internet. The real-time, shared, and open nature of
the Internet, as a core digital technology, connects multiple
regions into a whole, breaks geographic barriers, and provides
great convenience for the development of economic activities.
Zhejiang regards the digital economy as “Project No. 1.” The
difference in Shandong’s digital economy policy lies in the
inclination towards the primary industry, which proposes to
speed up the development of smart agriculture. Guangxi
proposes to improve the foundation and governance of the
digital economy and create a highland for ASEAN-oriented
digital economic cooperation. The Yangtze River Delta region
will focus on building key industries and promoting digital
economy industrial clusters [25].
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The role of the digital economy on the regional economy
can be represented in Figure 4.

3. Basic Theory Related to the Deep Neural
Network and the Digital Economy

3.1. Multihidden Layer Multilayer Perceptron. Multilayer
perceptron: usually, this model is also called multihidden
layer multilayer perceptron. Figure 5 shows the general
structure of the multilayer perceptron model.

We deduce the learning process of the network through
mathematical formulas. Suppose the input variable is net;,
then we get

M
net; = Zx,- + 0. (1)
i=1

The corresponding output is

a; = f (net;). (2)
Sigmoid function is

1

f(x) = T+ exp () (3)

When the value of the mapping function is in the
positive and negative range, the symmetrical function is used
as the excitation function:

1 —exp(—x)

f(x) = than(x) = (4)

1+exp(—x)
General order is

= X;. (5)

Then the input of the jth neuron in the hidden layer net;
is

N
net; = Z wjja; + 0.

(6)
=1
The corresponding output is a;:
a; = f(netj). (7)

Then the input of the kth neuron in the output layer net;
is
(8)

L
netk = Z w]-kaj + Gk,
k=1

where wj, and 6, are the weight and threshold, respectively.
The corresponding output is y;:

yi = f (nety). 9)

3.2. Long Short-Term Memory Network. Long short-term
memory network is a special kind of a neural network. This
kind of a neural network is different from the general
feedforward neural network, LSTM can use time series to
analyze the input. Recurrent neural networks learn se-
quential information through inner loops. The slope ob-
tained by the chain rule is propagated to the activation
function, and then the slope becomes very small or very
large, which is the problem of vanishing or exploding
gradients.

The long-short-term memory network forgetting gate is
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fe=0(Uyx, +Wyh_, +by). (10)
The input gate of the long short-term memory network is

i, =0(Uxx, + W;h,_; +b,),

(11)
¢, =tanh(U.x, + W_h,_, + b,).
The current memory cell state is
¢ = fiCa +i- G (12)

Then the output gate of the long-short-term memory
network is

o, =0Ugpx, + W,h,_, +b,). (13)
Then the state of the current hidden layer is
h, = o, - tanh(c,). (14)

3.3. Entropy Method. Indicator selection: if there are m
indicators, # regions, and r years, then Xijt is the observed
value of the jth indicator in region i in year t. Then, stan-
dardize the indicators as follows:

Positive indicators are

5
regional
economic
quality
o (g —my)
X; jt = m (15)
i
Negative indicators are
o (M; - x)
it~ [\
(Mj —m; ) (16)

M; = max{xijt},mj = mm{xiﬁ}.

We determine the proportion of observations of the jth
indicator for region i in year t:

*

Xij L%
%Fi%zww%ﬁmﬂ. (17)
We determine the entropy value of the jth index as
1 .
e :[_ln(rn)] x>ty ip;In(p;).e; € [0,1].  (18)

We determine the information utility value of the jth
indicator as

gj=1-e; (19)

We determine the weight of the jth indicator as
%=%Zi (20)

We determine the index for yeart of region i as
H, = ijjxfjt. (21)

This defines a set of data information entropy as

E;=-Iln (n™ ZP;‘]‘ In p;;, (22)
i=1

where p;; is

(23)
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TasLE 1: Digital economy indicator system.

First-level indicator Secondary indicators Weights
x1 Mobile telephone exchange capacity per capita 0.0501
Infrastructure x2 Length of long-distance optical cable per square kilometer 0.0507
x3 Telecommunication traffic per capita 0.0701
Digital indust x4 Computer main business income as a percentage of GDP 0.1735
8 Y x5 Software main business income as a percentage of GDP 0.1702
X6 The proportion of electronic information product exports in total exports 0.1036
X7 Number of domestic patent authorizations per 10,000 people 0.1743
Creativity x8 Internal expenditure of R&D funds as a percentage of GDP 0.0641
x9 Education spending as a share of GDP 0.0456
ST x10 Internet penetration 0.0533
Digital livelihood x11 The household rate of cable broadcasting and TV 0.0336

Weights

4. Simulation Experiment

4.1. Experimental Data and the Digital Economy Indicator
System. This article selects the national provincial unit data
from 2011 to 2021. The constructed digital economy indi-
cator system includes first-level indicators: infrastructure,
digital industry, innovation capability, and digital livelihood,
and second-level indicators, as shown in Table 1.
According to the formula in Figure 6, this paper cal-
culates the digital economy index of each province, mu-
nicipality, and autonomous region. The highest ranking
province and city in the digital economy index in 2021 is
Beijing, which is 0.49. In Beijing, Tianjin, Hebei, and
Sichuan, the digital economy index is relatively high. The
digital economy indicator system constructed in this paper is
relatively robust and suitable for empirical research. The
coeflicient of variation reached around 1 before 2013, then
decreased rapidly, and then slowed down, and decreased
steadily after 2019, indicating that the overall digital econ-
omy gap between regions is narrowing, and the gap before
2019 is significantly larger than after 2019. The Moran index
was stable at 0.2-0.3, and passed the 5% significance test
except in 2016 and 2017, as shown in Figure 7 and Table 2.

4.2. Construction of the Digital Economy and Economic
Growth Model Based on the Deep Neural Network.
Among them, InY represents the total economic volume, InL
represents the labor force, InK represents the capital stock,
and InT represents the digital economy index. This paper
uses regional per capita GDP data to measure, labor is one of
the main endogenous variables in the economic growth
model, and the digital economy index uses the above
measurement data results. According to the above-
mentioned selected variables and methods for calculation,
the following data results are obtained. As shown in Table 3
and Figure 8, the following are the statistical description
values of the data.

4.3. An Empirical Analysis of the Impact of the Digital
Economy on Economic Growth. In this paper, the LSTM
regression model is used for regression analysis and oper-
ation. The analysis will be carried out from four perspectives.

\

o

x7
x8
x9
x10
x11

m xl
m x2
x3
x4
m x5
m x6

FIGURE 6: Weight of each indicator.

From the results of the regression test values in the above
table, the model fitting effect is good. Previous empirical
studies have consistently shown that the digital economy
index has a positive relationship with GDP, which is con-
firmed in this paper. At the national level, the digital
economy index coefficient is 1.24, which shows that the
digital economy has a good role in promoting economic
growth, that is, for every 1% increase in the digital economy
input, GDP will increase by about 0.24%, the labor force
increased by 1%, and the GDP increased by about 0.22%.
This promotion effect is also very obvious and are shown in
Table 4 and Figure 9.

In the current digital economy era, innovation is the
main driving force for development, and talents are the main
body of innovation. Among them, including Beijing,
Guangdong, and other regions are regions with relatively
good digital economy development. The digital economy
foundation, digital economy development resources, and
digital economy innovation in this region are with the best
ability in the country. From the point of view of the digital
economy index coefficient, the digital economy grows by 1%,
the GDP increases by about 0.30%, the labor input increases
by 1%, the regional economy increases by about 0.24%, the
capital investment increases by 1%, and the GDP increases
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Figure 7: Differences in digital economy indices.
TaBLE 2: Digital economy index.

Area 2012 2014 2016 2018 2020
B_j 0.49 0.55 0.58 0.69 0.73
T j 0.34 0.37 0.36 0.48 0.52
H_b 0.12 0.13 0.14 0.18 0.21
S x 0.16 0.19 0.23 0.26 0.29
.M 0.11 0.12 0.13 0.17 0.21
L n 0.21 0.22 0.21 0.23 0.25
J_1 0.12 0.13 0.14 0.21 0.23
H_g 0.11 0.12 0.14 0.16 0.18
S_h 0.51 0.52 0.52 0.56 0.58
J_g 0.45 0.43 0.44 0.49 0.51
Z_j 0.31 0.34 0.37 0.46 0.49
A_h 0.15 0.19 0.22 0.25 0.28
F_j 0.26 0.27 0.31 0.34 0.36
Ji_g 0.13 0.15 0.18 0.24 0.29
S d 0.19 0.22 0.23 0.26 0.28
H_a 0.18 0.21 0.24 0.27 0.29
Hu_b 0.16 0.19 0.23 0.25 0.27
Hu_n 0.13 0.15 0.17 0.2 0.22
G._d 0.45 0.48 0.52 0.6 0.68
G_x 0.12 0.14 0.16 0.22 0.28
Hai_n 0.13 0.13 0.15 0.21 0.26
ch_q 0.23 0.29 0.34 0.39 0.44
Si_c 0.25 0.27 0.3 0.34 0.38
Gui_z 0.12 0.13 0.18 0.26 0.34
Yun_n 0.11 0.12 0.13 0.17 0.22
Sh_x 0.19 0.25 0.31 0.36 0.42
G_s 0.09 0.11 0.14 0.21 0.27
Q_h 0.13 0.14 0.15 0.19 0.22
N_x 0.11 0.13 0.15 0.22 0.29
X_j 0.11 0.13 0.15 0.17 0.19

by about 0.16%. From the perspective of the provinces in the  electronic information industry and the software service
central region represented by Shanxi and Hunan, the basic ~ industry play a significant role in the economic contribution
digital economy has developed well, and the fiber optic  of this region. The digital economy index coefficient of the
laying range basically covers the whole province. The  western region is 1.35, indicating that the digital economy
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TaBLE 3: Statistical description of the data.
Variable Mean Standard Minimum Maximum
InY 9.5 1.1 59 11.5
InL 59 0.9 3.1 7.6
InK 10.5 1.2 6.7 12.6
InE 8.1 1.1 4.6 10.6
statistical description of data
InE h : : : :
InK - ‘ ‘
InL i : ‘ ‘
InY _ : : :
0 2 4 6 8 10 12 14
Maximum m Standard
Minimum m Mean
FIGURE 8: Data statistical descriptive value analysis.
TaBLE 4: National-level panel regression.
National East area Central Western
InE 1.24 1.19 1.34 1.35
Ink 1.22 1.15 1.22 1.39
InL 1.26 1.32 1.15 1.14
Cons 1.45 1.68 1.86 1.72
R square 1.95 1.93 1.84 1.92
Overall analysis
25 Sl
2
1.5

—

0.5

InE Ink

mmmm  National
mmmm East area

InL

cons R square

Central
Western

FIGURE 9: Analysis from the overall perspective of the country.

investment increases by 1%, and the GDP increases by about
0.35%. The labor coefficient is 1.39, indicating that labor
input increases by 1%, GDP increases by about 0.39%, and
the capital coeflicient is 1.14, indicating that capital in-
vestment increases by 1%, GDP increases by about 0.14%.

Judging from the above data, and the construction of digital
talents and the introduction of digital talents are a solid
foundation for further sustainable innovation and devel-
opment in various regions. Table 5 and Figure 10 shows the F
test value and the Hausman test value.
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TABLE 5: F test value and Hausman test value.

National East area Central region Western region
F test value 67.6 82.9 36.53 58.96
Hausman test 124.9 43.5 8.96 66.75

F test value and Hausman test value

Hausman test

F test value

(=}

20 40

B Western Region
Central Region

I||I

80 100 120 140

East area
m National

FIGURE 10: F test value and Hausman test value of each region.

regional robustness test

2.5 -
2.
1.5 -
—
1.
0.5 -
0
National East area Central Western
—— InE cons
——— Ink —— Rsquare
InL — P

FIGUre 11: Robustness analysis.

4.4. Robustness Check. In order to ensure the reliability of
the research conclusions, this paper does a robustness test on
the national, eastern, central, and western data, and removes
the explanatory variables one by one. The reason is that when
calculating the digital economy index in this paper, these
variables may be superimposed with labor and capital stock
data. Sex test: Judging from the three models of the national,
eastern, central, and western models, the parameter coeffi-
cients and signs have not changed significantly, so the
original model is robust, and so the conclusion is desirable,
as shown in Figure 11.

5. Conclusion

According to the calculation results of the digital economy
index, it is concluded through this topic: (1) the digital
economy of Guizhou, Beijing, Chongging, Anhui, and Tibet is
growing rapidly, and the central and western regions are in a
period of rapid growth. For the gap between major industrial
provinces, the coefficient of variation reached about 1 before
2013, and then declined rapidly, and slowed down, and steadily
declined after 2019, indicating that the gap in the digital
economy in various regions is narrowing in general. (2) From
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the national level, the digital economy index coeflicient is 1.24,
that is, for every 1% increase in digital economy investment,
GDP will increase by about 0.24%. The labor force increased by
1% and the GDP increased by about 0.22%. This promotion
effect is also very obvious. (3) Judging from the above data, the
western region urgently needs to promote the construction of
the digital economy and introduce high-tech digital economy
talents. The talent effect in the Midwest has a significant effect
on GDP. (4) From the perspective of the whole country and
other regions, the parameter coefficients and signs have not
changed significantly, so the original model is robust, so the
conclusion is desirable.
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Sports tourism is a new form of tourism based on sports resources, which attracts people to participate and feel the interest of
sports activities and nature, and is an important part of sports industry. Through the field survey method and logical analysis
method, we make a comparative analysis of the five existing rural sports tourism integration development models in Guangxi,
analyze the problems of the existing rural sports tourism integration development models in Guangxi from macro-, meso-, and
microdimensions, propose corresponding development countermeasures, provide reference for promoting the national strategy
of building important tourism bases in Guangxi and theoretical system construction, use the method of fuzzy mathematics to
construct a fuzzy comprehensive evaluation model, and apply this model to objectively evaluate the sports tourism resources in
Guangxi Province. Finally, in response to the evaluation results, it is proposed to deeply develop characteristic advantageous
sports tourism resources, focus on breakthroughs, develop fitness and leisure participation sports tourism industry, and rea-

sonably lay out and cultivate some attractive sports tourism products.

1. Introduction

The tourism + folk sports culture development model is a
special cultural development model based on folk customs,
folk culture, and folk way of life to meet people’s multiple
travel needs [1-3]. This development model has greatly
increased the popularity of the tourist area, broadened the
market of sports tourism sources, and driven the sustainable
development of the local economy [4].

Tourism + sports town development model's basic fea-
tures are as follows: the market as the goal to create a set of
traditional culture, ecological tourism, health and leisure
sports, parent-child leisure play, and pension to enjoy the
old in one of the cultural and health tourism areas [5, 6]. At
present, many sports and leisure characteristic towns have
been built in Guangxi (Nanning City Beautiful South Sports
and Leisure Base, Liuzhou City Luzhai County Zhongdu
Shilujiang Sports and Leisure Characteristic Town, Hechi
City Desheng Lalang Ecological Sports and Leisure

Characteristic Town, etc.). This model takes sports as the
core of development and cross-border integration with
culture, education, health, and other industries, forming an
intelligent and comprehensive public sports service plat-
form, which is essential for enhancing tourists’ experience
and coordinating regional economic development [7, 8]. It
has a nonnegligible role in enhancing tourists’ experience
and coordinating regional economic development [9, 10].
This development mode can effectively promote the mutual
integration of Guangxi sports industry and red tourism area
on the one hand and drive the good development of old
revolutionary areas and economy and society in Guangxi on
the other hand. In addition, it can effectively strengthen the
education of traditional culture in old revolutionary areas,
enhance the patriotism sentiment, and promote the national
spirit of people all over the country [11, 12].

The construction of rural sports tourism circle devel-
opment mode refers to the core of sports tourism resources
to form a collaboration area with certain geographical scope


mailto:zhangdayao2022@gdou.edu.cn
https://orcid.org/0000-0002-8671-0649
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5602889

in order to obtain the best economic, social, and environ-
mental benefits, and its basic features are taking sports
industry as the core, referring to the actual situation of the
development of major domestic sports tourism circles, in-
tegrating various types of tourism resources in Guangxi area,
and creating a new brand about sports tourism products
[13, 14]. This development mode promotes and strengthens
the tourism economic cooperation between regions to a
certain extent, promotes the construction of cross-regional
tourism bases, improves the development environment of
regional tourism economy, and promotes the overall
characteristic and sustainable development of regional
economy [15].

The rural sports tourism theme-based integration de-
velopment model is a new model of integrated development
of rural sports tourism [16]. Its main feature is to create
theme lines, theme festivals, theme events, theme parks,
featured villages, featured hotels, featured shopping, and
other sports tourism products with different functions to
meet the tourism needs of tourists, optimize the regional
industrial structure, and promote the sustainable and
healthy development of regional sports tourism and econ-
omy [17, 18]. On the one hand, this model can effectively
avoid or reduce repetitive sports tourism market competi-
tion to guarantee the innovation and diversity of products;
on the other hand, it can effectively allocate the specific
resources of sports tourism so that they can be utilized in
different time periods, geographical spaces, and functional
uses. However, it will encounter obvious limitations in the
implementation process, such as the theme tourism devel-
oped under this model can be easily imitated or copied
[19, 20].

In this paper, we make a comparative analysis of the five
existing rural sports tourism integration development
models in Guangxi, analyze the problems of the existing
rural sports tourism integration development models in
Guangxi from macro-, meso-, and microdimensions, pro-
pose corresponding development countermeasures, provide
reference for promoting the national strategy of building
important tourism bases in Guangxi and theoretical system
construction, use the method of fuzzy mathematics to
construct a fuzzy comprehensive evaluation model, and
apply this model to objectively evaluate the sports tourism
resources in Guangxi Province. Finally, in response to the
evaluation results, it is proposed to deeply develop char-
acteristic advantageous sports tourism resources, focus on
breakthroughs, develop fitness and leisure participation
sports tourism industry, and reasonably lay out and cultivate
some attractive sports tourism products.

2. Integration Path

Industrial integration needs to go through a very compli-
cated process, generally needs to go through the implicit to
explicit process, industry through cross-penetration and
complementarity, as far as possible to reduce costs, in order
to achieve a win-win situation in the competition. Guangxi
sports tourism and rural tourism integration is the result of
multilevel, multipath, and all-round integration of industries
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(see Figure 1). Through the policy support of Guangxi
municipal government, the pull of market demand, the
internal promotion of enterprises, and the drive of scientific
and technological development, the two sides achieve the
integration in resources, market, products, and technology
and form the new business mode of integration, thus pro-
ducing corresponding economic and social benefits. The
whole process has the characteristics of low consumption
and high enjoyment; it is both the process of tourism and
sports and leisure. Visitors not only directly participate in
various sports but also make full use of various rural re-
sources to carry out sports activities, thus realizing the in-
tegration of sports tourism resources and rural tourism
resources and ultimately achieving the purpose of increasing
income and promoting the construction of beautiful
countryside.

3. Integration Model

This study adopts the cross-combination method of tourism
activity attributes and resource attributes to determine the
type of fusion formation. According to the activity attributes
of Guangxi sports tourism, it is divided into three main
types: recreation and health type, ornamental experience
type, and competition participation type; according to the
resource attributes of Guangxi tourism, it can be divided into
natural resources type, human resources type, and artificial
resources type. The 9 theoretical types of composite clas-
sification method are natural recreation and health type
rural tourism, natural ornamental experience type rural
tourism, natural competition participation type rural
tourism, humanistic recreation type rural tourism, hu-
manistic experience type rural tourism, humanistic partic-
ipation type rural tourism, artificial recreation type rural
tourism, artificial ornamental experience type rural tourism,
and artificial participation type rural tourism (see Figure 2).
In the process of promoting school aesthetic education,
some schools have some problems, such as insufficient
construction of campus aesthetic education environment
and lack of aesthetic thinking in various disciplines. In view
of these problems, combined with the concept of flipped
classroom and the characteristics of artificial intelligence
task-driven teaching, taking PHP, HTML + CSS+]S, and
other development technologies as the main development
technologies, and relying on the flipped classroom teaching
mode of network learning space, this paper constructs an
artificial intelligence core course website as a teaching
platform for graduate teaching and undergraduate extended
learning. The platform seeks the optimal solution of multiple
combination optimization based on genetic algorithm and
effectively improves the teaching quality of artificial intel-
ligence course and students’ learning efficiency.
Comparing and analyzing the 118 rural tourism areas in
Guanggxi city with the 9 major types formed by composite, it
is determined that the fusion of sports tourism and rural
tourism in Guangxi can form 4 major types, such as or-
namental and playful rural tourism, recreation and health
rural tourism, sports and leisure rural tourism, and folklore
experience rural tourism. The characteristic resources of the



Mathematical Problems in Engineering

Planting industry

Economic
Processing industry benefits

Entertainment
industry

Forming

—
/]

Integration of new
business forms

I\l/ Social benefits

Service industry

FIGUure 1: Development path of convergence.

Policy support
———
Resources
4+—>
Market demand g Market £
_> Z Z
g " | Z
Internal promotion @ =
5 Products s
_ > > !
& &
Scientific and Technology
technological progress «—>
e
Recreation and Natural resource
2 health type type
=
& — 2 g
2 . . Humanistic resource ==
a, Viewing Experience 3 8,
= type g8
Z Mo
< Competition Artificial resource
participation type type

FIGURE 2: Types of integration.

4 fusion tourism types and the main representative tourist
places are shown in Table 1. Through the multilevel fuzzy
comprehensive evaluation of sports tourism resources, we
can judge the value of sports tourism resources and provide a
scientific basis for the development and protection of sports
tourism resources. The evaluation model of sports tourism
resources constructed in the evaluation process can adjust
the index system appropriately according to the specific
situation, which is also applicable to the evaluation of sports
tourism resources in other regions. In this study, only
representative sports tourism scenic spots as shown in Ta-
ble 1 are selected for resource evaluation, which does not
involve all scenic spots. In the future, more in-depth sta-
tistical analysis and evaluation of resources can be carried
out from a more comprehensive perspective and the re-
search conclusions will be more practical and targeted.

4. Diversified Demand

It is found that the influencing factor of tourism motivation
of tourists over 56 years old in Guangxi is mainly health
factor, and the selected tourism type is mainly recreation and
health type; the influencing factor of tourism motivation of
tourists between 35 and 56 years old is mainly experience
factor, and the selected tourism type is mainly viewing and
playing type and folklore experience type; the influencing
factor of tourism motivation of tourists under 35 years old is
mainly breakthrough factor, and the selected tourism type is
mainly sports leisure type (see Table 2).

As mentioned in Table 2, the tourism needs and motives
of tourists of different ages are different; middle-aged and
elderly people prefer the types of projects with relatively

small sports intensity and volume, such as hiking, traditional
ethnic sports, fishing, ornamental and amusement, while
young people prefer the types of projects with larger sports
intensity and volume and stronger excitement, such as
rafting, mountaineering, rock climbing, mountain biking,
and orienteering. At present, Guangxi’s sports tourism and
rural tourism resources are not fully utilized and tourism-
related industrial resources such as business, learning, and
leisure are not fully integrated, not to mention the formation
of a complete set of industrial system, which has caused the
contradiction between a single tourism product and di-
versified and diverse tourism needs. For example, in Xitou
Village of Conghua District, although there are a series of
tourism projects under the government planning, such as
riding, camping, and viewing, the business model is rela-
tively single and the consumption characteristics are mainly
“one-day trip,” “overnight mode” has not been formed.
Therefore, we should make use of the radiation advantage of
urban areas in Guangxi city, continuously enrich and de-
velop tourism resources in rural areas, meet the diversified
tourism demand of tourists, create diversified and upgraded
sports and rural tourism products to promote the horizontal
development of rural leisure in Guangxi city, and break the
dual economic structure of urban and rural areas in Guangxi
[21-23].

5. Evaluation of Sports Tourism Resources in
Guangxi Province

5.1. Construction of Sports Tourism Resources Evaluation
System. According to the principles of concise scientificity,
systematic wholeness, operability, and comparability, the
evaluation indexes are selected by the theoretical analysis
method and expert consultation method. The theoretical
analysis method is to analyze, compare and synthesize the
issues related to sports tourism, and select the important and
targeted indicators; the expert consultation method is to
further consult the relevant experts and adjust the indicators
on the basis of the preliminary proposed evaluation indi-
cators. By combining these two methods, the evaluation
index system will be finally obtained and the indexes will be
divided into target layer A, criterion layer B, and indicator
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TaBLE 1: Characteristic resources and main representative villages (towns) of the integration type.
Type Characteristics Rural (town)

Spectator type . .
P P towns, iconic venues, etc.

Nature, ecological parks, hiking, kite flying, cycling, sports

Xiaozhou Village (Haizhu district), Wanha Sha Town
(Nansha district), and Xigeng Village (Zengcheng
district)

Recreation and
health type etc.

Resorts, farms, fruit picking, island tours, hiking, hot springs,

Changzhou Island (Huangpu district), Taitian Town
(Huadu district), and Hot Spring Town (Conghua
district)

Sports and leisure Farming, rafting, climbing, kayaking, marathon orienteering, Asian Games Village (Panyu), Xitou Village (Conghua

type rock climbing, etc.

district), and Paitan Village (Zengwei district)

Folklore

experience type
P P etc.

Cultural sites characteristic villages, educational and cultural
science and technology museums, traditional ethnic sports,

Shawan Town, Daling Village, Zhong Village (Panyu
district), and Taiping Town (Nansha district)

TABLE 2: Analysis of tourism motivation of tourists of each age group in Guangxi city.

Age stage Impact factor

Selection type

Health factor
Experience factor
Breakthrough factor

Over 56 years old
35-56 years old
Under 35 years old

Recreation and health type
Entertainment and folklore experience type
Sports and leisure type

layer C according to their attributes and hierarchical rela-
tionships (see Figure 3).

5.2. Determination of Evaluation Index Weights. The weight
of evaluation indexes is determined by using the hierarchical
analysis method (AHP), and relevant experts are invited to
make a two-by-two comparison of the importance of each
factor in each level of evaluation by issuing questionnaires,
and the results of the comparison are used to establish the
distribution weights of the AHP judgment matrix. Taking
the evaluation of comprehensive level B as an example,
judgment matrix A is constructed.

(7
1-3
5

14
-2
37

Take the calculation of the weights of layer B relative to
layer A as an example, and use the sum-product method to
solve it as follows:

(1) Normalize each column of the judgment matrix A,
e, with a;,=a,/Y  ay=11+57+1/3=
0.4883, and calculate the other terms in turn to
obtain the following matrix:

0.4884,0.4712,0.5217
A = 1 0.3848,0.3365, 0.3043
0.1628,0.1923,0.1740

(2) Adding the elements in A by rows gives the vector w
whose components w = (1.4813 0.9896 0.5291).

(3) Normalize w to obtain the weight w = (0.4938 0.3298
0.1764) of the relevant elements in layer B with
respect to layer A.

(4) Input the judgment matrix A into MATLAB 6.5
software, and calculate the maximum characteristic
root A, =3.0046 of the judgment matrix A [12].

Amax =7 3.0046 — 3

CI — max

= = 0.0023. (2)
n-—1 2

Since the number of dimensions is n =3, checking the
table shows that RI =0.58; then, we have

cr=SL200023 4 h039< 0.1, (3)
RI 058
Therefore, the above weights of the relevant elements in
layer B were confirmed relative to layer Aby consistency
tests. Using the same approach, the weights of the indicators
in layer Cwere determined to be equivalent to the weights in
layer B (see Table 3).

6. Evaluation Effects

6.1. Factor Set and Evaluation Set of the Evaluation Object.
Factor set is a general collection of factors affecting the
evaluation object; the first top evaluation set
A = {B,,B,, By} ={resource elements value, scenic envi-
ronment conditions, development conditions}, index eval-
uation set B, = {C,;,C,,,Cy3,Cy4} ={sports culture value,
spectacle value, recreation value, sports education value},
B, = {C,,,C,,,C,;,C,,} ={scenic attractions portfolio, en-
vironmental quality and capacity, touring period, safety},
and B; = {C;;, C;,,C53,Cyy} = {regional economic condi-
tions, tourism service system, infrastructure conditions,
visitor market conditions}.

The evaluation factor indexes are quantified in a hier-
archical manner (see Table 4).
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FIGURE 3: The sports tourism resource evaluation hierarchy diagram of Henan Province.

TaBLE 3: Weights for each evaluation.

- Index Index  Total weight of
Target layer A Criterion layer B weight Index layer C weight indicators
Sports cultural value Cy,
(0322 3) 0.317 4 0.157 3
Resource element value B 0.485  Viewing value C;, (0.2027)  0.202 8 0.101 7
1 8 Recreation value C,5 (0.344 2) 0.344 2 0.171 5
Physical education value C,,
0137 8) 0.141 9 0.069 5
Scenic spot combination C,;
0.267 ) 0271 7 0.089 6
Environmental condition B, 0.332 Env1ronp1ental quality and 0.207 6 0.068 2
. . . capacity C,, (0.208 5)
Evaluation of sports tourism of scenic spot Suitable travel period C. (0.303
resources in Henan Province A " v I;) B 0.302 5 0.099 5
Safety C,, (0.225 3) 0.232 3 0.074 7
Regional economic conditions
C;, (0.387 6) 0.387 6 0.069 2
Tourism service system Cj, 0135 7 0.024 8
. (0.135 7)
Development condition B; 0.177 4 .
Infrastructure conditions Cs; 0232 6 0.042 5
(0.236 5) ’ ’
Source market conditions Cs, 0255 2 0.044 1

(0.246 2)
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TaBLE 4: Quantitative evaluation index fuzzy evaluation form of sports tourism resources.

Evaluation factor Weight Evaluation grade

Sports cultural value 0.155 2 Very high Higher High Fair Low
Viewing value 0.089 7 Very high Higher High Fair Low
Recreation value 0171 6 Very high Higher High Fair Low
Physical education value 0.069 5 Very high Higher High Fair Low
Scenic spot combination 0.089 6 Excellent Good Medium Poor Bad
Environmental quality and capacity 0.069 2 Excellent Good Better Fair Poor
Suitable travel period 0.098 4 Very long Longer Long Normal Short
Safety 0.075 6 Very high Higher High Fair Low
Regional economic conditions 0.069 2 Excellent Good Medium Poor Bad
Tourism service system 0.024 8 Excellent Good Medium Poor Bad
Infrastructure conditions 0.042 4 Excellent Good Medium Poor Bad
Source market conditions 0.043 2 Excellent Good Medium Poor Bad

TaBLE 5: The fuzzy evaluation form of sports tourism resources in the Songshan Shaolin Temple.

Average value degree

Criterion layer B Index layer C ;;eég Good Better Fair Poor
Sports cultural value C;; (0.3223) 0.31 033 0.27 0.09 0.01

Resauree lement value By (0435 8 Recreation valoe Co (09442 02 04 019 o1l o0
Physical education value C,, (0.1378) 0.32 030 0.23 0.18 0.01

Scenic spot combination C,; (0.2677) 0.19 037 033 0.2 0.02

Environmental condition B, of scenic spot (0.332

Environmental quality and capacity C,,

0.25 039 036 013 0

) (0.2085)
Suitable travel period C,; (0.303 5) 0.33 0.35 029 0.02 0.01
Safety C,, (0.2253) 0.26 037 040 009 0
Regional economic conditions Cj; (0.3876) 0.19 049 028 0.07 0.01
o Tourism service system Cj, (0.1357) 0.22 0.44 033 0.05 0.02
Development condition By (0177 4) Infrastructure conditions Cys (0.2365) 027 039 027 005 0.03
Source market conditions C, (0.2462) 0.31 0.35 026 0.0 0.01

The data in parentheses are the weight values of each indicator.

6.2. Comprehensive Evaluation of Sports Tourism Resources in
Guangxi Province. According to the evaluation index, de-
sign the relevant questionnaire and finally get the set of
comments of qualitative index. Each member of the rubric
evaluates each evaluation factor of each scenic spot
according to the identified evaluation level criteria, and the
arithmetic mean is used to calculate the affiliation value of
each attraction index. For example, 30% of the people
thought that the sports and cultural value of Songshan
Shaolin Temple was very high, and the affiliation degree of
“very high” was 0.30; 32% thought that the sports and
cultural value of Songshan Shaolin Temple was high, and the
affiliation degree of “high” was 0.32; and 26% thought that
the sports and cultural value of Songshan Shaolin Temple
was high. 26% of people think that the sports and cultural
value of Songshan Shaolin Temple is high, and the affiliation
degree of “high” is 0.26; 10% of people think that the sports
and cultural value of Songshan Shaolin Temple is average,
and the affiliation degree of “average” is 0.10; 2% of people
think that the sports and cultural value of Songshan Shaolin
Temple is high, and the affiliation degree of “average” is 0.10;
and 2% of people think that the sports and cultural value of
Songshan Shaolin Temple is high. Thus, the fuzzy evaluation
matrix of C,; is [0.30, 0.32, 0.26, 0.10, 0.02].

For simplicity, in the fuzzy evaluation table, each single-
factor evaluation level is recorded as “very good, good,
better, average, and poor.” The fuzzy comprehensive eval-
uation of sports tourism resources of Songshan Shaolin
Temple is still taken as an example (see Table 5). After
calculation, the first-level fuzzy comprehensive evaluation
result B, has 3 single-factor fuzzy comprehensive evaluation:
B, 1, B3, By3; then, the second-level comprehensive evalua-
tion and the above 3 single-factor first-level comprehensive
evaluation result together form the second-level fuzzy
comprehensive evaluation judgment matrix R,. Then, the
second-level fuzzy comprehensive evaluation result is

A=A, xR, =(0.4938,0.3298,0.1764)x
0.2427,0.3804, 0.2472,0.1159,0.0138
0.2509, 0.3635, 0.3358, 0.0816, 0.0072 (4)
0.2354,0.4181, 0.2656,0.0622, 0.0187
= (0.2429,0.3815,0.2671,0.0951, 0.0124),
where A is the comprehensive evaluation result of the sports
tourism resources of Songshan Shaolin Temple. According

to the principle of maximum affiliation, the sports tourism
resources of Songshan Shaolin Temple are of “good” level.



Mathematical Problems in Engineering

TaBLE 6: The fuzzy evaluation form of typical sports tourism scenic resources in Henan Province.

Individual evaluation results

. . . . Environmental Overall
Sports tourism scenic spot  Fuzzy evaluation matr .
P H e op nezy evatnati = Resource conditions of scenic Develqpment evaluation results
element value conditions
spot
. (0.244 9 0.382 5 0.268 1
Songshan Shaolin Temple 0.094 1 0.013 5) Good Good Good Good
.. (0.246 7 0.362 8 0.288 1
Chenjiagou Taijiquan 0.087 7 0.029 9) Good Good Preferably Good
. . . (0.189 2 0.311 6 0.385 5
Funiu Mountain Ski Resort 0.075 4 0.052 3) Good Preferably Preferably Preferably
. (0.134 5 0.307 7 0.344 3
Songshan Ski Resort 0.087 6 0.158 9) Preferably Preferably Commonly Preferably
Xinxiang Wanxianshan Rock (0.185 6 0.326 6 0.368 7
Climbing Park 0.103 3 0.030 0) Good Commonly Commonly Preferably
Luoyang Chongdugou scenic  (0.204 7 0.333 3 0.296 6
spot 0.092 1 0.075 5) Good Good Preferably Good
Qingming Shanghe Garden  (0.114 1 0.165 3 0.431 6 Preferably Commonly Commonly Commonly

(Kaifeng Cuju) 0.365 6 0.022 6)

Using the same method, the fuzzy evaluation results of
several other sports tourism scenic spots were obtained (see
Tables 5 and 6).

6.3. Analysis of Evaluation Results and Suggestions for
Countermeasures. Guangxi Province is rich in types of
sports tourism resources, which can well satisfy tourists with
different needs. There are both traditional national sports
tourism resources and new sports tourism resources, which
provide a rich resource base for the development of sports
tourism.

Establish the overall development strategy in the prov-
ince, based on the comprehensive evaluation of the quantity,
quality, and scale of sports tourism resources in the prov-
ince, determine the areas more suitable for the development
of sports tourism, form the core area of sports tourism, and
achieve the coordinated development of resources, benefits,
and brands. Taking the “national fitness project” as the
strategy and taking the development mode of domestic
major sports tourism circle as the reference, construct a
sports tourism area in Central Plains, which is highly in-
tegrated with tourism development and scenic spot con-
struction in Guangxi Province, and tourists demand for
sports and leisure vacation, making Guangxi sports tourism
become a unique charming tourist destination in China.

7. Conclusion

Through multilevel fuzzy comprehensive evaluation of
sports tourism resources, the high and low merits of sports
tourism resources value can be discerned, providing a sci-
entific basis for the development and protection of sports
tourism resources. The sports tourism resources evaluation
model constructed in the evaluation process can be ap-
propriately adjusted according to the specific situation, and
it is also applicable to the evaluation of sports tourism re-
sources in other regions. In this study, only seven repre-
sentative sports tourism scenic spots in Guangxi Province

were selected for resource evaluation, and not all the spots
were involved. In the future, more in-depth statistical
analysis and evaluation of resources can be carried out from
a more comprehensive perspective and the research con-
clusions will have more practical guidance and relevance.
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As for the machine learning algorithm, one of the main factors restricting its further large-scale application is the value of
hyperparameter. Therefore, researchers have done a lot of original numerical optimization algorithms to ensure the validity of
hyperparameter selection. Based on previous studies, this study innovatively puts forward a model generated using skewed
distribution (gamma distribution) as hyperparameter fitting and combines the Bayesian estimation method and Gauss
hypergeometric function to propose a mathematically optimal solution for discrete hyperparameter selection. The results show
that under strict mathematical conditions, the value of discrete hyperparameters can be given a reasonable expected value. This
heuristic parameter adjustment method based on prior conditions can improve the accuracy of some traditional models in
experiments and then improve the application value of models. At the same time, through the empirical study of relevant datasets,

the effectiveness of the parameter adjustment strategy proposed in this study is further proved.

1. Introduction

The whole Pareto/NBD model was created by Abramowitz
and Stegun. The practical problem corresponding to the
initial modeling is to analyze the behavior of consumers,
especially the repeated purchase of related products, so that
managers can evaluate the purchasing intention of future
consumers and better arrange production and marketing
activities. For the whole model itself, the description of
consumer behavior is reflected in the following two im-
portant parts [1]. First, it is about the probability distribution
or the probability distribution density of the consumer’s
survival over the entire product purchasing cycle; second, it
is about the description of the mathematical expectation of
consumers’ purchasing behavior randomly selected in a
certain consumption period in the future.

For the construction of the whole Pareto/NBD model,
the most critical part is to get the exact mathematical an-
alytical expression of conditional mathematical expectation
through appropriate mathematical assumptions and strict
mathematical reasoning [2-4]. This work is very difficult for
many researchers who are familiar with the SMC model. An

important objective of this study was to prove the accuracy
of some key conclusions about the Pareto/NBD model
through mathematically deriving relevant impor'tant in-
termediate results (especially probability distribution
function and probability distribution density function)
within the framework of Pareto/NBD model. At the same
time, the analytical framework of this model is combined
with the hyperparameter optimization problem of discrete
SMBO type to achieve the accuracy of mathematical de-
scription of the whole model.

First of all, we need to introduce a special function,
Gauss hypergeometric function, and the mathematical ex-
pression of this function in the form of power series [5] is as
follows:

© (a).(b). 4
Fiabiez =y D0z (1)
j=0 (C)j j!
where ¢#0,-1,-2,.. ., (a)]- is the factorial power (Poch-

hammer’s symbol) operation, and specific mathematical
calculation formulais a(a+1)--- (a+ j— 1). In contrast to
the forming operation, it is about the parameter a of the
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ascending factorial power operation, and according to the
assessment method of Abel, the convergence of the factorial
power operation depends on the parameter z, in the case of
|z| < 1throughout the series converges to 1, in the case of
|z| >1 tends to spread the whole series, |z| = 1, the series
converges to the c—a—-b>0.

The ascending joint operation (a); can be expressed by
two gamma functions with related parameters, which can be
expressed by mathematical formula as follows:

I'(a+j)

() (2)

(a) =

With the help of this nature, the mathematical expres-

sion of the whole Gauss hyperparametric function can be
further expressed as follows:

I'(c) Zr(a+])1"(b+]) Z

N =
R N P A e R

(3)

According to the above mathematical expression form of
Gauss hypergeometric function, combined with the nature
of gamma function, the whole function is still expressed in
discrete form, and the whole Gauss hypergeometric function
is mutually symmetric for two parameters a and b [6], which
is expressed in mathematical form as follows:

,Fi(a,b;c;z) =,F, (b,a;c; 2). (4)

Furthermore, to further deepen the understanding of
Gauss hypergeometric functions and facilitate the next
model derivation, we must introduce the representation of
Gauss hypergeometric functions in the form of Euler
integral:

1

Fi(a,b;c;z) = o0——
,Fi(a,b;c; z) Bc D)

J A1 -7 (1 =zt dt e b
(5)

Through the above mathematical expressions, we get the
continuous expression of the Gauss hypergeometric func-
tion, where B(-,-) is the beta function.

2. Model Assumptions

Many aspects of BG/NBD model are similar to the Pareto/
NBD model, but there are still many differences between
models. The most important part is whether the hyper-
parameters change with each experiment/test. In the Pareto
model, the hyperparameters change in any interval of each
experiment/test interval, which is further independent of the
selection and change in datasets. In the BG/NBD model, we
assume that the timing of determining whether the
hyperparameters change is controlled after each new dataset
test; that is, the continuous discrimination interval in Par-
eto/NBD is changed into discrete decision interval, and then,
the beta-geometric (BG) model can be established [7]. On
the whole, the following five basic assumptions are needed
for the new model.

Mathematical Problems in Engineering

(1) When dataset testing further influences the change in
hyperparameters, the change in hyperparameters is
subject to the Poisson process with parameter A as a
whole; that is to say,

(Ad,)" exp (-Ad,)

P(O(d) = i) = TP,

(6)
x=0,1,2,...,

where d, = |D, — & represents the difference be-
tween different datasets and empty sets, which can be
the complexity change between datasets or the size
change in datasets. For Poisson process distribution,
the exponential distribution with parameter A is
followed between every two dataset experiments, and
the mathematical expression is as follows:

g(d;—d; I\) =Aexp[-Md;-d; )], d;>d; ;20

(7)

where g stands for probability density function.

(2) For parameter A, we assume that it is subject to the
gamma distribution of parameters r and a, and the
mathematical expression is as follows:

rar

a A 1exp(—/loc)

) . A>0, (8)

gMr,a) =

where rand « are the known and determined con-
stants, which are determined by exogenous factors
and not affected by the model itself.

(3) After each experiment/test, the probability p of the
hyperparameter 6 will remain unchanged. In other
words, after any experiment/test, a judgment should
be made on whether the next hyperparameter 0 will
change further. Then, the probability of the hyper-
parameter 6 remaining unchanged should follow the
geometric distribution of the parameter p:

P (unchange) = p(1 - p)’ !,
i=1,23,...,

(9)

where j is the number of experiments/tests.

(4) To ensure that there is an analytic solution to the
posterior distribution involving hyperparameters
when solving the Bayesian estimation, it is necessary
to assume that the parameter p is also determined by
the exogenously given probability distribution,
namely,

a—1 -1
N Uy VN PP (10)

g(pla,b) Bab)

where aand b are the known and determined con-
stants, which are determined by exogenous factors
and not affected by the model itself.

(5) To eliminate the interaction between parameters and
simplify the complexity of the overall model analysis,
we need to assume the independence of parameters A
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and p of the two models; that is, with the progress of
the experiment/test, A and p are independent of each
other and not affected by each other.

3. Model Evolution

3.1. Derivation of Likelihood Function. We may consider that
for the hyperparameter 0, it has experienced x changes in the
known experimental/test interval (0,d;]. These changes
may occur in x interval d,,d,,...,d, in the whole test
interval, which can be represented by the number line graph
as follows.

To ensure that a relatively complete likelihood function
of relevant parameters can be derived [8], we carry out the
following technical operation and further assumption:

(1) The probability of hyperparameter 8 changing be-
tween d; in the first experiment/test area is a stan-
dard exponential distribution model, and the
probability of event occurrence should be
Aexp (—Ad,).

(2) The probability that the second change in hyper-
parameter 0 happens to be in the second experiment/
test interval d, is in the first experiment/test interval
d,. The probability of hyperparameter 0 still con-
tinues to change with the product of the probability
of d, and d, changes within the range of test; that is
to say, in the whole experiment/test interval, the
probability of 8 hyperparameter change still obeys
the standard of exponential distribution, but needs to
multiply by the probability that the hyperparameter
0 will still change in the first test interval. The specific
expression is as follows:

(1 - p)rexp[-A(d, —d))]. (11)
(3) Further extend to the probability that the hyper-
parameter 6 changes at the xth experiment/test in-
terval d, should be equal to the standard exponential
distribution times the probability that the change will
occur after the previous experiment/test interval
d,_,, and the mathematical expression is as follows:

(1 _p)Aexp[_A(dx _dx—l)]' (12)

x=1>

(4) Finally, to ensure the likelihood function expression
of completeness, we must make mandatory as-
sumptions about the predicted change probability
after the first experiment/test d,, assuming that the
first test/test must be changed, but the changes can
take 0 concrete or other step length, so overall
hyperparameter 6 in (d,,d;] interval constant
probability is composed of two parts. The first part is
the first time the experiment/test has changed, both
of which do not change afterwards, and the second
part is just the possibility just there is no change in
(d,,dr] interval, where the specific expression is as
follows:

p+ (1= plexp[-A(dr—d,)]. (13)

Further, we can obtain the likelihood function of the
parameter d,,d,,...,d,,d; when Aland p are known:

L(A pldy,d,, ..., d,,dr) = Aexp(-Ad,) (1 - p)
-Aexp[-A(d, —dy)]...(1-p)
-Aexp[-A(d, —d, )]
Ap+ (1 - plexp[-A(dy - d,)]}
= p(1-p)" "Vexp(-Ad,)
+ (1= p)"AVexp (-Ady).
(14)

Just like our Pareto/NBD model above, the change in
hyperparameter 0 is still uncertain and random, and the
prediction of the overall hyperparameter change depends on
the historical information of the whole experiment/test:
(® =x,d,,dp).

At the zero point of the initial experiment/test prepa-
ration stage, we must ensure that the hyperparameter 6 will
change, but there is a difference in the change step size, and
then, we can get the probability likelihood function of the
hyperparameter 6 remaining at 0 in the whole historical
information range of (0, d;], which can be further obtained
using the exponential distribution:

L(N® = 0,d;) = exp (-Ady). (15)

Further, for a single hyperparameter 0, we can obtain a
probability likelihood function, and the mathematical ex-
pression is as follows:

L(A pl® =x,d;) = (1 - p)"AVexp(-Ady)

1 (16)
+ 1x>0p(1 - p)x_ Axexp (_Adx)’

where I, = 1, when x > 0, and x <0 is less than minus, and
the value of the whole is 0.

3.2. Derivation of the Probability Distribution of the Hyper-
parameter 6. For 6 hyperparameter probability distribution,
the application of mathematical formula is expressed as
P(©(d,) = x), where the © (d,) represents the specific value
of hyperparameter 0 in the whole experiment/test interval
d,, so ©(d,) becomes a random variable, so that you can
establish the basic relationships between experiment/test
interval and hyperparameter 0: ® (d,) > xoT, <d,. Among
them, T, shows experiment/test range when 6 hyper-
parameter is x changed. According to the corresponding
relationship, we can get approximate mathematical ex-
pressions about P(®(d,) = x):

P(©(d,) = x) = P(change) - P(T, <d,, T,,, >d,)

(17)
+1,., - P(unchange) - P(T, <d,).

Considering that the experimental/test interval in which
the hyperparameter 0 changes follows an exponential dis-
tribution (for specific content, see model hypothesis part),
according to random variable for the hyperparameter itself,
an important part of the probability distribution function is



P(T,.<d,T,,, >d,), aPoisson probability problem; among
them, ®(d,) = x and P(T, <d,) (Erlang—x) are the arrival
time distribution. Furthermore, we can derive the condi-
tional distribution function of hyperparameter with 6 ma-
chine variable under the known condition of RP [9]:

—p) (Adt)xeXP (-Ad,)

x!

P(O(d,) =xIAp)=(1

+1op(1-p)* (18)

(Ad,)’
|

x-1
|1—exp(-Ad;) )
=

3.3. Derivation of Mathematical Expectations for the Hyper-
parameter 0. Since the change in the hyperparameter 0
follows the Poisson process with the parameter Ad,, the
mathematical expectation of the value change in the
hyperparameter 6, i.e., E[® (d,)], should be Ad,, within the
given experimental/test interval. Then, for the hyper-
parameter 0, there are no longer changes in the experi-
mental/test interval d, <d,; then, the mathematical
expectation of E[®(d,)] in (0,d,] with respect to the
hyperparameter 6 should be equal to Ad,.

Then, for the change occurring outside the experimental/
test interval d, the probability distribution of the change in
the value of the hyperparameter 6 should follow the con-
ditional probability model about A and p, that is,

P(d,>d,) = P(changelA, p)

- -Ad,)(Ad,Y
(I_P)] lexp( ]')( )

™z

Il
<o

(19)
J

= exp(-Apd,).

This expression further indicates the probability density
function for no-answer experiment/test interval d_; that is to
say, g(d.|A, p) = Apexp (—Apd,). It shall be highlighted that
no-answer experiment/test interval d, is an exponential
form, but the relevant parameter arrangement depends on
the probability for the recognition of each experiment/test p.
However, in a Pareto/NBD model, the overall model as-
sumes that no-answer experiment/test interval d. is specified
by the probability density function, and there is no relevant
information for the discrimination of probability p. Then,
we can further work out the conditional expectation ex-
pression about @ (d,) in the case that A and p know, and the
specific mathematical expression is as follows:

BO()A.pl=1d, P(d,>d)+ [, g(d . pa(a). (20

By substituting relevant intermediate variables into the
above formula and further simplifying, we can get a very
concise formula:

1 1
= ———exp(-Apd,). 21
, peXP( pd,) (21)
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3.4. Derivation of the Transcendental Posterior Expectation.
By the content of the previous section, we discuss the core of
the problem is to deduce the mathematical expectation of
E[®(d,)IA, p] involving 6 hyperparameter under the con-
dition of known parameters Aand p, that is, under the
premise of arrival rate A of the test data and the know p, the
conditional expectation expression of the hyperparameter 0
is obtained, but in fact, according to the previous hypothesis,
according to Aand p, we set and select the two parameters
that obey the distribution types and determined parameters.
This part mainly focuses on the content of the derivation in A
to gamma distribution and p to beta distribution of cases,
that is, to derive the posterior conditional expectation of
®(d,) = x involving the parameters 7, a,a,b when we as-
sume that the conditions (1) and (2) meet. The whole
derivation process is relatively complex, and we will treat the
proof content as an appendix. This summary mainly lists the
main results in the derivation process.

(1) According to the content of Section 3.1, we have
derived the probability likelihood function of the
related parameters A and p when the hyperparameter
and the whole experimental/test interval are known,
in the form of formula (3). Furthermore, we will
make parameters r,« obey the parameters for the
gamma distribution and a,b, respectively, the as-
sumptions for the beta distribution into the middle
of the derived formula; note that we need to em-
phasize that the entire (r,a,a,b) parameter set is
given and then get in the whole experiment/test cycle
(® =x,d,,dy) known cases, and related parameter
(® =x,d,,dy) probabilistic likelihood function is
expressed as follows:

[(r+x)a
L(r)(a+dp)™

B(a,b
L(r,a,a,b|® = x,d,,d;) = (;(a ;;)x)

B(a+1,b+x-1)

1
+ x>0 B(a,b)

o T(r+ x)a”
L(r)(a+d,)™
(22)

All the four variables (r, a, a, b) in the above formula
can be estimated by means of maximum-likelihood
estimation. That is to say, in the whole known ex-
periment/test cycle (0, dy], for ® = x, the probability
likelihood function after the log operation occurred
in the d,. experiment/test interval can be expressed as
follows:

LL(r,a,a,b) =In[L(r,a,a,b|® = x,d,,dy)]. (23)

The estimation of this formula can follow the general
numerical optimization method and determine the
optimal solution by finding the stagnation point of
the first derivative and solving the extreme value,
because the nature of the likelihood function must be
convex.
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(2) According to the conditional probability distribution
of hyperparameter 0, the form is shown in formula
(4). Considering that the specific distribution of A, p
has been given and the parameters have been de-
termined, we can further express formula (4) as the
conditional probability distribution under the con-
dition that parameter set (7, «,a,b) is known:

P(®(d,) = x|r,a,a,b)

_B(a,b+x) I'(r+x) a d, *

" B(a,b) T(r)x! a+d, a+d,
Bla+1,b+x—1) (24)

+ x>0 B(a,b)

a | <Zrer+)|( 4 V
.|:1_<a+dt> J,Z:(:)r(r)j! <a+dt>}-

(3) Finally, according to the condition of known pa-
rameters of A, p, the hyperparameter 0 conditional
expectation, the concrete mathematical expression
such as formula (5), combined with the A, p two
parameters, follows gamma distribution and beta
distribution in concrete form, and we can get in any
experiment/test interval length d,, under the con-
dition of the parameters in the parameter set
(r,a,a,b) known, hyperparameter 6 conditional
expectation, which can also be called the posterior
conditional expectation; the mathematic expression
of the specific is as follows:

a+b-1
E[@ (dt)lr, o, a, b] = ﬁ

1= e F(rbja+b-1; 4 R
a+d, ), a+d,

where F, (-) is Gauss hypergeometric function; refer
to the explanation in the proof for the simple der-
ivation, and refer to the relevant introduction in the
model introduction for the specific content.

(25)

E[Y(d,)|® = x,d,,dp,1,a,a,b]

a+b+x-1a-1[1-(a+dp/a+dp+d),F (r+xb+x;a+b+x-1L;d/a+dp+d,)]

It is important to note that the final expression of
posterior conditional expectation about hyperparameter 6
needs a value about Gauss hypergeometric function; of
course, this value has nothing to do with hyperparameter 6.
On the contrary, due to the parameter set (r, «,a,b) can be
obtained by maximum-likelihood estimate of the traditional
method, and the experiment/test interval length is also a
known quantity, so the overall Gauss hypergeometric
function value is also determined. Compared with other
estimated results, using the Gauss hypergeometric function
to express the hyperparameter 0 of the posterior conditional
expectation is more direct and simple, and polynomial se-
quence can be used for approximate calculation, so the
convenience for the late of simulation is very good, which
can greatly simplify the computing complexity and try to
solve the corresponding parameter selection in a timely
manner.

Of course, the above content is just based on known
sequence information (® = x,d,,d;) cases and makes the
probability model for how hyperparameter 0 values. In
addition to accommodating more known conditions and
historical information as much as possible to make accurate
simulation of the structure of past data, the final purpose of
establishing BP/NBD model shall also focus on a given new
experiment/test dataset case and how to utilize the known
datasets and the relationship between the parameter 6, given
the new dataset the parameters of an approximate estimate
[10], and the key of the whole model application on the new
dataset corresponds to the hyperparameter of the prediction
is that we more concern.

(® =x,d,,dy) in the history of the experiment/test
information has been confirmed, we can have 6 hyper-
parameter values on the new experiment/test interval d,, we
give an approximate posterior conditional expectation, the
specific detailed process can see behind a certificate, and here
we give the concrete mathematical expression of this pos-
terior conditional expectation:

(26)

1+ 1 0alb+x-1(a+dr/a+d,)

where ® = x,d,, d; stands for the known experimental/test
information, (r,a, a,b) stands for the known parameter set
by calculation, and F,(-) stands for the Gauss hyper-
geometric function.

Once again, the whole formula uses the Gauss hyper-
geometric function, and a mathematical expression formula
is the same, of course, where the Gauss hypergeometric
function parameters are known, and the calculation of the
precise value is guaranteed. To reduce the computation

r+x >

burden on the computer simulation process, the actual
operation often uses polynomial equations to approximate
its numerical calculation and will not cause enormous
computation burden. The rest of the whole formulas are
simple numerical calculations and would not form the
computing burden.

The overall content of the appendix mainly focuses on
the mathematical description of the key process in the model
derivation process. On the one hand, through mathematical



rigour, it indicates the credibility of model content; on the
other hand, it also provides mathematical support for
transforming the mathematical model into computer model.
The main purpose is the mathematical expectation for
hyperparameter 6, E[®(d,)], and ultimately predictable 6
hyperparameter posterior mathematical expectation of
mathematical deduction, and the derivation process of the
intermediate links is the Euler integral for Gauss hyper-
geometric function:

1

Fi(abicz) = - (1 - zt) %t e > b

1
(b,c-b) J 0
(27)

3.5. Derivation of Mathematical Expectation E[® (d,)] for the
Hyperparameter 0. To get the mathematical expectation
E[®(d,)] about hyperparameter 8, according to the con-
dition of known parameter set A, p, we must use formula
about the conditional expectation of hyperparameter 6 and
assumptions about the distribution of A and p, A, parameters
of r,a gamma distribution on p obedience of a,b beta
distribution parameters; first of all, we will bring the
probability distribution density of g(Alr, &)= (a'A"!
exp (=Aa)/T (1)), A >0, related to A into formula (4) and get
preliminary mathematical expressions:
1 o
E[0(d)lrapl=—-— . 28

Further, we substitute the beta probability distribution
density g(pla,b) = (p* ' (1 - p)’"'/B(a,b)),0< p<1, of p
subject to the overall conditional expectation formula of
hyperparameter 6, and we first calculate a definite integral as
follows:

:a+b—1. (29)

Jllpa_l(l _p)b—ld
op B(a,b)

a—-1

Further, a more complex definite integral needs to be
calculated:

Pu—l (1 _P)b—l
B(a,b)

s :
op(a+pd,) g
(30)
1 ! a-2 b-1 —-r
Bab) jo P (= p)" (et pdy) dp.

r
=

To ensure that the definite integral form at the end is
consistent with the form of Gauss hypergeometric function,
we need to make a variable substitution, so g =1- p; of
course, in the process of variable substitution, the form of the
differential will also change dp = —dq. The integral form
above further becomes the following:

B N T L Y S S
_<“+dr>mjoq (1-9) (1 q'(x+d,> daq. (31)

The  Euler integral form and  parameter
r,b;a+b-1; (d/a+d,) of the Gauss hypergeometric
function mentioned above are further applied, and the
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corresponding parameters in the integral form are
expressed, respectively; then, the definite integral can be
further formalized as follows:

a \B(a-1,b) d,
= 5 , - 7 N 32
(oc+dt> B(a,b) zFl(rba+b ! oc+dt> (32)

where F| (-) is a Gauss hypergeometric function.

Finally, the conditional expectation formula of the
hyperparameter 0 can be obtained, and its mathematical
expression is as follows:

E[©(d,)Ir,a,a,b]

a+b-1 a \ d
= 1- F,| rb; -1, .
a-1 [ ((x+dt)2 1<r bia+b ’a+dt>]

(33)

3.6. Derivation of the Conditional Expectation E[Y (d,)|® =
x,d,,dr] for the Hyperparameter 8 with Known Historical
Information. We further define the variation of (dy,dr,,]
hyperparameter 6 in the new experimental/test interval of
Y (d,). As a prediction of hyperparameter 0 in the new
dataset, we focus on the conditional expectation of the value
of hyperparameter B under the premise that the historical
information is known; ie., ® = x,d,,d; is determined,
which is expressed as E[Y(d,)|® = x,d,,d] by mathe-
matical formula.

If the hyperparameter 0 still changes further in d; ex-
periments/tests, then the conditional mathematical expec-
tation of Y (d,), the corresponding random variable, can be
expressed as follows:

E[Y (), p] = ; - %exp<—Apdt). (34)

Then, further, we need to make sure that in the new
experiment/test sequence, how much probability that
hyperparameter 0 will change. According to our hy-
pothesis in the second section, all the experiment/test
sequence for each group in the initial state can keep a
change state, the purpose of which is to ensure the overall
model can be used to measure is in complete probability
space, that is to say, in dy/tests, hyperparameter 6 keeps
changing the state of the conditional probability, which
can be expressed as follows:

P(change|® = 0,d, A, p) = 1. (35)
As for (0,d;] experiment/test interval, the conditional

probability of te hyperparameter 0 remaining changing state
can be approximately expressed, in the case that historical
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information ® = x,d,, dr and parameters A and p have been
determined:

(1-plexp[-A(dr—d,)]

p+(1-plexp[-A(dr—d,)]
(36)

P(change|®=x,d,,d,A p)=

Among them, the molecules represented in d, /tests still
keep change state, but that in the experiment/test interval of
(d,,dr] keep zero step change probability, and the de-
nominator is the probability that nothing has changed from
the beginning of the experiment/test to the end of the
historical information, as the case is in assumption (4) in
Section 3.1.

Here, we apply a small trick of conditional probability.
For the clever treatment of “1,” [(1 — p)exp[-A(d} — d,)]]/

E[Y(d,)|® = x,d,,dr, ), p]

[(1 - plexp[-A(dy —d,)]] = 1; multiplied by the above
equation, we can get an important intermediate result:

_ (1-p)"Aexp(-Ady)
L(L pl® = x.d,, dy)’
(37)

where LA, plO =x,dy) = (1 - p)* A exp (=Ady) + 1o
p(1-p)* 'V exp(-Ad,), as previously concluded in for-
mula (3); note that we need to assume that, at x = 0, the
whole A2 formula should be equal to 1.

We multiply the two important intermediate variables
Al and A2 to obtain the following further results:

P(change|® = x,d,,dp, A, p)

(1 - p)*Vexp(-Ady) (1/p — 1/ pexp (-Ad,)/p)

L(A,pl® = x,d,dy) (38)

_ PN = ) Nexp(-Ady) - p ' (1 - p)*Aexp[-A(dy + pd,)]

L, plO = x,d,.dy)

It should be noted that the case of Al when x =0 is
eliminated, because the premise for the existence of the
entire posterior probability and the posterior mathematical
expectation is that the entire historical information should
remain in the new interval (dy,dr,,] state at dy, and the
hyperparameter & must be able to connect with each other.

Because the above results are involved parameters A and
p, they are still incomplete expressions of random variable
Y (d,) on posterior mathematical expectation. Therefore,
according to Section 2 of model assumptions,
glr, @) = (ocr)tr_lexp(—)wc)/l“(r)), A>0, and g(pla,b)
= (p*1(1- p)b_ '/B(a,b)), 0< p<1; further processing,
since the probability distribution density of these two pa-
rameters is continuous, we can adopt the method of integral
and further improve A3 posterior mathematical expectation
and add more uncertainty information, especially the hidden
information about parameters A, p that express explicit use
of parameter set (r,a,a,b):

1

E[Y(d)|® = x.d,.dy.r.0,a,b] = JO JO E[Y(d,)|®

=x,d.dr A pl-g(A pl® = x,d,,dr, 1, a,a,b)dAdp,

(39)

where g(A, p|® = x,d,,dp,1,a,a,b) is the joint posterior
probability distribution density of the parameters A, p.

According to the basic theory of Bayesian estimation and
Bayesian optimization, under the condition that the pa-
rameters A, p is independent, their joint posterior probability
distribution density can be expressed in the following
complex form:

g(A, pl® =x,d,,dp,r,a,a,b)
(40)

_L(A,pl® = x,d,,dr)g (Alr, 0)g (pla, b)
L(r,a,a,b|® = x,d,,dr) '

By combining the key intermediate variables A5 and
A3 in formula A4, the posterior mathematical expecta-
tion related to the hyperparameter 6 can be further
deduced:

E[Y(d,)|® = x,d,,dp,1,a,a,b]
A-B (41)
- L(r,a,a,bl® = x,d,,dy)

where two parameters A and B, respectively, represent the
following two operation results:



For A,

1 roo
A J | - p X exp (Mdp)g ina)g (plab)irdp

_B(a-1,b+x) T (r+x)a’
B(a,b) T (r)(a+ds)™
(42)
For B,

1 roo
B:JOJO p‘l(l_p)X)LxeXp[—/\(dT+pdt)]
gAr,@)g (pla,b)dA dp

B leu—z(l_p)b+x—1
o B(a,b)

r"o//\r”_lexp[—/\(dT+pdt+oc)]d/\ dp
0 I'(r)

1
—M a-2 1 \b+x-1 —(r+x)
_F(r)B(a,b)Jp (1-p)"" (a+dp+pd,)"dp.

0
(43)

To achieve formal matching with the Gauss hyper-
geometric function in the form of Euler integral, we need to
further realize variable substitution, and let ¢ =1 - p and

E[Y(d,)|® = x,d,,dr,1,a,a,b]

(a+b+x-1a-1)[1-((a+dp)/(a+dr+d,)),F (r+xb+x;a+b+x—1;(d/a+dr+d,))]
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also make corresponding change dp = —dq for the differ-
ential variable. Further calculation results are as follows:

~ ['(r+x)d
" I'(r)B(a,b)(a+dy +d,)™

.jl (1_q)u2(q)b+xl<1_ dtq
0

a+dp+d,

(44)
—(r+x)
) dq.

By combining the Gauss hypergeometric function in the
form of Euler integral, we get the parameter
r,b;a+b—1; (d/a +d,), which corresponds to the corre-
sponding parameter expression in the form of integral
function respectively, and we get:

_B(a-1,b+x)
- B(a,b)

I[(r+x)a"
T (r)(a+dp+d)"™?

(45)
( =
Flr+xb+x;a+b+x—-1;——|.
a+dp+d,

Under the condition of formula A6, according to the
mathematical expression formula of L(r,a,a,b|®
= x,d,,dy) (6), the middle of the two key variables A7 and
A8, after reduction, we can get the ideal result, under the BP/
NBD model; the mathematical expectation of overall
hyperparameters under the posteriori probability has ana-

Iytical solution, and the mathematic expression of the
specific is as follows:

(46)

I+ Ix>0 (a/ (b + X — 1)) (a + dT/a + dx)r+x

4. Experimental Analysis

4.1. Dataset of an Industry Competition. The premise of text
mining of the entries requires complete project information:

(1) Most of the projects in the prototype design stage are
in the initial stage, and there are some problems such
as incomplete application materials. In this mining
modeling process, the projects in the prototype
design stage are eliminated.

(2) Projects without declaration materials (project
documents) cannot pass the preliminary examina-
tion. In this mining modeling process, enterprises
without declaration materials will be eliminated.

Finally, 143 project contents are reserved for topic
mining, and the case content and project output value are
mined separately to extract important information and

explore the application field, current situation, and key
points of value promotion of industrial Internet.

The main purpose of using this dataset is to adjust the
discrete hyperparameters of the relevant prediction or
classification model and compare the differences between
the results before and after the adjustment, to form the
experimental conclusion.

4.2. Participle. Jieba Chinese word segmentation compo-
nent [10-12]is called, industrial Internet-related special
words such as VR, AR, and smart Park are added into Jieba
library, and precise mode is used to segment each document
by default. In the process of word segmentation, function
words and meaningless symbols are removed. To unify the
expression of professional vocabulary, a thesaurus is set to
merge synonyms to improve the effect of later topic ex-
traction. For example, “artificial intelligence” and “Ai” are
synonyms and merged into “Ai.” The unimportant words are
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TaBLE 1: Confusion matrix.

Forecast positive Forecast negative

Classification
class class

Actual positive class
Actual negative
class

(1) Accuracy (ACC): accuracy = (TP + TN)/(TP + FN + FP + TN), the per-
centage of the correct results. (2) Precision: precision = TP/(TP + FP). In the
records with positive prediction, how many are actually positive. (3) Recall
rate (recall): recall = TP/(TP + FN); in the actual positive records, how many
predictions are positive. (4) F1 score: 2/F1 = 1/precision + 1/recall.

TP—true positive ~ FN—false negative

FP—false positive =~ TN—true negative

filtered according to the part of speech, and the related words
are finally reserved.

4.3. LDA Topic Extraction. The generated dictionary and
corpus are in accordance with the input format of the
model, and the open-source Gensim package [13] is used
to construct the topic model and estimate the parameters.
The default value of parameter selection is a=0.37 and
B=0.02. The optimal topic number k is determined
according to the perplexity of the model. In theory, the
k-nearest neighbor with low confusion degree should be
selected, but under the premise of small corpus database
capacity, more topics may lead to overfitting phenome-
non. Therefore, this time, the number of topics is adjusted
by combining the coincidence degree of the visualization
results. Finally, the optimal number of topics is 4, the
optimal number of output value topics is 2, and there is no
coincidence between topics.

4.4. Basic Model. According to the results of index analysis
and LDA theme mining [14-16], the projects that are in
the prototype design stage and lack of application ma-
terials are selected to be eliminated. Finally, 143 projects
are retained to enter the modeling stage, of which 67.83%
can enter the second round. Considering that there are
many projects in the preliminary evaluation stage, which
are not easily affected by external factors and can better
reflect the development trend of current related indus-
tries, the paper uses XGBoost and multinomial NB to
predict and model the preliminary evaluation results of
2020 related industry competition. The discrete hyper-
parameter indexes of the correlation model are the highest
polynomial degree (multinomial NB) and the number of
root nodes (XGBoost).

4.5. Evaluation Index. Because of the classification model
prediction, the confusion matrix is selected as the basic
evaluation index, and the evaluation index is derived from
confusion matrix, as given in Table 1.

4.6. Comparison of Experimental Results. In this modeling
process, the polynomial naive Bayesian model (multinomial
NB) and integrated model (XGBoost) are selected as training
models (lack of specific mathematical description of the two
methods). 70% of the samples are used for model training

Precision Recall Auc

—e— MultinomialNB
—m— XGBoost

FiGure 1: Results using original discrete hyperparameters.

0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.6

Precision Recall Fl-score Auc

—e— MultinomialNB
—m— XGBoost

FIGURE 2: Results after adjusting the discrete hyperparameters
using the expected results of skew distribution.

and 30% for testing. The parameters are adjusted in the
training set dataset combined with threefold cross-valida-
tion, and “AUC” is used for training in the parameter ad-
justment process Figures 1 and 2 show the effect of the model
after adjusting the parameters, which has a certain reference
value for the actual prediction performance of the model. On
the test set, the effect of the model is as follows.

Through the comparison of experiments, we can find
that

(1) From the classification prediction results of the
whole model, the final result of XGBoost method is
obviously better than the traditional Bayesian model
in both the original configuration and the adjusted
configuration

(2) The method of adjusting discrete hyperparameters
based on skew distribution is effective. Through the
empirical results of data experiments, the overall
model, whether XGBoost or Bayesian model, ach-
ieves the improvement of relevant evaluation indi-
cators under the new hyperparameter adjustment
strategy.
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5. Conclusion

Through the combination of mathematical analysis and
empirical research, this study focuses on the optimization
method of the hyperparameters of the relevant machine
learning model under the condition of skew distribution,
especially the discrete hyperparameters. Through strict
mathematical assumptions and mathematical derivation, the
expected value of the discrete hyperparameters is obtained,
and then, the actual data test is carried out through the
empirical dataset. The experimental results show that this
heuristic parameter adjustment method is feasible and ef-
fective for XGBoost and Bayesian models.
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In order to integrate and utilize alumni resources in a better way, big data is utilized to construct alumni information analysis
model based on improved hierarchical clustering algorithm, so as to realize mining and retrieval of alumni information. First,the
basic principle of hierarchical clustering algorithm is analyzed concretely. Moreover, the improvement is performed on this basis,
and a method of calculating the distance between class clusters based on the ant colony optimization is proposed, which uses the
shortest distance of the ant colony algorithm to optimally solve the distance between hierarchical class clusters, so as to improve
the clustering accuracy. Then, the alumni information analysis model based on improved hierarchical clustering algorithm is
constructed, and the model is divided into text preprocessing, keyword extraction, text feature vector generation, name dis-
ambiguation, and alumni recognition modules. Finally, the improved hierarchical clustering algorithm and construction of model
are verified by experiments. The results show that the accuracy of the improved agglomerative hierarchical clustering algorithm is
as high as 86.4% on average and 3.8% and 4.8% more than the two traditional algorithms. Thus, the clustering effect of the
algorithm is better, and the proposed alumni analysis model can effectively process text disambiguation of web pages and

identification of alumni information, which has certain effectiveness.

1. Related Work

For school, alumni resources are the favorable support and
key to school development and construction. The effective
integration and tracking of alumni information plays a
crucial role for schools. For example, schools can evaluate
teaching quality according to the alumni information, so as
to continuously improve and perfect their teaching methods
and concepts. Furthermore, the latest trends of alumni may
be able to provide support and help for the development and
construction of school. Therefore, it is necessary for school
to manage alumni resources and information effectively.
However, there are so many graduates, that it seems im-
practical to keep track of every alumni.

In recent years, with the development and application
of big data and Internet, it has become possible to obtain
alumni information and update it in real time. At the same
time, the Internet information is very large, so how to
accurately identify alumni-related information is the

current challenge. In addition, how to quickly and ac-
curately identify alumni information from many pieces of
information and exclude the people with the same name to
obtain the final target is the current urgent problem to be
solved. Barnea Avner et al. constructed an emergency
intelligence analysis model based on big data and utilized
big data analysis technology to analyze and predict various
emergencies in advance, which has certain effectiveness
[1-3]. Li Hong et al. studied the information analysis
model based on complex network deeply and then used
Internet technology to classify and identify complex in-
formation on the network. Thus, the accuracy of infor-
mation analysis is improved [4-6]. Jiho Lee et al. proposed
a hierarchical clustering analysis algorithm to construct a
learner emotion analysis model for learning experience
text and classified learners through hierarchies. Thus, the
emotion analysis of each learner is realized [7, 8].
Agnivesh et al. applied clustering algorithm to data
classification, which showed good performance and effect
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[9]. Ko applied big data to the parallel improvement of
clustering and concluded that clustering can be used in
massive data classification [10]. On this basis, taking the
alumni information in the school campus network as the
basic data, and combined with the above research results,
the current widely used hierarchical clustering method is
improved and applied to analyze the alumni resources
information; thus, the corresponding analysis model is
constructed, which realizes the accurate identification and
classification of alumni resources, so as to provide
technical reference and research direction for the analysis
of alumni information.

2. Basic Methods

2.1. Hierarchical Clustering Algorithm. Hierarchical clus-
tering algorithm is one of the common algorithms in
clustering algorithm, and its basic principle is clustering
through the distance between objects [11]. This algorithm
can also be called tree clustering, which is mainly divided
into two forms of agglomeration and split.

Among them, agglomerative clustering means to cal-
culate the distance between class clusters and merge its
various categories. The clustering form is bottom-up.
Multiple iterations and merges are carried out on a cluster.
When all the data are concentrated in one cluster and the set
standard is reached, the calculation can be completed [12].
The basic principle is shown in Figure 1.

The clustering form of split cluster is opposite to that of
agglomerative clustering, and its split form is top-down.
New clusters are obtained by repeatedly decomposing a data
set.

In hierarchical clustering, each cluster is classified by
evaluation criteria and usually by means of distance between
points and distance between class clusters [13]. The calcu-
lation formulas of the two methods are as follows.

2.1.1. Calculation Method of the Distance between Points.
If there are two n-dimensional vector data points A, B, A =
{A,A,,...,A,} and B={B,,B,,...,B,}, then the distance
between the two points can be calculated by cosine simi-
larity, that is, to figure out the cosine value of the included
angle [14]. The calculation formula is as follows:

Z?:l Ai ) Bi
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Euclidean distance can measure the absolute distance
between two vectors. The solution formula is as follows:

cosf =

d(A,B) = (2)

2.1.2. Measuring the Distance between Class Clusters. At
present, clustering is mainly achieved by calculating the
distance between class clusters. The common method for
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Figure 1: Clustering principle of agglomerative hierarchical
clustering algorithm.

measuring the distance is to solve the minimum, maximum,
average value, and average distance of class clusters, which
are shown in formulas (3-6):

dmin(ci’cj) = min”Pi - Pj'|> (3)

dmax(ci, cj) = max"pi - pj”. (4)
Here, (p; € ¢;» pj € c)).

dmean(ci, cj) = max"mi - nj”, (5)

where m;, n; and m;, n; are the centroids of c;,¢; and ¢;, ¢

respectively.
R ) LA T

where (p; € ¢, pj €c;), n,nj, and n;,n; are the sample

numbers of class ¢;,¢; and ¢;, ¢;, respectively.

]’3

2.2. Algorithm Improvement. The traditional hierarchical
clustering algorithm is simple, and the accuracy of distance
calculation is not high, which is easy to be interfered by
outliers in the class cluster. Therefore, to better represent the
distance between clusters, avoid interference, and improve
the clustering effect, the ant colony optimization algorithm is
added to the agglomerative hierarchical algorithm. Based on
the pheromone characteristics of the ant colony optimiza-
tion algorithm, the optimal path is solved, so as to improve
the clustering accuracy and achieve global optimization [15].

2.2.1. Ant Colony Optimization Algorithm. The basic prin-
ciple of the ant colony optimization is global search, and it is
an intelligent optimization algorithm. Simulating real ant
behavior, the algorithm is constantly improved and opti-
mized to identify the direction through pheromone con-
centration, so as to find the optimal path and achieve global
optimization [16].

The ant colony optimization algorithm can also be called
traveling salesman problem (TSP). If there are # cities, TSP
will implement the algorithm.
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(1) When the ant colony reaches # cities, ants will update
pheromones in the path, and the update formulas are
as follows:

7;; (t+n) = p 7;; (t) + At;;AT;

m
= Z ATI,C,,
= (7)
k_Q
ATij = L—~,
k

where m represents the total number of ants and Q
represents the constant. p<1, L; is the distance
between two points; 7;; () represents the pheromone
on edge (i,j) at time t; Arf is the pheromone
quantity generated by ant k on edge (i, j) between
time ¢ and ¢ +n [17].

(2) The ant colony cannot return to the previous city
until it reaches n cities.

3) The ant colony starts from a certain point, and the
y p
probability of selecting the next target is

cc B
B L2100 )
- cc ﬁJ €
[r 0] ;0]
where T is the city that ants can choose; n;; is the
heuristic information; « is the relative importance of

pheromone heuristic factor; and f is the relative
importance of heuristic information.

(8)
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2.2.2. Agglomerative Hierarchical Clustering Algorithm Based
on the Ant Colony Optimization

(1) Standard Distance. Euclidean distance is used to figure
out the distance between two data points, and the solution
formula is as follows:

2 2
d,-j: (xil—le) +-~-+(x,-m—xjm),

x; = (x5 - -

(9)
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where x; and x; represent two m-dimensional data points.

The similarity can be measured by calculating the dis-
tance between two clusters, and the distance between
clusters can be calculated by the minimum distance formula
(3) in agglomerative hierarchical clustering.

x] =<x]-1,...

(2) Objective Function. Objective function is set as the
clustering error square sum (suppose there are ¢ clustering
centers after clustering is completed):

c 5 1 mj
E:Z Z xi—cl,cjzm—j;xi, (10)

I=1 xiecj

where C; represents the centroid, which is calculated by a
specific cluster jand m; represents the amount of data in the
cluster.

(3) Agglomerative Hierarchical Clustering Based on the Ant
Colony Optimization. The objective of this algorithm is to
find a shortest path in all the data to improve the clustering
efficiency and accuracy. Utilizing the ant optimization, ants
are taken as the research object, and food is taken as the
clustering center. The probability of ants searching food is
put into the clustering algorithm, and data are classified by
probability [18].

There are six steps improving algorithm, and the specific
steps are as follows.

It can be seen from Figure 2 that the process of im-
proving algorithm is mainly divided into six steps, which are
as follows:

(1) Initialize parameters, such as the number of ants m,
weight parameter a, and volatile factor p.

(2) Set an ant as m, calculate the distance and phero-
mone between data points, evaluate the transition
probability, and determine the merger probability
between data points and alternative points. The
merger probability formula is as follows:

o))
Y YoN/" (Til)a (1)

where d;; is the distance between two data points; 7;;
is the distance-based heuristic information; and «
and f3 are weight parameters, which have a great
influence on pheromones [19].

(11)
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If pii = pg» x; merges with x;; otherwise, there is no
merger.

(3) Judge whether the number of ants k reaches the total
number of ants; if not, set k = k + 1, and go back to
Step (2) for calculation.

(4) After ants complete clustering, the clustering center
and pheromone will be updated, where the expres-
sion of clustering center is

¢j=— in, (12)

where m; is the total amount of data points clas-

sified in ¢ 5

In the process of optimization, the pheromone
concentrations in the paths passed by ant are dif-
ferent [20]. After clustering, ants’ pheromones will
constantly evaporate, and the evaporation formula
can be expressed as follows:

;= (1-p)7;j5 (13)
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FIGURE 2: Flow chart of improving algorithm.
where p represents pheromone evaporation rate.

When 0 < p <1, it can enable the algorithm to delete
long paths and avoid pheromone accumulation.

After completing evaporation, all ants will leave
pheromones again:

m
k
Tjj =Tij+ZATj, (14)
k=1

where A7¥. represents the amount of information
from data x; to class cluster c; of the k th ant.
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(5) Figure out the solution of objective function.

(6) Return to steps (2)-(4) until the minimum target is
calculated, and then the calculation can be
completed.

3. Model Construction

3.1. Design of the Alumni Recognition Model Based on Im-
proved Algorithm. There are too much alumni information
on the Internet. The structure of the web page is complex,
and the data format is not standard, which means that it is
difficult to extract features of alumni information and fail to
accurately identify alumni information. Therefore, an
alumni recognition model based on the improved ag-
glomerative hierarchical clustering algorithm is proposed,
which is shown in Figure 3. Firstly, alumni information is
collected and preprocessed. Secondly, text features are
extracted by embedding technology. Moreover, text repre-
sentation model and feature vector are constructed. Finally,
name disambiguation and alumni identification are carried
out. Thus alumni information analysis is realized.

As can be seen, alumni information identification pro-
cess is mainly divided into six steps, as follows:

(1) Classify the text data and name entity recognition

(2) Filter stop words and delete useless interjections,
modal particle, personal pronouns, and so on [21]

(3) Extract keywords and use TE-IDF algorithm to select
key information

(4) For text representation, use the word embedding tool
to complete the word embedding of keywords and
obtain the vectorization expression of keywords

(5) For text clustering, adopt cosine similarity calcula-
tion method to cluster document vector

(6) Analyze clustering results

3.2. Data Collection and Preprocessing. 'To perform the data
collection and preprocessing, the first step is to collect the
web page documents, and the original alumni data are
collected by using the Python programming of Baidu’s
search engine API. The second step is to specify a person’s
name as a search term for the web page retrieval; thus, the
web document is obtained and it is stored in a local folder.
Then, the web page file is processed by the Python pro-
gramming, and the web page information is extracted.
Furthermore, the text content is extracted by regular ex-
pression. The specific work includes tag attribute extraction,
tag filtering, and character filtering [22].

3.3. Text Feature Extraction. The python package pynlpir
based on mlpir natural language processing system of
Chinese Academy of Sciences is utilized to annotate text
sequences and complete text classification.
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FIGURE 3: Alumni recognition model based on improved agglomerative hierarchical clustering algorithm.

The TF-IDF algorithm is used to extract keywords, each
information is named, and its entity is taken as the final text
keyword. The algorithm flow is in Figure 4.

The TF-IDF algorithm is used to calculate word fre-
quency of text and inverse document frequency; thus, TF-
IDF value is obtained to measure the importance of words.
The solution formula is as follows:

tf —idf = tf*idf, (16)

where tf (text frequency) represents the occurrence fre-
quency of words in the document, and the solution formula
is as follows:

..
th] = - >
Y, j

where n;; is the number of occurrences of word i in doc-
ument j; Y kNk, j is the sum of occurrences of all words in
document j; and IDF (inverse document frequency) indi-
cates the rarity of the word in the document, namely, the
importance of the word. The expression is as follows:

oD
|1 +{j: c; € dj}"

(17)

idf; = (18)

Here, |D| is the number of all documents in the corpus and

'{ jiced ]H is the number of documents containing word c;.



3.4. Construction of Text Representation Model and Feature
Vector

3.4.1. Construction of Word2Vec Text Representation Model.
Before classifying text, it is necessary to select an appropriate
model to represent text. The quality of text representation
has a great influence on the text clustering result. However,
many text models are deficient in information and in-
complete, which leads to poor clustering effect in the later
stage. Therefore, word embedding model is used to represent
text content, so as to improve the effect of text clustering.
Word embedding model improves text quality by trans-
forming text dimensions and filling in missing information. On
this basis, Skip-gram, which has a good application effect at
present, is used to train model and generate word vector.

3.4.2. Construction of Text Feature Vector. The construction
process of text feature vector is shown in Figure 5. The first
step is to use trained Word2Vec model to generate word
vector. The second step is to find the average value of
keywords; thus, the text feature vector is obtained.

If there are n keywords in the text, the text representation
model d = {c,c,,...,c,}, and the word vector v(c;) can be
obtained by training. Thus, the feature vector expression of
document is

v(d) = % Z v(c,), (19)

where v(d) is the feature vector representation of a docu-
ment and v(c;) is the word vector of the i th feature word c,
namely, the average value of sum of the document vector
and all the keyword vectors.

The personnel text feature vector to be disambiguated
and the text vector of alumni attribute in the knowledge base
can be obtained by the above model.

3.5. Name Disambiguation and Alumni Identification.
Using text feature vector, text is clustered based on the im-
proved agglomerative hierarchical clustering algorithm.
Through clustering, people with the same name is distin-
guished, and the texts related to the same person are divided
into the same category, which achieves name disambiguation.
Then, the knowledge base information is used to assist iden-
tification to find the class cluster to which a specific person
belongs, so as to realize the information identification of specific
person. The disambiguation process is shown in Figure 6.
The improved condensed hierarchical clustering algo-
rithm proposed in this paper is utilized to cluster text in-
formation, and the central point of each cluster is figured out.
The calculation formula is shown in formula (22) [23-27]:

m

v(C;) = % Z v(d);, (20)

j=1

where v(C;) represents the feature vector of the center point
of the C; th class cluster; m represents the number of data
points in class cluster C;; and v(d); represents the feature
vector of the j th data point.
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Ficure 5: Construction process of text feature vector.

Comparing the similarity between the feature vector of
center point of the class cluster and the feature vector of
target personnel information constructed based on the
knowledge base and if the similarity is greater than threshold
value, the target personnel class cluster can be obtained,
namely, relevant web page text information of the target
person.

4. Experimental Results and Analysis

4.1. Experimental Data. To verify the effectiveness of the
improved method, there are 8000 text corpus about sports,
government, commerce, culture and scientific research
obtained from the Python web crawler as experimental data,
and the data set D1 and D2 of alumni with the same name
are divided into 5000 training sets and 3000 testing sets.

4.2. Experimental Environment and Parameter Setting. To
obtain better experimental results, the experimental pro-
cessor is the 9th generation of Intel core i5, and the operating
system is windows 64-bit. In addition, cas NLPIR word
segmentation system and python language are adopted in
the experiment.

The parameter value setting of the algorithm is shown in
Table 1.

4.3. Evaluation Indicators. To evaluate the experiment more
objectively, accuracy, recall rate, and F1 value are adopted as
evaluation indicators. The accuracy is the ratio of correct
number to total number, and the recall rate is the ratio of
correct number to real number of texts. The expression of
accuracy and recall rate is as follows:
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TaBLE 1: Experimental parameter setting.

Parameter Parameter value
Number of ants m=7
Pheromone volatile factor p=038
Weight parameters a=4=05
Merger probability Py=0.6

a
precision = —— (21)
a

+b

recall = (22)

a+c
where precision represents accuracy; recall stands for recall
rate; a is the number of text correctly identified by algorithm;
b is the number of text incorrectly identified by algorithm;
and c is the number of text belonging to a certain category
that algorithm does not recognize.

F, value is the comprehensive analysis standard of the
clustering algorithm. The higher the value of Fj is, the better
the clustering effect of algorithm is. Formula of F1 value is as
follows:

precision x recall

F, =2x (23)

(precision + recall)’

4.4. Improved Algorithm. To test the effectiveness of the
proposed improved algorithm, the experiment compares the
algorithm before and after improvement with the K-means
algorithm. The experimental results are shown in Table 2.

It can be seen from Table 2 that the accuracy of the
improved algorithm is 84.2% and 85.6% in D1 and D2 data
sets, respectively, which is higher compared to the accuracy
of the algorithm before improved and the traditional

clustering algorithm, which indicates that the improved
algorithm proposed in the paper is effective.

To test the performance of the improved algorithm, the
comparison curves of accuracy, recall rate, and F; value of
the three algorithms are as follows.

As can be seen from Figure 7, the highest accuracy of the
improved algorithm is 89% and the average rate is 86.4%,
which are higher compared to those of the other two al-
gorithms by 3.8% and 4.5% respectively, which means that
adding the ant colony optimization algorithm can improve
the clustering accuracy.

As can be seen from Figures 8 and 9, the highest recall
rate of the improved algorithm is 89% and the average rate is
86.5%, which are 3% and 3.5% higher compared to those of
the other two algorithms. The F1 value of the improved
algorithm is as high as 88% and as low as 86%, which is
obviously higher compared to that of the other two algo-
rithms. Thus, the improved algorithm has better effect on
text classification and better algorithm performance.

4.5. Alumni Recognition Model Based on the Improved
Algorithm. To verify the validity of the constructed alumni
information recognition and analysis model, there are 5
alumni information selected from the above data set for
experimental verification. The Word2Vec tool is adopted to
train word vector, and the hyperparameter settings of the
model during training are in Table 3.

After name disambiguation and recognition are per-
formed by the alumni information recognition model, the
statistical results obtained are shown in Table 4.

As can be seen from Table 4, using this model to
identify and classify 5 alumni, alumni with the same name
is accurately distinguished, name disambiguation is re-
alized, and the class cluster of 5 alumni is also accurately
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TaBLE 2: Comparison results of the accuracy of the three algorithms.

Data set Number of samples Agglomerative hierarchical clustering [28] (%) K-means (%) The proposed algorithm (%)

D1 4000 76.3 79.4 84.2
D2 4000 78.7 80.1 85.6
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FIGURE 7: Algorithm accuracy.
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FI1GURE 8: Recall rate of algorithm. FIGURE 9: F1 value of algorithm.
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TaBLE 3: Hyperparameter settings.

Hyperparameter nam

Hyperparameter description

Hyperparameter values

Size Adjust the dimension of word vector 100
Min-count Adjust the minimum frequency value of word 2
cbow_mean Select the training model 1
Window Adjust the size of context window 5
Worker Adjust the number of computing cores 10

TABLE 4: Statistical table of clustering results.

Personnel Number of class clusters  Class clusters of alumni
Alumni 1 22 3
Alumni 2 6 5
Alumni 3 13 7
Alumni 4 34 26
Alumni 5 11 11

located. Thus, alumni information identification is real-
ized, which shows that the constructed recognition model
is feasible.

5. Conclusion

The proposed ant colony optimization clustering algorithm
can achieve accurate clustering of alumni information, and
the clustering effect is good. Moreover, the constructed
model can disambiguate alumni name information and
improve the accuracy of alumni information identification.
The results show that the improved agglomerative hierar-
chical clustering algorithm has higher recognition accuracy,
recall rate, and F1 value compared to traditional agglom-
erative hierarchical clustering algorithm and K-means al-
gorithm. The corresponding average rates are 86.4%, 86.5%,
and 87%, which shows that adding the ant colony algorithm
into traditional agglomerative hierarchical clustering algo-
rithm can figure out the optimal solution. Applying the
modified algorithm to the alumni analysis model can further
improve the recognition accuracy and clustering effect,
which makes the model be extended and applied in the field
of alumni analysis. The contribution of this study is to
improve hierarchical clustering by using the ant colony
algorithm; thus, the accuracy of massive data classification is
improved. This method is applied to the analysis of alumni
information, which provides a reference for the extension of
informatization in various fields.

However, due to the lack of experimental conditions and
research experience, there are still certain limitations. The
future research is to improve the execution efficiency of the
improved hierarchical clustering algorithm, so as to com-
plete text data clustering and analysis in a shorter time.
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The design of shed-tunnel structure in the confined environment can help to avoid the safety of passing vehicles and pedestrians
from being threatened by the impact of upper rockfall in highway, railway, and other rockfall disaster protection engineering. Due
to the limitation of the space environment, it is necessary to optimize the shed-tunnel structure to provide enough space for
passing vehicles and pedestrians. In this study, a case study was made on the passing shed tunnel of Badong Juebitianhe
Revolutionary Education Base. First, the theoretical calculation of rockfall impact force was compared and optimized. Then, the
optimization scheme of “column + anchor bolt + buffer layer” was proposed based on the commonly used shed-tunnel form and
was verifled by ABAQUS numerical simulation. The performance of the optimized shed-tunnel structure is greatly improved in
terms of the space utilization rate of shed tunnel and the impact resistance of rockfall.

1. Introduction

Confined environment refers to the environment with
limited space. In the theory system of geological disaster
prevention and control, confined environment is mainly
manifested by high and steep slope in the inner side and
gully cliff in the outer side of the mountain road with limited
passage width. Under the impact of natural factors, the inner
slope is prone to collapse and rockfall disaster, especially the
high and steep rock slopes with sparse vegetation and de-
veloped rock fissures. Affected by rainfall and dead weight,
such slops tend to form negative terrain such as local
inverted ridge and cause rockfall disaster, which seriously
affect road passage and vehicle and pedestrian safety.
Shed-tunnel structure protection is commonly used for
preventing dangerous rock collapse in such geological en-
vironments. New structural forms such as frame shed

tunnel, skew joist shed tunnel, and all-steel shed tunnel are
often adopted at tunnel entrances [1]. To a certain extent, the
shed-tunnel structure solves the difficulties brought by bad
geological problems to railway construction. Yang et al. [2]
proposed a new type of flexible shed tunnel, which achieved
buffer energy dissipation by flexible using the energy-dis-
sipating structure formed by flexible metal mesh and spring
struts to replace the sand-gravel cushion laid at the top of the
traditional reinforced concrete shed tunnel. Jiang et al. [3]
conducted a related study by establishing two simulation
models of frame portal shed tunnel through the ANSYS/LS-
DYNA finite element software. The research results show
that the impact resistance of the shed tunnel can be im-
proved to some extent by changing the structure roof angle.
Based on the numerical simulation on the impact process of
rockfall using a dynamic finite element, Wu et al. [4] ob-
tained the dynamic and mechanical responses of the
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structure under different impact angles of rockfall and
concluded that the deflection deformation of the roof plate
and the roof beam of the shed tunnel presented a quadratic
parabolic shape. According to the comparative analysis of
experiments of ordinary support shed tunnel and energy
dissipation support shed tunnel, Bertrand et al. [5] con-
cluded that the energy dissipation support made of mild steel
could improve the bearing performance of the shed tunnel.
In addition, Delhomme et al. [6] replaced the sand-gravel
cushion by adding structurally dissipating rock-sheds (SDR)
at the support of concrete shed tunnel to absorb rockfall
impact energy and studied its dynamic behavior by scale test.
In addition, many scholars have conducted a lot of theo-
retical analyses on the numerical simulation of shed tunnel.
For example, Labiouse et al. [7] summarized the empirical
algorithm of rockfall impact force by combining it with the
field rockfall impact test. Yang and Guan [8] studied the
factors affecting the impact force by using a hammer impact
buffer layer through an indoor model test and proposed
relevant formulas for rockfall impact calculation. Pichler
et al. [9] studied the impact characteristics of rockfall by
using a numerical simulation method and combining it with
the pipeline protection structure in sandy cobble stratum.

The traditional shed tunnel can ensure the safety of
management engineering in a confined environment, but it
can not meet the requirements in terms of economic cost
and impact resistance. Therefore, it is necessary to optimize
the shed-tunnel structure. With the shed tunnel of Badong
Juebitianhe Revolutionary Education Base, as an example,
first of all, the rockfall impact theory calculation methods of
confined environment were compared, and the traditional
methods were optimized. Second, based on the optimal
impact theory, the optimized shed-tunnel structure was put
forward. Next, numerical simulation was conducted on the
stress and displacement in the different parts (beams and
columns) of the optimized shed tunnel through the ABA-
QUS software.

2. Comparison and Optimization of Theoretical
Calculation of Rockfall Impact Force in a
Confined Environment

Few people pass through a confined environment. Besides,
there are mostly steep cliffs in the mountain area, resulting
in a low safety index. The shed-tunnel structure mainly
needs to bear the external load of the impact load of
rockfall. Thus, the calculation of the impact force of
rockfall can provide a basis for the practical engineering
prevention and control.

The existing impact force algorithms include the sub-
grade code method, tunnel manual method, Yang Qixin
method, Japanese road authority method, Swiss method, Ye
Qigiao method, and Xiang Xin method. The following as-
sumptions were made before comparing these methods:

(1) Rockfall was assumed to be a homogeneous sphere.
Besides, both the fragmentation of rockfall and the
splashing of buffer soil were ignored in the impact
process.
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(2) The rockfall height group setting is as follows: 15 m,
30m, 45m, 60 m, and 75 m.

2.1. Introduction to Existing Calculation Methods. The dif-
ferent calculation methods and formulas are summarized in
Table 1.

The following results were obtained according to the
comparison of different calculation methods of impact force:
with the increase of rockfall radius, the impact force cal-
culated by all methods kept increasing trend. To be specific,
the impact force calculated by the Xiang Xin method had the
fastest increase and the largest calculated impact force,
followed by the Japanese road authority method and the
Swiss method; the impact force calculated by the tunnel
manual method had the slowest increase and the least
calculated impact force. With the increase of the height of
free fall, however, the difference between the methods be-
came larger and larger.

2.2. Comparison of Each Method with Simulation Results.
According to the comparison and analysis of the impact
force of rockfall with an equivalent radius of 0.2-0.5m
falling from a height of 20-100 m, it was concluded that the
simulated values were close to those calculated by the Xiang
Xin method and Japanese road authority method. The de-
viations between the simulated values and the values cal-
culated by the above two methods were 1.9% and 20.62%,
respectively, when the equivalent radius of rockfall was 0.2 m
and the height of rockfall was 100 m. With the increase of
rockfall mass and falling height, however, the simulated
values gradually approached the values calculated by the
Xiangxin method. The deviation between the simulated
values and the values calculated by above two methods was
—1.85% and 40.67%, respectively when the equivalent radius
of rockfall was 0.5m and the falling height was 100 m. The
impact force calculated by the Xiangxin method was the
closest to the simulated value, and the deviations were all
within 10%. However, the amplification coefficient of the
impact force in this method needed to be improved because
of the large mass and height of rockfall in a confined
environment.

2.3. Advantages and Disadvantages of Each Method.
Among the above methods, the value obtained by the tunnel
manual method was the minimum. The effect of gravity in
the process of rockfall was not considered; the rockfall did
not rebound after the regulated impact; the impact duration
obtained by this method was too long. Hence, the values
obtained were smaller. Some experiments proved that the
impact duration of rockfall generally did not exceed 0.14 s. In
fact, the value obtained by this method was the average value
of the impact process, rather than the maximum impact
force.

Similarly, the value obtained by Yang Qixin was also the
average value in the process of rockfall impact, rather than
the maximum impact force. In addition, the effect of gravity
in the process of rockfall was not considered, so the impact
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TaBLE 1: Different calculation methods and formulas.

Calculation method

Calculation formula

Subgrade code

P =P(Z)F =2yZ[2 tan* (45" + (¢/2)) — 1]F, where Z = V/(Q/2gyF) x \/(1/2 tan? (45° + (¢/2)) - 1)

method
Tunnel manual p = (Qu/gt)
method t = (2hlc)
¢ =T-p/(T+ ) (1 -2u) x (Elp)
p = (mamax
Yang Qixin method a = +/(2ghlt)

t = ((1/100) (0.097mg + 2.2h + 0.045/H + 1.2))

Xiang Xin method

F=3.2377(Ixyx Ny)(1/3) (mgH) ">, N, = 18(N, - tang, N, = tan® (45" + (¢/2))e"*,

(10] Fprae = 7.412(1x y x N) " (mgH) *”

Note. In the formula of the existing calculation method, P denotes the impact force of falling rock, (kN); P(Z) denotes the unit resistance of rockfall impact on
the buffer layer (kPa); VR denotes the impact velocity (m/s) when rockfall contacts the buffer soil layer; ® denotes the density of the layer (kN/m?); g denotes
the acceleration of gravity (m/s°); and F denotes the cross-sectional area of the equivalent sphere of rockfall (m?).

force calculated by this method was still smaller, being
similar to the value obtained by the tunnel manual method.

According to the functional principle, the value obtained
by the subgrade code method was actually also the average
impact force and was smaller. Its calculation result was close
to that of Yang Qixin and could not reflect the changing
relationship between rockfall and the thickness of buffer
layer.

As for the Japan Road community method and Swit-
zerland method, the empirical formula was established based
on a field test. The calculation result was the maximum
impact, and it was more in line with the engineering practice.
The value obtained by the Japan Road community method
was larger. The two methods were different in terms of the
selection of lame constant and deformation modulus, but
they did not consider the effect of buffer layer thickness of
rockfall impact.

Based on the theory of energy conservation and foun-
dation bearing capacity, the Xiang Xin method calculated
the reaction force of buffer layer, so the impact force ob-
tained was the maximum, being the calculated maximum
value among the above methods. It was more consistent with
the actual rockfall engineering of free-falling body, but it was
highly sensitive to rockfall.

Therefore, the Xiang Xin method was the most suitable
for the calculation of rockfall impact force in a confined
environment, and it is reasonable and feasible to optimize
the shed-tunnel structure by using the Xiang Xin method as
the calculation method of rockfall impact force in a confined
environment.

3. The Design Optimization of Shed-Tunnel
Structure Based on Optimization Impact
Force Theory

3.1. Shed-Tunnel Structure Type. The design of shed tunnel
needs to be considered for mountainous areas where most

geological disasters occur, so the classification of shed tunnel
in mountainous areas is of great significance [11]. Shed tunnel
has various structure forms, which is mainly composed of five
parts, namely, outer support structure, inner wall, roof,
transverse connection at the bottom, and the outer founda-
tion [12]. To be specific, the outer supporting structure is in
the form of straight column, inclined column, cantilever, wall
type, and arch beam; the inner wall is in the form of retaining
wall and curved arch; the roof is in the form of flat plate and
curved arch; the outer foundation structure is in the form of
independent foundation, strip foundation, pile foundation,
and underground continuous wall.

3.2. Optimization of Shed-Tunnel Structure. Shed tunnel can
help to avoid endangering the lives of passing vehicles and
pedestrians. Due to the limitation of the space environment,
however, it is necessary to optimize the structure form of the
shed tunnel. In the study, by comparing with the traditional
shed-tunnel structure, the shed tunnel was optimized from
the aspects of structure shape, connection mode of the shed
tunnel and the rock mass, and the buffer layer material of the
roof board to improve the utilization rate of space while
satisfying the structural performance.

Therefore, based on the comparison with the ordinary
shed-tunnel structure described in Section 3.1, the following
optimization measures were proposed for shed-tunnel
structure:

(1) Shed tunnel has more strict requirements for con-
crete material. Thus, the rock mass was replaced by
shed-tunnel stress components; the original internal
and external pillars as the main stress components
were replaced by only lateral pillars. Besides, the
inner pillars were removed and replaced by the slope
rock mass and anchor bolt.

(2) According to the study of Luo Wenjun and Cao [13],
the vibration isolation effect of the barrier filled with
tire debris was optimal within the frequency band of



FIGURE 1: Three-dimensional schematic diagram of portal an-
choring shed tunnel.

1-10Hz and 15-25Hz. Therefore, abandoned tires
were used to provide the buffer energy dissipation
effect of rockfall for the buffer soil layer of the shed

tunnel.

The optimized shed-tunnel structure model is shown in
Figure 1.

Figure 1 shows a three-dimensional schematic diagram
of an optimized shed-tunnel structure. In the figure, the
main stressed components of the shed tunnel are the roof
plate and column. The overall enhancement inside is
achieved by embedding the shed-tunnel with the rock slope
body by anchor rods.

The section drawings of shed-tunnel structure before and
after optimization are shown in Figures 2 and 3:

The comparison of shed tunnel before and after opti-
mization is listed in Table 2.

4. Engineering Cases

In this study, the optimization scheme of the traditional
shed tunnel was explained by taking the shed-tunnel
design of the geological disaster spot of Juebitianhe in
Juebitianhe an example. Juebitianhe Revolutionary Edu-
cation Base is located in Qingtaiping Town and Shuibuya
Town, Badong County. There are a certain number of
disaster spots along the base. Any instability will affect the
normal operation of irrigation canals, drinking water, and
irrigation for tens of thousands of people in Badong and
Changyang counties. Besides, it will affect the lives and
property safety of more than 200 households below the
canal. In addition, it will pose a serious threat to the life
safety of students, party cadres, and tourists who come
here to carry out party day activities.

The destroying modes of the dangerous rock mass in the
rocky slope were dominated by falling type and dumping
type. Moreover, lithologic was hard limestone rock mass.
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FIGURE 3: Section of portal wall shed tunnel.

Therefore, the ordinary shed-tunnel structure was optimized
as follows: the inter side and rock mass were built-in into an
organic whole through an anchoring bolt; as the contact of
the shed-tunnel structure, the outer side held the stress
passed to the pillar from the top of the shed tunnel through
the pile foundation. The engineering geology section is
shown in Figure 4, and the elevation layout of the engi-
neering is shown in Figure 5.
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TaBLE 2: Comparison of shed tunnel before and after optimization.

Contrast factor Before optimization

After optimization Optimization results

Available volume of space 5.05m’
Useable volume of concrete 6.375m’
Peak value of impact force on the roof 5.7 N/mm?

6.313 m’ Being improved by 25%
5.025m’ Economic returns increased significantly
2.8 N/mm” Being improved by 50%

Note. The extension length of the shed tunnel is 1 m.

' ’ " ' : Distance (m)
45 90 135 180 225 0
Legend
Dazhi Formation of
Tid L
Lower Triassic

[ Limestone

| Gravel soil

@ Quaternary colluvial deposits

Joint fissure

Rock fragmentation

FIGURE 4: Section of engineering geology.

FIGURE 5: Elevation layout of the engineering.

Stratigraphic lithology of Badong Juebitianhe Revolu-
tionary Education Base is listed in Table 3.

The mountain terrain in the Juebitianhe area has a large
slope, generally reaching 60°-80°, and most of them are steep
cliffs, which provide good space conditions for the formation
of dangerous rock masses. The dangerous rock mass is
composed of thin layer and middle layer of limestone with
hard brittle lithology, which provides a material source for
the formation of dangerous rock mass. The rock mass

fractures are complexly developed and are dominated by
steeply inclined fractures, and they can deform and expand
under gravity unloading. Besides, the weathering of rock
mass, the infiltration of fissure water, and the wedging of plant
roots can quicken the collapse and deformation of dangerous
rock mass. The space is limited in the construction process.
The traditional shed tunnel was optimized by the optimiza-
tion scheme proposed in this study. The optimized shed
tunnel not only facilitated the construction but also took into
account the requirements of the confined construction site
under the actual environmental conditions.

4.1. Contrastive Analysis of Stress. The portal wall shed-
tunnel structure was taken as an example before the
optimization. The optimization model in this study used
ABAQUS as simulation software, and the material con-
stitutive model was mainly based on the actual optimi-
zation model. The physical parameters of the management
project in Enshi, Hubei province, are calculated and
simulated, as listed in Table 4. The stress nephogram is
shown in Figure 6.

The portal anchoring shed-tunnel structure is taken as an
example after the optimization, with the stress nephogram,
as shown in Figure 7.

Based on the comparison and analysis of Figures 6 and 7,
it was found that the external force on the joints between
columns and beams of the portal wall shed tunnel was much
greater than that of the portal anchoring shed tunnel.

According to the equivalent stress nephogram, the unit
stress curves of the key parts of the jack stringer of the shed
tunnels could be obtained, as shown in Figures 8 and 9.

Based on the comparison and analysis of Figures 8 and 9,
it was found that the peak value of unit stress in the key
position of the jack stringer of the anchoring shed tunnel and
the unit stress value after the structure was stabilized were
lower than the corresponding position of the wall shed
tunnel.

According to the equivalent stress nephogram, the
unit stress curves of the key parts of the center pillars of
the shed tunnels could be obtained, as shown in Figures 10
and 11.

As seen from the comparison and analysis of Figures 10
and 11, the peak value of unit stress in the key position of the
center pillars of the anchoring shed-tunnel and the unit
stress value after the structure was stabilized were lower than
those at the corresponding positions of wall shed-tunnel.

In conclusion, the stress values of the key parts of the jack
stringer and center pillars of the anchoring shed tunnel were
smaller than those of the corresponding positions of the wall
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TaBLE 3: The stratigraphic lithology of Badong Juebitianhe revolutionary education base.
Formation Distribution location and material composition
. . It is distributed below the cliff Tianhe channel of the exploration route of Shuibuya Section of
Quaternary colluvial deposits S . . . .
) the exploration line, with an uneven thickness of generally 3-5 m. It is mainly composed of
4 collapsed stones with diameters of generally 0.5-1 m and 1.8 m at most.
It is distributed below the precipitous Tianhe channel of the exploration route from
Quaternary artificial accumulation Sanlicheng to Baishuoping Section. The main material composition is gravel soil, with the
Q layer (Q,™) soil-rock ratio of 7: 3, presenting a loose to slightly dense state, with a distribution thickness
4 of 1-3m.
It is distributed in the exploration route from Shuiliuping Section to Baishuoping Section,
. . that is, the large landslide, which is composed of gravel soil, with the content of about 40%-
Quaternary landslide deposits o . . ;
Q% 50%; gravel components are limestone, with the diameter of generally 5 cm-30 cm and about
4 1 m at most; the soil has a high content of yellowish-brown clay particles. The accumulation
layer has an average thickness of 4m, and a total volume of about 3.2 x 10* m>.
- . The lithology of the stratum is a thin layer and medium-thick layer limestone, with the
Bed Lower triassic daye formation . o . .
rock (T,d) stratum occurrence of 135-240°24-15", serious surface weathering, and local small-scale
! falling. Rock mass and slope form tangential slope and reverse slope structure.
TaBLE 4: Physical parameter values of materials.
Density p (kg/m?) Elasticity modulus E (Mpa) Poisson’s ratio y Cohesion ¢ (kPa) Friction angle ¢ (*)
7850 200000 0.3
2500 5000 0.24
1850 35 0.35 20 =
2500 30000 0.2
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Mathematical Problems in Engineering

Stress (N/mm?)
W
T

2 -
1 -
1 1 1 1 1 1 1 1 1 1
0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20
Time (s)
—— 1 -v-3
—— 2 —e- 4

F1GURE 8: The unit stress curves of the key parts of the jack stringer
of the portal wall shed tunnel.

35
3.0
2.5 s A
\
‘E : “\ /‘/ \\ / \T\ 7 N S
g 200 - ok " BT
Z >
g 1.5
&
1.0 -
0.5
1 1 1 1 1 1 1 1 1 1
0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20
Time (s)
-2 -+- 4

FIGURE 9: The unit stress curves of the key parts of the jack stringer
of the portal anchoring shed tunnel.

shed tunnel. Thus, the anchoring shed tunnel was more
suitable in confined environment.

4.2. Comparative Analysis of Displacement. The displace-
ment of portal shed tunnel was analyzed. The displacement
nephograms of portal wall shed tunnel and portal anchoring
shed tunnel were obtained, as shown in Figures 12 and 13.

The portal wall shed-tunnel structure was the shed-
tunnel structure before optimization. Based on the analysis
of the displacement variation of the maximum displacement
nephograms of the portal wall shed-tunnel structure, it was
found that the beam-column joints of the portal wall shed
tunnel had obvious displacement variation under the action
of the great external force. Based on the analysis of the

4.0
35
30
25
2.0

Stress (N/mm?)

1.5 F
1.0

0.5 [

1 1 1 1 1 1 1 1 1 1
0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20
Time (s)

—.— TOP
—v— Bottom

FIGURE 10: The unit stress curves of the key parts of the center
pillars of the portal wall shed tunnel.
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FIGURE 11: The unit stress curves of the key parts of the center
pillars of the portal anchoring shed tunnel.

maximum displacement nephograms of the portal an-
choring shed-tunnel structure in Figure 13, it was found that
the beam-column joints of the optimized shed tunnel re-
ceived relatively small external forces under the same
position.

The structure displacement first occurred at the center of
the roof plate of the shed-tunnel just below the rockfall and
the middle position of the jack stringer when the rockfall
initially contacted with the cushion. With the gradual
contact between rockfall and cushion, the displacement
range gradually expanded to the jack stringer and the center
pillar, and the maximum displacement of the roof extended
to the inside. When the rockfall movement stopped and the
structure tended to be stable, the maximum displacement
occurred in the center pillar and the jack stringer. The
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FIGURE 13: The maximum displacement nephograms of portal anchoring shed-tunnel structure.
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F1GurE 14: Diachronic curves of the maximum displacement of the
jack stringer of the anchoring shed tunnel and wall shed tunnel.

displacement boundary was relatively clear, and the maxi-
mum displacement also occurred at the structure stress
concentration.

The diachronic curves of the maximum displacement of
the jack stringer of the portal anchoring shed tunnel and
portal wall shed tunnel are shown in Figure 14.

As shown in Figure 14, the maximum displacement of
the jack stringer of the wall shed tunnel was significantly
greater than that of the anchoring shed tunnel. Based on the
comparison of the maximum displacement values of rep-
resentative units in the key parts of the structure, such as the
jack stringer, roof plate, and interior stringer, it could be
concluded that the anchoring shed tunnel was more suitable
for a confined environment than the wall shed tunnel under
the same conditions.

5. Conclusion

In this study, the optimization of shed-tunnel structure in a
confined environment is studied, and the following con-
clusions are drawn:

(1) Through comparative analysis of traditional impact
force calculation methods, the Xiang Xin method is
most suitable for the calculation of rockfall impact
force in a confined environment.

(2) The optimization of the shed tunnel increases the
space utilization rate, reduces the cost, and greatly
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improves the impact resistance of rockfall. The re-
sults provide a reference for similar shed-tunnel
management.

(3) The shed-tunnel design still can be further optimized
for Juebitianhe geological disaster site in Enshi. If
there are difficulties in the actual construction
process, then the potential safety threats in the
construction process still exist. Because the main
force falls on the column, high requirements are
proposed for the concrete used by the column. In the
later stage, the model can also optimize the shed-
tunnel structure by changing the bending moment,
shear force, and energy.
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Aerobic exercise is the predecessor of aerobics. Aerobics is a kind of young and energetic sports, although it is only is popular in
recent years, but because of its strong ornamental, very beautiful, so many people like it. Now, the characteristic of sports de-
velopment is to integrate competitive sports into schools, and the establishment of high-level sports teams in Chinese colleges and
universities is the need of the current development trend and adapts to the trend of the times. Many colleges and universities have
invested a lot of time, money, and energy. It is to set up a high-level sports team. It has provided great help to physical education and
athletes. Therefore, it is very beneficial to the sustainable development of aerobics of high-level sports teams in colleges and
universities to compare, analyze, and study the aerobic training methods of high-level sports teams in colleges and universities, and
find out the existing problems in current training, correct them in time, and find out more suitable training methods.

1. Introduction

An opponent is established for the deep learning system
applied to image object recognition, and the system pa-
rameters are used to find the minimum disturbance of the
input image so that the system can misclassify with high
confidence. We use this method to construct and deploy an
opponent of a deep learning system applied to music content
analysis. We find that the convolution architecture is more
robust than the majority vote system based on a single
classified audio frame [1]. Large-scale gene expression pro-
files have been widely used to describe the response of cells to
various disease conditions, genetic interference, and so on.
Although the cost of genome-wide expression profiles has
been steadily decreasing, it is still very expensive to generate a
compilation of expression profiles on thousands of samples.
Deep learning is still better than linear regression with a
relative improvement of 6.57% and achieves lower error on
81.31% of target genes [2]. The emergence of electronic
medical records with large electronic image databases and the
progress of deep neural networks with machine learning
provide unique opportunities to achieve milestones in

automated image analysis. As a new image classification
technology, deep learning technology has high classification
accuracy and effectiveness [3]. A long-term memory network
is the most advanced technology for sequence learning. They
are not often applied to financial time-series forecasting, but
they are essentially suitable for this field. We find that the
daily return rate of the LSTM network is 0.46%, and the
Sharpe ratio before transaction cost is 5.8, which is superior
to memoryless classification methods, namely, random
forest, deep neural network, and logistic regression classifier
[4]. We propose a consistency-aware depth learning (CADL)
framework for personnel rerecognition in camera networks.
Under the framework of deep learning, we use this consis-
tency perception information to automatically learn feature
representation and image matching under certain consis-
tency constraints. Experimental results show that the per-
formance of this method is greatly improved, which is much
better than the existing methods [5]. A new scalable training
method for deep learning machines is proposed, which
utilizes data parallelism through incremental block training
and intrablock parallel optimization, and stabilizes the
learning process through block model update filtering.
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Compared with the traditional random gradient descent
training based on a small batch on a single GPU, we have
achieved linear acceleration of 16 GPUs on the LSTM task
and 64 GPUs on the DNN task, and the recognition accuracy
has not decreased or improved [6]. Defect prediction is a very
interesting topic, especially at the change level. Deep learning
is a research hotspot in the field of machine learning.
Whether deep learning can be used to improve the perfor-
mance of just-in-time defect prediction has not been studied.
The experimental results show that in 4 of the 6 items, this is
statistically significantly higher than Yang et al.’s method [7].
The practical success of deep neural networks has not
matched the theoretical progress of satisfactorily explaining
their behavior. In this study, the information bottleneck
theory of deep learning is studied. By combining the analysis
results with the simulation results, we prove that the in-
formation plane trajectory is mainly a function of neural
nonlinearity [8]. Finding the parameters that minimize the
loss function is the core of many machine learning methods.
The random gradient descent algorithm is widely used and
provides the most advanced results for many problems [8].
Nowadays, many diseases are gradually becoming younger,
and stroke is one of them. This study found that aerobics can
assist in the treatment of stroke [9]. Aerobics can make
people’s joints and muscles get good exercise, thus reducing
symptoms such as joint sprain and muscle strain. This study
found that aerobics is a means to improve the important
system of the body and improve the efficiency of the body
system through physical exercise [10]. This study found that
aerobics can reduce overweight and adipose tissue, coordi-
nate human limbs, and strengthen explosive force and
flexibility [11]. Because aerobics has many benefits to people’s
health, people like this sport more and more. It can cultivate
students’ innovative abilities, so it is necessary to improve
teachers’ professional skills in the teaching process [12]. This
study uses imagery training to improve the teaching method
of aerobics. The research shows that this method can improve
our understanding of aerobics and adjust our emotions [13].
In this study, yoga, aerobics, and aerobics combined with
yoga training are divided into groups. The analysis results
show that the fitness effect of yoga and aerobics on women is
better than that of single training [14].

2. An Analysis of the Problems Existing in the
Traditional Aerobics Teaching Mode

2.1. Action Name Confusion. Under the traditional aerobics
teaching, students learn to cope with examinations, which is
very common. At the end of the assessment, the actions are
forgotten. After the course, 90% of the students cannot
answer the terms, basic action names, and action methods of
aerobics. Even in the process of learning, it will be found that
the focus of contact with this subject is on the imitation
learning and memory of complete sets of movements, ig-
noring the repeated practice and memory of basic move-
ments, resulting in poor standardization of the final
complete sets of movements. For example, kicking and
bouncing are indistinguishable, word step and man step are
indistinguishable, and the transition from low-impact step
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to high-impact step-bouncing kick and bouncing kick jump,
leg sucking, and leg sucking jump are indistinguishable,
which are caused by unclear basic action concepts, unclear
action names, or confusion, which will not be conducive to
subsequent learning and memory.

2.2. Poor Standardization of Movements. One of the most
basic elements of aerobics is that the movements should be
elastic, due to lack of practice and poor coordination of limbs.
For example, when sucking legs in the last step, the thighs are
uneven, the toes are hooked, and the crotch is swung forward.
In the “V” step, the center of gravity fluctuates too much,
wraps the legs outward, and swings the hip joints in turn.
These are the problems caused by unclear action essentials.
Therefore, the essentials and norms of basic movements
should be the focus of learning at the beginning, instead of
rushing to remember the sequence of complete sets of
movements.

2.3. Insufficient Movement Practice. In the process of stu-
dents’ learning, you will find that some students’ poor
movement quality is due to the lack of exercise, which leads to
poor physical coordination. After a month’s class with the
same teacher and the same basic movement training methods,
itis finally found that the coordination and standardization of
students’ movements improved by the main items are better
than those of students in general classes, no matter which set
of exercises. Therefore, the number of exercises is the decisive
factor to change the coordination of movements, that is, the
so-called quantitative change causes qualitative change. In
addition, the quality of flexibility is congenital, but there is a
lot of room for change the day after tomorrow. In the learning
process of basic movements, continuous and special training
for the completion of movements will greatly improve and
enhance the standardization of movements. For example,
lifting and side lifting are the worst standardized movements
for beginners, and it is difficult to get in place at once.
However, after repeated targeted positioning control exer-
cises, increasing muscle memory, and shoulder joint flexi-
bility exercises, these movements, especially lifting
movements, have been greatly improved.

3. Collaborative Filtering Algorithm

The collaborative filtering algorithm, as the most practical
and popular recommendation algorithm at present, makes
use of the collaborative wisdom among users to make
recommendation judgments. Generally speaking, collabo-
rative filtering algorithms are divided into two ways: nearest
neighbor-based collaborative filtering and model-based
collaborative filtering.

3.1. Collaborative Filtering Algorithm Based on Nearest
Neighbor. The basic idea of the nearest neighbor-based
collaborative filtering algorithm is as follows: in order to
recommend the potentially interesting content to a specific
user, first, other users with some similar characteristics are



Mathematical Problems in Engineering

found, and based on the content objects that similar users are
interested in, the content objects are pushed to specific users.
Therefore, the nearest neighbor-based collaborative filtering
algorithm mainly includes two main steps: (1) to find the user
set similar to the target user, and (2) find the objects that
users like in this collection and the target users have not made
a relevant evaluation and recommend them to the target
users. First, the user-object rating matrix is used to represent
the user’s historical behavior. For user I, the vector ruler R;,
(representing the matrix R and the i-th row) is used to
represent the user’s historical behavior. Next, we need to find
out the user set similar to user I. In order to find out the
similar users, researchers put forward two commonly used
similarity measurement methods: Jaccard similarity and
cosine similarity.

Jaccard similarity can be expressed as formula (1) as
follows:

wWinWw,

L 1
w,nW, )

JaccardSimilarity =

Cosine similarity can be expressed as formula (2) as
follows:

Ri* ° R]*

CosineSimilarity = W
i || X J*

’ (2)

where R;, and R, represent the historical behavior of users
and J in the user-object scoring matrix, - represents the inner
product of vectors, and |- || represents the modulus of
vectors.

After determining the similarity measurement method,
K users with the highest similarity with the target user I are
formed into a similar user set U (i, k). Finally, formula (3) is
used to calculate the score prediction of the object whose
evaluation is not made by the target user I

R = Z winjs’ (3)
€U (5NN (s)

R, represents the evaluation prediction of user I on object S,
w;; represents the similarity between user I and user J, R

represents the score of user J on object S, U (i, k) represents
the collection of K users most similar to user I, and N (s)
represents the collection of users who have evaluated article S.

After predicting the ratings of the target user I for all
potential recommendation targets (objects that make eval-
uations), K objects with the highest predicted ratings are
recommended to user L.

The nearest neighbor-based collaborative filtering al-
gorithm is also called the user-based collaborative filtering
algorithm, because the overall idea of its algorithm is to
calculate the user set most similar to the target user from the
user’s point of view, then calculate the score prediction of the
target user to the potential recommendation target, and
finally recommend it. In addition to the user-based col-
laborative filtering algorithm, there is also an object-based
collaborative filtering algorithm, whose ideas and steps are
almost the same as those of the user-based collaborative
filtering algorithm. The object-based collaborative filtering

algorithm is to find the object that is most similar to the
target object from the perspective of the object, then predict
the prediction score between the object and the user, and
finally recommend it.

The user-based collaborative filtering algorithm needs to
maintain a user similarity matrix whose size is m x m, and
the object-based collaborative filtering algorithm needs to
maintain an object similarity matrix whose size is nxn.
From the storage point of view, if the number of users is
huge, it needs a lot of storage space to use user CF. Similarly,
if the number of items is large, using item CF also requires a
large maintenance cost.

3.2. Model-Based Collaborative Filtering Algorithm. In Oc-
tober 2006, Netflix, a DVD retailer, announced a compe-
tition in which anyone who invented a new method 10%
better than its existing movie recommendation algorithm,
CineMatch, won a seven-figure prize. The algorithm that
shines brilliantly in the competition is the model-based
collaborative filtering algorithm, which is also called the
LFM hidden factor model or probability matrix decompo-
sition model. The gradual implicit factor model has become
the most common algorithm in recommendation algorithm
and also become the most important model in recom-
mendation algorithm research.

The PMF model directly models the user-object evalu-
ation matrix R, making R =~ UTV. The algorithm uses two
parameter matrices U and V to describe the features of users
and objects, where K is used to describe the dimension of
feature vectors of users and goods. The parameters in U and
V are trained by using the score data made by users in R,
then, the vacant score in R is predicted by using R = UTV,
and finally, the object with the highest predicted score is
selected as the recommendation object for the target users.
The whole algorithm can be regarded as a process of matrix
factorization, so the LFM model is often called matrix
factorization model.

The mathematical expression of score prediction in PMF
is the following formula:

rij = Ui* : V*]’ (4)

where r;; represents the score of user I on object J, Uy,
represents the i-th row of U matrix, that is, the eigenvector of
user I, and V, j represents the j-th column of V matrix, that
is, the eigenvector of object J. Formula (4) represents the
construction method of the scoring model in PMF. In order
to solve the parameter matrices U and V, the PMF model
constructs a loss function J(U, V) as follows:

2
JWU.V)= Y (U -Vij=ry) + MU+ LIVIE (5

R;;eS

The first term in formula (5) is a fidelity term, which
ensures that the parameter matrices U and V are consistent
with the training data, while the last two terms are regular
terms or constraint terms, and the matrix Frobenius norm is
generally used as the regular term, where S represents the set
of non-null scoring items in the user-object scoring matrix,



indicating that the loss function J (U, V) only fits the non-
null items in the user-object scoring matrix; A; and A, are
regularity parameters, which are used to adjust the degree of
strong-weak relationship between fidelity term and regularity
term. The solution problem of LEM is transformed into the
following optimization problem, as shown in formula (6).

U,V =argmin J(U,V). (6)
u,v

In order to solve formula (6), the most common opti-
mization algorithm, batch gradient descent method, is in-
troduced. The BGD is an iterative optimization algorithm by
constantly updating each element U;,, and V,,,; in the U and
V matrices, so that each update can approach the minimum
value of the objective function J (U, V). The updating rules
are formulas (7) and (8).

n+l |

unt=Un U —J(U,V) *a, (7)
n+l _ ymn 0

Vi =V “av, (8)

N in the above formulas (7) and (8) denotes the current
number of iterations, and « is the learning rate or iteration
step. Then, the partial derivatives of the objective function
J(U, V) with respect to U,,, and V,,; are solved, as shown in
formulas (9) and (10).

JU,V)y=Y2v, (U, -V, -

m ]

aU rij) + 20U, 9)

—I(U V) =

av,, ZZU (Ui -V

The complete iterative formula of BGD can be obtained
by bringing formulas (9) and (10) into (7) and (8).

There are four hyperparameters in the PMF model,
including the number of hidden factors k, regularization
parameters A, and A,, and learning rate «, where k describes
the size of the model, which is generally related to the density
of data, A, and A, describe the strength of regularization
terms, which are generally used to overcome the overfitting
problem of the model, and « represents the adjustment
degree and convergence rate of each update. Usually, the
selection of super-parameters needs to be decided by ex-
periments, and there are also cross-validations or Bayesian
methods to help select super-parameters.

Subsequently, the probability model of PMF and its
derivation process are explained. Because the essence of the

r,.].) +24,V,5. (10)
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PMF model is to fit the R of score data, the PMF is a re-
gression model on the whole. Based on the basic modeling
idea of the regression model, it is assumed that the pre-
diction error obeys the normal distribution with an ex-
pectation of 0, as shown in formulas (11) and (12).

~ N(0,0%), (11)

e=r;—U,V,, (12)

As shown in formula (12), the error is equal to the
difference between the predicted value and the true value,

from which the probability of the occurrence of the true
value can be deduced as shown in formula (13).

2
1 (”ij -Uj, 'V*j)
p(ri; ULV, j0) = méexp< 5 > (13)

Formula (13) is arranged into a matrix expression as
shown in formula (14).
2 Iij
) ﬂ _

(14)

U,V

m_ m (ru —U.
_ ij i*
|

pR|U,V,o0)

The goal of the model is to solve Uand V, so the Bayesian
formula is used to find the conditional probability expres-
sion of U and V and R, where I;; is the indicator function,
indicating whether r;; is empty, as shown in formula (15).

PRIU,V)pU)p(V)
P(R)

pWU,VIR) = oop (RIU, V)p(U)p (V).

(15)

Then, it is assumed that the parameters in U and V also
obey a normal distribution with an expectation of 0 as shown
in formula (16).

p(U163) = [ [N(U;10.621), p(v163) = [ [N(V1,0,621).

i=1 i=1

(16)

According to formulas (14)-(16), conditional probability
expressions for U and V and R can be obtained from the
maximum a posteriori estimation framework. In order to
simplify the calculation, the logarithmic form of the con-
ditional probability will be obtained here, as shown in
formula (17).

1 m m

>Im72 + nklnaé + mk1n0‘2,> +C.
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FIGURE 1: Comparison of the number of parameters.

N denotes the number of users in the system, M denotes the
number of objects in the system, K denotes the number of
implicit factors, and formula (18) can be obtained by sorting
out formula (17).

Ly(ry = Ui V),

N |
Mz
NgE

I
—
.

I
—

E-=
(18)
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According to the definition of the MAP framework, the
solution goal is to find the parameters U and V so that the
value in formula (7) is as large as possible, and the value of
E in formula (18) is as small as possible. It can be found
that the objective function and solution objective in
formula (18) are consistent with those in the previous
formula (5).

4. Experimental Analysis

4.1. Performance Comparison. In order to improve the ac-
curacy of our later experiments, we have performed 10 ex-
periments on the number of parameters, learning ability, and
complexity of DL, DBN, CNN, and RNN, and compared the
performance of the four algorithms, as shown in Figures 1-3.

Looking at Figures 1-3, we can clearly see that the DL
algorithm has the strongest performance ability in terms of
parameter number, learning ability, and complexity, so we
choose the DL algorithm for the next experiment.

4.2. Analysis of the Proportion of Completed Points and
Reduced Point Units in the Complete Set of Competitive
Events

4.2.1. Complete the Proportion Analysis of Subunit and
Subunit. In the evaluation part of the completion of the
rules, the units of each action content reduction unit are

different. The difficulty/skill is to reduce the points once for
each complete action, the operation action is to reduce the
points once for each eight-beat action, and the main content
(transition connection, cooperation, and lifting action) is to
reduce the points once for each action. According to expert
interviews, the principle of completing score reduction is to
take the first grade of score reduction when multiple errors
of the same grade (deviating from the degree of perfect
completion) occur at the same time, and when errors of
different grades occur, the light is avoided and more at-
tention is paid.

Table 1 is obtained by video analysis and writing of the
men’s singles final set of the 15th World Championships. It
can be seen from the following table that the number of
difficulty reduction units in each group of men’s singles is 80,
and the proportion (40.00%) is the highest among all action
contents. Followed by exercises, the total number is 65
(33.50%). Finally, there are transition connections, with a
total number of 53 (26.50%).

Table 2 is obtained by video analysis and writing of the
women’s singles final set in the 15th World Championships.
As can be seen from the following table, the number of
difficulty reduction units in each group of women’s singles is
80, accounting for 39.60%, which is the highest among all
movements, followed by exercises, with a total number of 67
(33.17%).

Table 3 is obtained by video analysis and writing of the
mixed doubles final set of the 15th World Championships.
It can be seen from the following table that the number of
difficulty reduction units in each group of mixed doubles is
72, accounting for 33.80%, which is the highest among all
action contents. Then, there are transition connections,
with a total number of 36 (16.90%) and, finally, coopera-
tion, with a total number of 33 (15.49%). Lifting is the fixed
content of collective projects, so each set has a reduction
unit.

Table 4 is obtained by video analysis and writing of the
15th World Championships three-person final set. As can be
seen from the following table, the number of difficulty
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TaBLE 1: Statistics on the number of reduced units in men’s singles.

TABLE 2: Statistics of the number of women’s singles reduced units.

Ranking Difficult Exechise Transitipn Total Ranking Difficult Exechise Transiti.on Total
movement action connection movement action connection

1 10 8 7 25 1 10 8 6 24

2 10 8 5 23 2 10 9 8 27

3 10 9 6 25 3 10 8 8 26

4 10 9 8 27 4 10 8 6 24

5 10 8 7 25 5 10 8 7 25

6 10 9 7 26 6 10 9 8 27

7 10 8 6 24 7 10 9 7 26

8 10 8 7 25 8 10 8 5 23

Total 80 65 53 198 Total 80 67 55 202
Percentage 40.00% 33.50% 26.50% Percentage 39.60% 33.17% 27.23%

reduction units in each group of the three people is 72,
accounting for 33.49%, which is the highest among all action
contents. Followed by exercises, the total number is 66
(30.70%). Then, there are transition connections, with a total

number of 48 (16.90%) and, finally, cooperation, with a total
number of 21 (9.77%).

Table 5 is obtained by video analysis and writing of the five-
person final set of the 15th World Championships. As can be
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TABLE 3: Statistics on the number of reduced units in mixed doubles in the 15th World Championships.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Total
1 9 8 4 4 1 26
2 9 8 4 4 1 26
3 9 9 5 4 1 28
4 9 8 6 5 1 29
5 9 8 5 3 1 26
6 9 6 5 5 1 26
7 9 8 5 4 1 27
8 9 9 2 4 1 25
Total 72 64 36 33 8 213
Percentage 33.80% 30.05% 27.23% 15.49% 3.76%

TaBLE 4: Statistics on the number of reduction units completed by three people in the 15th World Championships.
Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Total
1 9 9 8 2 1 29
2 9 8 4 3 1 25
3 9 9 7 2 1 28
4 9 8 8 3 1 29
5 9 8 5 2 1 25
6 9 8 6 2 1 26
7 9 8 5 3 1 26
8 9 8 5 4 1 27
Total 72 66 48 21 8 215
Percentage 33.49% 30.70% 22.33% 9.77% 3.72%

TABLE 5: Statistics of the number of reduced units completed.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Total
1 8 9 4 5 1 27
2 9 8 5 4 1 27
3 9 8 6 4 1 28
4 9 8 4 4 1 26
5 8 10 5 3 1 27
6 9 9 7 3 1 29
7 8 8 5 4 1 26
8 9 9 6 2 1 27
Total 69 69 42 29 8 217
Percentage 32.73% 31.36% 22.33% 9.77% 3.64%

TABLE 6: Statistics on the number of reduced point units completed in the finals of the 15th World Championships.

Difficult movement Exercise action Transition connection Collaboration Lifting action
Men’s singles 10 8.38 6.63
Women’s singles 10 8.38 6.88
Mixed doubles 9 8 4.5 413 1
Three persons 9 8.25 6 2.63 1
Five people 9 8.63 5.25 3.63 1

seen from the following table, the number of difficulty reduction
units in each group of five people is 72, accounting for 32.73%,
which is the highest among all action contents, followed by
exercises, with a total number of 69 (31.36%); then, there are
transition connections, with a total number of 42 (19.09%) and,
finally, cooperation, with a total number of 29 (13.18%).

4.2.2. Overall Analysis of Point Reduction Units in Complete
Sets of Competitive Events. By writing 40 sets of videos, the
number of units for completing points and reducing

points of different action contents in each competition
routine is obtained, and Table 5 is calculated according to
the average of the total number of individual items. As
can be seen from Table 6, the average number of difficulty
units in single events is 10 and that in collective events is
9. There are more than 8 units in each routine on average;
because, in this cycle rule, it is required that there must be
8 complete operation units in each set, among which the
average value of five people is the highest (8.63) and the
average value of mixed doubles is the lowest (8). In the
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FIGURE 4: Percentage statistics of completed point reduction units.

TABLE 7: Statistics on the reduction of points in the contents of
men’s singles in the 15th World Championships.

TABLE 8: Statistics on the reduction of points in the completion of
each movement content of women’s singles.

Ranking Difficult movement Exercise action Transm'o o Ranking Difficult movement Exercise action Tran51t19 n
connection connection

1 0.5 0.2 0.1 1 1 0 0.2

2 0.9 0.1 0 2 0.9 0.2 0.1

3 0.9 0.2 0 3 0.9 0.4 0.3

4 0.5 0.7 0.2 4 1.2 0.1 0.1

5 1 0.2 0.1 5 1 0.2 0.1

6 0.8 0.2 0.3 6 1.1 0.3 0.2

7 1.2 0.2 0 7 1.1 0.3 0.2

8 1.4 0.1 0 8 1.8 0.3 0.2

Total 7.2 1.9 0.7 Total 9 1.8 1.4

Percentage 73.47% 19.39% 7.14% Percentage 73.77% 14.75% 11.48%

rules of this cycle, it is required that there must be no less
than 4G+ actions in each set, and only G+ can be
expressed by transitional connections in single events.
Therefore, the average value of transitional connections
in single events is significantly higher than that in col-
lective events. In collective events, the average value of
three-person exercises (6) is the highest and closest to
single events, while mixed doubles events are the lowest
(4.5). In cooperation, the average number of units in
mixed doubles is the highest (4.13), while that in triple
doubles is the lowest (2.63).

Figure 4 is obtained by adding the total data of each item
and calculating the percentage. It can be seen that the
number of units with difficulty to complete the reduction is
the largest, accounting for 35.81%.

4.3. Complete the Statistics and Analysis of Points and
Reductions. The reduction statistics studied in this section
are based on the rules, and the error between the final re-
duction scores and the actual reduction scores of the
complete set is within the allowable range of the rules.

It can be seen from Table 7 that the action content with
the most point reduction in men’s singles is the difficulty
action, and the total difficulty reduction is 7.2, accounting
for 73.47% and, finally, the transition connection, with a
total reduction of 0.7, accounting for 7.14%.

It can be seen from Table 8 that the action content with
the most point reduction in men’s singles is the difficulty
action, and the total difficulty reduction is 9.0, accounting
for 73.77% and, finally, the transition connection, with a
total reduction of 1.4, accounting for 11.48%.

From Table 9, it can be seen that the highest ranking of
mixed doubles is the difficulty movement, and the lowest
ranking is the transition connection. The total difficulty
reduction is 6.3, accounting for 57.27%. The total reduction
score of consistency is 2.1, accounting for 19.09%. The total
reduction score of maneuvering movements is 1.3, ac-
counting for 11.82%. The total reduction of cooperation is
0.3, accounting for 2.73%. The total deduction of overlink is
0.1, accounting for 0.91.

It can be seen from Table 10 that the contents of the
three-person project from high to low are difficulty action,
consistency, operation action, lifting action, cooperation,
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TABLE 9: Statistics on the reduction of points for each action content of mixed doubles.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Consistency

1 0.8 0 0 0.1 0.1 0.1

2 0.9 0.1 0 0 0.1 0.3

3 0.5 0.1 0 0.1 0.3 0.3

4 0.8 0.1 0 0.1 0.1 0.3

5 0.9 0.1 0.1 0 0 0.2

6 1 0.3 0 0 0.1 0.1

7 0.4 0.5 0 0 0.1 0.5

8 1 0.1 0 0 0.1 0.3

Total 6.3 1.3 0.1 0.3 0.9 2.1

Percentage 57.27% 11.82% 0.91% 2.73% 8.18% 19.09%
TaBLE 10: Statistics on the reduction of points in each action content of the three people in the 15th World Championships.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Consistency

1 0.6 0.2 0 0 0 0.4

2 0.7 0.2 0.2 0 0.1 0.2

3 0.5 0.3 0.1 0.1 0.1 0.3

4 0.6 0.2 0.2 0.1 0.1 0.2

5 0.9 0.2 0 0.1 0.1 0.2

6 0.7 0.1 0 0.2 0.1 0.4

7 0.6 0.3 0 0.2 0.3 0.2

8 1.5 0 0 0 0 0.3

Total 6.1 1.5 0.5 0.7 0.8 2.2

Percentage 51.69% 12.71% 4.24% 5.93% 6.78% 18.64%

TaBLE 11: Statistics of score reduction of action content completion.

Ranking Difficult movement Exercise action Transition connection Collaboration Lifting action Consistency

1 0.8 0.2 0 0.1 0 0.4

2 0.9 0.2 0 0 0.1 0.2

3 0.7 0.2 0 0.1 0.1 0.3

4 0.7 0.1 0 0.1 0 0.5

5 0.6 0.2 0 0.1 0.1 0.4

6 1 0 0.2 0 0 0.3

7 1.1 0.1 0.1 0.1 0.1 0.2

8 1 0.2 0 0.2 0.1 0.3

Total 6.8 1.2 0.3 0.7 0.5 2.6

Percentage 56.20% 9.92% 2.48% 5.79% 4.13% 21.49%

and transition connection, and the total difficulty reduction
is 6.1, accounting for 51.69%. The total consistency reduction
is 2.2, accounting for 18.64%. The total reduction of ma-
neuvering movements is 1.5, accounting for 12.71%. The
total reduction of cooperation is 0.7, accounting for 5.93%.
The total reduction of transition connection is 0.5, ac-
counting for 4.24%.

From Table 11, it can be seen that the contents of the five-
person project from high to low are difficulty action, con-
sistency, operation action, cooperation, lifting action, and
transition connection. The total reduction score of difficulty
action is 6.8, accounting for 56.20%. The total reduction score
of sex is 2.6, accounting for 21.49%. The total reduction of
cooperation is 0.7, accounting for 5.79%. The total reduction of
lifting action is 0.5, accounting for 4.13%. The total reduction
score of transition connection is 0.3, accounting for 2.48%.

Figure 5 is the statistics of the percentage of points
reduced in the final of a single event. As can be seen from the
following figure, the difficulty is to complete the action

content with the largest proportion of point reduction,
accounting for 74% of the total point reduction, followed by
exercises, accounting for 17% and, finally, transition con-
nection, accounting for 9%.

Figure 6 is the statistics of point reduction in the final
completion of collective events. As can be seen from the
following figure, the highest ranking for reducing points is
the difficult action, and the lowest ranking is the transition
connection. Among them, the proportion of difficult
movements is 55%.

This study found that in collective events, the proportion
of consistency reduction is second only to the proportion of
difficulty reduction, and collective events should be paid
attention to in training. Exercise movement is a complete set
of movement content second only to difficulty reduction,
and the reduction of exercise movement is mainly posture
reduction. Athletes should also pay attention to the training
of basic skills while improving the complete set of
difficulties.
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FIGURE 6: Statistics on the proportion of point reduction completed
by collective projects.

5. Conclusions

The society attaches great importance to physical education
and sports training. There are many kinds of modern sports,
and aerobics is one of the sports. It plays an important role in
losing weight, strengthening the body, and exercising car-
diopulmonary function. Therefore, it is necessary to
strengthen aerobics teaching and training, realize the inte-
grated development of theoretical teaching and skill train-
ing, analyze the problems existing in the concrete practice of
aerobics teaching and training mode in time, actively explore
and study the construction methods of aerobics teaching and
training mode, and continuously improve the overall level
and quality of aerobics teaching and training. In the

Mathematical Problems in Engineering

dimension of completing point reduction, through the
statistics and analysis of 40 sets of final videos of competitive
events in the 15th World Championships, it is found that
difficult movements account for the largest proportion of the
number of units completing point reduction and completing
point reduction. The highest score for a single-player project
is the difficulty action, and the lowest is the transition
connection. Difficult movements rank highest in the scores
of collective events.
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The experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

The authors declared that they have no conflicts of interest
regarding this work.

References

[1] C. Kereliuk, B. L. Sturm, and J. Larsen, “Deep learning and
music adversaries,” IEEE Transactions on Multimedia, vol. 17,
no. 11, pp. 2059-2071, 2015.

[2] Y. Chen, Y. Li, N. Rajiv, A. Subramanian, and X. Xie, “Gene
expression inference with deep learning,” Bioinformatics,
vol. 32, Article ID 1832, 2016.

[3] C.S. Lee, D. M. Baughman, and A. Y. Lee, “Deep learning is
effective for classifying normal versus age-related macular
degeneration OCT images,” Ophthalmology Retina, vol. 1,
no. 4, pp. 322-327, 2017.

[4] T. Fischer and C. Krauss, “Deep learning with long short-term
memory networks for financial market predictions,” European
Journal of Operational Research, vol. 270, no. 2, 2017.

[5] L. Ji, L. Ren, J. Lu, J. Feng, and J. Zhou, “Consistent-aware
deep learning for person Re-identification in a camera net-
work,” in Proceedings of the 2017 IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR), IEEE,
Honolulu, HI, USA, July 2017.

[6] C. Kai and H. Qiang, “Scalable training of deep learning
machines by incremental block training with intra-block
parallel optimization and blockwise model-update filtering,”
in Proceedings of the 2016 IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), IEEE,
Shanghai, China, March 2016.

[7] X. Yang, D. Lo, X. Xia, Y. Zhang, and J. Sun, “Deep learning
for just-in-time defect prediction,” in Proceedings of the IEEE
International Conference on Software Quality, IEEE, Van-
couver, BC, Canada, August 2015.

[8] A. M. Saxe, Y. Bansal, J. Dapello et al., “On the information
bottleneck theory of deep learning,” in Proceedings of the ICLR
2018, Vancouver, Canada, 2018.

[9] P. Yan, “Aerobics factors for youth stroke auxiliary thera-
peutic effect,” Bulletin of Science and Technology, vol. 3, no. 2,
pp. 37-86, 2014.

[10] A. A. Behery, “Effects of a training program using aqua
aerobics on improving the functional status of individuals
with Diabetes,” Journal of American Science, vol. 7, no. 13,

pp. 361-419, 2004.

N. Viski-Stalec, J. Stalec, R. Kati, D. Podvorac, and D. Katovi¢,

“The impact of dance-aerobics training on the morpho-motor

(11



Mathematical Problems in Engineering

(12]

(13]

(14]

status in female high-schoolers,” Collegium Antropologicum,
vol. 31, no. 1, 259 pages, 2007.

Z. Ping, “Research on using modern educational technology
to training students ability of producing aerobics,” Infor-
mation Technology Journal, vol. 13, no. 5, pp. 954-959, 2014.
S. Hong and M. Guo, “Survey of the course and characters
during the image training of aerobics,” Journal of Shaoguan
University, vol. 21, no. 9, pp. 832-896, 2006.

C.Luand]. S. Armstrong, “Role of calcium and cyclophilin D
in the regulation of mitochondrial permeabilization induced
by glutathione depletion,” Biochemical and Biophysical Re-
search Communications, vol. 363, no. 3, pp. 572-577, 2007.

11



Hindawi

Mathematical Problems in Engineering
Volume 2022, Article ID 5397861, 11 pages
https://doi.org/10.1155/2022/5397861

Research Article

@ Hindawi

Traffic Flow Prediction and Application of Smart City Based on
Industry 4.0 and Big Data Analysis

Yugian Gong

Beijing Huak Technology Devolopment Co Ltd., Beijing 10002865292, China

Correspondence should be addressed to Yuqian Gong; kevin_space@163.com

Received 6 April 2022; Revised 6 June 2022; Accepted 13 June 2022; Published 1 August 2022

Academic Editor: Man Fai Leung

Copyright © 2022 Yugian Gong. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

For smart city traffic flow prediction in the period of big data and industry 4.0, the prediction accuracy is low, the prediction is
difficult, and the prediction effect is different in different geographical locations. This paper proposes a smart city traffic
communication forecast based on Industry 4.0 and big data analysis application. Firstly, this paper theoretically explains the
application scenario of urban traffic fault text big data and analyzes the characteristics of related problems, especially the fault
problems. Secondly, the AC traffic prediction algorithm is studied, and the application analysis of PVHH, IDT, and For-
d-Fulkerson algorithms is applied, respectively. Finally, the above three algorithms are used to predict and analyze traffic flow.

1. Introduction

With the advent of the industry 4.0 era, artificial intelligence
and big data analysis play an important role in China’s
information construction. In order to understand the oc-
currence, development, diagnosis, and treatment of diseases
more accurately, it is necessary to analyze the whole mo-
lecular measurement in multiple groups and obtain more
abundant information resources from the analysis, so it is
necessary to evaluate more data. At this time, the above
problems can be effectively solved by using artificial intel-
ligence [1]. Depression is a common psychological disease in
today’s society. There are many people suffering from this
disease, which seriously affects everyone’s health and social
function [2]. Depression alone affects 11% of the world’s
population, where mental health has caused great pain and
damage. In order to effectively treat this disease, artificial
intelligence and big data technology are increasingly used in
depression, providing new methods for clinical diagnosis
and treatment. Of course, there are not many markers to
prove mental health, so that it depends on the questionnaire
data of patients and doctors for explanation [3]. Nowadays,
microbiology is one of the important disciplines in biology,
which includes a wide range of bacteria, viruses, and fungi,
and all belong to microorganisms, and it is closely related to

human beings [4-6]. It has been identified as one of the
causes of many cancers, such as Helicobacter pylori. Man is
its only host, and it is almost impossible to heal after being
infected. Helicobacter pylori plays a very important role in
the treatment of gastric cancer. With the development of
sequencing technology, a large number of complex data has
been generated. However, there are still obstacles in the
analysis of these data, which is not conducive to making
correct decisions. However, the emergence of artificial in-
telligence helps and properly solves the doctors’ processing
of these data [7].

The rapid development of artificial intelligence (AI) and
big data has stimulated the tide of various social networks
and produced a lot of social data worth analyzing [8].
Mining the relationship among social organizations, net-
works, and media is a key point of social computing. The
large increase of these data makes it more difficult to mine
large-scale social data. Now, the combination of human
intelligence and artificial intelligence is applied to social
computing, which provides more methods for the analysis
and detection of social data, and is a new direction of ar-
tificial intelligence and big data research [9]. Today’s elec-
tromagnetic environment is still not optimistic, and
spectrum resources are relatively few. In actual division,
there will be uneven distribution, and the existing
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monitoring level is not enough, so there is no way to fully
grasp the frequency usage. In order to solve this problem, an
electromagnetic spectrum monitoring scheme combining
big data and artificial intelligence is proposed, which mainly
aims at various applications and related businesses and
strengthens the construction of handheld monitoring sys-
tems, big data analysis systems, and electromagnetic spec-
trum monitoring system [10].

In teaching, the effect of online education is far less than
that of actual classroom teaching. In order to improve the
learning effect of online teaching combined with the actual
needs of online education, the evaluation technology based
on artificial intelligence big data technology is established
with evaluation as the center of teaching, Model analysis is
carried out through actual teaching, and various functional
modules are established based on learning objectives, all of
which are aimed at developmental evaluation. The results
show that some models have good performance [11].

The safety of urban traffic is a permanent theme. Bus, as
an important national facility and a means of transportation
with high frequency, has a great responsibility for ensuring
the safety of people’s lives and property. In recent years, with
the rapid development of expressways in China, expressway
undertakes more important transportation tasks. However,
the occurrence of various disasters and other unexpected
events also bring great hidden dangers to highway trans-
portation safety. This paper focuses on the research and
application of big data analysis technology for urban traffic
accidents, as well as the establishment of cloud service
network for urban traffic emergency management and the
proposal of highway cloud resource scheduling based on
cloud computer and double-layer particle swarm optimi-
zation. The integrated management of high-speed emer-
gency big data and the optimization of the emergency
scheme were studied, and good results were achieved
[12-15].

2. Theoretical Basis

2.1. Analysis and Application of Urban Traffic Fault Text Big
Data. Urban transportation has entered the era of big data.
The analysis of urban traffic faults should be composed of
safety supervision report, accident database, and other parts.
Big data analysis is used to realize the functions of retrieval,
extraction, intelligent classification, and related analysis of
urban traffic faults [16, 17].

China’s urban traffic safety monitoring system is com-
posed of monitoring object layer, monitoring layer, and
management layer. Because of the different monitoring
objects, it can be divided into three types: people, equipment,
and environment. Its dataset has four characteristics,
namely, scale, diversity, rapidity, and value.

(1) Scale generally refers to the amount of data.

(2) Diversity: It means that its data comes from many
kinds of sources, which is beyond the data range
previously included, including semistructured data
and unstructured data. In addition, it also analyzes
various data such as weather, earthquake, and
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ministry of public security, shown as follows: Fig-
ure 1 describes the classification of traffic big data
and whether the internal data and external data
mainly come from the transportation department are
being judged. In internal data, structured data can be
stored directly while Figure lunstructured data
cannot be stored directly, so it needs to be converted
into structured data for storage by technical means.

(3) Fast speed: big data mining lies in the fast processing
speed, that is to say, data streams are mostly high-
speed and need fast and continuous real-time pro-
cessing by processing all kinds of data in time to
ensure the safety of urban road driving.

(4) Value: the value of road safety lies in the use of data,
statistical analysis, and classification algorithm to
analyze big data, so as to find correlation and
knowledge, predict accident failure safety problems,
and provide basis for ensuring driving safety.

Urban traffic is a complex transportation system. Many
experts analyze accidents and faults around safety evalua-
tion, which provides favorable decisions for the prevention
of safety accidents and faults. Experts use the accident fault
data accumulated over the years to analyze the development
rules of accident fault from the perspective of data analysis.
This paper uses text big data analysis technology for sta-
tistical analysis to promote the application of urban traffic
safety big data.

The application of fault analysis to accidents includes the
following functions: feature extraction, accident-prone
areas, fault analysis, full-text search, association analysis, and
system management (Figure 2).

2.2. Full-Text Retrieval of Urban Traffic Faults. In the era of
big data, it is of great significance to realize full-text retrieval
through urban traffic big data technology. In this paper,
through the establishment of full-text retrieval, combined
with the actual traffic situation, the storage of traffic un-
structured accident fault text, index building, Chinese word
segmentation, and full-text retrieval is realized to find im-
portant messages in accident fault text.

Failure text retrieval is about indexing documents,
queries, and the relationship between the users by using TF-
ID to retrieve and text analysis.

TF denotes word frequency, and the formula is as
follows:

n. .

TF. . = — "
bJ an>j + 1. (1)
k

In the above formula, n;; represents the number of
occurrences, ) m; represents the second sum of occur-
rences, and thé denominator is added with 1 to prevent the
denominator from being 0.

IDF denotes the reverse document frequency as follows:

IDF; = log

ki+1 (2)
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where k; represents the number of documents and N rep-
resents the size of D. The denominator is added by 1 to
prevent the denominator from being 0.

Combine TF with IDF to get the weight:

W, = TF, x IDF,.

(3)

Document D; is reorganized into vectors with word

weights:
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FiGure 3: Functional diagram of urban traffic emergency platform.

dj=(W Wy, Wy e, W00, (4)
The cosine distance is calculated as follows:
Wi . xW..
sim (g,d) = M (5)
Jaj] x4

Finally, according to the results, the documents can be
arranged to select the most suitable document for the user.

2.3. Technical Research and Analysis of Urban Traffic Emer-
gency Management. The achievements of China’s urban
transportation can be said to attract worldwide attention,
and it has won worldwide recognition for its characteristics
of “high efficiency, high safety, and high quality service.” It is
very important to establish a perfect safety early warning and
emergency management model. Because emergencies are
unpredictable, an emergency management mode derived
from cloud computing can be formed, a cloud service
network can be established, and technologies such as In-
ternet of Things and big data can be used to improve the
efficiency of dealing with emergencies.

2.3.1. The Main Functions of the Urban Traffic Emergency
Platform (CEP). Figure 3 illustrates the main functions of
the urban traffic emergency platform (CEP), which is mainly
divided into 9 functions, each of which can achieve different
target requirements. It has certain intelligent control value
for traffic control and realizes the goal of intelligent
transportation in Industry 4.0 (Figure 3).

By establishing an “emergency cloud” to realize the
application and deployment of network resources, the uti-
lization rate of resources is greatly improved.

2.3.2. Emergency Cloud Service Virtualization Modeling.
In the field of cloud computing, virtualization technology is
a very important key technology.

For virtualized storage resources, the formula is as
follows:

D; :{Dil’Diz’Di3>'"’Dij""’Disl}> (6)

where D;; is the Jth virtual machine virtualized from the I-th
storage server and s; is the number of virtual machines in the
storage.

For computational virtualization, the formula is as
follows:

C; ={Ci,Cins Cizo- - (7)

where Cj; has similar functionality to Dj;.
For virtualized rescue services, the formula is as follows:

T; Z{Til:Tiz’TB’"'>Tij""’TiS4}’ ®)

where T, is the virtual rescue vehicle service from the i-th
rescue vehicle server and 4S is the virtual service number in
the rescue vehicle service.

2.3.3. Cloud Service. The virtualized storage resources of the
emergency cloud are gathered together to form a storage
pool, and the formula is as follows:

DP={D,uD,uD;u..UD, ,UD, }
= {Dl,l»Dl,z»Dm» --->D1,sl} U {DZ,I’ D;5:Dy3500s Dz,sl} U
{D31: D35, Dy, D35 }U...U{D,, 1,D,, 5D,y 5D, )

(9)

where n; refers to the number of storage servers.
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The virtual network energy gathered together is the
network pool, and the formula is

NP ={N,UN,UN;U..N, ,UN, |
={N,;,N 5, Ny 50Ny }
U{N,s Ny 5 Nysgsoos N | (10)
N3Ny, Ny, N |
U..U{N, N

ns,1° 13,22

N, 5N, .}

where 7, is the number of network servers.

2.3.4. Cloud Computing Model. The resources used by the
emergency platform are virtual cloud services and they are
shared, but there are also constraints as follows.

All rescue system resources should be less than the total
storage pool resources, and the formula is

Yn
Y ki (){DG - (11)
i=1

In the above formula, y, is the number of emergency
rescue systems and DG,,, is the total number of virtual
resources in the storage pool.

Yn
Y k3 (){CGpax- (12)

i=1

In the above formula, CG,,,, is the total number of
virtual resources in the calculation pool.

Yn
Y k3 ()(NG . (13)

i=1

In the above formula, NG, is the total number of
virtual resources in the network pool.

Un
D ki () (TG . (14)
i=1

In the above formula, TG, ,, is the total number of
virtual resources in the rescue vehicle service pool.

Un
Y K ()<PG s (15)
i=1

In the above formula, PG, ,, is the total number of
virtual resources in the rescue team service pool.

Yn
Y K} () RG . (16)

i=1

In the above formula, RG,,,, is the total number of
virtual resources in the emergency materials service pool.

Through the above establishment and application re-
search of emergency cloud, cloud computing, and big data
technologies, the application and deployment of emergency
platform network resources are completed, and a double-
layer particle swarm optimization algorithm is proposed to
establish constraints and effectively determine the number
of emergency cloud resource scheduling.

2.3.5. Urban Traffic Operation Model. With the rapid de-
velopment of urban transportation in China, the demand for
passenger transport is also growing day by day, and various
capacity scheduling problems in passenger transport are
obvious. In order to solve the capacity problems, the ad-
justment of operation scheme and operation diagram has
become very frequent. Passenger flow is the basic basis for
determining the operation plan. Short-term passenger flow
forecasting method and gradient lifting decision tree method
are used for comparative analysis.

(1) The classification of short-term passenger flow
forecasting methods is as follows (Figure 4):
Passenger flow forecasting is based on the time
characteristics of historical passenger flow and
predicts the total amount and distribution of future
passenger flow. Measurement, such as the prediction
of future lines and related traffic at each station.

(2) CART decision tree and gradient lifting algorithm.

Decision tree model is a nonparametric classifier, which
is composed of regression tree and classification tree, and the
two tree types are different in essence.

The CART decision tree formula is as follows:

(J’i—cl)2+min Z (J’i—cz)2~

Xi€Ry (js)

F(j,s) = argmin [ min Z
X;€R; (j»s)

(17)

In the above formula, C,, is the mean value generated
after division.

J.H. Friedman, a professor at Stanford, invented gradient
lifting method, which is one of the ensemble algorithms. As
an iterative decision tree algorithm, it has fast training speed
and can reduce prediction deviation, so it is one of the most
effective methods in machine learning algorithms. Its basic
origin is as follows:

M
F(x)= ) B,h(x;a,). (18)
m=0

In the above formula, h(x;a,,) is the subtree, g,, is the
parameter, and f3,, is the weight in the prediction function.
The first regression tree:

N
Fy = argminZL (yi> by (x;,a)). (19)

i=1

Negative gradient of loss function:

o [P
" oF (Xl) F(x)=F,,_ (x
N
a,, = arg minz (i — H(X;;0)], (20)

i=1

B = argmin } L(y;,Fypy (X)) + Bh(X:a,,)).

i=1

Update prediction function:
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FIGURE 4: Short-term passenger flow forecasting method.
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FIGURE 5: Popular passenger frame model of taxis and network cars.

F, (X) = F,_, (X) +v,h(X;a,,). (21) The PYHH prediction model is based on the collected
data of taxis and network cars and then analyzes the popular
passenger points in the past, extracts the flow and distri-

3. Model Application bution of passengers, and understands the trend of mobile

3.1. PVHH Prediction Model and IDT Prediction Algorithm.
Combining the model analysis of urban traffic in the pre-
vious chapter with the passenger data of Tianjin network car
and taxi, this paper puts forward the PVHH prediction
model and IDT prediction algorithm of passenger capacity.
The general framework of its passenger hotspots is shown in
Figure 5.

personnel in the whole city.

The IDT algorithm mainly uses the information gain
theory in decision tree to analyze the influence of different
data at each moment on the predicted value. The labels of
prediction models are original features (hotspotsi, m) and
original labels (hotspotsi, m), respectively. In order to be
suitable for machine learning classification algorithms, it is
especially necessary to quantify data and weigh them. The
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Input: import trainset (hotspotsi, m, w)--dataset R;
Number of times——K;
Scheme-single-level decision tree;
Output: composite model.
(1)  Start:
(2)  weight setting——1/[R];
(3) for(i=1; i< K; i++);
(4) Sampling put back—— R; and forecasting model——M;;
(5) Error rate O of model M;
(6) if 3> 0.5 return to step 6;
(7) for (all data R;; in R));
(8) Update the weight of data R;;;
9) end for;
(10) return to K group training model;
(11) End.
ALGORITHM 1: IDT algorithm code.
specific characteristics of prediction model labels are as
follows:
—k —k+1 -1
p?l1 *u)m—k’p?l1 " *u}m—k+1""’p?l1 * Wy
m—k m—k+1 m—1
featcures (hotspotsi,m,w) =| Pz = *Wm-k> Pz~ * Wy gr1>-- > Pz ¥ Wiy |, )
e 22

m—k
Pin  * Wy k> P * Wy fey1> - - -

labels (hotspotsi,m) = [qi1> Gi> - -

Adaboost algorithm constantly updates the sample
weight value to achieve the correct sample weight value
reduction. The wrong sample weight value increases this
classification purpose. Because taxis and network cars need
to update the data of popular passenger points in real time,
the Adaboost algorithm can update the prediction model.
The IDT algorithm is shown in Algorithm 1.

3.2. Ford-Fulkerson Algorithm. Nowadays, urban traffic
congestion is becoming more and more serious, so it is very
important to analyze and evaluate traffic bottlenecks.
Aiming at the three problems of node bottleneck, road
bottleneck, and regional bottleneck, taking Chaoyang road
for 4days as an example, the congestion situation of this
road section is studied, as shown in Figure 6.

It is of new reference significance to analyze traffic flow
through data statistics in different time periods, and the
traffic state in different time periods is different. Therefore, it
is necessary to adopt the most reasonable and scientific
forecasting methods for traffic conditions in different time
periods. Generally, the traffic pressure is large in the
morning and evening, and there are many geographical
locations for analysis, so the global analysis scope is large. It
can effectively reflect the advantages of the algorithm, can be
analyzed for different time periods, and has the advantage of
fast convergence speed.

