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Although the full multiple-symbol detection (MSD) for IEEE 802.15.4c multiple phase shift keying (MPSK) receivers gives much
better performance than the symbol-by-symbol detection (SBSD), its implementation complexity is extremely heavy. We propose
a simple MSD scheme based on two implementation-friendly but powerful strategies. First, we find the best and second-best
decisions in each symbol position with the standard SBSD procedure, and the global best decision is frozen. Second, for the
remaining symbol positions, only the best and second-best symbol decisions, not all the candidates, are jointly searched by the
standard MSD procedure. -e simulation results indicate that the packet error rate (PER) performance of the simplified MSD
scheme is almost the same as that of the full scheme. In particular, at PER of 1 × 10− 3, no more than 0.2 dB performance gap is
observed if we just increase the observation window length N to 2. However, the number of decision metrics needed to be
calculated is reduced from 256 to 2. -us, much balance gain between implementation complexity and detection performance
is achieved.

1. Introduction

With the widespread application of new information and
communication technologies such as the Internet of -ings
(IoT), cloud computing, and big data, smart cities have
developed rapidly in recent years. -ey have penetrated into
all aspects of people’s lives and greatly meet the modern
people’s pursuit of convenient, fast, and high-quality life
[1–7]. Reliable and effective transmission of the sensing data
is obviously important for the construction of the new smart
city [8]. -e IEEE 802.15.4c protocol provides the physical
layer specification of the low-power short-distance IoT for
China [9, 10]. -e multiple phase shift keying (MPSK) is
provided in IEEE 802.15.4c. -is mainly follows from the
fact that MPSK modulation is the most able to provide high
reliability as well as data rate for sensing data transmission.

-erefore, it is important to study robust detection tech-
nology of MPSK signal in line with the characteristics of
wireless IoT. -is paper focuses on the multiple-symbol
detection (MSD) of IEEE 802.15.4c MPSK receiver.

Although the MSD scheme has excellent detection
performance, its implementation complexity increases ex-
ponentially with the increase of the observation window
length [11, 12]. In recent years, many concentrations have
been achieved on complexity reduction of MSD. Stephen
et al. studied the maximum likelihood detection (MLD)
based on information symbol blocks. -e corresponding
block signal is used to limit only a part of the possible signal
decisions, which will reduce the complexity of the receiver.
However, there is a partial performance loss [13]. LoRici
proposed a suboptimal receiver based on Viterbi algorithm.
-e complexity of the receiver increases in polynomial form
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of M. However, the performance of the algorithm is related
to the memory length L of continuous phase modulation
signal. For continuous-phase frequency-shift keying
(CPFSK) signal (L � 1), its detection performance is seri-
ously degraded [14, 15]. Several low-complexity MSD al-
gorithms are also proposed by Fischer and Wang Xin, but
their performance is far behind that of the traditional MSD
algorithm [16, 17].

In this work, we propose a simple MSD scheme for IEEE
802.15.4c MPSK receivers. Unlike the traditional receivers
that were equipped with full MSD scheme with high com-
plexity to achieve the best possible reliability, we pay our full
attention to the simple design to balance the complexity and
reliability. We summarize our main contributions as follows:

(i) -e optimal MSD scheme for IEEE 802.15.4c MPSK
receivers based on the maximum likelihood crite-
rion can give excellent results in the case of both
slow fading and pure additive white Gaussian noise
(AWGN) channels. However, the implementation is
relatively complex and unachievable for IEEE
802.15.4c MPSK receivers. As an implementation
achievable benchmark, a full MSD scheme based on
compensation is proposed.

(ii) As for the proposed fullMSD scheme,more than two-
hundred-decision statistic should be calculated before
making final decision even if we set the observation
window length N to 2. -us, we propose a new MSD
algorithm, which greatly simplifies the full scheme.

(iii) In order to verify the desirable properties we ob-
tained from this simple scheme, the characteristics
of the receiver are studied from many aspects with
extensive simulations.

-e rest of this paper is organized as follows: Section 2
focuses on the signal model under the slow fading Rayleigh
channel. Section 3 describes the full MSD scheme, and
Section 4 introduces the proposed simplified MSD scheme.
Section 5 concentrates on frequency offset estimation. -e
simulation results are discussed in Section 6. Finally, some
conclusions and future work are provided in Section 7.

2. System Model

According to the IEEE 802.15.4c protocol [18], the specific
data modulation process for the MPSK physical layer is
shown in Figure 1. From the binary data of the physical layer
protocol data unit (PPDU), in each symbol period, four
information bits form a symbol, which is used to select one
of 16 orthogonal spreading sequences. -e chips in the
sequence are MPSK-modulated onto the carrier. For more
details on the mapping rules, please refer to Table 1 in [19].

Ideal carrier synchronization is assumed at the receiver.
Specifically, for the xth symbol E[x], the received complex
baseband chip sequence can be expressed as

rx,m � hx,msy,me
j ωx,mmTc+θx,m( ) + ηx,m, 1≤m≤M, (1)

where hx,m represents multiplicative fading, sy,m is the mth
chip of the yth pseudorandom (PN) sequence sy, and Table 1

shows the detailed correspondence. ωx,m � 2πfx,m repre-
sents the carrier frequency offset (CFO) in radians, and fx,m

represents the residual CFO inHz. θx,m represents the carrier
phase offset (CPO) in radians, and Tc represents the spreading
chip period. ηx,m is a discrete, cyclic symmetric, complex
Gaussian random variable with zero mean and variance σ2x,m,
and M � 16 represents the length of the PN sequence [18].

We assume that a piecewise constant approximation is
made to the multiplicative fading, CFO, and CPO [20]. -at
is, hx,m � h, ωx,m � ω, and θx,m � θ. In addition, the receiver
does not have any prior information about the CPO; that is
to say, the uniform distribution in the interval (−π, π) is
assigned to θ. -e normalized complex Gaussian process h

follows Rayleigh distribution; that is, the mean h � 0. -e
CFO f follows a symmetrical triangular distribution.

3. The Full MSD Scheme

Following the idea in [21], we can easily develop the optimal
MSD scheme for IEEE 802.15.4c MPSK receivers based on
MLD. However, the implementation complexity is ex-
tremely heavy as shown in [22], which limits its application
in smart cities. Here, we consider a heuristic configuration.
-e specific detection process is as follows.

First, the baseband chip sample after carrier frequency
offset effect (CFOE) compensation can be expressed as

rx,m
′ � rx,me

− jm􏽢φ
, (2)

where 􏽢φ � 􏽤ωTc denotes the estimated CFOE.-e estimation
of CFOE should be carefully developed and will be described
in detail in Section 5. Please note that we assume that the
effect of redundant parameter ωTc on rx,m is completely
eliminated after compensation. In addition, the information
is embedded in the carrier phase but not in the carrier
amplitude. -erefore, there is no need to estimate and
compensate for the multiplicative fading h even if serious
fading of the received signal strength may be exhibited.

Secondly, we divide the whole compensated chip sequence
into block, and each block contains N symbols. -e detection
metric for the ith block can be then expressed as [23]

Ux � 􏽘
iN

x�(i−1)N+1
􏽘

16

m�1
rx,m
′ s
∗
y,m

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

2

, i≥ 1, 1≤y≤ 16, (3)

where

Ux � U(i−1)N+1,1, U(i−1)N+1,2, . . . , U(i−1)N+1,16, U(i−1)N+2,1,􏽮

U(i−1)N+2,2, . . . , U(i−1)N+2,16, . . . , UiN,1, UiN,2, . . . , UiN,16􏽯

(4)
and ∗ represents complex conjugate operation. Note that,
for N � 1, (3) reduces to the symbol-by-symbol detection
(SBSD) scheme. From (3), we can also see that the multi-
plicative fading h has no effect on the final decision, and
there is no need to estimate and compensate for the fading
coefficient h.

Finally, the decision rule can be expressed as follows:
􏽢U[x] � argmax Ux􏼈 􏼉 . (5)
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After demapping, we can obtain the final detection re-
sult. -is detection scheme is based on [23] but is different
from [23]. -e signal model in [23] only considers phase
offset. In this work, we further considered CPO, spread
spectrum, and slow Rayleigh channel. -erefore, we sum-
marize the detailed process of the complete MSD program.

As shown in (3), based on an exhaustive search, 256
detection metrics need to be calculated for the full MSD even
if we set the observation window length N to 2.-is is clearly
complexity-heavy. In order to make MSD easy for hardware
implementation, we consider two simple strategies, which
parallels Wilson’s approach in [15]. First, we find the best
and second-best decisions in each symbol position with the
standard SBSD procedure characterized by (3) and freeze the
global best decision. Second, for the remaining symbol
position, only the best and second-best symbol decisions,
not all the candidates, are jointly searched by the standard
MSD procedure. Here, a qualitative explanation for this
configuration is as follows. Apparently, the detection metric
given in (3) can partly reflect the reliability of the decision
result in each symbol position. -erefore, it is reasonable
that the global best decision with the standard SBSD pro-
cedure characterized by (3) is the most reliable and can be
frozen especially for high signal-to-noise ratio (SNR).
Moreover, under high SNR, only searching the best and
second-best symbol decision for the remaining symbol

position is also feasible. In Section 6, we will further verify its
rationality through quantitative simulations.

4. The Proposed Detection Scheme

For each symbol position, with the standard SBSD procedure
characterized by (3), we can easily obtain two local metrics,
that is, the best metric and second-best metric. -en, we
froze the decision result corresponding to the most reliable
symbol position, which is achieved by searching all the local
best metric. For the remaining symbol position, the number
of symbols to be searched is truncated.-at is to say, only the
symbols corresponding to the local best and second-best
metrics are considered as the candidates. In this context, for
observation window length N � 2, we have reduced the
number of the metrics given in (3) to be calculated from 256
to 2. However, the simulation results in Section 6 show that
the performance loss is very small. -e specific imple-
mentation process is detailed as follows.

For the ith block, the decision metric for each symbol
position is first calculated as

Vx,y � wx,y

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, 1≤y≤ 16. (6)

Here, wx,y � 􏽐
16
m�1rx,m
′ s∗y,m, which is the complex cross-

correlation function.
Secondly, the best and the second-best metrics for the

nth symbol in the ith block can be given as follows:

V
N(i−1)+n,􏽢y1

� argmax
1≤􏽢y1≤16

V
N(i−1)+n,􏽢y1

􏼚 􏼛, i≥ 1, n � 1, 2, . . . , N,

V
N(i−1)+n,􏽢y2

� argmax
1≤􏽢y2≤16,􏽢y2≠􏽢y1

V
N(i−1)+n,􏽢y2

􏼚 􏼛, i≥ 1, n � 1, 2, . . . , N,
(7)

where 􏽢y1 and 􏽢y2, respectively, represent the estimated value
of the index for the PN sequence corresponding to the best
and second-best metrics of the nth symbol. For example, we
can see that, as shown in Figure 2, a compensated baseband
chip sequence r1,m

′ passes through decision block 1 to
generate decision set V1,1, V1,2, . . . , V1,16􏽮 􏽯, and the best and
second-best metrics in the decision set are recorded as V1,􏽢y1

and V1,􏽢y2
, respectively.

Furthermore, find the global best metric, and freeze the
detection result:

find 􏽢n and s􏽢y1
if V

N(i−1)+􏽢n,􏽢y1
ismaximum, (8)

that is, let the detection result of the 􏽢nth symbol be s􏽢y1
.

Figure 2 gives the implementation structure.
Finally, the data in the remaining N − 1 symbol periods

are jointly determined as follows:

find s􏽢yk
􏼚 􏼛for n≠ 􏽢n if w

N(i− 1)+􏽢n,􏽢y1
+ 􏽘

n≠􏽢n

w
N(i− 1)+n,􏽢yk

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

2

, k ∈ 1, 2{ }ismaximum. (9)

Bit-to-symbolBinary data
from PPDU Symbol-to-chip Pretreatment MPSK

modulator
Modulated 

signal

Figure 1: Data transmission process for MPSK physical layer in IEEE 802.15.4c.
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where 􏽢n and 􏽢y1 are given by (8). Figure 3 is a structural
diagram of this joint decision.

Algorithm 1 introduces the detailed implementation step
of proposed MSD scheme. For simple implementation, we
only selected the most and second-most reliable symbols
here. More metrics can also be involved, which, however, are
complexity-intensive and not suitable for our purposes. In
essence, when 16 metrics are selected, we arrive at the full
MSD. Furthermore, the simulation results in Section 6.2

show that excellent performance has been exhibited even if
we only equip the MSD scheme with the most and second-
most reliable metrics.

5. Estimation Scheme

Clearly, the chip sample rx,m in (1) is dependent on the
transmitted chip symbol sx,m, but this dependence can be
eliminated if we follow the property sx,ms∗x,m � 1:

Grx,m Δ rx,ms
∗
x,m � he

j mωTc+θ( ) + ηx,ms
∗
x,m, 1≤x≤P1, 1≤m≤M, (10)

where P1 is the length of the preamble, 1≤P1 ≤P, and P � 8
is the maximum length. ηx,ms∗x,m is statistically equivalent to
ηx.m. In this context, our purpose is to estimate ωTc based on
the sample observations given in (10).

Within N symbol intervals, the normalized autocorre-
lation function of samples is as follows:

Z(n) �
1

P1 − n( 􏼁L1
􏽘

P1

x�1
􏽘

L1

m�2
Grx,mGr

∗
x,m−n􏼐 􏼑 � |h|

2
e

jωnTc + ηn,

(11)

where L1 is the sample number of the preamble, and
2≤L1 ≤M. ηn represents the integrated noise. n denotes the
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Figure 2: -e structure of the first decision, where i � 1, and the observation window length is N.
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Figure 3: -e structure of the joint decision, where i � 1, and the observation window length is N.
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number of chip delays, and 1≤ n≤K. K represents the
maximum chip-delay number.

Following the idea in [24], a simple estimation scheme
without phase unwrapping can be expressed as follows:

􏽢φ � 􏽤ωTc � g(Q), (12)

where the quantization function g(Q) is

g(Q) �
2

K + 1
arg(Q), (13)

where Q � 􏽐
K
n�1 Z(n). -e structure of this estimator is

shown in Figure 4.

Input:
rx,m: baseband samples of the xth bit E[x]

J: PPDU payload length
L1: sample num ber of the xth symbol in the preamble
M: length of the PN sequence
K: the maximum chip delay number
N: observation window length

P1: preamble length
In order to simplify the detection process, K is set 4 in this algorithm.

Output:
s􏽢y1

and s􏽢yk
􏼚 􏼛: detect the spread spectrum sequence of the actual data.

(1) initial J � 44, M � 16, K � 4, Z(n) � 0, Q � 0
(2) rx,m to eliminate the influence of sx,m

(3) for x � 1; x≤P1; x + + for
(4) for m � 2; m≤M; m + + for
(5) Grx,m⟵ rx,ms∗x,m

(6) end for
(7) end for
(8) for n � 1; n≤K; n + + do
(9) for x � 1; x≤P1; x + + do
(10) for m � 2; m≤L1; m + + do
(11) Z(n)⟵Z(n) + Grx,mGr∗x,m−n

(12) end for
(13) end for
(14) Z(n)⟵Z(n)L1(P1 − n)

(15) Q⟵Q + Z(n)

(16) end for
(17) -e quantization function of frequency offset estimator g(Q)←(2/K + 1)arg(Q), where 􏽢φΔ ωTc � g(Q)

(18) for x � 1; x≤P + (J/4); x + +

(19) for y � 1; y≤ 16; y + +

(20) for m � 1; m≤ 16; m + +

(21) rx,m
′⟵ rx,me− jm􏽢φ

(22) wx,y⟵wx,y + rx,m
′s∗y,m

(23) end for
(24) Vx,y⟵ |wx,y|2

(25) end for
(26) end for
(27) for i � 1; i≤L/4N; i + +

(28) for n � 1; n≤N; n + +

(29) for 􏽢y1 � 1; 􏽢y1 ≤ 16; 􏽢y1 + +

(30) for 􏽢y2 � 1; 􏽢y2 ≤ 16; 􏽢y2 + +

(31) V
N(i−1)+n,􏽢y1

⟵ argmax
1≤􏽢y1 ≤ 16

V
N(i−1)+n,􏽢y1

􏼚 􏼛

(32) V
N(i−1)+n,􏽢y2

⟵ argmax
1≤􏽢y2 ≤ 16,􏽢y2 ≠􏽢y1

V
N(i−1)+n,􏽢y2

􏼚 􏼛

(33) end for
(34) end for
(35) end for
(36) end for
(37) find 􏽢n and s􏽢y1

if V
N(i−1)+􏽢n,􏽢y1

is maximum, let the judgment result of the 􏽢nth symbol be s􏽢y1

(38) find s􏽢yk
􏼚 􏼛 for n≠ 􏽢n if |w

N(i− 1)+􏽢n,􏽢y1
+ 􏽐

n≠􏽢nw
N(i− 1)+n,􏽢yk

|2, k ∈ 1, 2{ } is maximum
(39) return s􏽢y1

and s􏽢yk
􏼚 􏼛

ALGORITHM 1: -e proposed detection algorithm.
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Table 2: Parameters used in simulations.

Parameter Detailed description
Channel condition Slow fading or pure AWGN
Power of the complex AWGN 1/SNR
Power of Rayleigh fading channel Normalized
Detection scheme MSD
Compensation scheme Precompensation
Timing synchronization Perfect
Data modulation MPSK
Symbols 16-ary orthogonal
PPDU payload length (bits) 176
Spreading factor 16
Chip rate (Mchip/s) 1
Binary data rate (kb/s) 250
Carrier frequency (MHz) 786
CFO f (ppm) Symmetrical triangular distribution in (−80, 80)
CPO θ (rads) Uniform distribution in (−π, π)

PN length M 16
Preamble length P1 8
Sample number L1 16
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2
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delay
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×

×
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Figure 4: -e structure diagram of frequency offset estimator.
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Figure 5: In a pure AWGN channel, the effect of parameter K on the performance of the full estimator in (16), N � 2. (a) BER performance;
(b) SER performance; (c) PER performance.
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Figure 6: In a pure AWGN channel, the effect of parameter K on the performance of the simplified estimator in (15), N � 2. (a) BER
performance; (b) SER performance; (c) PER performance.
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Figure 7: Continued.
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Figure 7: Performance comparison of different receivers in pure AWGN channel. (a) BER performance; (b) SER performance; (c) PER
performance.

10–4

10–3

10–2

10–1

100

BE
R 9 9.5 10

0.01

0.015
0.02

0.025
0.03

2 4 6 8 10 12 14 16 18 20 22 24 26 28 300
SNR per complex chip Ec/N0 (dB)

SBSD, estimator in (16)
SBSD, estimator in (14)
SBSD, estimator in (15)
N = 2, proposed, estimator in (16)
N = 2, proposed, estimator in (14)
N = 2, proposed, estimator in (15)
N = 3, proposed, estimator in (16)
N = 3, proposed, estimator in (14)
N = 3, proposed, estimator in (15)
Optimal noncoherent scheme
Optimal coherent scheme

(a)

10–4

10–3

10–2

10–1

100

SE
R 13.5 14 14.5

0.005

0.01
0.015

0.02
0.025

2 4 6 8 10 12 14 16 18 20 22 24 26 28 300
SNR per complex chip Ec/N0 (dB)

SBSD, estimator in (16)
SBSD, estimator in (14)
SBSD, estimator in (15)
N = 2, proposed, estimator in (16)
N = 2, proposed, estimator in (14)
N = 2, proposed, estimator in (15)
N = 3, proposed, estimator in (16)
N = 3, proposed, estimator in (14)
N = 3, proposed, estimator in (15)
Optimal noncoherent scheme
Optimal coherent scheme

(b)

Figure 8: Continued.
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Figure 8: Performance comparison of different receivers in slow fading Rayleigh channel. (a) BER performance; (b) SER performance; (c)
PER performance.
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Figure 9: Detection performance comparisons of the proposed scheme under various estimators versus CFO over pure AWGN channel,
N � 2. (a) BER performance; (b) SER performance; (c) PER performance.
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Figure 10: Continued.
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Figure 10: In the pure AWGN channel, the proposed scheme is compared with the detection performance of dynamic CPO under the full
estimator in (16); N � 2. (a) BER performance; (b) SER performance; (c) PER performance.
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It is apparent from (13) and Figure 4 that the estimation
process involves complex inverse tangent operation.

According to our previous work [21, 25–27], two simplified
estimation schemes can be obtained:
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K + 1

Im(Q)

Re(Q)
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Figure 11: In the pure AWGN channel, the proposed scheme is compared with the detection performance of dynamic CPO under
simplified estimator in (15); N � 2. (a) BER performance; (b) SER performance; (c) PER performance.
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For integrity of this work, we also give the full estimation
scheme here.

􏽢φ �
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(16)

A data-aided detection scheme is considered for simple
implementation. However, the non-data-aided detection
method can also be applied. -is follows from the fact that
the modulated data within the sample chip can be easily
wiped out with the aid of any PN code using cross-corre-
lation operation.-en, the CFOE can be easily estimated and
compensated. At present, there are many other CFO esti-
mation schemes [28–31]. -ese schemes involve complex
mathematical operations, such as the logarithmic operation,
the exponential operation, and the trigonometric operation.
Our scheme further simplifies these complex operations, as
shown in (14) and (15).

6. Simulation Result

In this section, we evaluate the bit error rate (BER), symbol
error rate (SER), and packet error rate (PER) performance of
various detection schemes. Note that, in the simulation, the
PPDU payload length is set to 22 bytes. We choose the
maximum in 780MHz frequency band as the carrier fre-
quency, that is, 786MHz. -e detailed simulation param-
eters are shown in Table 2.

6.1. Influence of Maximum Chip-Delay Number K on De-
tection Performance. -e performance of IEEE 802.15.4c
MPSK receiver can be improved by introducing a com-
patible maximum chip-delay number K. In slow fading
Rayleigh channel and the pure AWGN channel with dif-
ferent K, we compared the BER, SER, and PER of our

proposedMSD scheme with the full estimator in (16) and the
simplified estimator in (15).

It can be seen from Figures 5 and 6 that when the
maximum chip-delay number K increases from 1 to 5, the
BER, SER, and PER performance can improved under the
pure AWGN channel. In particular, as depicted in
Figure 5(c), when PER� 1 × 10− 3, as K increases from 1 to 2,
the SNR gain is approximately 2.2 dB; when K increases
from 2 to 3, the SNR gain is about 0.5 dB; when K increases
from 3 to 4, the SNR gain is about 0.1 dB. Furthermore, K �

3 is sufficient to meet the performance requirements of the
receiver in pure AWGN channel [9]. Also, the improvement
is so small when the maximum chip-delay number ranges
from 4 to 5, so we set the maximum chip-delay number to be
4, that is, K � 4.

6.2. Detection Performance Comparison. -e BER, SER, and
PER results for various detection schemes under pure
AWGN channel and slow fading Rayleigh channel are, re-
spectively, shown in Figures 7 and 8. In theory, the full MSD
scheme is extremely close to the optimal coherent detection
with the increase of the observation window length N. -e
implementation of the full MSD scheme is too complex. For
the convenience of comparison, we use the optimal coherent
detection to replace the simulation results of the full MSD
scheme. We take the optimal coherent detection as the
lowest bound.

As shown in Figure 7, when N � 2, the simplified es-
timation in (14) would lead to serious error floor. -is is

Table 3: On the pure AWGN channel, the implementation complexity of the proposed receiver and the full form receiver and N � 2.

Scheme (·)(·)∗ (·) + (·) | · |2

Proposed 576 573 34
Full complexity 8192 8064 256
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caused by the continuous accumulation of larger estimation
errors in (3). However, when the full estimation in (16) and
the simplified estimation in (15) are used, the detection
performance is excellent. -ere is a little gap between those
and the optimal coherent detection, especially at high SNR.
Furthermore, when we have 1 × 10− 3, compared with the
SBSD method, the proposed scheme can achieve gain about
1.6 dB.

When N is increased from 2 to 3, the performance of the
proposed detection schemes decreases. -is is because when
N � 3, the error caused by the estimation scheme introduces
a large accumulation in (3), and a mismatch is then observed
between the estimator and the detector. In conclusion, the
estimation scheme in this paper is especially suitable for the
detection scheme, wherein the observation window lengthN

is set to be 2. Moreover, when N � 2, the performance gap
between our proposed scheme and the optimal coherent
detection is so small, and there is almost no more room for
improvement.-erefore, we chooseN as 2 in the subsequent
simulations. In addition, as shown in Figure 8, we can draw
similar conclusions under slow fading Rayleigh channel,
which, however, is not illustrated here.

6.3. Frequency Offset Robustness of the Proposed Scheme in
PureAWGNChannel. In the pure AWGN channel, we show
the BER, SER, and PER performance results with different
estimation schemes in Figure 9. CFO f obeys a symmetry
triangular distribution at (−80, +80) ppm. -e results of the
full estimation in (16) are used as a benchmark. As shown in
Figure 9, for the simplified estimation in (15), the detection
performance is good for CFO between +60 and −60 ppm.
However, the performance fluctuates when the CFO is
greater than +60 ppm or less than −60 ppm. In addition, the
performance fluctuation increases with the increase of SNR.
However, according to the CFO probability distribution
characteristic, the probability that the absolute value of CFO
exceeds 60 is 0.0625, which is very small. -us, the proposed
detection scheme is not sensitive to frequency offset.

6.4. CPO Robustness under Pure AWGN Channel. In this
part, we study the detection performance of the proposed
receiver in pure AWGN channel with changing carrier
phase, where N � 2. In Figures 10 and 11, the proposed
scheme is robust to dynamic phase jitter. -e phase θ is
modeled as a Wiener process, wherein its initial value is
uniformly chosen from (−π, π). As shown in Figures 10 and
11, the proposed scheme is robust to dynamic phase jitter.
-e performance of the proposed receiver does not signif-
icantly degrade if we increase the standard deviation of jitter
from 0° to 3°. In addition, an irreducible error floor is ob-
served for the estimators given in (15) and (16) with the
increase of SNR.

6.5. Complexity Analysis. We compare the implementation
complexity of various detection schemes in pure AWGN
channels. It is assumed that the full MSD and the proposed
detection scheme are equipped with the same estimator. -e

discrepancy in receiver implementation complexity is de-
termined by the metrics given in (3), (5), and (9). Note that
we set J, L1, and P1 to the maximum, that is, J � 44, L1 � 16,
and P1 � 8. -e structure block diagram of multiplication
operation is shown in Figure 3 of [32]. Complex addition is
the addition of two complex numbers. It is assumed that a
comparison operation is equivalent to an addition operation.
As shown in Table 3, our proposed detection scheme only
requires 576 complex multiplications, 573 complex addi-
tions, and 34 modular squaring operations. -e full MSD
given in Section 3 requires 8192 complex multiplications,
8064 complex additions, and 256 modular squaring oper-
ations. Obviously, compared with the full MSD, the com-
plexity of our scheme is extremely reduced.

In addition, the average running time can also partly
reflect the implementation complexity. Specifically, for
different detection schemes, we develop various simulations
by running enough number of transmission frames. In fact,
105 frames of data are implemented, and the average run-
ning time is achieved. Surprisingly, as shown in Figure 12,
when the SNR is −4 dB, the average running time for the
traditional SBSD developed from [23] is 4 times as much as
that of our proposed MSD scheme. Furthermore, as for the
SBSD developed from [33], the average running time is 5.5
times as much as that of our MSD scheme.

7. Conclusions

In this paper, a simple but reliable MSD scheme for IEEE
802.15.4c MPSK receiver has been proposed, wherein the
CFO has been estimated and compensated by using pre-
amble assisted method. Experimental results showed that
our detection performance can meet the requirements of
WSN with only four maximum chip delays. In addition,
when the standard deviation of the phase jitter is as high as
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Figure 12: Average running time for different detection schemes in
pure AWGN channel; N � 2.
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3°, the performance does not significantly decrease. Finally,
compared with the full MSD scheme, our improved scheme
is more attractive in terms of complexity. -erefore, the
research results of this paper have a positive role in pro-
moting the engineering application of the IoT in the field of
new smart city.

In order to avoid the channel and CFO estimation,
double-differential modulation is famously used as shown in
[34–37]. -is idea can be directly borrowed and imple-
mented in our detection scheme for further complexity
reduction. Note, however, that more performance loss is
exhibited in this case.
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In this study, we consider a multiway massive multi-input multi-output (MIMO) relay network over Rician fading channels,
where all users intend to share their information with the other users via amplify-and-forward (AF) relays equipped with a great
number of antennas. More practical, the imperfect channel state information (CSI) is taken into account. To evaluate the
performance of the considered networks, we derived an analytical approximation expression for the spectral efficiency with
zero-forcing (ZF) receivers in a closed form. To obtain more insights, the asymptotic analysis as the number of relay antenna
approaching infinity is carried out. Finally, the power scaling law is analyzed for two scenarios. )e results reveal that (1) massive
MIMO is capable of compensating the loss caused by Rician fading, (2) the sum spectral efficiency increases with the increase of
the Rician factor, and (3) deploying large-scale antenna is effective to save cost and keep performance.

1. Introduction

Massive multiple-input multiple-output in mobile com-
munication technology networks has greatly improved the
fluency and stability of communication and provides users
with a better experience, which has been defined as a core
technology of the fifth generation mobile [1, 2]. Massive
MIMO technology is first setup by Marzetta [3] who releases
the multicell multiuser noncooperative system, and now, it
has got attention on both industry and academic. By
deploying tens or hundreds of antennas at the base station
(BS) and servicing many users, massive MIMO has an ad-
vantage capability to increase the spectral efficiency and
energy efficiency by orders of magnitude [4] and, to some
extent, preclude the interuser interference (IUI) with
low-complexity linear precoding/detecting schemes such as
maximal-ratio combining (MRC), maximal-ratio trans-
mission (MRT), zero-forcing, and minimum mean square
error (MMSE) [5, 6].

At the same time, multiway relay networks have a sig-
nificant role on practical application scenarios, e.g., data
transmission in multimedia conference call and exchanging
information occurring in sensor nodes and data centres in

wireless communication [7, 8]. )anks to the multiplexing
gain, multiway relay networks have become an upgrading
technology to further push the performance of spectral
efficiency of relay networks [9, 10].

In order to obtain the advantages of massive MIMO and
multiple relays, the combination of the two technologies has
sparked a great interest [11–15]. In [11], the authors in-
vestigated the performance of the multiway relay networks,
which figures out the transmit power of each user and relay
stays in an increasing trend as the number of relay antennas
decreases. Moreover, authors in [12] derive multiway
massive MIMO relay networks in wireless communication
and the technology of power transfer at the same time. It is
shown in [13] that the transmit powers at user and relay
nodes can be reduced with large antenna array and keep a
fixed quality of service in the multiway massive MIMO
networks. In [14], the authors study the performance of
multiway relay networks and release that the pairwise
multiway relay network achieves themaximummultiplexing
gain whenever the number of participating sources is limited
to two. In [15], the asymptotic performance of MWRNs with
massive MIMO by modelling the channels is investigated,
and it concludes that the transmitting power of the user node
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is inversely proportional to the number of antennas when the
channel is aging. However, the common of the above works has
the assumption that all communication are accomplished
under the conditions of Rayleigh fading channels [16], which is
not practical in some scenarios of line of sights (LoS) envi-
ronments, such as television broadcasting, satellite commu-
nication, and radio relay communication [17, 18].

Motivated by the above discussion, we consider a
multiway massive MIMO relay network over Rician fading
channels with ZF processing in this study. More practical, we
suppose that the channel is not perfect, which can be esti-
mated by the massive MIMO relay with MMSE. Specifically,
by utilizing the ZFR/ZFT algorithm, we obtain an approx-
imate analytical evaluation for the spectral efficiency of
considered multiway massive MIMO relay networks in
close. To obtain more insights, the power scaling law is
explored as the amount of relay antennas grows to infinity.
)e main contributions of the study are shown as follows:

(1) With fixing the value of the Rician factor and
comparing the trend of the sum spectral efficiency,
we find out that massive MIMO can compensate the
loss caused by Rician fading;

(2) )e sum spectral efficiency grows logarithmic when
the Rician fading factor K grows, and moreover, the
spectral efficiency presents highlight when K� 0;

(3) Using the estimated amount obtained, the closed
form for the spectral efficiency with ZF processing is
obtained. Furthermore, the power scale laws are
involved in two parts. And in the first case,
M⟶∞; we find that the spectral efficiency in-
creases as the antennas increases. As for the other
case that the transmit power of users reduces withM
growing, the effects of estimate error and interpair
interference can be ignored.

)e rest of this study is organized as follows: in Section 2,
we introduce the network model and give the channel
model, channel estimation, and information transmission.
In Section 3, we analyze the spectral efficiency. )e power
scaling law is considered in Section 4, and the numerical
results are shown in Section 5. )e last section concludes the
study.

Notations: superscript (A)T is the transpose of the
matrix A, (A)∗ is the conjugate of the matrix, and (A)H

represents the Hermitian of the matrix A. While, E |∗|{ } and
Var |∗|{ } represent the expectation and the variance opera-
tors, respectively. Ak and ak are the kth columns of matrix
A. )e notation A ∼ CN(0, 1) denotes that A is a circularly
symmetric Gaussian distributed random variable.

2. Network Model

We consider a multiway massiveMIMOAF relay network as
shown in Figure 1, which includes oneM antenna relay and
N single antenna users. Each user with one antenna tries to
exchange their information with the other N− 1 users with
the aid of the AF relay station, which is equipped with M
antennas (M>>N). We suppose that the direct link cannot

be achieved caused by high path loss and/or severe
shadowing.

2.1. Channels Model. Let G ∈ CM×N be the channel matrix
from the N users to the relay, which contains the small-scale
and/or the large-scale fading, and it can be written as

G � HD(1/2)
, (1)

where D ∈ CN×N is a diagonal matrix which contains
large-scale fading coefficients, with the restrain by βn in the
Nth diagonal element. Contrast to [19], due to the channel is
in Rician fading, it can be written as [20]

H �

������
Kn

Kn + 1

􏽳

H +

������
1

Kn + 1

􏽳

􏽥H, X ∈ A, B{ }. (2)

In the above formula, Kn is the Rician K-factor coeffi-
cient which combines theN− 1 user pair and the relay, while
􏽥H is the random part of the Rician fading channels with the
communication of theN− 1 user to relay, and all elements in
both are independent and identically distributed (i.i.d.)
CN(0, 1) random variables [21]. H is the deterministic part
of Rician fading channels with the restrain of the N− 1 user
pair, which is an arbitrary rank [H]mn � e−j(m− 1)(2π d/λ)sin(θn),
where λ is the wavelength, d is the antenna spacing, and θn

stands for the arrival angle of the Nth user.
Under the time division duplex (TDD) operations, the

transmission protocol can be described when the infor-
mation exchange is totally finished among allN users. When
using TDD operation, there are three parts in each coher-
ence interval: channel estimation, multiple access phase, and
broadcasting phase.

2.2. Channel Estimation. In a wireless communication
system, it is a challenge to obtain perfect CSI, especially in
massive MIMO systems which equipped with the large
number of antenna array at BS. As in [21], we assume that
the deterministic component and Rician factor are known
during transmission. We define that T is the length of co-
herent interval, and τ stands for the training duration in each
coherent interval, and set T> τ. In the training phase, we

uN u3

uN–1

u2u1

u4

...
...

...

...

……

Figure 1: System model.
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assume that all users send their pilot sequences to the relay at
the same time, where the pilot sequences are mutually or-
thogonal. In this situation, we require τ ≥N, )en, 􏽢G can be
written as [19]

􏽢G � G Ω Ω + IN( 􏼁
− 1

􏽨 􏽩
(1/2)

+ 􏽢Gw Ω + IN( 􏼁
− 1

􏽨 􏽩
(1/2)

, (3)

where G is the deterministic component with G � HD(1/2),
and 􏽢Gw is the estimate channel of random component.

During the training step, orthogonal pilot sequences
realize the matrix ���

pp

􏽰 Φ ∈ Cτ×N(τ ≥N), constraint with
FHF � IN, where F≜Φ[Ω(Ω + IN)− 1](1/2), and pp � τpu is
the transmitted pilot power. )e pilot matrix with noise
received by the base station can be represented as

Yp �
���
pp

􏽰
GΦT

+ N, (4)

where N ∼ CN(0, IM) is the AWGN vector at the relay. And
the remaining term of the receive matrix is

Yp,w �
���
pp

􏽰
Gw Ω + IN( 􏼁

−1
􏽨 􏽩

(1/2)
ΦT

+ N. (5)

)en, using MMSE, we can get the estimate of random
component Gw as follows:

􏽢Gw �
1
���
pp

􏽰 YpF
∗
D, (6)

where D≜ ((1/pp)D− 1 + IN).
With the formula (5), we have

􏽢Gw � Gw +
1

pp

Z􏼠 􏼡D, (7)

where Z≜NF∗, Z ∼ CN(0, IM) is the AWGN vector, and
􏽢Gw ∼ CN(0, 􏽢Dw), and [ 􏽢Dw]nn � (τPpβ

2
n/τPpβn + 1).

Substituting (7) to (3), the channel estimate matrix of G
can be obtained as [22]

􏽢G � G − E, (8)

where 􏽢G and E are independent with each other, and E

presents the estimation error matrix. In addition,
􏽢G ∼ CN(0, 􏽢D) and E ∼ CN(0, DE), where 􏽢D and DE are the
diagonal matrices, and its diagonal elements are [ 􏽢D]nn �

σ2n � (Kn/Kn + 1)
����������������
(τPpβ

2
n/τPpβn + 1)

􏽱
+ (τPpβ

2
n/τPpβn + 1)

���������
1/(Kn + 1)

􏽰
and [DE]nn � σ2e,n � βn − σ2n, respectively.

2.3. Information Transmission

2.3.1. Multiple Access Phase. Based on the estimated
channels, data are sent to the relay simultaneously by all
users. Let xk be the transmitted signal from kth user with
E |xk|2􏽮 􏽯 � 1. )us, at the relay, the received signal is

yR �
���
Pu

􏽰
Gx + nr. (9)

In above formula, x≜ [x1, . . . , xK]T, and nr ∼ CN(0, Im)

indicates the AWGN vector at the relay. With the aid of the

estimated channel and ZF processing technique, the relay
combines the received signals from all M antennas as

􏽥yR � W
T

yR, (10)

where WT is the ZF receiver and can be obtained from [23]

W
T

� 􏽢G
H 􏽢G􏼒 􏼓

−1
􏽢G

H
. (11)

2.3.2. Broadcasting Phase. In this state, it takes K− 1 time
slots to send signal to all users with the help of the relay. )e
relay tries to send xk+1 to user k, when the t

th time slot comes.
)us, at the relay, for the tth time slots, the transmitted signal
vector can be written as [9]

S
(t)
R �

�����

α(t)
Pu

􏽱

B
(t)

x +

���

α(t)

􏽱

C
(t)

nr,
(12)

where B(t) ≜AΠ(t)WTG and C(t) ≜AΠ(t)WT, and α(t) is
chosen to satisfy the power constraint at the relay. And
􏽑

(t) ∈ CN×N is the permutation matrix at the tth time slot as
in [8]. A, which represents the ZF precoding matrix, can be
written as

A � 􏽢G
∗ 􏽢G

T 􏽢G
∗

􏼒 􏼓
−1

, (13)

E S
(t)
R

�����

�����
2

􏼚 􏼛 � Pr. (14)

Substituting (12) into (14), we can have

α(t)
�

Pr

PuQ
(t)
1 + PuQ

(t)
2 + Q

(t)
3

, (15)

where

Q
(t)
1 ≜E Tr AΠ(t)

W
T 􏽢G􏼐 􏼑 AΠ(t)

W
T 􏽢G􏼐 􏼑

H
􏼔 􏼕􏼚 􏼛, (16)

Q
(t)
1 ≜E Tr AΠ(t)

W
T
E􏼐 􏼑 AΠ(t)

W
T
E􏼐 􏼑

H
􏼔 􏼕􏼚 􏼛,

Q
(t)
1 ≜E Tr AΠ(t)

W
T

􏼐 􏼑 AΠ(t)
W

T
􏼐 􏼑

H
􏼔 􏼕􏼚 􏼛.

(17)

From (12), the transmitted signal can be obtained, and
the K users meet

y
(t)
u � G

T
S

(t)
R + n

(t)
u �

�����

α(t)
Pu

􏽱

G
T
B

(t)
x +

���

α(t)

􏽱

G
T
C

(t)
nr + n

(t)
u ,

(18)

where nu ∼ CN(0, IN) is the AWGN vector in the end.

3. Spectral Efficiency Analysis

In this section, we derive a closed-form expression for the
spectral efficiency of massive MIMOmultirelay systems over
Rician fading channels. In terms of the other time slots, the
same analysis can meet the requirement. Depending on the
effort of [24], the received signal at the nth user y(1)

u,n can be
shown as
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y
(1)
u,n �

������

α(1)
Pu

􏽱

E g
T
n b

(1)
n+1􏽮 􏽯xn+1 + 􏽥N

(1)

n , (19)

where

􏽥N
(1)

n ≜
������

α(1)
Pu

􏽱

g
T
n b

(1)
n+1 − E g

T
n b

(1)
n+1􏽮 􏽯xn+1􏼐 􏼑

+

������

α(1)
Pu

􏽱

􏽘

N

i�1
i(n+1)

g
T
n b

(1)
i xi +

����

α(1)

􏽱

g
T
n C

(1)
nr + n

(1)
u,n .

(20)

For the kth user, the worst-case Gaussian noise will
produce reachable spectral efficiency, and the formula is

SE(1)
n �

T − τ
T

􏼒 􏼓
N − 1

N
􏼒 􏼓log2 1 +

α(1)
Pu E g

T
n b

(1)
n+1􏽮 􏽯

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

Var 􏽥N
(1)

n􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(21)

To obtain the closed form of the spectral efficiency, we
need to calculate E gT

n b
(1)
n+1􏽮 􏽯 and Var( 􏽥N

(1)

n ). Due to the
independence relationship of 􏽢G and E, we can obtain

E g
T
n b

(1)
n+1􏽮 􏽯 � E 􏽢g

T
n AΠ(1)

W
T

􏽢gn+1􏽮 􏽯 � 1. (22)

Because 􏽥N
(1)

n has a complex form, which cannot be
calculated, and also, it is difficult to get the exact form of
Var( 􏽥N

(1)

n ). However, by using the law of Large Numbers [9],
we can have the following approximation.

Theorem 1. With M⟶∞, the spectral efficiency can be
evaluated as

SE(1)
n ⟶

T − τ
T

􏼒 􏼓
N − 1

N
􏼒 􏼓 × log2 1 +

α(1)
Pu

α(1)
Pu 􏽐

N
i�1 In,i + α(1)ζn + 1

⎛⎝ ⎞⎠,

(23)

where

α(1) ≜
M(M − N)Pr

MPu 􏽐
N
n�1 1/σ2n􏼐 􏼑 + Pu 􏽐

N
n�1 σ

2
e,nσ + σ

, (24)

In,i ≜
Mσ2i−1σ

2
e,i + Mσ2n+1σ

2
e,k + σ2n+1σ

2
i−1σ

2
e,kσ

2
e,iσ

M(M − N)σ2i−1σ
2
n+1

,

ζn ≜
M + σ2n+1σ

2
e,kσ

M(M − N)σ2n+1
,

σ ≜ 􏽘
N

n′�1

1
σ2n′σ

2
n′+1

.

(25)

Proof. See Appendix. □

4. Power Scaling Laws

In this part, the power scaling law is studied for the con-
sidered networks. Wemainly focus on these two cases: (1) fix

Pu, Pr, and set pp � (Ep/Mαp ) with the restrain of αp > 0; (2)
fix Eu, Er, and Pp, and set pu � (Eu/Mαu ) and
pr � (Er/Mαr ), with the restrain of αu>0, αr>0.

First case: the power scaling laws can be calculated as
below when M has a trend to infinity.

Theorem 2. Fix Pu, Pr, and Ep; set pp � (Ep/M
αp ), with the

restrain of αp, we have

SE(1)
n ⟶

T − τ
T

􏼒 􏼓
N − 1

N
􏼒 􏼓

× log2 1 +
α(1)

Pu

􏽢α(1)
Pu 􏽐

N
i�1

􏽢In,i + 􏽢α(1)􏽢ζn + 1
⎛⎝ ⎞⎠,

(26)

where

􏽢α(1) ≜
M(M − N)Pr

MPu 􏽐
N
n�1 1/σ2n􏼐 􏼑 + Pu 􏽐

N
n�1 σ

2
e,nσ + σ

,

􏽢In,i ≜
Mσ2i−1σ

2
e,i + Mσ2n+1σ

2
e,k + σ2n+1σ

2
i−1σ

2
e,kσ

2
e,iσ

M(M − N)σ2i−1σ
2
n+1

􏽢ζn ≜
M + σ2n+1σ

2
e,kσ

M(M − N)σ2n+1
,

σ2 ≜
Kn

Kn + 1

�����������

τEpβ
2
n

τEpβn + M
αp

􏽶
􏽴

+
τEpβ

2
n

τEpβn + M
αp

������
1

Kn + 1

􏽳

.

(27)

Proof. By substituting Pp � (Ep/M
αp ) and making M into

infinity.
Note 1:)eorem 2 shows that the sum spectral efficiency

is not relevant to αp, due to the reason that the estimation
error becomes a regular number when Pp⟶ 0. Further-
more, with the antennas having a trend of growth, the
spectral efficiency increases.

Second case: the users transmit power reduces when the
number of antenna M increases. □

Theorem 3. Fix Eu, Er, and Pp, when Pu � (Eu/Mαu ) and
Pr � (Er/Mαr ), with the restraint αu>0, αr>0.

Proof. By substituting Pu � (Eu/Mαu ), Pr � (Er/Mαr ) and
taking M into infinity.

Note 2: it is shown that the effects of estimate error and
interpair interference can be ignored when M climbs to
infinity. When meeting the condition that 0<αu, αr<1, the
spectral efficiency of the user grows in an unlimited trend.
When αu � αr � 1, the spectral efficiency of the user is fixed.
When αu>1, αr>1, the spectral efficiency drops to zero as
M⟶∞. □
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5. Numerical Results

)e sum spectral efficiency is taken as our performance
indictor. )e sum spectral efficiency can be rewritten
follows:

SEsum � 􏽘
N

n�1
SE(1)

n bit/s/Hz. (28)

Figure 2 shows the sum spectral efficiency in a multiway
massive MIMO system with ZF processing versus number of
antennas with different values of K. )e diamond dotted
represents the Monte Carlo results of the spectral efficiency
of the multichannel massive MIMO relay, while the dotted
circle line represents the analysis result of Part 3. In this
figure, we fix Pu � 10 dB, N� 8, Pp � Pu, and Pr � 2NPu. In
this figure, we can find that the simulation value is in
agreement with theMonte Carlo result. Furthermore, we can
easily conclude that the ZF processing has a slow growth
when the antenna increases heavily.

Figure 3 shows the sum spectral efficiency of the con-
sidered system with ZF versus SNR when K is set to 10 and 5.
As can be seen from Figure 3, spectral efficiency grows larger
with the increase of SNR. We can learn that the ZF pro-
cessing has a better performance with SNR growing in a
multiway massive MIMO system. In addition, the spectral
efficiency decreases with K growing, which means the
performance of the considered system is limited by the
Rician factor.

Figure 4 investigates the sum spectral efficiency with
different values of K. As shown in figure, with the increase of
K, the sum spectral efficiency can get an apparent decline,

which is going to say, the sum spectral efficiency descends
with the Rician factor K rising.

Figure 5 shows the power scaling law versus M for the
transmit power of each user Pu � (Eu/Mαu ) and the relay pr �

(Er/Mαr ) of the considered system. In this figure, we set N� 8,
Eu � 10 dB, Er � 20 dB, Pp � 10dB, K� 10dB, and T� 200.
As we can see that when αu, αr>1, the sum spectral efficiency
reduces to zero, which can get that when the transmit power is
reduced too much on each user and relay, the sum spectral
efficiency will be greatly reduced. When αu, αr<1, the sum
spectral efficiency grows with the number of antenna M in-
creasing.When αu � αr � 1, the sum spectral efficiency becomes
a constant, which shows that we cannot promote the sum
spectral efficiency by making the number of antenna increase.
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6. Conclusions

In this study, we summarized the influence of the Rician
factor on the performance of the multiway massive MIMO
relay network with ZF processing. We deduced an ap-
proximate expression for the spectral efficiency in a closed
form. Also, the relationship between the Rician factor and
the sum spectral efficiency is obtained. And massive MIMO
have an ability to compensate the loss caused by Rician
fading.Moreover, we show that ZF processing offers a higher
spectral efficiency in most circumstances.

Appendix

1

Lemma 1. Let X ∈ CM×N, M>N. Each row of X is
CN(0, D), where D is a diagonal matrix. Furthermore, let
􏽢D ∈ CN×N be another diagonal matrix. ?en, we have

E Tr 􏽢D X
H

X􏼐 􏼑
− 1

􏼔 􏼕􏼚 􏼛 �
1

M − N
􏽘

N

n�1

[ 􏽢D]nn

[D]nn

. (A.1)

Proof. By expressing Tr[ 􏽢D(XHX)− 1] � 􏽐
N
n�1(

􏽣[D]nn/
[D]nn)[W− 1]NN, where W is a K × K central Wishart matrix
of M degrees of freedom, and using [10], Lemma 2.10 is
obtained.

2 □

Lemma 2. Let A ∈ CM×M, and X ∼ CN(0, IM). ?en,

E X
T
AX

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛 � Tr AA
H

􏼐 􏼑 + Tr AA
∗

( 􏼁. (A.2)

3

Proof of )eorem 1

(1) Derivation of α(1): from (10), to compute α(1), we
need to compute Q

(1)
1 , Q

(1)
2 , and Q

(1)
3 . Substituting

(5) and (7) into (11) yields

Q
(1)
1 � E Tr 􏽢G

T 􏽢G
∗

􏼒 􏼓
− 1

􏼨 􏼩 �
1

M − N
􏽘

N

n�1
1/σ2n􏼐 􏼑. (A.3)

Where in the last equality, we have used Lemma 1.
To compute Q

(1)
2 , we substitute (5) and (7) into (12)

to obtain

Q
(1)
2 � 􏽘

N

n�1
σ2e,nE Tr Π(1) 􏽢G

H 􏽢G
∗

􏼔 􏼓
− 1
Π(1)

􏼐 􏼑
H

􏽢G
T 􏽢G
∗

􏼒 􏼓
− 1

􏼣􏼨 􏼩.

(A.4)

From the law of large numbers, we have that
􏽢G

H 􏽢G⟶M 􏽢D, and hence, Q(1)
2 can be approximated

as

Q
(1)
2 ⟶ 􏽘

N

n�1
σ2e,nE Tr Π(1) 􏽢G

H 􏽢G
∗

􏼔 􏼓
− 1
Π(1)

􏼐 􏼑
H

􏽢G
T 􏽢G
∗

􏼒 􏼓
− 1

􏼣􏼨 􏼩

�
9

M(M − N)
􏽘

N

n�1
σ2e,n.

(A.5)

Where again, we have used Lemma 1 to obtain the
last equality.
Similarly, we obtain

Q
(1)
3 ⟶

9

M(M − N)
. (A.6)

Substituting (A.4), (A.5), and (A.6) into (16), we
obtain (24).

(2) Derivation of Var( 􏽥N
(1)

n ): from (20), we have

Var 􏽥N
(1)

n􏼒 􏼓 � α(1)
PuVar g

T
n b

(1)
n+1􏼐 􏼑 + α(1)

PuE g
T
n b

(1)
n

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛

+ α(1)
Pu 􏽘

N

i�1
i≠(n,n+1)

E g
T
n b

(1)
i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛

+ α(1)
E g

T
n C

(1)
�����

�����
2

􏼚 􏼛 + 1.

(A.7)

(a) Compute Var (gT
n b

(1)
n+1), we have

Var g
T
n b

(1)
n+1􏼐 􏼑 � V1 + V2 + V3. (A.8)

Where

V1 ≜E 􏽢g
T
n AΠ(1)

W
T
en+1

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛,

V2 ≜E e
T
n AΠ(1)

W
T

􏽢gn+1

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛,

V3 ≜E e
T
n AΠ(1)

W
T
en+1

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛.

(A.9)
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)e term V1 can be calculated as
V1 � σ2e,n+1E 􏽢g

T
n AΠ(1)

W
T2

􏽮 􏽯

� σ2e,n+1E
􏽢G

H 􏽢G􏼒 􏼓
− 1

􏼢 􏼣
n+1,n+1

􏼨 􏼩 �
σ2e,n+1

(M − N)σ2n+1
.

(A.10)

Similarly, we obtain V2 � (σ2e,n/(M − K)σ2n), and
V3 � (σ2e,nσ

2
e,n+1/M(M − N))9. )erefore,

Var g
T
n b

(1)
n+1􏼐 􏼑 � In,n+1. (A.11)

(b) Compute E |gT
n b(1)

n |2􏽮 􏽯, we get

E g
T
n b

(1)
n

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛 � E I1 + I2 + I3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

􏽮 􏽯. (A.12)

Where Ι1 ≜ 􏽢gT
n AΠ(1)WTen, I2 ≜ 􏽢eT

n AΠ(1)WT 􏽢gn, and
I3 ≜ 􏽢eT

n AΠ(1)WTen. We obtain

E g
T
n b

(1)
n

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛 � E I1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

􏽮 􏽯 + E I2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

􏽮 􏽯 + E I3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

􏽮 􏽯.

(A.13)

Similarly, we have

E I1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

􏽮 􏽯 �
βn − σ2n

(M − K)σ2n+1
, (A.14)

E I2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

􏽮 􏽯 �
βn − σ2n

(M − N)σ2n−1
. (A.15)

Next, we compute E |I3|
2􏽮 􏽯. We obtain

E I3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

􏽮 􏽯 � σ4e,kE Tr Π(1) 􏽢G
H 􏽢G
∗

􏼔 􏼓
− 1
Π(1)

􏼐 􏼑
H

􏽢G
T 􏽢G
∗

􏼒 􏼓
− 1

􏼨 􏼩

+ σ4e,kE Tr Π(1) 􏽢G
H 􏽢G
∗

􏼔 􏼓
− 1
Π(1)

􏼐 􏼑
H

􏽢G
T 􏽢G
∗

􏼒 􏼓
− 1

􏼨 􏼩

⟶
σ4e,n9

M(M − N)
.

(A.16)

Substituting (A.15) and (A.16) into (A.13), we get

E g
T
n b

(1)
n

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛⟶ In,n. (A.17)

(c) Compute E |gT
n b(1)

n |2􏽮 􏽯, we obtain

E g
T
n b

(1)
n

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼚 􏼛⟶ In,i. (A.18)

(d) Compute E ‖gT
n C(1)‖2􏽮 􏽯, we obtain

E g
T
n C

(1)
�����

�����
2

􏼚 􏼛 �
M + σ2n+1σ

2
e,n9

M(M − N)σ2n+1
. (A.19)

Substituting (A.11), (A.16), (A.18), and (A.19) into
(A.7) yields (23). □
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In order to realize the high-precision direction of arrival (DOA) estimation of the coherent source of two-dimensional multiple-
input and multiple-output (MIMO) radar, a solution is given by combining Toeplitz matrix set reconstruction. MIMO radar
obtains a larger aperture with fewer arrays. Traditional two-dimensional reconstruction Toeplitz-like algorithms use part of the
information in the construction of two correlation matrices or covariance matrices to construct the Toeplitz matrix when
performing two-dimensional coherent source DOA estimation, which makes the information utilization incomplete and requires
additional denoising processing. To solve the above problems, this paper proposes an improved Toeplitz matrix set reconstruction
algorithm based on the two-dimensional reconstruction Toeplitz class algorithm. -e complete array element receiving signal
vector is used to construct two Toeplitz matrix sets containing complete information, and then their conjugate transposes.
Multiply and sum to correct the matrix to obtain a full-rank matrix, so as to achieve the purpose of decoherence and combine the
traditional ESPRIT algorithm to perform two one-dimensional reconstruction processing through rotation invariance and then
perform angle matching to achieve two-dimensional coherent signal angle estimation, while avoiding additional denoising
processing. Finally, the simulation results of the cross array and the L-shaped array verify the effectiveness of the algorithm in this
paper and further extend it to the two-dimensional MIMO radar array model and compare it with the traditional ESPRIT-like
algorithm and the REC-FBSS-ESPRIT algorithm. In comparison, the algorithm in this paper has better performance under the
conditions of successful resolution, DOA estimation accuracy, and low signal-to-noise ratio.

1. Introduction

-e multiple-input and multiple-output (MIMO) radar
system is a new radar system proposed in recent years.
MIMO technology has brought a new breakthrough to the
application performance of the radar system. Compared
with the traditional radar, MIMO radar has potential ad-
vantages in parameter target estimation, target parameter
detection, estimation performance analysis, space-time
adaptive processing suppression, radar interference wave-
form design, and so forth. -e direction of arrival (DOA) [1]
estimation problem is one of the important research di-
rections in the signal processing of sensor arrays [2, 3], and it
is widely used in radar [4–6]. High-precision DOA esti-
mation based on subspace has become the focus of research
[7–9]; for example, multiple signal classification (MUSIC)

and estimation of signal parameters via rotational invariance
techniques (ESPRIT) [10] can provide higher resolution to
estimate the direction of arrival of uncorrelated and partially
related signals [11–13]. But in practice, there are a large
number of coherent sources due to multipath propagation
and cofrequency interference [14]. When the signals are
coherent, the rank of the covariance matrix accepted by the
array will be deficient, so that the signal will be diffused to the
noise, and the performance of the DOA estimation will be
degraded [15, 16]. -e methods of decoherence include
spatial smoothing algorithms, such as forward smoothing,
backward smoothing, and forward and backward smooth-
ing, but they are usually only applicable to isometric uniform
linear arrays, and the corrected dimension is lower than the
original matrix dimension; that is, decoherence is in ex-
change for lower degrees of freedom [6, 14].
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Another problem to solve rank deficit is to construct an
algorithm based on vector and matrix reconstruction [14].
-is algorithm rearranges the elements by covariance pro-
cessing of the vector of the received signal and then con-
structs a Toeplitz matrix so that its rank is only the direction
of arrival is related without being affected by signal corre-
lation, so as to achieve the purpose of decoherence. Ref-
erence [17] proposed the ESPRIT-like algorithm by
constructing a special antenna array model to reconstruct a
Toeplitz matrix with the covariance matrix of the received
signal matrix and using rotation invariance to achieve
decoherence, but this method only works for the center array
of the covariance matrix. When the center row of the co-
variance matrix is selected for reconstruction, the noise term
is only a scalar quantity; otherwise, the denoising process
still needs to be used to estimate the DOA using the ESPRIT
algorithm. Because only one line of covariance is used, its
information utilization is incomplete and affects DOA es-
timation performance. Reference [6] extended [17] to the
two-dimensional DOA estimation of coherent sources.
Reference [18] proposed the REC-FBSS-ESPRIT algorithm
for reconstructing a covariant matrix, using the forward and
backward spatial smoothing method as a preprocessing
method to solve the problem of rank deficiency, and con-
structed an L-shaped matrix for two-dimensional DOA
estimation, but the signal is still affected by noise and re-
quires denoising. Reference [14] proposed an improved
algorithm based on Toeplitz matrix reconstruction, by
constructing a Toeplitz matrix set on the signal matrix,
processing the Toeplitz matrix and the signal matrix, and
then multiplying and summing by the conjugate transposed
matrix. -e matrix is corrected to obtain a full-rank matrix
to achieve decoherence, and no additional denoising is re-
quired, but it is only suitable for one-dimensional DOA
estimation.

Based on the literature [14], this paper proposes an
improved Toeplitz matrix set reconstruction algorithm
based on the two-dimensional reconstruction of the Toe-
plitz-like algorithms and uses cross arrays and L-shaped
arrays for the two-dimensional DOA estimation [19], further
extending to MIMO radar two-dimensional DOA estima-
tion, using the characteristics of MIMO radar, with fewer
array antennas to obtain higher DOA measurement accu-
racy. -e algorithm uses two even linear arrays of mutually
orthogonal array elements, through two permutation ma-
trices and the relationship between the signal subspace and

the direction vector, using rotation invariance, through two
one-dimensional processing and then angle matching. -us,
DOA estimation of two-dimensional coherent signals is
realized. Finally, simulation experiments verify the univer-
sality of the proposed algorithm for two-dimensional DOA
estimation. Compared with the traditional ESPRIT-like al-
gorithm and the REC-FBSS-ESPRIT algorithm in [18], the
successful resolution probability and DOA estimation ac-
curacy of the algorithm in this paper have better perfor-
mance in the case of low signal-to-noise ratio, does not
require spectrum peak search, and the amount of calculation
is small.

2. Materials and Methods

2.1. Cross Array. A cross-shaped array as shown in Figure 1
supposes the intersection of the cross-shaped array is the
origin of the coordinates, the array elements are evenly
distributed on the x-axis and y-axis, and the number of
array elements on the x-axis and y-axis is N� 2M+ 1. -e
total number of array elements is 4M+ 1. -e array element
spacing is d � (λ/2), where λ is the wavelength. Assuming
that P signals are incident on the antenna, the two-di-
mensional arrival angles of the ith signal are θi, ϕi (i� 1, 2,
. . ., P), and θi and ϕi are the azimuth angle and the pitch
angle, respectively.

-en, the received signals of x-axis and y-axis are

X � Axs + Nx,

Y � Axs + Nx,
􏼨 (1)

where Ax � [ax(θ1), ax(θ2), . . . , ax(θp)] and
Ay � [ay(θ1), ay(θ2), . . . , ay(θp)] are the x-axis and y-axis
direction matrices, respectively; the dimension is (2M+ 1)×

P, and ax(θp) � [e− j2πM d sin θp sin

ϕp/λ, . . . , 1, . . . , e− j2πM d sin θp sinϕp/λ], ay(θp) �

[e− j2πM d sin θp sinϕp/λ, . . . , 1, . . . , e− j2πM d sin θp sinϕp/λ];
s � [s1, s2, . . . , sp] is P× 1 dimension incident signal vector;
P signals can be independent, correlated, or coherent; Nx

and Ny are the additive Gaussian noise of the x-axis and
y-axis receiving models, respectively; the dimensions are
2M+ 1; and they are not related to the source.

First, construct the Toeplitz matrices and of the received
signal. As can be seen from [14], Toeplitz matrices Bx(t) and
By(t) can be expressed as follows:

Bx(t) �

X0(t) X1(t) · · · XM(t)

X− 1(t) X0(t) · · · XM− 1(t)

⋮ ⋮ ⋱ ⋮
X− M(t) X− M+1(t) · · · X0(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� ArxSA

H
rx + BNx(t),

By(t) �

Y0(t) Y1(t) · · · YM(t)

Y− 1(t) Y0(t) · · · YM− 1(t)

⋮ ⋮ ⋱ ⋮
Y− M(t) Y− M+1(t) · · · Y0(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� ArySA

H
ry + BNy(t),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)
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where Arx � [arx(θ1), arx(θ2), . . . , arx(θp)],
arx(θp) � [1, e− j2π d sin θp sinϕp/λ, . . . , e− j2π d sin θp sinϕp/λ], and
ary(θp) � [1, e− j2π d cos θp sinϕp/λ, . . . , e− j2π d cos θp sinϕp/λ] in the
same way; S � diag s1, s2, . . . , sp􏼈 􏼉 which means that S is a
full-rank diagonal matrix. In other words, the rank of S is
independent of the coherence between signals, and the
decorrelation can be achieved. BNx(t) and BNy(t) are
Toeplitz matrices composed of noise vectors.

2.2. L-ShapedArray. L-shaped array is shown in Figure 2: let
the coordinate origin of the L-shaped array be the reference
array element. -e array elements are evenly distributed on
the x-axis and the y-axis. -e numbers of array elements on
the x-axis and the y-axis are both N� 2M+ 1 and the total
number of array elements is 4M+ 1. -e array element
spacing is d � (λ/2), where λ is the wavelength. Assuming
that P signals are incident on the antenna, the two-

dimensional arrival angles of the ith signal are θi, ϕi (i� 1, 2,
. . ., P), and θi and ϕi are the azimuth angle and the pitch
angle, respectively.

Similarly, the received signals of the x-axis and y-axis are

X � Axs + Nx

Y � Axs + Nx

􏼨 (3)

In the same way, where Ax and Ay are the direction
matrix of the x-axis and y-axis, respectively, the dimension
is (2M+ 1)× P, where
ax(θp) � [1, e(j2π d sin θp sinϕp/λ), . . . , e(j2πM d sin θp sinϕp/λ)];
ay(θp) � [1, e(j2π d cos θp sinϕp/λ), . . . , e(j2πM d cos θp sinϕp/λ)]; and
S and N are the same as the cross array.

-e Toeplitz matrices Bx(t) and By(t) are constructed as
follows:

Bx(t) �

XM(t) XM+1(t) · · · X2M(t)

XM− 1(t) XM(t) · · · X2M− 1(t)

⋮ ⋮ ⋱ ⋮

X0(t) X1(t) · · · XM(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� C1ArxSA
H
rx + BNx(t),

By(t) �

YM(t) YM+1(t) · · · Y2M(t)

YM− 1(t) YM(t) · · · Y2M− 1(t)

⋮ ⋮ ⋱ ⋮

Y0(t) Y1(t) · · · YM(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� C2ArySA
H
ry + BNy(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Among them, C1 and C2 are constants; since S is a
diagonal matrix, the correlation matrix is not affected by the
constants. If S � CS, then Bx(t) and By(t) are the same.

2.3.MIMOArray. -e single-static MIMO array is shown in
Figure 3; set the number of transmitting array elements as
1×M and the number of receiving array elements as N× 1;

z

y

x

θi

φi

Si (t), i = 1, 2, ..., p

Figure 1: Cross array.

z

y

x

θi

φi

Si (t), i = 1, 2, ..., p

Figure 2: L-shaped array.
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that is, the total number of array elements is M+N. Due to
the nature of the MIMO array model, it can be virtualized.
-e number of arrays is M×N, and the array elements are
uniformly distributed on the x-axis and y-axis, respectively,
and the total number of array elements is M×N. -e ele-
ment spacing is d � (λ/2), where λ is the wavelength. As-
suming that P signals are incident on the antenna, the two-
dimensional arrival angles of the ith signal are θi, ϕi (i� 1, 2,
. . ., P), and θi and ϕi are the azimuth and elevation angles,
respectively.

-en, the output is

x(l) � at􏼂 θ1,ϕ1( 􏼁⊗ ar θ1,ϕ1( 􏼁, at θ2,ϕ2( 􏼁⊗ ar θ2,ϕ2( 􏼁, . . . ,

at θk, ϕk( 􏼁⊗ ar θk, ϕk( 􏼁􏼃S(l) + n(l),

(5)

where θk, ϕk are the elevation and azimuth angles corre-
sponding to the kth target; n(l) is theMN× 1 Gaussian white
noise vector, the mean is 0, and the covariance is σ2IMN; and
at(θk,ϕk) � aty(θk,ϕk)⊗ atx(θk,ϕk) and
ar(θk, ϕk) � ary(θk, ϕk)⊗ arx(θk, ϕk), where aty(θk, ϕk) and
atx(θk,ϕk) are the antenna steering vectors along the y-axis
and x-axis of the transmitting array (corresponding to the
kth target) and ary(θk,ϕk) and arx(θk,ϕk) are the same. So,
there are the following relations

aty θk, ϕk( 􏼁 � [1, 1, . . . , 1],

atx θk,ϕk( 􏼁 � 1, e
− jπ sin θk cosϕk , . . . , e

− jMπ sin θk cosϕk􏽨 􏽩,

ary θk,ϕk( 􏼁 � 1, e
− jπ sin θk sinϕk , . . . , e

− jNπ sin θk sinϕk􏽨 􏽩,

arx θk, ϕk( 􏼁 � [1, 1, . . . , 1].

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(6)

-en, set x(l) to X � Axs + Nx. -e same is
Y � Ays + Ny.

Correlation calculation of Bx(t) and By(t) with the
corresponding received signals Xi(t) and Yi(t) of the ith
array element:

RXi � E Bx(t)X
∗
i (t)􏼂 􏼃 � ArxE Sx

∗
i (t)􏼂 􏼃A

H
rx + σ2nIx,(M+1),i

� Rxi + σ2nIx,(M+1),i,

RYi � E By(t)Y
∗
i (t)􏽨 􏽩 � AryE Sy

∗
i (t)􏼂 􏼃A

H
ry + σ2nIy,(M+1),i

� Ryi + σ2nIy,(M+1),i.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(7)

Let E[Sx∗i (t)] � Sxi and E[Sy∗i (t)] � Syi, where Rxi and
Ryi are correlation operations without noise; IM+1,i is the
(M+ 1)× (M+ 1) -dimensional matrix whose ith diagonal is
1. When i� 0, IM+1,0 � IM+1 is theM+ 1 dimension identity
matrix; E[•] represents mathematical expectation.

It can be obtained from equation (7) that, for the ESPRIT-
like algorithm in [17], the method is to use an optional set of
Toeplitz matrices RXi and RYi to achieve the purpose of
decoherence of coherent source signals. If i� 0 is selected as
the central array element to construct RXi and RYi, then IM+1,i

is an identity matrix, and after that the relationship between
the signal subspace and the direction vector can be used to
directly perform feature decomposition onRXi andRYi to find
the final DOA information, but when i≠ 0 is the central array
element, IM+1,i is not an identity matrix, so denoising is still
required. And ESPRIT-like only constructs one RXi and RYi,
so the complete information of the array is not fully utilized.
To solve the above problems, all RXi, RYi and their corre-
sponding RH

Xi, RH
Xi are multiplied and summed:

Cross array:

RXΣ � Arx 􏽘

M

k�0
Dxk 􏽘

M

i�− M

Cxi + 2σ2nRs
⎛⎝ ⎞⎠D

H
xkA

H
rx

+(M + 1)σ4nIx,M+1,0,

RYΣ � Ary 􏽘

M

k�0
Dy k 􏽘

M

i�− M

Cyi + 2σ2nRs
⎛⎝ ⎞⎠D

H
ykA

H
ry

+(M + 1)σ4nIy,M+1,0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)
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(a)
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θi

φi

Si (t), t = 1, 2, ..., p

(b)

Figure 3: MIMO array. (a) Transmitting and receiving array model. (b) Virtual array model.
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L-shaped array:

RXΣ � Arx 􏽘

M

k�0
Dxk 􏽘

2M

i�0
Cxi + 2σ2nRs

⎛⎝ ⎞⎠D
H
xkA

H
rx

+(M + 1)σ4nIx,M+1,0,

RYΣ � Ary 􏽘

M

k�0
Dyk 􏽘

2M

i�0
Cyi + 2σ2nRs

⎛⎝ ⎞⎠D
H
ykA

H
ry

+(M + 1)σ4nIy,M+1,0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

-e same is for the MIMO array.
RXΣ and RYΣ obviously have a joint diagonalization

structure and span the same range of space of Arx and Ary,
where Rs � E[SSH] is the signal covariance matrix. For Dxk,
Dyk, Cxi, and Cyi, see literature [14].

From equations (8) and (9), it can be seen that the
reconstructed equivalent covariance matrix is a positive
definite matrix with rank P. -e rank is not affected by signal
correlation, but only related to the number of signals [14]. To
further improve accuracy, RXΣ and RYΣ are revised

Rx �
1
2

RXΣ + JR
∗
X 􏽘

J􏼠 􏼡,

Ry �
1
2

RYΣ + JR
∗
Y 􏽘

J􏼠 􏼡,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(10)

where J is a permutation matrix with an antidiagonal of 1.
Since Arx and Ary are Vandermonde matrices and θi≠ θj,
Arx and Ary are full ranks, and because 􏽐

M
k�0 Dk

x(􏽐
M
i�− 1 Cx +

2σ2nRs)(Dk
x)H and 􏽐

M
k�0 Dk

x(􏽐
2M
i�0Cx + 2σ2nRs)(Dk

x)H are di-
agonal matrices, their feature decomposition can obtain P

large eigenvalues and M + 1 − P small eigenvalues, where
the eigenvectors corresponding to large eigenvalues con-
stitute the signal subspace Φs � span v1, v2, . . . , vp􏽮 􏽯 and the
eigenvectors corresponding to the small eigenvalues con-
stitute the noise subspace Φs � span v1+p, v2+p, . . . , vM􏽮 􏽯.

3. Two-Dimensional DOA Estimation of
Coherent Sources

Let Arx �
a1

ABx

􏼢 􏼣 �
AFx

aM+1
􏼢 􏼣, where a1 and aM+1 are the

first and last terms of Arx. Similarly, the signal subspace is

decomposed v1, v2, . . . , vp􏽮 􏽯 � USx �
u1

UBx

􏼢 􏼣 �
UFx

uM+1
􏼢 􏼣,

where u1 and uM+1 are the first and last columns of USx,
respectively. It is easy to get ABx � AFxΦx, where

Φx � diag e
− j2π d sin θ1 sinϕ1/λe

− j2π d sin θ2 sinϕ1/λ􏽮

· · · e
− j2π d sin θp sinϕ1/λ􏽯.

(11)

It is a rotation matrix. Since Arx and USx are the same
signal subspace, UFx � AFxT and UBx � ABxT, in which T is
a full-rank matrix; then,

UFxT
− 1ΦxT � AFxTT

− 1ΦxT � AFxΦxT � ABxT � UBx.

(12)

Let Ψx � T− 1ΦxT; then, UFxΨx � UBx. We can derive
e− (j2π d sin θk sinϕk/λ), k � 1, 2, . . . , p, by feature decomposition
of Ψx. Both sin θk sinϕk can be estimated, and cos θk sinϕk

can be estimated in the same way. -e following two-di-
mensional DOA angle can be estimated:

θk � tan− 1 sin θk sinϕk

cos θk sinϕk

􏼠 􏼡,

ϕk � sin− 1
���������������������������

sin θk sinϕk( 􏼁2 + cos θk sinϕk( 􏼁2
􏽱

􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(13)

In summary, the steps of the two-dimensional DOA
estimation method based on the Toeplitz matrix set pro-
posed in this paper are shown in Table 1.

4. Computer Simulation

In order to verify the universality of the proposed algorithm
for two-dimensional DOA estimation, the proposed algo-
rithm is compared with the cross-shaped array ESPRIT-like
algorithm in [6] and the L-shaped array REC-FBSS-ESPRIT
algorithm in [18]. Perform 100 Monte Carlo simulations on
each algorithm and define the root mean square error as

RSME �
1
K

􏽘

K

K�1

�������������������������������
1
100

􏽘
100
n�1

􏽢θk,n − θk􏼐 􏼑2 + 􏽢ϕk,n − ϕk􏼐 􏼑2􏽨 􏽩.

􏽲

(14)

-e DOA of the three sources used in the simulation are
(35°, 40°), (75°, 70°), (89°, 80°), and sources 1, 3 are related
signals. -e numbers of array elements on the x- and y-axis
are both 11, and the array element spacing is half a
wavelength.

Figure 4 shows the DOA estimation performance of each
algorithm, where Figures 4(a)–4(e) are the cross-shaped
ESPRIT-like algorithm, L-shaped array REC-FBSS-ESPRIT
algorithm, MIMO array, and the DOA estimation results of
the cross array, L-type array, and MIMO array using the
algorithm of this paper when the signal-to-noise ratio is
SNR� 10 and the number of snapshots is 1024. From the
figure, it can be seen intuitively that the algorithm of this
paper is closer to the actual angle and has better two-di-
mensional DOA estimated performance.

Figure 5 shows the performance comparison of azimuth
estimation using the cross array, L-shaped array, MMO
array, ESPRIT-like algorithm, and REC-FBSS-ESPRIT al-
gorithm using this algorithm and examines the RSME
variation of the algorithm under different signal-to-noise
ratios (SNR). When the signal-to-noise ratio is 0, the per-
formance of this algorithm is improved by about 40%
compared to the ESPRIT-like algorithm and improved by
about 25% compared to the REC-FBSS-ESPRIT algorithm.
By comparing RSMEs with different signal-to-noise ratios, it
is concluded that the proposed algorithm performs better

Security and Communication Networks 5



Table 1: Algorithm steps in this paper.

Step 1: construct the received data X and Y from different matrix models and construct the Toeplitz matrix from equations (2) and (4)
Step 2: RXi and RYi are obtained from Toeplitz matrix and receiving matrix through formula (7)
Step 3: select all RXi and RYi to get RXΣ and RYΣ from formulas (8) and (9)
Step 4: R is calculated from the R � (1/2)(RΣ + JR 􏽐

∗
J) formula

Step 5: perform feature decomposition on R to obtain signal subspace US

Step 6: get the corresponding UB and UF from US, get the corresponding Ψ, and then perform feature decomposition
Step 7: match by equation (13) to obtain two-dimensional DOA estimation of P signals
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Figure 4: Continued.
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than the ESPRIT-like algorithm and REC-FBSS-ESPRIT
algorithm at low signal-to-noise ratios.

Figure 6 shows the comparison of the resolution
probability of the cross array, L-shaped array, MIMO array
ESPRIT-like algorithm, and REC-FBSS-ESPRIT algorithm
using this algorithm. Here, it is defined that if the estimated
􏽢θ1 and 􏽢θ2 directions of the two sources satisfy |􏽢θ1 − θ1| +

|􏽢θ2 + θ2|< |􏽢θ1 − 􏽢θ2| , it is said that the two sources are
correctly resolved. -e resolution probability refers to the
ratio of the number of correct resolutions to the total
number of experiments. -e experimental conditions were
10 experiments per group under the condition that the

number of snapshots was 1024 and the signal-to-noise ratio
SNR was 20. -e experimental results show that the
probability of successful resolution of this algorithm under
low azimuth interval is higher than that of ESPRIT-like
algorithm and REC-FBSS-ESPRIT algorithm, which shows
that the accuracy of DOA estimation of this algorithm is
higher than the other two algorithms, and, moreover, the
cross array, the L-shaped array, and theMIMO array all have
better successful resolution in the case of low azimuth
spacing.

Figure 7 shows the influence of correlation coefficients
on the performance of each algorithm. From Figure 7(a), we
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Figure 4: DOA estimation performance of each algorithm. (a) ESPRIT-like algorithm DOA estimation performance graph. (b) Per-
formance graph of DOA estimation of cross array in this paper. (c) REC-FBSS-ESPRIT algorithm DOA estimation performance graph.
(d) -e performance graph of DOA estimation of L-type array in this paper. (e) MIMO array DOA estimation performance graph.
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can see the successful resolution of the MIMO array using
this algorithm when the signal-to-noise ratio SNR is 10 and
the number of snapshots is 1024, and with the change of the
correlation coefficient, the success resolution is always 100%,
and the success rate of the L-shaped array using the algo-
rithm of this paper is only 99% to 100% when the correlation
coefficient is 0.9. -e success rate of the ESPRIT-like al-
gorithm and the REC-FBSS-ESPRIT algorithm is many
times between 99% and 100%. It can be seen from the
Figure 7(b) that the two arrays adopting the algorithm of this
paper have small changes in RSME when the correlation
coefficient changes and slightly rise when the correlation

coefficient is close to 1, while the ESPRIT-like algorithm has
both changes when the correlation coefficient changes. -e
square error is also small, but the performance is lower than
the algorithm in this paper. -e mean square error of the
REC-FBSS-ESPRIT algorithm under the change of the
correlation coefficient is lower than the ESPRIT-like algo-
rithm but higher than the algorithm in this paper. -e
experimental results show that the two-dimensional DOA
estimation algorithm in this paper is less affected by the
correlation coefficient, and the estimation performance is
higher than the ESPRIT-like and REC-FBSS-ESPRIT
algorithms.
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Figure 7: Influence of correlation coefficient on performance. (a) Relationship between the successful resolution and correlation coefficient.
(b) Relationship between mean square error and correlation coefficient.

Table 2: Main performance comparison.

Algorithm Snapshots: 100; SNR: 0; mean square error Snapshots: 20; SNR: 20;
mean square error

Snapshots: 1000; SNR: 10; correlation
coefficient: 0.5, mean square error

Cross array 1.6918 1.0116 0.2335
L-shaped array 1.7132 1.1364 0.2433
MIMO array 1.832 1.2451 0.2719
ESPRIT-like 2.9868 1.5782 0.4712
REC-FBSS-ESPRIT 2.2841 1.2821 0.3594

Table 3: DOA estimation time comparison.

Algorithm 100 experiments’ simulation time (s) 500 experiments’ simulation time (s) 1000 experiments simulation time (s)
Cross array 0.9045 4.1106 7.9423
L-shaped array 0.9769 4.4346 8.5693
MIMO array 1.0746 4.5571 8.7709
ESPRIT-like 0.7741 3.5709 7.0441
REC-FBSS-
ESPRIT 7.9567 40.5768 96.7324
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Table 2 shows the performance comparison of the cross
array, L-shaped array, ESPRIT-like algorithm, and REC-
FBSS-ESPRIT algorithm under different parameters using
this algorithm. Experiments show that the algorithm in this
paper has a low signal-to-noise ratio and a low number of
snapshots; the mean square error is lower than the ESPRIT-
like algorithm and the REC-FBSS-ESPRIT algorithm.

Table 3 shows the comparison of the time required for
different algorithms to perform 100, 500, and 1000 exper-
iments on 3 signals. -e results show that the simulation
time of the algorithm in this paper is similar to that of the
ESPRIT-like algorithm, only slightly slower, but compared
to the REC-FBSS-ESPRIT algorithm, it is much faster and
has a better real-time performance.

5. Conclusions

-is paper proposes a modified Toeplitz matrix set recon-
struction algorithm based on the two-dimensional recon-
struction of Toeplitz-like algorithms, which is based on the
incomplete information of traditional reconstruction Toe-
plitz algorithm and the need for denoising. -e Toeplitz
matrix set is multiplied and summed with the conjugate
transposed matrix to achieve solution coherence, avoiding
additional denoising. -e simulation experiment gives a
comparative analysis of the performance of this algorithm,
the ESPRIT algorithm, and REC-FBSS-ESPRIT algorithm
and utilizes the special performance of MIMO arrays to
simulate more arrays with fewer antennas, universality
under the array model.
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+e rapid development of the Internet leads to a surge in the amount of information transmission and brings many security
problems. For multimedia information transmission, especially digital images, it is necessary to compress and encrypt at the same
time.+e emergence of compressive sensing solves this problem. Compressive sensing can compress and encrypt at the same time,
which can not only reduce the transmission bandwidth of the network but also improve the security of the system. However, when
using compressive sensing encryption, the whole measurement matrix needs to be stored, and the compressive sensing can be
combined with a chaotic system, so only the generation parameters of the matrix need to be stored, and the security of the system
can be further improved by using the sensitivity of the chaotic system. +is paper introduces a secure and efficient image
compression-encryption scheme using a new chaotic structure and compressive sensing. +e chaotic map used in the scheme is
generated by our new and universal chaotic structure, which not only expands the chaotic range of the chaotic system but also
improves the performance of the chaotic system. After analyzing the performance comparison of traditional one-dimensional
chaotic maps and some existing methods, the image compression-encryption scheme based on a new chaotic structure and
compressive sensing has a good encryption effect and large keyspace, which can resist brute force attack and statistical attack.

1. Introduction

With the advent of the fifth-generation mobile networks
(5G) era, the amount of information transmission is grad-
ually increasing, and the requirements for transmission
speed are also increased significantly, which requires more
effective compression sampling methods to achieve higher
sampling rates and signal processing speeds. Due to the
security problems of the network itself, multimedia data are
vulnerable to various attacks in the process of storage and
secure transmission in the network, so it is particularly
important to ensure the security of media information data
[1, 2]. In order to carry out multimedia communication
more effectively, the original image must be compressed and
encrypted at the same time, and the emergence of com-
pressive sensing can solve this problem. In 2006, Donoho [3]
and Candès et al. [4] formally proposed the theory of

compressive sensing (CS). Compressive sensing is an im-
provement on the Nyquist sampling, which can sample
sparse signals nonuniformly with the number of samples far
less than Nyquist sampling law and recover the original data
with the reconstruction performance lower than Nyquist
sampling. It is widely used in wireless sensor networks,
image encryption, image data hiding, etc.

Due to the use of compressive sensing for encryption, the
whole measurement matrix needs to be stored, which re-
quires a large amount of storage space. However, it is
possible to use the chaotic system that only needs to store the
generation parameters of the measurement matrix, instead
of storing the characteristics of the whole measurement
matrix to reduce the storage space. Because of their chaotic
characteristics, such as sensitivity to initial values and pa-
rameters [5, 6], ergodicity [7, 8], and uncertainty [9, 10],
chaotic systems have been widely used in encryption fields
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[11–13]. +erefore, researchers have designed many image
encryption algorithms that combine compressive sensing
with chaotic systems [14–16].

Peng et al. [14] proposed a security and energy-saving
scheme in wireless body area networks, which can solve both
energy-saving and data security problems. Compared with the
traditional encryption scheme, which only used one matrix to
encrypt, they use any one of Chebyshev map, Logistic map, and
Tent map to generate two chaotic matrices to encrypt at the
same time, which increased the security and solved the security
problem in a wireless volume domain network.Wang et al. [15]
proposed a visual security image encryption scheme with
parallel compressive sensing and designed a visual security
encryption scheme with parallel compressive sensing counter
mode and embedding technology. In order to achieve a higher
security level, the Logistic-Tent chaotic system and 3D Cat map
are introduced to construct the measurement matrix, and
Zigzag confusion is used for interference. Chai et al. [16]
proposed an image encryption method based on the combi-
nation of a magnetically controlled memristive chaotic system
and compressive sensing.+is scheme uses the technologies of a
magnetically controlled memristive chaotic system, Secure
Hash Algorithm- (SHA-) 512, and cellular automata. In this
scheme, cellular automata are used in the diffusion stage to
enhance the security of the encryption system, and SHA-512 is
used to calculate the initial value of the chaotic system and
further generate a measurement matrix, which makes the
measurement matrix used in encrypting different types of data.
+is scheme can improve the correlation between the original
image and the algorithm and resist known plaintext attacks and
selected plaintext attacks. Chanil et al. [17] proposed a chaotic
structure and applied a Logistic map and Sine map into their
structure. In order to verify the performance of the proposed
chaotic structure, they proposed a new bit-level color image
encryption scheme. +rough simulation analyses of the bi-
furcation diagram and Lyapunov exponent, it was proved that
their chaotic structure was correct and the range of chaotic
parameters was expanded.

We propose a secure and effective image compression-
encryption scheme using the new chaotic structure and com-
pressive sensing. +e chaotic map used in the compression-
encryption scheme is to apply the commonly used traditional
one-dimensional chaotic maps to the new and general chaotic
structure proposed by us. In this encryption scheme, com-
pressive sensing is used for sampling, which can reduce storage
space and transmission bandwidth. +e chaotic system only
needs to store matrix generation parameters, which can further
reduce transmission bandwidth. Arnold interference technol-
ogy and the SHA-256 function are also used, and the SHA-256
function makes different original images have different keys.
Firstly, theDiscreteWavelet Transform (DWT) is used to sparse
the original image, and then Arnold interference is applied to
the sparse image. +e interference parameters of Arnold in-
terference are generated by the SHA-256 function. +en,
compressive sensing is used to compress and sample the in-
terference images. Finally, a chaotic sequence is used to perform
row and column cyclic shift interference on the compressed and
sampled image. Simulation results show that the compression-

encryption scheme has a large parameter space and keyspace,
which can prevent the statistical attack and brute force attack.

+e rest of this paper is arranged as follows. Section 2
introduces the related basic knowledge. Section 3 describes
the proposed chaotic structure and chaotic map under a new
structure. Section 4 describes our encryption and decryption
scheme. Section 5 simulates and evaluates our encryption
scheme. Section 6 summarizes the research content carried
out in this paper.

2. Fundamental Knowledge

+is section gives a brief introduction to the traditional one-
dimensional chaotic maps and compressive sensing.

2.1. Chaotic Maps. +e commonly used traditional one-
dimensional chaotic systems are the Sine map, Logistic map,
Chebyshev map, and Tent map.

(1) Sine map
Sine map is a very simple and commonly used
chaotic system [18]. Sine map is denoted as

sn+1 � rs × sin π × sn( 􏼁, (1)

where rs is the chaotic parameter of the Sine map,
and sn ∈ [0, 1] is the Sine chaotic sequence.

+e bifurcation diagram and Lyapunov exponent dia-
gram of the traditional Sine map are shown in Figures 1(a)
and 2(a). +e Lyapunov exponent indicates that the chaotic
system must have at least one positive Lyapunov exponent.
When the Lyapunov exponent is positive, the chaotic
characteristics of the system can be quantified; that is, a
chaotic system is sensitive to initial conditions. +e larger
the Lyapunov exponent is, the more sensitive to initial values
the chaotic system is. As can be seen from Figures 1(a) and
2(a), the Sine map has chaotic behaviors when the chaotic
parameter rs is in the range rs ∈ [0.867, 1].

(2) Logistic map
+e logistic map is also a very simple but widely used
chaotic system [19]. Its performance is similar to that
of a Logistic map, and it is defined as

ln+1 � rl × ln × 1 − ln( 􏼁, (2)

where rl is the chaotic parameter of the Logistic map,
and ln ∈ [0, 1] is the Logistic chaotic sequence.
+e bifurcation diagram and Lyapunov exponent
diagram of the traditional Logistic map are shown in
Figures 1(c) and 2(c). As can be seen from
Figures 1(c) and 2(c), the Logistic map has chaotic
behaviors when the control parameter rl is in the
range rl ∈ [3.5, 4].

(3) Chebyshev map
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Figure 1: Continued.
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Figure 1: Bifurcation diagrams of the traditional one-dimensional chaotic maps and the corresponding new one-dimensional chaotic maps
under our chaotic structure: (a) the traditional Sine map, (b) Sine map under our chaotic structure, (c) the traditional Logistic map, (d)
Logistic map under our chaotic structure, (e) the traditional Chebyshev map, (f ) Chebyshev map under our chaotic structure, (g) the
traditional Tent map, and (h) Tent map under our chaotic structure.
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Like the Logistic map and Sine map, the Chebyshev
map is also a commonly used one-dimensional
chaotic map [20], and it is defined as follows:

cn+1 � cos rc × arccos cn( 􏼁, (3)

where rc is the chaotic parameter of the Chebyshevmap,
and cn ∈ [− 1, 1] is the Chebyshev chaotic sequence.
+e bifurcation diagram and Lyapunov exponent
diagram of the traditional Chebyshev map are shown
in Figures 1(e) and 2(e). Chebyshev map has chaotic
behaviors when the chaotic parameter rc takes values
in the range rc ∈ [2, 4].

(4) Tent map
Tent map is defined as follows [21]:

tn+1 � 1 − rt × tn − 0.5
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, (4)

where rt is the chaotic parameter of the Tent map, and
tn ∈ [0, 1] is the chaotic sequence of the Tent map.
+e bifurcation diagram and Lyapunov exponent di-
agram of the traditional Tent map are shown in
Figures 1(g) and 2(g). Tent map has chaotic behaviors
when the chaotic parameter rt is in the range rt ∈ (1, 2].

2.2. Compressive Sensing. Candès et al. [22] proposed that if
x ∈ RN is an unknown vector, which is sparse or com-
pressible on a set of orthogonal bases, the unknown vector x
can be accurately recovered by fewer random measured
values y. And this sampling process can be described by a
mathematical model as follows:

y � Φx, (5)
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Figure 2: Lyapunov exponent diagrams of the traditional one-dimensional chaotic maps and the corresponding new one-dimensional
chaotic maps under our chaotic structure: (a) the traditional Sine map, (b) Sine map under our chaotic structure, (c) the traditional Logistic
map, (d) Logistic map under our chaotic structure, (e) the traditional Chebyshev map, (f ) Chebyshev map under our chaotic structure, (g)
the traditional Tent map, and (h) Tent map under our chaotic structure.
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whereΦ is thematrix is of sizeM × N, M<N, and y ∈ RM is
the sampling value.

+is mathematical representation is also a description of the
standard framework of compressed perceptionwhich is a special
case of underdetermined linear equations. Since there are in-
finitely many solutions in equation (5), the original signal x
cannot be recovered directly from the sampled value y. How-
ever, if x reflects sparsity in the sparse dictionaryΨ [23], that is,

x � Ψa, (6)

where a is K-sparse and is denoted as a ∈ ΣK, so we have

y � Φx � ΦΨa � θa, (7)

where θ � ΦΨ is the measurement matrix in compressive
sensing. So we can recover x from y. a is recovered by

min
a

‖a‖l0, where, y � θa. (8)

Equation (8) is a l0 optimization problem. Under certain
conditions, the l0 optimization problem can be transformed
into a l1 optimization problem. +e typical conditions include
Null Space Property (NSP) and Restricted Isometry Property
(RIP). And the equivalent solution can be obtained by [24]

min
a

‖a‖l1, where, y � θa. (9)

For the measurement matrix, spark property should be
satisfied, that is, the minimum number of linear correlation
of the columns of the measurement matrix, and the formula
is

spark(θ) � min
a≠0

‖a‖0, where, θa � 0. (10)

Donoho [25] pointed out that if spark(θ)> 2K, for any
vector y ∈ RM, there is at most one signal a ∈ ΣK that makes
y � θa.

Because solving a sparse solution is an NP-hard problem,
it is impractical to solve the measurement matrix θ that
satisfies this condition from the perspective of computation
[26]. In order to recover sparse signals in reality, Candès
et al. [4] introduced the RIP that there is a constant
δK ∈ (0, 1). Equation (11) holds true for all a ∈ ΣK.

1 − δK( 􏼁‖a‖
2
2 ≤ ‖θa‖

2
2 ≤ 1 + δK( 􏼁‖a‖

2
2. (11)

Although RIP provides a theoretical guarantee for recov-
ering K-sparse signals, it is relatively complex to verify that a
measurement matrix θ meets RIP characteristics. +erefore, in
many cases, it is necessary to use the correlation μ(θ) of the
measurement matrix θ to provide a more specific recovery
guarantee. Correlation μ(θ) refers to themaximum value of the
normalized inner product of two columns randomly selected in
θ [27], namely,

μ(θ) � max
1≤i≠j≤N

〈θi, θj〉
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

θi

����
����2 θj

�����

�����2

, (12)

where θi is the i-th column of θ. For any vector y, if
μ(θ)≤ 1(2K − 1), there is at most one signal a ∈ ΣK, making
y � θa.

Common recovery algorithms include Matching Pursuit
(MP) algorithm [28], Orthogonal Matching Pursuit (OMP)
algorithm [29], Orthogonal Matching Pursuit (StOMP) al-
gorithm [30], and Compressive Sampling Matching Pursuit
(CoSaMP) algorithm [31].

3. New Chaotic Structure

In this section, we firstly describe a new chaotic structure in
detail, and secondly, we describe the new chaotic maps
generated by applying the Sine map, Logistic map, Che-
byshev map, and Tent map to the new chaotic structure.

3.1. New Chaotic Structure. +e new chaotic structure is
given as follows:

yn+1 � F b, yn, k( 􏼁 � mod Fchaos b, yn( 􏼁 −
y2n
3

􏼠 􏼡 × 2k
, 1􏼠 􏼡, k≥ 0,

(13)

where Fchaos(b, yn) is the traditional one-dimensional cha-
otic map mentioned in Section 2, F(b, yn, k) is a new chaotic
map generated under our new chaotic structure, yn ∈ [0, 1]

is the chaotic sequence, b is the chaotic parameter of the
proposed chaotic structure, and b can take any value. mod is
a modulus function, which ensures that the values of the
generated chaotic sequence are in the range [0, 1]. 2k is an
adjustment function about the iteration parameter k, which
is iterated through adjustments to eliminate the transient
effect. +e values of b, k in this chaotic structure should be
specifically analyzed according to the embedded map; that is
to say, when different chaotic maps are applied to the
proposed chaotic structure, the values of b, k will have
different value ranges.

3.2. Application and Analysis of Our New Chaotic Structure.
In this subsection, we give the detailed analyses of new
chaotic maps generated by our new chaotic structure.

(1) New Sine map under our new chaotic structure
+e new Sine map under our new structure is defined
as follows:

Sn+1 � mod bS × sin π × Sn( 􏼁 −
S
2
n

3
􏼠 􏼡 × 2kS , 1),

(14)

where Sn ∈ [0, 1] is the new Sine chaotic sequence
which is generated by our new chaotic structure, and
S0 is the initial value of the new Sine chaotic se-
quence. bS is the chaotic parameter of this new Sine
map, and kS is the iterations parameter of the new
Sine map.
+e bifurcation diagram and Lyapunov exponent
diagram of the new Sine map under our new
structure are shown in Figures 1(b) and 2(b). It can
be seen from Figures 1(b) and 2(b) that the new Sine
map under our new structure has a much larger
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chaotic parameter range than the traditional Sine
map and the Lyapunov exponent that are all positive
numbers, which proves the superiority of the pro-
posed Sine map. When kS ∈ [6, 28] and bS ∈ [0, 30],
the state of the new Sine map under our new
structure is fully chaotic.

(2) New Logistic map under our new chaotic structure
+e new Logistic map generated by our new chaotic
structure is presented as follows:

Ln+1 � mod bL × Ln × 1 − Ln( 􏼁 −
L
2
n

3
􏼠 􏼡 × 2kL , 1), (15)

where Ln ∈ [0, 1] is the new Logistic chaotic se-
quence which is generated by our new chaotic
structure, and L0 is the initial value of the new
Logistic chaotic sequence. bL is the chaotic parameter
of the new Logistic map, and kL is the iterations
parameter of the new Logistic map.
+e bifurcation diagram and Lyapunov exponent
diagram of the new Logistic map under our new
structure are shown in Figures 1(d) and 2(d). Like the
new Sine map under our new structure, its chaotic
range and performance are much better than the
traditional Logistic map. When kL ∈ [7, 21],
bL ∈ [0, 30], the Logistic map under our new
structure is in a fully chaotic state.

(3) New Chebyshev map under our new chaotic structure
+e new Chebyshev map under our new structure
can be expressed as follows:

Cn+1 � mod cos bC × arccos Cn( 􏼁( 􏼁 −
C
2
n

3
􏼠 􏼡 × 2kC , 1),

(16)

where Cn ∈ [0, 1] is the new Chebyshev chaotic se-
quence which is generated by our new chaotic
structure, and C0 is the initial value of the new
Chebyshev chaotic sequence. bC is the chaotic pa-
rameter of this new Chebyshev map, and kC is the
iterations parameter of the new Chebyshev map.
+e bifurcation diagram and Lyapunov exponent
diagram of the new Chebyshev map under our new
structure are shown in Figures 1(f ) and 2(f ). When
kC ∈ [8, 29] and bC ∈ [0, 30], the state of the Che-
byshev map under our new structure is fully chaotic.

(4) New Tent map under our new chaotic structure
+e new Tent map under our new structure is de-
fined as follows:

Tn+1 � mod 1 − bT × Tn − 0.5
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑 −
T
2
n

3
􏼠 􏼡 × 2kT , 1),

(17)
where Tn ∈ [0, 1] is the new Tent chaotic sequence
which is generated by our new chaotic structure, and T0

is the initial value of the new Tent chaotic sequence. bT

is the chaotic parameter of the new Tent map, and kT is
the iterations parameter of the new Tent map.
+e bifurcation diagram and Lyapunov exponent di-
agram of the new Tent map under our new structure are
shown in Figures 1(h) and 2(h). +e Tent map under
our new chaotic structure is fully chaotic when
kT ∈ [5, 21], bT ∈ [0, 30].

4. The Proposed Compression-
Encryption Scheme

In this section, a secure and effective image compression-
encryption scheme is proposed by using the new chaotic
map under a new structure and compressive sensing.

4.1. Key Generation

(1) +e generation of the Arnold interference parame-
ters k1, k2 and the interference number k3: calculate
the 256-bit hash value H according to the original
image X with SHA-256 function, then divide H into
two blocks, and three initial values n0, a0, b0 are
randomly selected. SHA-256 function can be used to
calculate the key according to the original image, and
different original images have different Arnold in-
terference effects and different chaotic sequence
parameters, so as to achieve different effects of
original images and different measurement matrix.
+e specific formula of SHA-256 function can be
expressed as follows:

H � h1, h2, . . . , h31, h32,

k1 � n0 + h1⊕h2⊕ · · ·⊕h15⊕h16( 􏼁,

k2 � k1 + a0 × h17⊕h18⊕ · · ·⊕h31⊕h32( 􏼁,

k3 � k1⊕k2( 􏼁 + b0.

(18)

(2) +e generation of two improved chaotic sequences
z0, z1: we use the new chaotic maps proposed in this
paper to generate chaotic sequences. Two improved
chaotic sequences are generated according to the
initial values z0′, z1′ and control parameters u0, u1.
Take a new Tent map and new Chebyshev map as
examples:

z0 � mod cos u0 × arccos z0′( 􏼁( 􏼁 −
z
2′
0
3

⎛⎝ ⎞⎠ × 216, 1),

z1 � mod 1 − u1 × z1′ − 0.5
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑 −
z
2′
1
3

⎛⎝ ⎞⎠ × 216, 1).

(19)

(3) Calculate the cyclic sequence bitRow in the row
direction. Randomly select the cycle number keyRow
of the cyclic shift in the row direction, and generate
LogisticRow according to the initial value

Security and Communication Networks 7



LogisticRow′ and control parameter ω0. +e steps
can be expressed as follows:

LogisticRow � zero(keyRow,Rows),
bitRow � zero(keyRow,Rows),

for i � 2: keyRow: Rows,
LogisticRow(i) � ω0 × LogisticRow(i − 1)

×(1 − LogisticRow(i − 1)),

bitRow(i) � rem(round(LogisticRow(i)

× 100, 000),Columns),
end,

(20)

where LogisticRow is the traditional Logistic map
which is used to interfere with the sequence in the
row direction, Rows is the numbers of rows, and
Columns is the numbers of columns. +e number of
cycles on the row is once per row, so it needs Rows
time. +e interference in the row direction is per-
formed according to the cycle number keyRow of the
cyclic shift in the row direction. Since the number of
interference in the row direction will not be greater
than the number of Columns, the number of cycles
can be set to Columns.

(4) Calculate the cyclic sequence bitColumn in the
column direction. Randomly select the cycle number
keyColumn of the cyclic shift in the column direc-
tion, and generate LogisticColumn according to the
initial value LogisticColumn′ and control parameter
ω1. +e steps can be expressed as follows:

LogisticColumn � zero(keyColumn,Columns),
bitColumn � zero(keyColumn,Columns),

for i � 2: keyColumn: Columns,
LogisticColumn(i) � ω1 × LogisticColumn(i − 1)

×(1 − LogisticColumn(i − 1)),

bitColumn(i) � rem(round(LogisticColumn(i)

∗ 100, 000),Rows),
end,

(21)

where LogisticColumn is the traditional Logistic map
which is used to interfere with the sequence in the column
direction. Similarly, the number of cycles on the column is
one for each column, so it takes Columns time. Inter-
ference in the column direction is performed according to
the number of cycles keyColumn of cyclic shift in the
column direction. Since the number of interference in the
column direction will not be greater than the number of
Rows, the number of cycles can be set to Rows.

4.2. Compression-Encryption Scheme. +e chaotic map
proposed in this paper is used to construct the measurement
matrix for compression and encryption. Specific encryption
steps can be described as follows:

Step 1: firstly, an original image X with the size of m × n

is obtained.
Step 2: the original image X is sparse by Discrete
Wavelet Transform (DWT), and the sparse image X1
with the size m × n is obtained.
Step 3: Arnold interference is carried out on a sparse
image X1 according to Arnold interference parameters
k1, k2 and interference number k3. +e interference
image is represented by X2 with size m × n.
Step 4: according to the z0, z1 chaotic sequences, two
measurement matrices are obtained. One measurement
matrix is represented by Φ1 and the size is p × q. p is a
random number as the number of rows of the measure-
ment matrix. +e number of columns of the measurement
matrix is the same as the number of rows of the measured
image, that is q � m, which is used for compression and
sampling, and the othermeasurementmatrix is represented
byΦ2, whose size is p × q. +e compression and sampling
process using compressive sensing is expressed as follows:

X3 � Φ1 × X2 + Φ2, (22)

where X3 is the image after compressed sampling, and
its size is p × n.
Step 5: then perform cyclic shift encryption in the row
direction to obtain the encrypted image X4 in the row
direction, wherein the size is p × n, and the encryption
steps in the row direction are expressed as follows:

for r times � 1: keyRow,

for i � 1: p,

X4(i, : ) � circshift X3(i, : ), [0 bitRow(

− (r times, i)]),

end,

end,

(23)

where r times is the number of bit cycles to be per-
formed in all row directions for the control as a whole.
circshif function has two parameters, one to control the
row and the other to control the column. Now, as long
as the column is operated, circshif function is set to
[0 bitRow − (r times, i)].
Step 6: then, perform cyclic shift encryption in the column
direction to obtain the encrypted image Y in the column
direction with size p × n, and the encryption steps in the
column direction are expressed as follows:

for c times � 1: keyColumn,

for i � 1: q,

Y(i, : ) � circshift X4(i, : ), [bitColumn − (c times, i) 0]( 􏼁,

end,

end,

(24)
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where c times is the number of bit cycles to be per-
formed in all column directions for the control as a
whole. Now, as long as the row is operated, so the
circshif function is set to [bitColumn− (c times, i) 0].

4.3. Decryption Scheme. +e decryption scheme is actually
the reverse operation of the encryption scheme, and its
principle is the same as that of the encryption scheme. +e
specific decryption steps can be described as follows:

Step 1: first obtain the encrypted image, which is
represented by Y′ and size is p × n.
Step 2: according to the cycle number keyColumn of
the cyclic shift in the column direction sent by the
encryption party, a bit cyclic sequence bitColumn for
decryption in the column direction is constructed.
Step 3: decrypt the encrypted image with a cyclic shift in
column direction according to keyColumn and
bitColumn and obtain the cyclic shift in the column
direction to decrypt image X4′ , with size p × n. +e
steps are as follows:

for c times � 1: keyColumn,

for i � 1: q,

X4′(:, i) � circshift(Y′(:, i), [p − bitColumn(c times, i) 0]),

end,

end,

(25)

Step 4: according to the cycle number keyRow of the
cyclic shift in the row direction sent by the encryption
party, construct the bit cyclic sequence bitRow used for
encryption in the row direction.
Step 5: perform cyclic shift decryption on the cyclic shift
decrypted imageX4′ in the column direction according to
the cycle number c0 of cyclic shift encryption in the row
direction sent by the encrypting party to obtain the cyclic
shift decrypted image X3′ in the row direction with size
p × n. +e steps are as follows:

for r times � 1: keyRow,

for i � 1: p,

X3′
(:, i) � circshift X4′(:, i), [0 q − bitColumn(r times, i)]( 􏼁;

end,

end.

(26)

Step 6: generate the improved chaotic sequence
according to the improved chaotic sequence initial
values u0,ω0 sent by the encryption party to construct
the random measurement matrix, which is used for
decompression sampling. And X3′ is recovered by the
OMP algorithm to obtain a decompressed image,
which is represented as X2′ with size m × n.

Step 7: Arnold inverse interference is performed on X2′
according to Arnold interference parameters k1, k2 and
interference number k3 sent by the encryption party,
and the image after inverse Arnold interference is
represented as X1′ with size m × n.
Step 8: image X1′ is subjected to inverse sparsity
processing by Inverse Discrete Wavelet Transform
(IDWT), and the final decrypted image X′ with size
m × n is obtained.

+is allows the receiver to decrypt the encrypted image
and retrieve the original message. +e flow chart of en-
cryption and decryption is shown in Figure 3.

5. Simulation Result and Discussion

In this section, we simulate and evaluate the safe and ef-
fective image compression-encryption scheme, using
MATLAB R2018a to simulate. +e size of the selected image
is 256 × 256, and the size of the constructed random mea-
surement matrix is 230 × 256. And n0 � 4, a0 � 3, b0 � 2, the
initial values of all chaotic sequences are set to 0.3, and
u0 � 0.3, u1 � 0.4,ω0 � 3.87,ω1 � 3.95. +e cycle number of
row cyclic shift encryption is keyRow � 6, and the cycle
number of column cyclic shift is keyColumn � 5. DWT is
used to perform the sparse operation, and the OMP algo-
rithm is used for recovery.

5.1. Encryption Effect. We select “Lena,” “Boom,” “Moon,”
and “Rice” images for encryption to analyze the encryption
and decryption effect. We use four new chaotic maps
proposed in this paper to perform chaotic encryption. +e
encryption effect is shown in Figure 4.

It can be seen from Figures 4(a) and 4(c) that the original
image becomes disorganized and irregular after encryption,
and the data of the original image cannot be identified,
which proves that the encryption scheme proposed in this
paper has a good encryption effect.

5.2. Histogram Analysis. +e histogram represents the dis-
tribution of the pixel intensity of digital images in a graphical
way, which can intuitively show the pixel distribution states
of the original image and the encrypted image. When the
pixel distribution is not uniform, it may cause the loss of
image details. +e histogram of the original image is unique
and vulnerable to statistical attack. To prevent this attack, the
histogram of the encrypted image must be relatively uniform
and different from that of the original image.

From Figures 4(b) and 4(d), the histograms of the
original images are not uniformly distributed, while the
encrypted histograms are uniformly distributed. It can be
seen that the proposed chaotic maps applied to the en-
cryption field have a strong resistance to statistical attack.

5.3. Key Sensitivity Analysis. We use the proposed Logistic
map under our new structure for testing. Firstly, we give a set
of encryption keys to encrypt the original image and then
decrypt it with the same key. We randomly use a set of keys
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0.568 0.265 1.25 23.26 456.2 256.2 2 1􏼂 􏼃 to encryption.
When we use 0.568 0.265 1.25 23.26 456.2 256.2 2 1􏼂 􏼃

to decrypt, we can get the decrypted image. But when we
use 0.568 0.265 1.25 23.26 456.2 256.2 2.0000000000000001 1􏼂 􏼃

to decrypt, we could not get the decrypted image. As shown
in Figure 5, even if the decryption keys differ by
0.0000000000000001, the decrypted image cannot be ob-
tained; thus, the useful information cannot be obtained,
which shows that new chaotic maps have high sensitivity.

5.4. Keyspace Analysis. A good encryption scheme should
make the keyspace greater than 1030 in order to resist a brute
force attack.+ere are 14 keys in our encryption scheme, which
are k, n0, a0, b0, u0, u1, z0′, z1′,ω0,ω1, keyRow, LogisticRow′,
keyColumn, and LogisticColumn′. If the accuracy is set to
10− 14, then the keyspace of our encryption scheme is 10196.+is
shows that the keyspace of our encryption scheme is large
enough to resist a brute force attack.

5.5. PSNR and SSIM Analysis. In order to further verify
whether the encryption algorithm is safe and reliable, the
quality of the images before and after encryption is analyzed.
+e quality of the restored images can be evaluated using the
Peak Signal-to-Noise Ratio (PSNR) and the Structural
Similarity Index (SSIM). PSNR can be expressed as

PSNR � 10 log
2552

1/N2
􏼐 􏼑 􏽐

N
i�1 􏽐

N
j�1 P(i, j) − P′(i, j)􏼂 􏼃

2
􏼐 􏼑

,

(27)

where P(i, j) is the pixel value at the (i, j) position of the
original image, P′(i, j) is the pixel value at the (i, j) position

of the restored image, N is the size of the image selected for
the experiment, and 255 is the maximum value of the 8-bit
representation. Generally, when the value of PSNR is lower
than 28, the difference in image quality is greater. +e
smaller the PSNR, the greater the difference in image quality.
+e greater the PSNR, the less distortion the original image.

SSIM is used to measure the similarity between the
original image and the restored image, which can be
expressed as

SSIM �
2μXμY + C1( 􏼁 2σXY + C2( 􏼁

μ2X + μ2Y + C1􏼐 􏼑 σ2X + σ2Y + C2􏼐 􏼑
, (28)

where C1 � 0.01 × (28 − 1), C2 � 0.01 × (28 − 1), μX is the
mean value of the original image, and μY is the mean value
of the restored image. σ2X is the variance of the original
image, σ2Y is the variance of the restored image, and σXY is
the covariance of the original image and the restored
image. +e range of structural similarity is [− 1, 1]. In
general, the larger the SSIM values, the better the overall
quality of the reconstructed images. When the original
image and the restored image are identical, the value of
SSIM is 1.

Table 1 lists the analysis results of PSNR and SSIM. It can be
seen from Table 1 that the PSNR and SSIM of our encryption
scheme are the largest, indicating that the encryption and
decryption effect proposed in this paper is good.

5.6. Information Entropy Analysis. Information entropy is
used to measure the confusion of the image and the dis-
tribution of gray values. +e larger the entropy of the images
is, the more consistent the gray distribution of the images is.

DWT Arnold
transform CS Row encryption Column

encryption

SHA-256 k1, k2, k3

Measurement
matrix

Improved
chaotic map

Measurement
matrix

Decrypted image

IDWT Inverse Arnold
transform

OMP
reconstruction Row decryption Column

decryption

Cipher image

Plain image

Figure 3: Flow chart of encryption and decryption.
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For a gray image of size 256 × 256, the theoretical value of
information entropy is 8. An effective encryption algorithm
should make the information entropy of the encrypted
image close to the theoretical value.+e information entropy
can be expressed as

H(m) � − 􏽘
L×L

i�1
P mi( 􏼁log2 P mi( 􏼁, (29)

where P(mi) is the probability of the gray value mi, and L is
the gray level.
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Figure 4: (a) Original image, (b) original image histogram, (c) encrypted image, (d) encrypted image histogram, and (e) decrypted image.
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Table 2 lists the results of information entropy analysis.
As can be seen from Table 2, the information entropy of the
encrypted image is higher than that of the original image,
which proves that the gray distribution of the encrypted
image is more uniform than that of the original image.

5.7. Correlation Analysis. Correlation analysis mainly ana-
lyzes the correlation between pixels in adjacent locations. +e
correlation between adjacent pixels of the original image is very
high, while the correlation between encrypted cryptographic
images after an effective secure encryption system should be

(a)

(b)

Figure 5: Key sensitivity analysis. +e encryption key is 0.568 0.265 1.25 23.26 456.2 256.2 2 1􏼂 􏼃. (a) decryption key is
0.568 0.265 1.25 23.26 456.2 256.2 2 1􏼂 􏼃 and (b) decryption key is 0.568 0.265 1.25 23.26 456.2 256.2 2.0000000000000001 1􏼂 􏼃.

Table 1: PSNR and SSIM analysis.

Chaotic map CS scheme [14] Our scheme
Lena Boom Average Lena Boom Average

PSNR

Chebyshev +Tent [14] 32.2193 23.3287 27.7740 34.7032 26.9524 30.8278
Our-Chebyshev + our-Tent 32.3556 23.4894 27.9225 35.4272 27.1717 31.2995

Sine + Logistic [17] 32.2724 23.0829 27.6777 35.1394 26.5448 30.8421
Our-Sine + our-Logistic 32.2654 23.5357 27.9006 35.3708 26.9977 31.1843

SSIM

Chebyshev +Tent [14] 0.7517 0.6227 0.6872 0.8118 0.7872 0.7995
Our-Chebyshev + our-Tent 0.7528 0.6394 0.6961 0.8184 0.7971 0.8078

Sine + Logistic [17] 0.7538 0.6450 0.6994 0.8164 0.7883 0.8024
Our-Sine + our-Logistic 0.7512 0.6664 0.7088 0.8194 0.7955 0.8075
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relatively low, with the correlation coefficient close to 0. +e
correlation calculation can be expressed as

rxy �
cov(x, y)
���������
D(x)D(y)

􏽰 ,

cov(x, y) �
1
N

􏽘

N

i�1
xi − E(x)􏼂 􏼃 yi − E(y)􏼂 􏼃,

D(x) �
1
N

􏽘

N

i�1
xi − E(x)􏼂 􏼃

2
,

E(x) �
1
N

􏽘

N

i�1
xi,

(30)

where x and y represent the gray values of two adjacent pixels.
Table 3 lists the correlation coefficient analysis results of

the safe and effective image encryption scheme. It can be
seen from Table 3 that, compared with the correlation co-
efficient of the original image, the correlation coefficient of
the encrypted image is greatly reduced and close to 0, which
indicates that the abovementioned security theoretical
scheme has a good encryption effect.

6. Conclusion

We propose a safe and effective image compression-encryption
scheme based on a new chaotic structure and compressive
sensing. +is scheme uses a new chaotic structure proposed by
ourselves and applies the commonly used traditional one-di-
mensional chaotic maps to the proposed chaotic structure to
generate corresponding new one-dimensional chaotic maps.
+eproposed new chaoticmaps not only keep the advantages of
simple structure and easy implementation of a traditional one-
dimensional chaotic map but also expands the parameter range
space of traditional one-dimensional chaotic maps. It is useful
whenever chaotic digital sequences are needed. In addition,
compressive sensing is used for sampling in this encryption
scheme, which can reduce the storage space and transmission
bandwidth. +e chaotic system only needs to store matrix
generation parameters, which can further reduce the band-
width. Simulation results show that the proposed chaotic
structure and chaotic maps have a good chaotic effect and high
chaotic intensity, and the output sequence has strong chaos in a
very large area of parameter space and can prevent phase space
reconstruction. It can be applied to the image encryption
scheme in this paper and has a large parameter space and

Table 3: Correlation analysis.

Image Direction Correlation coefficient
of plain image

Correlation coefficient of cipher image

Chebyshev +Tent [14]
Our-

Chebyshev +
our-Tent

Sine + Logistic [17]
Our-

Sine + our-
Logistic

CS scheme
[14]

Lena
Horizontal 0.9343 − 0.0407 0.0098 − 0.0568 − 0.0251
Vertical 0.9715 − 0.0549 − 0.0324 0.0943 0.0107
Diagonal 0.9271 0.0343 − 0.0047 0.0633 0.0624

Boom
Horizontal 0.8544 − 0.0195 − 0.0011 0.0521 0.0372
Vertical 0.8311 0.0402 0.0287 − 0.0149 − 0.0236
Diagonal 0.7576 − 0.0608 0.0293 0.0459 − 0.0438

Average
Horizontal 0.8944 −0.0301 0.0044 −0.0024 0.0061
Vertical 0.9013 −0.0074 −0.0019 0.0397 −0.0065
Diagonal 0.8424 −0.0133 0.0123 0.0546 0.0093

Our scheme

Lena
Horizontal 0.9278 0.0393 − 0.0058 − 0.0010 0.0012
Vertical 0.9688 0.0352 0.0197 0.0428 − 0.0306
Diagonal 0.9031 0.0140 0.0246 − 0.0023 − 0.0197

Boom
Horizontal 0.8685 − 0.0125 − 0.0105 − 0.0123 − 0.0126
Vertical 0.8247 − 0.0278 − 0.0156 − 0.0814 0.0181
Diagonal 0.7623 − 0.0173 − 0.0149 0.0226 0.0344

Average
Horizontal 0.8982 0.0134 −0.0082 −0.0067 −0.0057
Vertical 0.8968 0.0037 0.0021 −0.0193 −0.0063
Diagonal 0.8327 −0.0017 0.0049 0.0102 0.0074

Table 2: Information entropy analysis.

Chaotic map CS scheme [14] Our scheme
Lena Boom Average Lena Boom Average

Information entropy

Chebyshev +Tent [14] 7.2172 7.2735 7.2454 7.6397 7.8880 7.7639
Our-Chebyshev + our-Tent 7.5729 7.5738 7.5734 7.9820 7.9895 7.9858

Sine + Logistic [17] 7.2750 7.2735 7.2743 7.6658 7.6945 7.6802
Our-Sine + our-Logistic 7.5612 7.5940 7.5776 7.9812 7.9840 7.9826
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keyspace, which can prevent brute force attacks and statistical
attacks.
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5G customer premise equipment (5G-CPE) is an IoTgateway technology that integrates 5G and Wi-Fi and therefore can provide
Wi-Fi connection for IoTdevices and meanwhile benefit from the advantages of 5G. With the increasing number of IoTdevices,
transmission collisions and hidden/exposed terminal problems on the Wi-Fi connection side become more and more serious.
Conventional mechanisms cannot solve these problems well. In this paper, we propose a Wi-Fi sector (Wi-FiS) design, which is
compatible with Wi-Fi, to solve them fundamentally. Wi-FiS divides the whole coverage area of Wi-Fi into multiple sectors and
utilizes beamforming technology and sector-based scheduling to improve system performance of Wi-Fi dense networks. For a
single-cell network, Wi-FiS differentiates uplink and downlink operations and totally excludes collision in downlink. For a
multicell network, Wi-FiS can avoid hidden and exposed terminal problems, while enabling parallel transmissions among
multiple cells. We then develop a theoretical model to analyze Wi-FiS’s throughput. Extensive simulations verify that our
theoretical model is very accurate and Wi-FiS can improve system throughput of Wi-Fi dense networks significantly.

1. Introduction

In Industry 4.0, a great many Internet of -ings (IoT) de-
vices are widely deployed in multiple factories. In each
factory, IoT devices work together to coordinate and
monitor progress along assembly lines, under the control of
an operation control center. Usually, the operation control
center is located in a cloud or an edge server. To achieve real-
time control, Industry 4.0 requires a high-speed and low-
latency network between the operation control center and
these IoT devices.

5G technology is promising to meet the network re-
quirement of Industry 4.0, since it can provide a high speed
of 10Gbps and a low latency of 1ms–10ms [1–3]. To apply
5G technology to Industry 4.0, we need to establish a 5G base
station which connects these IoT devices and the operation
control center, and it is required that these IoT devices are
5G enabled. However, to date, deploying 5G base stations is
expensive, and 5G modules, which are large in size and
power-consuming, are therefore not suitable to install in
resource-limited IoT devices.

To overcome the above problem, we may adopt 5G
customer premise equipment (5G-CPE) solution. In this

solution, 5G-CPE, a 5G- and Wi-Fi-enabled node, is in-
troduced to act as a relay between IoT devices and the 5G
base station, as shown in Figure 1. -e advantages of this
solution are twofold. On the one hand, most of IoT devices
support Wi-Fi due to low-cost Wi-Fi modules; however, it is
generally expensive and difficult to deploy wired network
infrastructure such as optical fibers to connect Wi-Fi base
stations, due to constraint of factories’ geographical loca-
tions.-erefore, enabling 5G-CPE to connect IoTdevices via
Wi-Fi is convenient, economic, and fast. On the other hand,
utilizing 5G-CPE to connect the operation control center via
5Gmay fully take advantage of 5G’s high bandwidth and low
latency.

1.1. Motivation. In this paper, for the 5G-CPE solution, we
are concerned with the 5G-CPE network, i.e., the Wi-Fi
network where IoT devices communicate with the 5G-CPE.
As the number of IoTdevices grows, the channel congestion,
transmission collision, and hidden/exposed terminal prob-
lems of 5G-CPE network will become more and more se-
rious. Usually, there are two methods to solve these
problems in large-scale Wi-Fi dense networks; however, the
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two methods only achieve limited performance improve-
ment and therefore do not solve these problems funda-
mentally [4–8].

(i) -e first one is the contention window- (CW-) based
adjustment method. In Wi-Fi, each node chooses a
random time between 0 and CW as a waiting time
before data transmission. In this method, as the
number of nodes grows, the CW size increases and
therefore the average waiting time of each node will
increase. A longer waiting time will help reduce the
collision probability. However, a longer waiting time
will lead to much time waste in channel contention.

(ii) -e second one is the request-to-send/clear-to-send
(RTS/CTS) method. In this method, by sending
short RTS frames to reserve channel, nodes can
reduce the time waste caused by the collision of large
data. However, this method introduces additional
transmission times of RTS and CTS frames and a
large population of nodes will still lead to serious
RTS collision.

In addition, for multicell networks, existing methods
cannot well solve the hidden and exposed terminal prob-
lems. For example, the RTS/CTS method solves the hidden
terminal problem, but it also induces the exposed terminal
problem simultaneously [6–8]. -ese challenges motivate
this study.

1.2. Our Contributions. In this paper, we propose a Wi-Fi
sector (for short, Wi-FiS) design, which is compatible with
Wi-Fi, to solve the aforementioned challenges fundamen-
tally. Wi-FiS borrows the hard-disk sector idea [9] to divide
the whole coverage area of a 5G-CPE dense network into
multiple sectors (as shown in Figure 2), each sector in-
cluding a small number of nodes. Hereafter, we use the
access point (AP) to represent the 5G-CPE for shortening
notations. Benefitting beamforming technology and sector-
based scheduling, Wi-FiS can improve the system perfor-
mance of single- and multicell networks significantly. Our
contributions are summarized as follows.

(i) For a single-cell network, Wi-FiS groups contention
nodes and performs sector scheduling. With Wi-
FiS, the access point (AP) first silences all nodes and
then activates each sector sequentially via direc-
tional beam. In this way, while keeping compati-
bility with Wi-Fi, Wi-FiS can reduce contention
collision and improve system throughput of dense
networks significantly.

(ii) For a multicell network, Wi-FiS can avoid hidden
and exposed terminal problems, while enabling
parallel transmissions among multiple cells. With
Wi-FiS, once detecting one ongoing transmission in
one cell that might lead to a potential hidden/ex-
posed terminal problem, the AP in another cell may
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Figure 1: 5G-CPE for Industry 4.0.
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trigger its directional transmissions without inter-
fering with the ongoing transmission.

(iii) We run extensive simulations to verify that our Wi-
FiS design is very effective and can significantly
outperform conventional methods in terms of
system throughput.

-e rest of the paper is organized as follows. Section 2
summarizes related works. Section 3 presents the Wi-FiS
architecture. Sections 4 and 5 present Wi-FiS scheduling for
single- and multicell, respectively. Section 6 analyzes Wi-
FiS’s throughput theoretically. Section 7 evaluates Wi-FiS’s
performance. Finally, Section 8 concludes this paper.

2. Related Works

Currently, there are mainly two types of methods that solve
the collision problem of large-scale networks [4–14]: dy-
namic CW adjustment and RTS/CTS-based methods. -ese
two methods and their shortcomings are briefly described
below.

(i) Dynamic CW adjustment method: this method re-
duces transmission collision via contention window
adjustment.

(1) Shahin et al., Deng et al., and Ali et al. [10–12]
studied the collision problem in single-cell
scenario. Shahin et al. [10] used a channel
observation-based mechanism to monitor the
real-time collision probability of the channel
and implemented dynamic adjustment of the
contention window accordingly, avoiding the
high delay caused by blindly multiplying the
contention window. Deng et al. [11] proposed a
bit-error-ratio channel adjustment algorithm to
design the contention window under the dense
network to obtain higher performance. Ali et al.
[12] introduced a reinforcement learning

method to observe the channel state and se-
lected the optimal contention window accord-
ingly. However, these methods still lead to large
contention overhead in dense network
environments.

(2) Sen et al. [4, 5] studied the hidden terminal
problems in multicell scenario. CSMA/CN [4]
solved the hidden terminal problem by detecting
collision notification information. Gollakota and
Katabi [5] proposed a method to decode the
collision packets when a hidden terminal
problem occurs. However, these methods can
only solve the hidden terminal problem, but
cannot combat the exposed terminal problem.

(ii) RTS/CTS-based methods: this method reduces the
collision via RTS/CTS-based channel reservation.

(1) Wang et al. [13, 14] proposed a RTS/CTSmethod
to solve the collision problem in single-cell
scenario, where nodes will send an RTS frame
before its data transmission. -is introduces
additional control overhead of RTS/CTS.

(2) Xiong et al. [6–8] studied the hidden/exposed
problems in multicell scenario. Xiong et al. [6]
designed a novel S-CTS packet, which can be
detected in lower SNR (signal to noise) envi-
ronments, to combat the hidden terminal
problem. Magistretti et al. [7] exploited cross-
correlation to detect control frames (such as
RTS, CTS, and ACK); this design can tolerate
strong interferences in multicell environments.
MACA-P [8] utilized RTS/CTS handshakes to
schedule the node-pairs’ transmission order,
which can help avoid the hidden terminal
problem and increase transmission concurrency.
However, these methods cannot resolve the
traditional exposed terminal problem and will
lead to a new NAV type exposed terminal
problem.

Different from the above two types of research
studies, our design adopts beamforming and NAV
mechanisms to solve the collision and hidden/ex-
posed terminal problems in an entire network.
Particularly, using virtual carrier sense, our design
can only activate parts of nodes each time for
contention and therefore can reduce the collision
probability significantly.

3. Wi-FiS Architecture

In this section, we describe the architecture design ofWi-FiS.
We design Wi-FiS based on the standard Wi-Fi

framework [15]. Below, we illustrate the MAC design and
PHY design of Wi-FiS (as shown in Figure 3):

(i) Wi-FiS PHY: based on standard Wi-Fi PHY layer,
Wi-FiS introduces sector-beam transmission tech-
nology. Using this technology, AP can transmit and
control specific physical sector areas.

Sector 1

Sector 2

Sector K
...

Figure 2: Software-defined MAC for sector scheduling.
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(ii) Wi-FiS MAC: based on standard Wi-Fi MAC layer,
Wi-FiS introduces the sector-scheduling technology
based on sector. Using this technology, the AP can
trigger each sector one by one.

3.1. PHY Design. Here, we present the hardware of the AP
that supports multiple antennas for directional
beamforming.

Based on hardware support, our design can improve the
802.11ac version or newer routing protocols, as shown in
Figure 4. 802.11ac routing already supports using up to 8
antennas in a single channel to form beams, so it can provide
directional beams. In our design, Wi-FiS can be installed
directly on 802.11ac devices (including the 5G-CPE or
802.11ac router) without hardware modification.We assume
that AP or STAs have up to 8 antennas, so that they can
perform beamforming under a single channel, and these
antennas are all omnidirectional antennas. In particular,
these 8 antennas can provide beamforming technology in the
form of digital precoding according to 802.11 protocol
standard to achieve directional scanning.

In this paper, we adopt DOA-based location detection
technology and RSSI power detection technology [16–18] for
the physical layer, and we assume that the default trans-
mission power of all nodes is the same and known (the
power is negotiated in during the association process). DOA
and RSSI functionalities can be implemented by updating
the firmware of software. -erefore, in our design, AP can
get the relative position (including relative angle and dis-
tance) of nodes around it via the DOA and RSSI
technologies.

3.2.MACDesign. In this section, we present MAC design of
Wi-FiS. Wi-FiS divides the whole network coverage into
sectors and then activates/schedules its sectors sequentially
via its PHY and MAC technologies. Below, we first present
its PHY design that adopts directional beamforming to
activate a specific sector, then its MAC frames that are used
to set the duration field for silencing/activating nodes, and
finally its MAC protocols for sector scheduling.

-e basic idea of Wi-FiS is to divide sectors into time-
sharing access, i.e., only allowing nodes in a sector to
contend channel each time. -is method restricts the
number of nodes for channel access and therefore reduces
collision probability. -e MAC layer protocol of Wi-FiS
contains 3 stages: topology generation, sector generation,
and sector scheduling.

With the help of Figure 5, we present the above three
stages.

(i) Topology generation: in this stage, the AP will
periodically perform background scans to obtain
information, i.e., direction angle and basic service
set identifiers (BSSIDs), about surrounding nodes so
as to calculate the physical location of each node and
form a physical topology. To generate the entire
topology, we need to obtain basic service set
identifier (BSSID) of each node and its corre-
sponding direction of arrival (DOA) through scans.

(1) Obtaining BSSID: in our design, the AP and
nodes work in CSMA/CA and the AP acquires
BSSIDs of nodes by scanning background flows
in real time during the omnibeam uplink (UL)
process. During the scanning, the AP will first
extract BSSID field from the MAC header of a
node’s frame in the flows and then cache the
BSSID to a database. However, a random BSSID
mechanism affects obtaining a BSSID. To ad-
dress the problem, we can automatically inte-
grate a random BSSID with a real BSSID
through a mechanism of matching RSSI (re-
ceived signal strength indicator) and CSI
(channel state information), reducing the im-
pact of the random BSSID mechanism.

(2) Obtaining DOA: the AP can estimate DOAs
using information extracted from physical
headers of frames during the scanning of
background flows, since nodes adopt multi-
antenna mechanism. -is mechanism has been
adopted by many wireless related technologies,
e.g., [16–18]. When the AP receives a frame, it
estimates DOA, associates DOA with BSSID
extracted from the frame, and then caches them.
Finally, the AP generates the physical topology
according to DOA information and then divides
the overall network into sectors according to the
topology.

(3) Obtaining distance： during the association
phase, the AP assigns the transmit power to all
nodes, so the AP knows the transmit power of
each packet. After receiving a packet, the AP
obtains the receive power and further estimates
the distance according to the transmit and re-
ceive power and the RSSI channel attenuation
model.

(ii) Sector generation: in this stage, after obtaining the
physical topology, the AP will divide the network
into several sectors according to a preset restricted
number of nodes (i.e., nk) and the topology infor-
mation. -is sectorization method makes it possible
for the AP to later schedule each sector via direc-
tional beamforming. Wi-FiS does not adopt equal
partitioning method in hard disk. To ensure the
network performance of each sector, we set the
maximum number of nodes in each sector to nk.
Usually, we preset nk based on the actual network
topology, packet size, and the theoretical perfor-
mancemodel (mentioned in Section 6). As shown in

Wi-Fi PHY
(supporting sector beam)

Wi-Fi MAC
(supporting sector scheduling)Wi-FiS MAC

Wi-FiS PHY

Figure 3: Wi-FiS architecture.
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Figure 2, we obtain partitions via the control of arc
and set the number of nodes in each sector to a fixed
constant value. If the distribution of nodes in a
sector is looser, the arc of the sector will be larger,
and if the distribution of nodes is tighter, the arc is
smaller.
Besides, our sector partition uses an incremental
partition strategy, which can be divided into the
following two steps.

(1) Step 1. Divide the total number of nodes N by nk

and then add 1 to the integer part of the result
(i.e., dealing the result through a ceiling func-
tion). -e integer part of result represents a
saturated number of nodes in a sector, which is
equal to nk.

(2) Step 2. Let the remainder of N divided by nk be
the number of nodes for the last sector. Since the
number of nodes in this sector is less than those
of other sectors, the throughput of this sector
will be slightly smaller. In our design, we adopt
the same control mechanism for all sectors
rather than introducing a specific control
mechanism for this sector.

With the above strategy, the AP divides all nodes
into sectors. After sectorization, they will enter the
channel access stage.

(iii) Sector scheduling: in this stage, after the generation
of sectors, the AP will schedule each sector. -e AP
determines whether there is an overlap between APs
by listening to the TF frames of other APs. If yes,
there will be no hidden/exposed terminals; other-
wise, there possibly exists hidden/exposed termi-
nals. Let Tp be the scheduling time of all the sectors.

Tp is a total time of k sectors’ operation time, where
time for each sector (i.e., sector slot in Figure 5) is
Ts. To schedule one sector, we make use of two
control frames, i.e., trigger frame (TF) and TF-End
frame. Note that we adopt omnibeam or sector
beam for different frame types in this design to
achieve scheduling for a specific area. Each sector
slot process includes four processes, i.e., TF frame,
downlink TDMA access (DL-TDMA), uplink
CSMA/CA access (UL-CSMA/CA), and TF-End
frame.
For a single-cell network, we may adopt omnibeam
to transmit data during the DL-TDMA and UL-
CSMA/CA processes. In contrast, for a multicell
network, wemay adopt sector beam to transmit data
during DL-TDMA and UL-CSMA/CA processes to
avoid hidden and exposed terminal problems.

3.3. MAC Frame Settings. Conventional Wi-Fi has three
types of Wi-Fi frames: management, control, and data
frames. Here, we present their settings for silencing/acti-
vating nodes in Wi-FiS.

In the design of Wi-FiS, NAV parameters are set based
on the duration/AID field. In order to implement the sector-
based time-sharing contention strategy, we need to control
the duration/AID field of the frame sent by AP/STA. In
802.11 standard, the duration/AID field has two different
functions. As shown in Figure 6, if the highest bit is set to 0, it
is used as the duration filed, and the node will receive a frame
including this field and update it to the node’s own NAV
timer; oppositely, if the highest bit is set to 1, then this field is
used as an AID, and the node will not update this field to its
NAV timer.

Wi-FiS AP/STAs

Figure 4: Hardware design of a AP/STA adopted in Wi-FiS.
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Figure 5: MAC protocol overview.
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-erefore, in this design, due to the reason that we need
to use APs for global scheduling, we use different types of
duration/AID field to set mechanisms for frames of different
objects.

(i) Frames sent by AP.

(1) TF and TF-End frames: the duration/AID field is
set as the duration parameter for purpose of
implementing partition scheduling.

(2) Data and control (ACK) frame: control frames
include ACK and other different frames, and the
data frames can be downlink data. Here, the AP
sets the duration/AID field in these frames as the
AID parameter. For example, the duration/AID
field in both the ACK and downlink data frames
can be set to the target AID. In the 802.11
protocol, if the duration/AID field is set to AID,
then no AID analysis is performed.

(ii) Frames sent by STA: since nodes are scheduled
objects, the duration/AID fields of the management
frames (such as probes, association requests, and so
on) sent by the node should be set to AID. A node
may not have the corresponding AID value when it is
not associated with an AP, and thus this value can be
filled with 0. -e control frame and data frame sent
by the node are the same as the control frame and
data frame sent by the AP and should be set to the
target AID.

4. Wi-FiS Scheduling for Single Cell

Here, we present the Wi-FiS scheduling method in a single
cell.

4.1. Overview. In the 802.11 protocol, the AP may prohibit
nodes from contending for the channel by setting nodes to
the NAV state and then manipulate the entire transmission
process. In the initial state, the NAV timer of all nodes is set
to the maximum value. As mentioned in Section 3.2, the
entire scheduling process of each sector includes four
processes (as shown in Figure 7), trigger frame (TF) process,
downlink TDMA (DL-TDMA) process, uplink CSMA/CA
(UL-CSMA/CA) access, and TF-End process. -e TF and
TF-End processes are used to control NAV settings, while
the DL-TDMA and UL-CSMA/CA data transmissions do
not affect NAV. Below, we detail each process.

(i) TF process: at the beginning of each sector
switching process, using a TF frame, the AP will
schedule a sector k to operate and set the corre-
sponding competition and transmission parameters
for nodes in this sector, where the transmission time
of the TF frame is Tf. After receiving the TF frame,
the nodes in the sector k area will set their NAV to
Tdl, which means that the AP will take the next Tdl
time for DL-TDMA data transmission.

(ii) DL-TDMA process: after the TF process, the AP will
first perform the downlink data transmission. -e

0
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Figure 6: Duration/AID field in a 802.11 frame.
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downlink data are transmitted back-to-back in the
order of TDMA and the nodes’ AIDs, where the
time of DL-TDMA is Tdl. -e NAV timer of the
node in sector k decreases with time, and when the
DL-TDMA transmission process ends, this NAV
timer is decreased to zero and therefore the nodes in
sector k can contend for the channel freely.

(iii) UL-CSMA/CA process: after the DL-TDMA pro-
cess, nodes in the sector can perform uplink
competition, which is based on the CSMA/CA
protocol. After a node wins the competition, it can
transmit uplink data to the AP, where the time of
UL-CSMA/CA is Tul.

(iv) TF-End process: after the UL-CSMA/CA process,
the AP will deactivate the sector. It will send a TF-
End frame to set all nodes in the sector to NAV
state, and the sector cannot be activated again until
the next sector scheduling period.

In our design, TF and TF-End frames are transmitted in
the form of sector beam, which is used to schedule a specific
sector. -e data transmissions, that is, DL-TDMA and UL-
CSMA/CA processes, do not have the scheduling function.
-erefore, omnibeam transmission can be performed. As
described in Section 3.3, only the duration/AID fields for TF
and TF-End frames are set to duration, while the data and
ack packets in DL-TDMA andUL-CSMA/CA are set to AID.
-erefore, only TF and TF-End affect the NAV settings,
while data and ACKs do not.

In these two processes, the duration/AID fields of data
and ACK frames are set for AID function, and hence NAV
will not be affected. However, to avoid hidden/exposed
terminal problems for multicell scenarios, we will change to
sector-beam transmission for the data transmission process
when these problems happen.

4.2. TF. At the beginning of each sector switching process,
the APwill send TF frames via sector beam. Here, a TF frame
contains the following two fields (as shown in Figure 8):

(i) Duration/AID field: it silences all nodes by setting
them to NAV state.

(ii) Wi-FiS parameter element field: this field is used to
notify and configure the transmission parameters of
nodes in one sector, i.e., CW, sector ID, Ts, and Tdl.

(iii) CW: this field configures the contention parameter
used by the node (similar to EDCA Parameter [19]
of 802.11e). In our design, the AP can set the value of
CW in the Wi-FiS parameter element field.

(iv) Sector ID: this field identifies the ID of the current
scheduled sector by a TF frame and is used to let
other APs knowwhich sector is currently scheduled.
Further, it determines whether there are hidden/
exposed terminal problems.

(v) Ts (sector slot) and Tdl (DL-TDMA): these two
fields identify the time of the entire sector sched-
uling time and the corresponding downlink TDMA
scheduling time.-ey are used to allow other APs to

determine whether there are hidden terminals or
exposed terminal problems and the time when the
problems occur, since Tul can be obtained through
Ts − Tdl − TTF − TTF_End, where TTF and TTF_End are
constant values.
Remark: usually CW is used in single-cell sector
scheduling scenario, while sector ID, Ts, and Tdl are
used in multicell sector scheduling scenario.

4.3. DL-TDMA. As soon as TF frame transmission ends, the
downlink TDMA transmission starts and will last for Tdl

time. In our design, the downlink process adopts TDMA.
-e reasons are as follows. In downlink, the AP can allocate
the access time slice of TDMA to nodes, and therefore there
is no need for contention. Further, the AP can optimize the
time slice allocation of TDMA according to the local cache
information, and therefore TDMA is more efficient.

During this time period, the AP will sequentially send
DL-DATA 1 to node 1 (i.e., AID� 1), DL-DATA 2 to node 2,
and so on in the order of TDMA. -e time interval between
DL-DATA is equal to SIFS. -e AP will transmit the
downlink data of all nodes at one time, and during this
process, the nodes will not actively feed back ACK.When the
AP sends downlink data, it will record the sending sequence
on the local bitmap.

After the downlink data transmission, the AP will
broadcast an ACK request (ACK Req.) to request ACK
feedback from all nodes. After the nodes receive the ACK
Req., each of them will sequentially feed back an ACK to the
AP according to corresponding AID sequence of the bitmap
in the ACK Req. If the node successfully receives the
downlink data, then it will feed back an ACK. If the node
fails to receive the data, it needs to feed back an NACK (that
is, the ACK indicates that the reception failed). When all
nodes finish feeding back ACKs, the DL-TDMA process
ends.

In our design, Tdl is set based on the current downlink
traffic. In the DL-TDMA process, AP will first determine
whether there is a downlink packet toward a node based on
its local cache. If yes, the AP sends the packet to the node;
otherwise, it checks if there is a downlink packet toward the
next node. In this paper, we assume the downlink is satu-
rated. So, the transfer time is equal to nk times the round-
time of a data-ack transmission.-erefore, it can set the time
duration of this transmission, Tdl.

4.4. UL-CSMA/CA. After the downlink transmission, the
nodes in the current sector can perform uplink contention
(i.e., UL-CSMA/CA process), and the time for UL-CSMA/
CA is Tul. In our design, the uplink process adopts CSMA/
CA. -e reasons are as follows. -e uplink transmission
should be based on contention, adapting to the change of
traffic load, while CSMA/CA is a very successful contention
protocol that is widely adopted in conventional 802.11
networks. Further, for uplink, CSMA/CA is more efficient
than TDMA, since the AP does not know about the node’s
uplink traffic information and therefore cannot allocate
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access time to each node. As a result, it is better to let nodes
contend for data transmission if they have packets. In this
process, the NAV � 0 of a node in the sector indicates that
the node is activated and can compete for channel freely.
NAV � Tp of the node in other sectors indicates that the
node is in the silence state.

-e nodes in the sector compete for channel according to
the standard backoff process. Each node will first select a
random value range from [0,CW] for its Backoff cOunter
(BO).-e selected value is stored in the BO. Every time there
is an idle slot passing, BO will count down one once. When a
node’s BO counts down to 0, it means the node wins the
channel contention. Hence, the node can send its uplink data
to the AP. When the AP receives the data and verifies that it
is correct, it will feed back an ACK to the node; otherwise, if
the node fails to receive the data, it needs to feed back a
NACK [20].

In the UL-CSMA/CA process, the random access-based
CSMA/CAmechanismmakes it unable to determine the end
of this process. However, to set fixed time duration of the
UL-CSMA/CA process, Tul, in our design, we will keep a
holding time duration, Th, for each end of a UL-CSMA/CA
process. Within this time (Th) range, all nodes will be set to
the silence state, and they will not perform backoff and data
transmission. -e setting of Th refers to the necessary time
required for one minimum complete transmission (in-
cluding the average backoff time and the time of data
transmission and ACK). In order to realize the protection
mechanism of the holding time, we need the following
settings based on the ACK mechanism.

(i) If Tr ≥Th, the AP can only feed back ACK, which
means that the remaining time of the UL-CSMA/CA
process is enough for one complete transmission.

(ii) If Tr <Th, after the AP feeds back the ACK, it will
send padding frames to occupy the channel, so that
the next round of transmission cannot start for the
remaining time (because the remaining time is not
enough to guarantee one complete transmission).
-e duration of the padding frame transmission is
Tr. Since the channel is always occupied by the AP,
all nodes in the sector will not be able to perform
backoff until the next UL-CSMA/CA process of this
sector.

Unlike downlink transmission, the AP cannot accurately
get the real-time buffering situation of all nodes in uplink
access. -erefore, the AP sets uplink UL-CSMA/CA time
duration Tul to a fixed value regardless of nodes’ buffering
situation.

4.5. TF-End. At the end of each sector switching process, the
AP will use sector beam to send TF-End frames. In the TF-
End frame, the AP will set the duration to Tp (as shown in
Figure 9).

5. Wi-FiS Scheduling for Multicell

In the multicell scenario of the wireless network, there are
two basic problems: (1) hidden terminal problem and (2)
exposed terminal problem. In this section, we take a two-cell
topology as an example for discussion, and each cell contains
1 AP and 1 node (namely, AP1 and N1 and AP2 and N2,
respectively).

5.1. Overview. Here, we outline Wi-FiS scheduling method
inmulticell. In the multicell scenario, the AP of the cell (such
as AP1) will actively receive TF frames from APs of other
cells (such as AP2). -e AP determines if there is an overlap
between the two cells by receiving the TF frames of other
APs. If yes, there might exist hidden/exposed terminal
problems; otherwise, there are no such problems. In order to
solve the problem of hidden/exposed terminals on APx, we
need to dynamically adjust the APx to perform sector-beam
transmission rather than omnidirectional transmission in a
single cell (as shown in Figure 10). To achieve this, we need
to determine whether the hidden/exposed terminal will
happen and how long it will last for. -erefore, we need to
know the relative position of the APs in other cells and how
long their relative scheduling time is.

(i) Obtaining relative position of APs in other cells: we
can get relative position of APs through DOA and
distance measurement-related technologies [16–18].
Further, based on this position information, we can
determine whether there will be hidden/exposed
terminal problems between AP1 and AP2.

FC 
control Duration/AID RA TA ... Sequence 

control
Wi-FiS parameter

element FCS

Element ID Length Sector IDCW Tdl (DL-TDMA)Ts (sector slot)

For singlecell 
sector scheduling

For multicell 
sector scheduling

Figure 8: Structure of a trigger frame (TF).
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(ii) Obtaining sector scheduling time of other cells: since
we include the sector ID, the total transmission time
Ts of the sector, and the DL-TDMA time Tdl in the
TF frame, we can further deduce the time duration of
hidden/exposed terminals.

Based on the above information, in the sector
scheduling stage, in addition to the time scheduling rel-
ative to single cell (such as Tdl and Tul time), to avoid
hidden terminal and exposed terminal problems, we can
use sector beam for data transmission. However, it should
be noted that the sector-beam method requires extra
overhead for a certain measurement (such as CSI mea-
suring) to operate precoding. -erefore, in a single-cell
scenario, or in a scenario where there is no hidden/ex-
posed terminal, we can directly adopt omnibeam trans-
mission. Below, we, respectively, describe the problem of
hidden/exposed terminal and its solution.

5.2. Hidden Terminal Problem and Solution

5.2.1. Hidden Terminal Problem. Taking Figure 11 as an
example, since AP1 is in the coverage of both N1 and AP2,
whenN1 uses an omnidirectional antenna to transmit uplink
data to AP1 and AP2 uses an omnidirectional antenna to
transmit downlink data to N2, AP1 will receive the super-
imposed signals of N1 and AP2 at the same time. -erefore,
the signal cannot be demodulated, which causes a collision.
Such collision problem is called as hidden terminal problem.

Solution. \s\up2( 1( 1 )?1: at the beginning of the network
operation, AP1 will first broadcast a TF (denoted by
\s\up2( 1( 1 )?1 in the figure), which announces that the
network covered by AP1 will perform uplink transmission.

\s\up2( 2a( 2a )?2a: after AP2 receives the TF, it will
use directional beam transmission when performing

downlink transmission, that is, beam-downlink
(denoted by \s\up2( 2a( 2a )?2a in the figure above).
\s\up2( 2b( 2b )?2b: AP1 will also allow the local node
to perform uplink transmission after transmitting the
TF. As shown in the figure, N1 uses broadcast to
perform uplink transmission (denoted by
\s\up2( 2b( 2b )?2b in the figure).

5.3. Exposed Terminal Problem and Solution

5.3.1. Exposed Terminal Problem. Taking Figure 12 as an
example, the network covered by AP2 includes both AP1 and
N2. When AP1 uses an omnidirectional antenna for
downlink transmission, AP2 will actively receive the
transmitted signal by AP1.-e signal can be either one of the
following two frames: (1) a trigger frame (TF) that AP2 needs
to receive; (2) a data frame that AP2 does not need to receive.
-en, if the signal is a data frame from AP1, the receiving of
the signal causes a waste of channel utilization for AP2
because the channel used for receiving these data can be used
for N2’s downlink transmission instead. Such a waste
problem is called an exposed terminal problem.

Solution. \s\up2( 1( 1 )?1: at the beginning of the network
operation, AP1 will first broadcast a TF (denoted by
\s\up2( 1( 1 )?1 in the figure), which announces that the
network covered by AP1 will perform directional downlink
transmission.

\s\up2( 2a( 2a )?2a: after AP2 receives the TF, it learns
that the AP1 will perform directional downlink
transmission, and the node that is transmitting data is
not within the coverage of AP2. At this point, AP2 can
perform downlink transmission in form of broad-
casting (denoted by \s\up2( 2a( 2a )?2a in the figure
above).

FC 
control Duration/AID RA TA ... Sequence 

control FCS

Duration = Tp

Figure 9: -e structure of a TF-End frame.

Duration
= Tdl

t
TF

DL_Data-Ack
(duration invalidation)

NAV = Tdl

DL-TDMA

UL_Data-Ack
(duration invalidation)

NAV = 0

Duration
= Tp

TF-EndUL-CSMA/CA

Sector beam Sector beam Sector beam Sector beam

TFFrom other
cells

Figure 10: Wi-FiS scheduling for multicell scenario.
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\s\up2( 2b( 2b )?2b: after AP1 finishes transmitting the
TF frame, it will directly use a directional beam to
perform downlink transmission (denoted by
\s\up2( 2b( 2b )?2b in the figure) and transmit data to
node N1 directionally.

6. Theoretical Analysis

6.1. Th(K): Total 8roughput

Assumption 1. We assume that an AP passively collects
topology information, so the topology generation process
does not need to spend additional channel time. And be-
cause the sector generation process is done locally, it does
not need to occupy the channel resource.

Assumption 2. Both the uplink and downlink transmissions
of the system are saturated.

In this section, we analyze the performance of the
proposed Wi-FiS protocol. Under Assumptions 1 and 2, we
define the system throughput as follows:

Th(K) �
􏽐

K
k�1 Thk nk( 􏼁 · Ts( 􏼁

Tp

, (1)

where krepresents the k-th sector k � 1, 2, 3, . . . , K), Tp is
the time of a sector scheduling period, Ts is the scheduling
time of a sector, and Thk(nk) represents the relative
throughput of the k-th sector.

6.2. Thk(nk): 8roughput of Sector k. Since our design in-
cludes downlink transmission (i.e., DL-TDMA) and uplink
contention transmission (i.e., UL-CSMA/CA), we need to
calculate the throughput of these two parts separately.

Assumption 3. -e fixed length of the data frame is LMPDU.
Let Th DLk(nk) denote the downlink throughput of DL-

TDMA and let Th ULk(nk)denote the uplink throughput of
UL-CSMA/CA. -erefore, under Assumption 3, the relative
throughput of sector k can be calculated as

Thk nk( 􏼁 �
ThDLk nk( 􏼁 · Tdl + ThULk nk( 􏼁 · Tul

Ts

. (2)

6.3. Th DLk(nk): Downlink (DL-TDMA) 8roughput of
Sector k. In this section, we describe the downlink (i.e., DL-
TDMA) throughput calculation of sector k. Referring to
Figure 13, the entire downlink transmission time Tdl de-
pends on the maximum number of transmissions M in this
period.

Let M denote the total number of downlink transmis-
sions in this sector, and the value of M can be calculated as
follows:

M �
Tdl − LACK− Req./R + tTSIFS􏼐 􏼑

2∗TPHY_Header + LMPDU + LAck( 􏼁/R + TSIFS
, (3)

where Tdl is the total time of downlink transmission, R is the
data transmission rate, TPHY_Header is the transmission time
of the physical layer header, LMPDU is the size of the entire
payload, LACK− Req. is the size of the ACK request frame, LAck
is the size of the ACK frame, and TSIFS is the size of the SIFS
time interval.

Assumption 4. -e total downlink transmission time Tdl is
set depending on the number of transmissions M.

In our design, the total number of downlink trans-
missions M is set to the number of nodes in a sector, nk, that
is, M � nk. So, under Assumption 4, the throughput of
downlink transmission is as follows:

Th DLk nk( 􏼁 �
LMPDU ∗ nk

Tdl
. (4)

6.4. Th ULk(nk): Uplink (UL-CSMA/CA) 8roughput of
Sectork. In this section, we describe the uplink (UL-CSMA/
CA) throughput calculation of sector k. Referring to Fig-
ure 14, the CSMA/CA contention mode is adopted in the
uplink process. We first calculate the total number of suc-
cessful uplink transmissions M with the following formula:

M � EMtr|N
nk( 􏼁 · PSUC|N 1|nk( 􏼁, when nk ≥ 2( 􏼁, (5)

where EMtr |N
(nk) represents the average number of attempts

to transmit data packets in sector k (under the condition of
N � nk) and PSUC|N(1|nk) represents successful transmis-
sion in sector k (under the condition of N � nk ). -us, we
have:

Th ULk nk( 􏼁 �
LMPDU ∗M

Tul

�
LMPDU ∗EMtr|N

nk( 􏼁 · PSUC|N 1|nk( 􏼁

Tul
.

(6)

Below we need to calculate EMtr|N
(nk)and PSUC|N(1|nk).

PSUC|N 1|nk( 􏼁. (7)

Based on the standard Bianchi model, we can calculate
the collision probability p and the transmission probability
τ:

p � 1 − (1 − τ)
nk− 1

,

τ �
E[R]

E[B] + E[R]
,

(8)

where E[R] and E[B] can be calculated as follows:
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E[R] � 􏽘

Rmax− 1

r�1
r(1 − p)p

r− 1
+ Rmaxp

Rmax− 1
� 􏽘

Rmax

r�1
p

r− 1
,

E[B] �
1
2

􏽘

Rmax− 1

r�1
min 2r− 1CWmin,CWmax􏽮 􏽯(1 − p)p

r− 1

+
1
2
min 2Rmax− 1CWmin,CWmax􏽮 􏽯p

Rmax− 1

�
1
2

􏽘

Rmax

r�1
min 2r− 1CWmin,CWmax􏽮 􏽯p

r− 1
.

(9)

In the above formulas, Rmax is the maximum number of
transmission attempts. Under normal circumstances, we can
set it to 5, which means that after the seventh transmission
failure of a node, the packet loss will occur directly.

By solving p and τ simultaneously using the above
equations, we can calculate the probability of successful
transmission PSUC|N(1|nk), namely,

PSUC|N 1|nk( 􏼁 �
nkτ(1 − τ)

nk− 1

1 − (1 − τ)
nk

,

EMtr|N nk( 􏼁,

(10)

where EM|N(nk) can be calculated as follows:

EMtr|N
nk( 􏼁 � 􏽘

Mtr− upper Tul− Th( )

mtr�1
mtrPMtr|N

mtr | nk( 􏼁, (11)

where Mtr− upper is the upper bound of the number of
transmissions in UL-CSMA/CA process, Tul is the total
uplink access transmission time, and Th is a fixed guard time
overhead (as shown in Figure 14).

-en, we calculate PMtr |N
(mtr|nk):

(i) When 1≤Mtr ≤Mtr− upper(Tul − Th),

PMtr|N mtr|nk( 􏼁 � Prob Mtr ≥mtr( 􏼁

− Prob Mtr ≥mtr + 1( 􏼁.
(12)

(ii) When Mtr � Mtr− upper(Tul − Th),

PMtr|N
mtr|nk( 􏼁 � Prob Mtr ≥Mtr− upper Tul − Th( 􏼁􏽨 􏽩,

(13)

where

Mtr− upper Tul − Th( 􏼁 �
Tul − Th

2∗TPHY Header + LMPDU + LAck( 􏼁/R + TSIFS
, (14)

where R is the data transmission rate, TPHY_Header is the
transmission time of the physical layer header, LMPDU is
the size of the entire payload, LACK− Req. is the size of the
ACK request frame, LAck is the size of the ACK frame,
and TSIFS is the SIFS time interval.

Assumption 5. -e smallest unit on the entire timeline is the
Wi-FiS slot.

To calculate Prob(Mtr ≥mtr), under Assumption 5, we
have

Prob Mtr ≥mtr( 􏼁 � Prob Tb,mtr
+ Tt,mtr
≤Tul − Th􏽮 􏽯. (15)

According to [21], we stipulate that Tb,mtr
is the total

backoff time during mtr transmission (based on Assumption
4, which is the total number of slots), Tt,mtr

is the total
transmission time in the mtr transmission process (including
the total time of DIFS d, data packet, SIFS, ACK), and φ is
the time of one packet transmission process. Hence, we have
the following.

Prob(Mtr ≥mtr) � 􏽐
Tul− Th

z�mtr
Prob 􏽐

mtr
j�1 Tb,j � z|nk􏽮 􏽯. Let

q’ � 1 − (1 − τ)g, so this formula can be further simplified as

Prob Mtr ≥mtr( 􏼁 � Prob Tt,m− 1 + d + Tb,m + 1≤Tul − Th􏼐 􏼑

� 􏽘

Tul − Th− (m− 1)(φ+d)− d+1

z�mtr

Prob 􏽘

mtr

j�1
Tb,j � z|nk

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

� 􏽘

Tul− Th− (m− 1)φ− d− 1− m

k�0

k + m − 1

m − 1
􏼠 􏼡 q’m( 1 − q’ )k

.

(16)
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7. Performance Evaluation

In this section, we evalute the performance of Wi-FiS.

7.1. Simulation Setting. We write C++ codes to simulate the
Wi-FiS protocol, and each simulation lasts for 100 s. We
assume that there are at most 100 nodes in the network
covered by an AP. All nodes are partitioned according to a
fixed number of nodes (i.e., nk). As the number of nodes
continues to increase, the number of partitions should in-
crease accordingly. Since we are mainly concerned with the
uplink traffic of the node, we assume the AP has no downlink
traffic in Figures 15–20. -e simulation parameters are
shown in Table 1.

7.2. Single-Cell Network. Figure 20 plots the system
throughput via the total number of nodes. Its x-axis denotes
the total number of nodes, ranging from 1 to 100, and its y-
axis denotes the throughput in Mbps. In the figure, the blue
line is the throughput in CSMA/CA, the red dotted line is the
throughput in RTS/CTS, and the purple and yellow lines
denote the throughput corresponding to the proposed Wi-
FiS in this article.

From a holistic perspective, we can see that the
throughput of Wi-FiS is significantly better than that of
CSMA/CA and RTS/CTS. From this figure, we have the
following observations.

(i) As the number of nodes increases (within 5 nodes),
the throughput of these four methods increases as
the number of nodes increases. -is is because the
increase in the number of nodes will lead to the
increase in the transmission probability of the node,
and in the meantime, the collision probability still
maintains a small value. So, it will not have a major
impact on the throughput.

(ii) When the number of nodes is between 5 and 100, the
throughput exhibits different trends for different
schemes.

(1) -e throughput of CSMA/CA drops sharply as
the number of nodes increases. -is is because
the collision probability increases with the
number of nodes. In the meantime, since colli-
sion overhead is the transmission time of the
entire data frame, high overall collision overhead
leads to throughput degradation. As the number
of nodes increases, the throughput will continue
to decline.

(2) -e throughput of RTS/CTS decreases slowly as
the number of nodes increases. Compared with
the CSMA/CA mode, although the collision
probability is also increased, the collision over-
head in the RTS/CTS is less than the transmis-
sion time of the data frame. -erefore, RTS/CTS
slows down the throughput degradation. We can
see that the throughput of RTS/CTS is better
than that of CSMA/CA for about 35 nodes.

(3) -e throughput of Wi-FiS (downlink enabled)
increases as the number of nodes increases. -e
reason is that the throughput of Wi-FiS
(downlink enabled) is the weighted sum of up-
link throughput and downlink throughput. Since
there are no collisions in the downlink trans-
mission, the throughput of it increases with the
number of nodes, which in turn leads to an
upward trend in the overall throughput of Wi-
FiS.

(4) -e throughput of Wi-FiS (downlink disabled)
stays almost unchanged as the number of nodes
increases (in fact, it decreases slowly). -is is
because we control the network through sector
partition scheduling so that collisions among
large-scale nodes contentions caused by simul-
taneous contention can be avoided. We set up to
5 nodes for each sector. Compared with the
CSMA/CA, since we have reduced the number of
nodes which perform contention for each unit of
sector time (i.e., Ts), the collision probability is
controlled within a limited range to ensure high
throughput. Compared with the RTS/CTSmode,
our transmission management overhead is for
each unit of sector time (i.e., Ts), which requires
2 management frames (i.e., TF and action
frames) and 2 SIFS, which is relatively smaller
than RTS/CTS (each transmission requires a
handshake). -erefore, the throughput will be
higher than that in the RTS/CTS mode.

In the figure, we can also see that with about 5 nodes
(namely, nk), the Wi-FiS throughput will suddenly
drop once and then gradually rise again. -is is
because we adopt an incremental partitioning
strategy. For example, when there are 11 nodes, we
will divide all nodes into 3 sectors, which are 2
sectors with 5 fixed nodes and a sector with 1 node.
In the channel access process, time-sharing access is
performed in accordance with 3 sectors, which will
result in a decrease in the throughput of the sector
with only one node, and finally weighted to a de-
crease in the overall throughput. However, as the
number of nodes in this area increases, its
throughput gradually rises. When the number of
nodes continues to increase, the throughput will
periodically drop due to the newly added sectors.
Figure 15 plots the theoretical and simulation
throughput of the UL-CSMA/CA process as the
number of total nodes varies from 1 to 100, where
the number of nodes in each sector, nk, is 5 and 20,
respectively. -e red solid line represents the the-
oretical throughput while the black dashed line is for
the simulation throughput. From this figure, we have
the following observations.

(1) -e overall throughput when nk � 5 is higher
than the overall throughput when nk � 20. -e
reason is that when the number of nodes in each

12 Security and Communication Networks



sector is bigger, the collision probability for each
sector will be higher, which decreases the
throughput.

(2) For nk � 20, periodically the throughput first
increases rapidly, then decreases slowly, and
drops suddenly. -e reason can be explained as
follows. -e throughput increases since the
number of nodes increases and then decreases
because the collision probability increases with

node number increasing, which decreases the
throughput. Following the same deduction, the
reason for sudden throughput drop can be
explained for nk � 5.

Figure 16 shows the throughput of the UL-
CSMA/CA process as the number of nodes varies
from 1 to 100, where the holding time Th is 500 μs
and 2000 μs, respectively. It can be observed from
this figure that the overall throughput when Th �

N1 AP2AP1
Broadcast-uplink2b TF1 Beam-downlink2a

N2

Figure 11: An example of hidden terminal problem and solution.

N1 AP1 AP2 N2
Beam-downlink TF1 Broadcast-downlink2b 2a

Figure 12: An example of exposed terminal problem and solution.
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t

DL-Data m

SIFS SIFS SIFS

ACK m

Tdl (DL-TDMA)

Figure 13: -e downlink TDMA transmission (DL-TDMA) process.

BO = Rand [0, CW]
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SIFS

Ack 1 … UL-Data m

SIFS

Ack m PaddingDIFS DIFS

t
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Tr (sent by AP)

Figure 14: -e uplink CSMA/CA (UL-CSMA/CA) transmission process.
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500 is higher than that when Th � 2000. It is
because the longer the holding time is, the more
the time that can be used for transmission is
wasted. Besides, following the same deduction of
Figure 15, we can explain the sudden drop in the
throughput.
Figure 17 plots the throughput of the UL-CSMA/CA
process as the number of nodes varies from 1 to 100,
where the uplink transmission time Tul is set to
10000 μs and 30000 μs, respectively. In this simula-
tion, we set the holding time Th to a fixed value of

500 μs. It can be seen from this figure that the
throughput when Tul � 30000 is higher than that
when Tul � 10000. -e reason is that the longer the
time for the uplink transmission is, the more the data
transmission there is and therefore the higher the
throughput is.
Figure 18 plots the throughput of the UL-CSMA/CA
process as the payload length varies from 200 to 2000
bytes, where the number of each sector, nk, is 5 and
20, respectively. From this figure, we have the fol-
lowing observations.
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Figure 15: UL-CSMA/CA throughput vs. number of nodes, N, when nk � 5, 20.
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Figure 16: UL-CSMA/CA throughput vs. number of nodes, N, when Th � 500 and Th � 2000.
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(1) -e throughput increases as the payload length
increases. -e reason is intuitive. A key factor
that affects the throughput is how many bytes of
frames are transmitted. -erefore, the longer the
frame is transmitted, the higher the total
throughput is.

(2) -e overall throughput when nk � 5 is higher
than that when nk � 20.-e larger the number of
nodes, the higher the collision probability in each
sector. With collision probability increasing, the
throughput is decreased.

Figure 19 plots the throughput of UL-CSMA/CA as
the physical data rate varies from 10Mbps to
100Mbps, where the number of each sector, nk, is 5

and 20, respectively. From this figure, we have the
following observations.

(1) -e simulation curves closely match the corre-
sponding theoretical curves, which manifests
that our model is very accurate.

(2) -e throughput increases as the physical data
rate increases. -is is because the higher physical
data rate can make more transmissions finished
in the same time.

(3) -e overall throughput when nk � 5 is higher
than that when nk � 20.-is indicates that sector
with a smaller number of nodes usually has a
lower collision probability, which in turn leads to
a higher throughput.
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Figure 17: UL-CSMA/CA throughput vs. number of nodes, N, when Tul � 10000 and Tul � 30000.
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Figure 18: UL-CSMA/CA throughput vs. payload length, when nk � 5 and nk � 20.
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7.3. Multicell Network. We run simulations for hidden/ex-
posed terminal problems with corresponding settings of
Figures 11 and 12, respectively.

Figure 21 plots the throughput of CSMA/CA andWi-FiS
when there are hidden terminals. In this figure, we can see
that, for CSMA/CA, hidden terminals cannot monitor each
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Figure 19: UL-CSMA/CA throughput vs. physical data rate, when nk � 5 and nk � 20.
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Figure 20: Comparison of system throughput among Wi-FiS, RTS/CTS, and CSMA/CA.

Table 1: Simulation settings.

N 100 TPHY_Header 20 μs TSIFS 10 (μs)
nk 5, 20 R 54Mbps TSLOT 20
K 20, 5 LMPDU 1528 Bytes TDIFS 50
Ts 49600 μs LACK-Req. 14 Bytes TACK-Req. 22
Tdl 19525 μs LACK 14 Bytes TACK 22
Tul 30000 μs LTF 124 Bytes TTF 38
Th 500 μs LTF-END 124 Bytes TTF-END 38
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other’s existence, so they will transmit at the same time when
they cannot transmit data, which will lead to collisions at the
receiving node. -erefore, the throughput of CSMA/CA is
low. Our protocol uses a partitioned method to allow nodes
to perform directional transmission for solving the collision
problem caused by hidden terminals, thereby increasing the
throughput.

Figure 22 plots the throughput of CSMA/CA and Wi-
FiS when there are exposed terminals. In this figure, we
can see that, for CSMA/CA, because the exposed terminals
have monitored each other’s existence, they may need-
lessly defer transmitting when they can transmit data,
which will lead to channel resource wastage problem,
thereby reducing throughput. -erefore, our protocol
uses a directional beam to make AP perform downlink
transmission to solve the problem of low channel utili-
zation caused by exposed terminals, thereby effectively
improving throughput.

In summary, it can be seen that the Wi-FiS is signifi-
cantly better than the traditional protocol, and as the
number of nodes increases, the throughput of Wi-FiS will
not fluctuate significantly and is relatively stable. It shows
that our protocol has good adaptability in large-scale and
high-density Wi-Fi networks, which can ensure overall
throughput and improve network performance.

8. Conclusions

5G-CPE integrates 5G and Wi-Fi protocols and is one of the
key technologies that bring 5G to Industry 4.0. In order to
solve the collision and hidden/exposed problems in large-
scale 5G-CPE Wi-Fi networks, this paper designs a new
wireless access protocol called Wi-FiS. Wi-FiS divides a
dense network into different sectors and performs sector
scheduling and therefore significantly reduces transmission
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Figure 22: Comparison of throughput between Wi-FiS and CSMA/CA for exposed terminal scenario.
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Figure 21: Comparison of throughput between Wi-FiS and CSMA/CA for hidden terminal scenario.
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collision. For multicell networks, utilizing directional beam,
Wi-FiS can avoid hidden and exposed terminal problems,
while enabling parallel transmissions among multiple cells.
A salient feature ofWi-FiS is that it effectively utilizes (rather
than modifying) the virtual carrier sense mechanism of
conventional Wi-Fi protocols for sector scheduling and
therefore has good compatibility with conventional Wi-Fi
protocols. We then theoretically analyze Wi-FiS’s
throughput. Extensive simulations show that the proposed
model is very accurate, and the proposed design greatly
outperforms related designs and can make a dense network
achieve high throughput.
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In this paper, an energy management strategy for electric vehicles equipped with fuel cell (FC), battery (BAT), and supercapacitor
(SC) is considered, aiming at improving the whole performance under a framework of vehicle to network application. In detail,
based on wavelet transform and equivalent consumption minimization strategy (ECMS), the demand power of vehicles is
optimized to enhance the lifespan of fuel cell, fuel economy, and dynamic performance of electric vehicles. .e wavelet transform
is used to separate the high-frequency power in order to provide a peak power and recycle the braking energy. .e equivalent
consumption minimization strategy is used to distribute the low-frequency power to fuel cell and battery for minimizing the
hydrogen consumption. Obtained results are studied using an advanced vehicle simulator, and its effectiveness of the strategy is
confirmed, which provides a fundamental control method for the IOV application.

1. Introduction

As the development of automobile industry has reached a
certain level [1–4], it also leads to some issues, such as
environmental pollution, global warming, energy crisis,
and the growing number of traffic congestion and acci-
dents. Many further aspirations are emerging to make the
vehicle safer, more eco-friendly, and more intelligent.
Meantime, since the technology of Internet of vehicles has
achieved many developments rapidly [5–13], it provides a
better way to optimize a control strategy for HEVs by
sharing a package of data consisting of relevant infor-
mation related to the vehicle status and the road
condition.

As for the energy management strategy for hybrid
electric vehicles equipped with FC, BAT, and SC (FCHEV),
it has an important role in the performance of hybrid electric
system, which can be roughly classified into rule-based EMS
and optimization-based EMS from the optimization aspects
[14–23]. Rule-based energy strategies are developed based
on rules or maps extracted from the designed splitting

methods [13, 19, 20]. In order to solve the cruising range of
three-energy plug-in HEV, Zhang et al. [19] proposed a rule-
based fuzzy control strategy to realize a hierarchical control
based on driving pattern recognition, whose results show
that the proposed method can effectively extend the PHEV
cruising range and the energy management efficiency. In
[20], dual-energy (FC+BAT) and triple-energy
(FC+BAT+ SC) management strategies are considered
using the fuzzy control method, achieving the energy dis-
tribution between the required power and multiple energy
sources for four standard driving cycles and compared with
the original power tracking strategy in ADVISOR. A double-
fuzzy logic controller is proposed [14] to decouple power of
the vehicle and to ensure the economy of fuel consumption
of the vehicle. Considering rule-based EMSs cannot achieve
optimal power distribution, it is constrained to a certain
extent.

.erefore, the optimization-based EMS has been pro-
posed. .e optimization-based EMS includes global opti-
mal strategies and real-time optimal strategies, which has
been studied by researchers and engineers, including
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dynamic programming, genetic algorithm, model control
prediction, and Pontryagin’s minimum principle
[17, 18, 20, 21]. In [21], a novel real-time energy man-
agement strategy based on ECMS is proposed, and the
equivalent factor is adaptive to the drive conditions to catch
energy-saving opportunities during the trip, which im-
proves the fuel economy. Zhang et al. proposed a minimum
hydrogen consumption equivalent strategy, adding an
energy storage system to the original FC system for
compensating peak demand power and recycling braking
energy to improve the economy of hydrogen consumption
[22]. In [23], in order to improve fuel economy and
adaptability of various driving conditions for online energy
management, a hierarchical model predictive control
strategy is proposed, the upper controller realizes optimal
torque distribution, and the lower controller ensures the
tracking performance of engine output torque for the
distributed torque from the upper controller.

As for the aforementioned results, most of them focus
on HEVs and existing high burden on computation for
online application. As for the considered FCHEV in this
paper, FC regarded as the main energy source cannot
recover braking energy and needs to be combined with
energy storage system. Consider a high energy density of
BATand higher power density of SC, and both of them are
combined as an energy storage system. Meantime, con-
sidering the different characteristic of the existing three
power sources, how to design one low burden compu-
tation and an effective EMS is important for the IOV
application. Wavelet transform (WT) is a very efficient
signal processing method, and it can effectively separate
the low-frequency and high-frequency parts of the re-
quired power signal, which is supposed to significantly
protect the fuel cell from required power fluctuations, and
can be implemented online easily. In this paper, in order
to tackle unreasonable energy distribution and low energy
utilization rate among various energy sources, energy
management strategy based on wavelet transform and
equivalent consumption minimization strategy is pro-
posed for the FCHEV.

.e rest of the paper is organized as follows: the models
of the main component’s description and the topology and
mathematical models of FCHEV are stated in Section 2.
Main results on EMS are addressed based on wavelet
transform and ECMS in Section 3. In Section 4, simulation
results are furnished to verify the effectiveness of the pro-
posed strategy. Finally, Section 5 draws the conclusion of this
paper.

2. Modelling for FCHEVs

In FCHEV, fuel cell as a primary power source through the
unidirectional DC/DC converter delivers power to motor,
and a battery is used as a direct energy source to directly
transmit power to motor and recycle barking power. When
the vehicle accelerates suddenly, supercapacitor provides
peak power through bidirectional DC/DC while absorbing
the braking energy of the vehicle. .e model of vehicles is
shown in Figure 1.

.e power of a hybrid electric vehicle is provided by fuel
cell, battery, and supercapacitor, and the power demand can
be calculated as follows:

Preq � λ1Pfc + Pbat + λ2Psc, (1)

where Preq, Pfc, Pbat, and Psc represent the demand power of
vehicle and the power provided by fuel cell, battery, and
supercapacitor, respectively.λ1 indicates the efficiency of fuel
cell, and λ2 indicates the efficiency of the supercapacitor.

Fuel cell converts chemical energy into electrical energy
by consuming hydrogen to provide energy for vehicles. Pfc
can be expressed as follows:

Pfc � ηfc × 􏽚
t

0

mH2
(t) × 1.4 × 108

3600
dt, (2)

where mH2
indicates the mass of H2, 1.4×108 indicates the

heating value of H2 combustion, and ηfc indicates the ef-
ficiency of hydrogen combustion into power.

As for battery, Pbat can be expressed by equation (4). In
this paper, the internal resistance of the battery is ignored:

Pbat � u 􏽚
t

0
i(t)dt, (3)

where u indicates the voltage of battery and i(t) indicates the
instantaneous current of battery.

In order to prevent the battery from working excessively
thereby reducing its lifetime, the SOC of battery should be
kept within the operable range. .e SOC of battery (SOCbat)
is given as follows:

SOCbat � SOC0 − 􏽚
t

0

i(t)

Qbat
dt, (4)

where SOC0 indicates the initial SOC of the battery and Qbat
is the maximum charge of the battery.

.e output voltage of the supercapacitor consists of two
parts: one part is the energy released by the supercapacitor
and the other part is caused by the internal resistance of the
supercapacitor. .e supercapacitor SOC (SOCsc) can be
expressed by the following equation:

SOCsc � SOC1 −
Q0 − 􏽒

t

0 u(t)/Ridt

Qsc max
, (5)

where SOC1 indicates the initial SOC of supercapacitor, Q0
indicates the initial charge of supercapacitor, Qsc max in-
dicates the maximum charge of supercapacitor. u(t) indi-
cates the instantaneous voltage of supercapacitor, and Ri

indicates the internal resistance of supercapacitor.

3. Energy Management Strategy for FCHEV

Considering different characteristics of power sources of
FCHEV, the supercapacitor suits to supply high-frequency
components of Preq, and the fuel cell and battery are suitable
to supply low-frequency components of Preq. .erefore, an
EMS is proposed in this paper, as shown in Figure 2. Firstly,
the wavelet transform is utilized for decoupling Preq,
Phigh(high-frequency components of Preq ) will be assigned
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to supercapacitor, and Plow(low-frequency components of
Preq) will be assigned to fuel cell and battery. Secondly,
ECMS method is used to distribute Plow to fuel cell and
battery for minimizing the hydrogen consumption and to
maintain battery in a predefined range.

Wavelet transform and inverse wavelet transform are
adopted as follows:

W(λ, u) � 􏽚 s(t)
1
�
λ

√ Ψ
t − u

λ
􏼒 􏼓dt,

λ � 2j
,

u � k2j
,

k ∈ Z,

(6)

s(t) � 􏽘
j�Z

􏽘
k�Z

W(j, k)Ψ(j,k)(t),
(7)

where s(t) is the original signal, λ is the scale parameter, u is
the position parameter, Ψ is the mother wavelet, and W is
the wavelet coefficient.

Inspired by [24, 25], the energy distribution process of
FCHEV is regarded as the one stationary process and,
therefore, is chosen as the other wavelet to relax calculation
burden on the real-time application for IOV. Hence, in this
paper, Harr wavelet is chosen as follows, and the three-level

Haar wavelet decomposition and reconstruction are shown
in Figure 3:

Ψ(t) �

1, 0≤ t≤ 0.5,

1, 0.5< t≤ 1,

0, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(8)

From Figure 3, by l0(z) (low-pass filter) and h0(z) (high-
pass filter), s(n) (original signal) is reconstructed with very
slight errors based on the reconstruction filter bank. Based
on the proposed method, Preq can be obtained as follows:

Plow � s0(n) � Pfc + Pbat,

Phigh � s1(n) + s2(n) + s3(n) � Psc,

⎧⎨

⎩ (9)

where s0(n) is the reference signal.
After theWTprocess, the low component of the required

power needs to be further processed to determine the power
distribution ratio between the fuel cell and battery. .e
essence of the strategy of minimum equivalent consumption
is to convert the BAT and SC power into equal fuel con-
sumption and then optimize equivalent hydrogen con-
sumption of BATand SC to minimize the fuel consumption
of FCHEV. .erefore, the total hydrogen consumption of
FCHEV including the three power sources is shown as
follows:

Cm � min Cfc + kbatCbat( 􏼁, (10)

Preq

PSC = Phigh

Plow

SOCbat

Pfc

Pbat

Low

High

Wavelet transform
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where Cm, Cfc, and Cbat represent the minimum hydrogen
consumption of vehicles and hydrogen consumption of FC
and BAT and kbat represents equivalent factor of the
equivalent hydrogen consumption of BAT and SC. .e
hydrogen consumption of the fuel cell is shown as follows:

Cfc � 􏽚
t

0

ifc(t)

NA × e
dt, (11)

where ifc(t) represents the current generated by the fuel cell
consuming hydrogen, NA represents the Avogadro constant
6.02×1023mol−1, and e means the electric quantity of
electrons is 1.6×10−19°C.

.e hydrogen consumption of the battery is shown as
follows:

Cbat � 􏽚
t

0

ifc(t) × Pbat

NA × e × Pfc × ηdis_chg
dt, (12)

where ηdis_chg indicates the charging and discharging effi-
ciency of the battery.

.e equivalent factor of the equivalent hydrogen con-
sumption of the battery is related to SOC of battery. When
the battery work in a safety range, Kbat can be expressed as
follows:

Kbat � 1 − μ
SOC − 0.5 SOCbatmax − SOCbatmin( 􏼁

SOCbatmax − SOCbatmin
, (13)

where SOCbatmax and SOCbatmin represent the maximum
and minimum SOC values of the battery.

Considering influence of the charging and discharging
state of the battery and working range of the fuel cell on
service life of the battery and fuel cell, the charging and
discharging state of the battery and working range of the fuel
cell are taken as constraints as follows:

0.4< SOCbat < 0.8,

0.4< SOCuc < 1.0,

Pfc_min <Pfc <Pfc_max,

Pbat_min <Pbat <Pbat_max,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(14)

where Pfc_min and Pfc_max represent the minimum and
maximum power allowed for fuel cell operation, respec-
tively, and Pbat_min and Pbat_max indicate the minimum and
maximum power allowed for fuel cell operation,
respectively.

4. Simulation Results

In this section, the advanced vehicle simulator is employed
to confirm the effectiveness of the proposed method. Firstly,
New European Drive Cycle (NEDC), Highway Fuel Econ-
omy Test (HWFET), and Urban Dynamometer Driving
Schedule (UDDS) drive cycle are the typical road conditions
representing suburbs, highway, and city, respectively. .us,
the combined drive cycle (NEDC+HWFET+UDDS) is
used to test the effectiveness of the proposed EMS in re-
ducing hydrogen consumption and extending fuel cell
lifespan by using MATLAB/Simulink. Vehicle speed and
required power under combined drive cycle is shown in
Figure 4. Main parameters and component models of
FCHEV are listed in Table 1..en, power distribution of fuel
cell, battery, and supercapacitor, fuel cell power fluctuation,
SOC of battery and supercapacitor, and fuel cell efficiency
are given in Figures 5–8, respectively.

.e power distribution of fuel cell, battery, and super-
capacitor under combined drive cycle
(NEDC+HWFET+UDDS) is shown in Figure 5. It is obvious
from Figure 5 that the fuel cell and battery provide steady-state
part of the required power, and supercapacitor supplies/ab-
sorbs the peak power rapidly when FCHEV accelerates and
brakes. .us, it is supposed to significantly improve fuel cell
and battery lifespan by the proposed EMS. Meanwhile, battery
and supercapacitor recycle all braking energy when the HEV
brakes. From the simulation results, the proposed EMS can
effectively improve the energy efficiency of the whole vehicle
and extend the vehicle mileage.

In order to show the effectiveness and advantages of the
proposed EMS in reducing fuel cell output power fluctuation
in detail, fuel cell power fluctuation (variation in fuel cell
output power per second) is shown in Figure 6. It can be seen
that, with the proposed EMS, the maximum fuel cell output
power fluctuation is limited within± 250W/s and almost
fuel cell output power fluctuation is concentrated in the
range of −100W/s to 100W/s. With smooth output of fuel
cell, its lifespan is effectively extended.

Figure 7 shows the SOC variations in battery and
supercapacitor under the combined drive cycle. From Fig-
ure 7, it is clear that the proposed EMS canmaintain the SOC
of battery and supercapacitor in a limited range, and the
battery charges and discharges with a high efficiency in this
range. .e proposed EMS guarantees the battery and
supercapacitor always have enough power for accelerating
the vehicle.
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Furthermore, fuel cell efficiency is shown in Figure 8.
According to Figure 8, the proposed EMS can achieve
and make the fuel cell operating efficiency over 55%
during the most of whole drive cycle. It can be concluded

that, with the proposed EMS, fuel cell system is con-
trolled to operate in a high efficiency region, which can
achieve good fuel economy by reducing hydrogen
consumption.
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Figure 4: Vehicle speed and required power under combined drive cycle.

Table 1: Parameters of the vehicle model.

Parameter Value
Vehicle mass (kg) 1113
Gravity constant, g (m/s2) 9.8
Rolling resistance coefficient 0.6
Aerodynamic drag coefficient 0.3
Vehicle frontal area (m2) 1.75
Air density (kg/m3) 1.22
Fuel cell maximum net power (kW) 30
Fuel cell average efficiency (%) 56
Battery maximum output power (kW) 20
Battery maximum stored energy (kW h) 9.25
Battery initial SOC 0.7
Supercapacitor maximum output power (kW) 70
Supercapacitor maximum stored energy (Wh) 350
Supercapacitor initial SOC 0.7
Motor maximum power (kW) 75
Motor maximum speed (rpm) 6283
Motor average efficiency (%) 90
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5. Conclusions

In this paper, energy management strategy using equivalent
consumption minimization strategy is proposed for improving
fuel cell efficiency and extending fuel cell lifespan. .e pro-
posed EMS separated required power into two components by
WT. Supercapacitor is used to supply the high component of
the required power to reduce the impact of load fluctuation on
fuel cell and battery. .e equivalent consumption minimiza-
tion strategy is used to distribute the remaining low-frequency
component power to fuel cell and battery for minimizing the
hydrogen consumption. Simulation results show that the
proposed EMS can effectively reduce fuel cell power fluctuation
and limit it within± 250W/s, which is supposed to significantly
extend fuel cell lifespan. Meanwhile, with the proposed EMS,
fuel cell is guaranteed to operate in high efficiency ranges,
which can achieve good fuel economy by reducing hydrogen
consumption.
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+e geostationary (GEO) satellite networks have two important influencing factors: high latency and transmission errors.
Similarly, they will happen in the large-scale multihop network of the Internet of things (IoT), which will affect the application of
5G- (5th-generation mobile networks-) IoT. In this paper, we propose an enhanced TCPmechanism that increases the amount of
data transferred in the slow start phase of TCP Hybla to mitigate the effect of long RTTand incorporates a refined mechanism of
TCP Veno, which can distinguish packet loss between random and congestion. +is scheme is evaluated and compared with
NewReno, Hybla, and Veno by simulation, and the performance improvement of the proposed TCP scheme for GEO satellite
network in the presence of random packet losses is demonstrated. At the same time, the enhanced TCP scheme can improve the
transmission performance in the future 5G-IoT heterogeneous network with high delay and transmission .

1. Introduction

With the advent of the 5G era and the wide application of the
IoT, satellite networks will play an increasingly important
role as a cross-regional relay network [1]. +e dominant
transport layer protocol of Internet Transmission Control
Protocol (TCP) provides reliable delivery of data streams
with its intertwined flow control, congestion control, and
error control functions. +e original design of TCP protocol
is used for terrestrial wired networks, and it has been proved
to be very successful for supporting Internet data com-
munications for decades. However, there are several factors
that decrease the performance of the TCP over satellite
networks [2–5]. Firstly, due to the ultralong distance of GEO
satellite link, there will inevitably appear high delay phe-
nomenon in data transmission.+e high latency imposed by
the long RTT (round-trip time) will delay the execution of
TCP and affect its performance. For satellite links with long

RTTs, the bandwidth delay product (BDP) can be quite high,
and TCP needs to keep the amount of packets “in flight” (i.e.,
sent but not yet acknowledged), which means that the TCP
must be able to handle larger data in a single transfer
window. Secondly, transmission errors can exist in satellite
links due to some harmful effects (e.g., atmospheric con-
ditions, jamming, and interference), and the resulting bit-
error rates (BER) can be as low as 10−7 on average and 10−4

in the worst case, which are higher than typical terrestrial
networks. In contrast with the packet loss caused by network
congestion (due to router buffer overflow), the packet loss
caused by transmission error is referred to as corruption
loss, random loss, or error loss in the literature. Explicit
congestion notification (ECN) [6] is a proposed addition to
IP which allows routers to inform TCP senders about im-
minent congestion before the queue overflows. Other factors
that may affect TCP performance include bandwidth
asymmetry, variable RTTs, and intermittent connectivity.
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With the above negative characteristics of satellite net-
works, improving TCP throughput over satellite links is a
hot area of research [5]. +e enhancements for TCP over
satellite networks can be classified into three categories:
lower-level approaches, end-to-end approaches, and per-
formance-enhancing proxies (PEP). Two lower-level ap-
proaches are path maximum transmission unit (MTU)
discovery and forward error correction (FEC). Path MTU
discovery is conducted at the data link layer. In the end-to-
end approach, only the sender and receiver are involved in
flow control and congestion control. +e MUTand FEC are
employed in the TCP variants (Tahoe, Reno, and NewReno)
[7, 8]. Several proposals show the enhanced performance to
make the slow start less time-consuming, including using a
large initial value of cwnd [9, 10] and turning off the
mechanism of delayed ACKs. Another TCP enhancement is
employing selective acknowledgments (SACKs) [11].

Since the geostationary (GEO) satellite networks have
two important influencing factors, high latency and trans-
mission errors, it is essential to focus on the satellite network
with long RTT and high BER. In recent years, some algo-
rithms have been proposed to solve the congestion control
problem in satellite networks, such as TCP Hybla [12, 13],
Vegas [14], Veno [15], and Westwood [16]. Aided by the
normalized RTT, the update rules of cwnd in the actual
congestion control algorithms are replaced to achieve the
same transmission rate as the reference connection even
over longer RTT connections.

+e PEP approaches require some changes in the net-
work, mainly on intermediate gateways. TCP connections
may be split in the total network and different transport
protocols can be employed on the split connections. TCP-
Spoofing and TCP-Splitting are two such PEP solutions
[17, 18]. In addition, Dubois et al. proposed some archi-
tecture elements for PEPs mechanisms considering mobility
scenarios for satellite networks [19]. Pirovano and Garcia
summarized and analyzed the common solutions of TCP
over satellite and evaluated the scheme of splitting TCP
connections [20]. Although promising, the PEP approaches
intrinsically infringe the end-to-end semantics of TCP,
which presents several disadvantages on deployment, se-
curity, and privacy issues.

In this paper, we present a scheme for the GEO satellite
network that can distinguish packet loss between random
corruption and congestion loss. Our proposal combines the
benefits of Hybla (for dealing with long RTT) and Veno (for
dealing with random errors). In the scheme, the new rules of
cwnd of TCP Hybla are still used in the slow start and
congestion avoidance phases to mitigate the effect of long
RTT.

+e satellite communication network has been an im-
portant part of the 5G-IoTs and Internet infrastructure.
Whether it is the satellite-based NB-IOT (Narrow Band
Internet of +ings) network or the ground-based 5G-IoT
network, both realize the interconnection of everything and
expand the scope of 5G-IoT connection by expanding the
connection mode of the Internet of things. +is enables 5G-
IoT communication technology to cover all scenarios, es-
pecially in cross-regional situations. +erefore, improving

the transmission performance of the satellite network is
essential to improve the cross-regional 5G-IoTperformance.

Section 2 of the paper gives an overview of related TCP
variants. In Section 3, our proposed enhanced TCP mech-
anisms are presented. +e performance evaluation of our
proposal by simulation is conducted and discussed in
Section 4. Finally, conclusions are drawn in Section 5.

2. Overview of Related TCP Variants

2.1. TCP Tahoe and NewReno

2.1.1. TCP Tahoe. +e implementation of TCP Tahoe [7] for
congestion control is divided into three steps: slow start,
congestion avoidance, and loss recovery algorithm. +e
sender performs Additive Increase of the congestion win-
dow (cwnd) in the initial phase of TCP connection. In the
first slow start (SS) phase, cwnd increases from one or two
initial values of the maximum segment size (MSS).

+e increase of cwnd is exponential in the SS phase, and
TCP slows down the increase of cwnd in the CA phase. TCP
assumes that congestion exists when it detects a packet loss.
+e loss of packets can be detected via the timeout of the
retransmission timeout (RTO) timer. Furthermore, Tahoe
incorporates a so-called fast retransmit mechanism, in which
the sender infers that a packet has been lost if three or more
duplicate ACKs (DU-PACKs) are received successively.
When the event of packet loss has been decided, the sender
performs Multiplicative Decrease of cwnd: cwnd is reset to
one, and ssthresh is set to half the current size of the
congestion window. +en, TCP enters the SS phase. In
summary, the update rules of cwnd and ssthresh of Tahoe are
given as follows:

(1) New Ack received:
if (cwnd< ssthresh)//SS phase

set cwnd� cwnd+ 1;
else//CA phase

set cwnd� cwnd+ 1/cwnd;
(2) Packet loss detected (RTO timeout or three

DUPACKs received):
set ssthresh� cwnd/2; cwnd� 1;
enter SS phase.

2.1.2. TCP NewReno. In TCP Reno [7], DUPACKs indicate
that the data is still transmitting. If three DUPACKs are
received, Reno is half the cwnd (instead of setting it to 1 MSS
like Tahoe), set ssthresh to the new cwnd, and enter a phase
called fast recovery. It avoids slow transmission of
retransmitted data. In the fast recovery phase, TCP Reno
retransmits the lost packet and waits for the information of
the ACK before entering the congestion avoidance. In
summary, the update rules of cwnd and ssthresh during
Reno’s fast recovery after three DUPACKs received are given
as follows:

After three DUPACKs were received:
set ssthresh� cwnd/2;
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cwnd� ssthresh+ 3;
enter CA phase;
cwnd� cwnd + 1 for each additional DUPACK.

If multiple packets are lost, the sender will receive the
data acknowledgement from the receiver for retransmission
(the fast retransmission algorithm has been entered at this
time). In partial acknowledgement, TCP will cause the
sender to exit and recover quickly. At this time, the sender
must wait for the timeout.+is directly leads to transmission
performance degradation. TCP NewReno [8] handles this
situation well and avoids going to the slow start.

2.2. TCP Hybla. TCP Hybla [12, 13] aims to eliminate the
impact of long RTT caused by high delay ground line or
satellite wireless link. It is modified by dynamic analysis of
congestion window to reduce the performance dependence
on RTT. Firstly, the normalized round-trip time ρ is defined
and the round-trip time of the reference connection is RTT0.

ρ �
RTT
RTT0

. (1)

+e normalized round-trip time is helpful to maintain
the high performance of TCP in the case of long delay. TCP
Hybla’s update window is as follows:

Wi+1 �

Wi + 2ρ − 1, SS phase,

Wi +
ρ2

Wi

, CAphase,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

where Wi is the update of the congestion window when the
sender of TCP connection receives the ith ack. TCP Hybla
also adopts some measures to improve transmission per-
formance, such as forcing SACK strategy, using timestamp
[21], using hoes channel bandwidth estimation [22, 23], and
implementing packet spacing technology [24]. In theoretical
simulation and practical tests, TCP Hybla has been greatly
improved compared with the traditional TCP.

2.3. TCP Veno. TCP Veno [15] is an improved scheme of
traditional TCP for solving the problem of high bit error rate
in wireless network environment. It uses a mechanism
similar to Vegas [14]. TCP Veno judges the state of the
network by calculating the backlog of datagrams in the
network. If the size of the backlog datagram is N, then

N � Actual ×(RTT − BaseRTT). (3)

In practical application, actual� cwnd/RTT,
expected� cwnd/BaseRTT, and cwnd is the size of the
congestion window. +us, N is also as follows:

N � (Expected − Actual) × BaseRTT. (4)

TCP Veno takes the size of N as the basis to judge
whether the network is congested or not and sets a threshold
value β. When N exceeds β, it indicates that the data packets
in the link are seriously overstocked, and the connection is in

the congestion state. If packet loss occurs at this time, the
control mechanism similar to Reno is adopted; when N is
less than β, TCP Veno sets a threshold value of β even if the
sender detects the packet loss, the connection is normal, the
packet loss is determined to be caused by other reasons, and
a congestion control algorithm different from Reno is
adopted.

TCP Veno also uses two stages to achieve high per-
formance for congestion control. In the congestion avoid-
ance phase, when the packet loss is not caused by congestion,
cwnd is increased by 1 for each new acknowledgement.
When the packet loss is detected to be caused by congestion,
cwnd is increased by 1 for every two new acknowledgments.
In fast retransmission and fast recovery, when receiving 3 or
more repeated acknowledgments, if N < β, it is considered
that the network is not congested enough, the packet loss is
determined as immediate packet loss, the congestion
threshold is set to 4∗ cwnd/5, cwnd� ssthresh + 3, and the
lost packets are retransmitted; if N > β, the network is
considered to be congested, the congestion threshold is set to
cwnd/2, and cwnd� ssthresh+ 3 is set to retransmit the lost
packets.

3. Proposal of Enhanced TCP Mechanisms

According to the TCP performance test of Hybla and Veno,
the former can deal with the low efficiency caused by long
delay, while the latter can deal with the problem of high bit
error rate in wireless communication. To make full use of
their advantages on processing TCP scheme, this paper
proposes an enhanced TCP scheme to adapt to the
problems of long RTT and high bit error rate in satellite
networks.

3.1. CongestionWindow in the Slow Start. In the TCP Hybla,
we first modify the value of RTT0.+e original RTT0 value is
set to 25ms. Considering that the value of round-trip delay
in the satellite network is relatively large, generally the delay
is 550ms in GEO satellite network. For the congestion
window in TCPHybla, this will make the value of congestion
window in the slow start phase become too large, which will
affect its performance. +erefore, the original value of RTT0
can be appropriately increased. +e references considered
set the value of RTT0 to 70ms [25, 26], and the value is set to
75ms in the enhanced scheme. +is mainly considers that
the transmission control protocol will bring certain delays
when dealing with real congestion. After the update RTT0 is
reset, the original update scheme is still maintained for the
congestion window update.

Under the above congestion window update rules, the
enhanced scheme refines the window update. In the tradi-
tional TCP, the size of the slow start congestion window
needs to be compared with the threshold value. In the
proposed scheme, the different congestion windows are set
according to the comparison of congestion window and
threshold as follows:

if (cwnd <ssthresh)//SS phase
{
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if (cwnd ≤ssthresh/4) && (flightsize <rwnd/4)//sub-
phase 1

set cwnd� 2 ∗ Wi + 1
if (ssthresh/4< cwnd< 3 ∗ ssthresh/4) && (rwnd/4

flightsize< 3 ∗ rwnd/4)//su-phase 2
set cwnd�W+1

if (cwnd ≤ 3 ∗ ssthresh/4)//(flightsize > 3 ∗ rwnd/4)//
sub-phase 3

set cwnd�W+1/2
}

?e above three subphases are divided according to four
factors: cwnd, ssthresh, rwnd (receiver advertisement win-
dow), and flightsize (the total number of unacknowledged
bytes in the network). From the first subphase, it can be seen
that the value of congestion window is a relatively small
value, while the values of rwnd and flightsize indicate that
the amount of data transmitted in the network connection is
at a low value. At this time, the amount of data transmission
can be increased and the utilization efficiency of the link can
be improved.

In subphase 2, with the update of congestion window, its
value will gradually increase. When the congestion window
is in the middle of the slow start threshold, the state of the
receiving data in the long delay link cannot be determined.
+erefore, the value of flightsize is added to judge the state of
the received data. If the value of flightsize is in the middle of
rwnd, it indicates that the network state may be in a relatively
stable state. +e size of the congestion window keeps in-
creasing to the TCP Hybla settings.

In the last subphase, the value of congestion window is
close to the threshold size of the slow start, or the value of the
flightsize is close to the value of rwnd. +e enhanced scheme
judges that there may be a lot of backlogs in the network. To
avoid data loss caused by data backlog, the added value of
congestion window can be appropriately reduced.

In the slow start phase of the proposed scheme, we fully
consider the influence of different variables (cwnd, flightsize,
ssthresh, and rwnd) on the congestion window. +e value of
congestion window is refined to better adapt to the different
states.

3.2. Congestion Window in the Fast Recovery. Traditional
TCP considers the data loss caused by timeout as congestion
in the network, which is correct for the network with the
stable wired links. For the satellite network of the wireless
links, we must distinguish the real cause of data loss: the loss
caused by the congestion or the random loss caused by the
wireless link. +e difference of data loss in TCP Veno is not
suitable for the satellite network.

In the enhanced TCP scheme, the congestion window is
adopted as follows:

if (N < β1)//random loss is most likely to have occurred
set ssthresh� 4 ∗ cwnd/5;

else if (β1 ≤N < β2)//not certain which kind of loss
occurred

set ssthresh� 3 ∗ cwnd/5;
else set ssthresh� 2 ∗ cwnd/5;//congestion loss is most
likely to have occurred

In the above scheme, β1 and β2 are set to 3 and 6, re-
spectively. Considering that the data loss of satellite network
is still caused by congestion loss and random loss, the en-
hanced TCP scheme refines the value of congestion window,
and the size of N is an important basis for network con-
gestion judgment. Different values of N represent the net-
work congestion status, and the smaller N value indicates
that the network congestion situation is relatively slight and
the value of the congestion window can take a larger value.
On the contrary, the backlog value of the network is high and
congestion may be serious. At this time, the value of con-
gestion window is smaller. In the fast recovery phase, dif-
ferent size of the congestion window value is given for
different congestion conditions, which is conducive to adjust
the amount of data transmitted by TCP in time andmake full
use of the link of satellite network.

4. Simulation Results and Discussions

+e enhanced TCP scheme compares the performance of
various TCPs through the simulation. +e simulation to-
pology is shown in Figure 1.+e server is connected with the
client through the ground gateway and satellite network.+e
simulation parameters are shown in Table 1.

4.1. Performance in thePresence ofRandomLosses. In the first
simulation scenario, the buffer size of the gateway is set large
enough to prevent congestion loss during file downloading.
+e throughput and response time are two important in-
dexes to evaluate network performance.+e response time is
the time from sending a request to completing the response.
+roughput is the ability to process tasks per unit time. Its
unit is usually bit/sec or MB/sec. It takes system resources as
the object. +erefore, the performance of the system directly
affects the (theoretical) limit value of throughput. Generally,
the shorter the average response time is, the greater the
system throughput is. +e longer the average response time
is, the smaller the system throughput is. When the BERs
change from 10−9 to 10−5, Figure 2 shows the response time
of four TCPs (TCP NewReno, Veno, Hybla, and proposed
scheme). +e response time increased with the increase of
BER. In the low BER range, the performances of the four
TCP schemes are similar. When BER increases, the response
time increases sharply, and the proposed scheme is clearly
better than the other three TCP schemes.

+e wireless link of high-altitude satellite communica-
tion is easy to be interfered, such as ground interference,
space interference, natural interference, and man-made
interference, especially in the open satellite communication
system, and the transparent transponder is more vulnerable
to malicious interference. When BER is 10−5, the response
times of our proposed scheme and Hybla are significantly
lower than those of NewReno and Veno, and the response
time of our proposed scheme is slightly lower than that of
Hybla. Hence, the response time of our proposed scheme is
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the lowest among the four TCP variants when there are
random losses in the network. Figure 3 shows the satellite
downlink throughput of four TCP variants versus BERs
from 10−9 to 10−5. It can be observed that the downlink
throughput of the satellite network decreases with the in-
crease of BER.When the BER changes from 10−9 to 10−7, our
proposed scheme exhibits comparable throughput to Hybla.
+e throughput rapidly decreases when the BER changes
from 10−7 to 10−5. With high BERs (10−7 to 10−5), the
throughput of our proposed scheme is slightly higher than
that of Hybla and greatly higher than that of NewReno and
Veno. From the simulation results, our proposed scheme can
improve the throughput of GEO satellite links in the high
BER range (10−6 to 10−5).

4.2. Performance in the Presence of Both Random and Con-
gestion Losses. In the second simulation scenario, the
buffer size of the gateway is set smaller (37.5 k bytes) such
that congestion loss can happen during file downloading.
When the BERs change from 10−9 to 10−5, Figure 4 shows
the response time of four TCPs (TCP NewReno, Veno,
Hybla, and proposed scheme). Similarly, the response
time increases with the increase of BER. In the low BER
range, the performances of the four TCP schemes are also
similar. When BER increases, the proposed scheme
shows some advantages over the other three TCP
schemes.

+e response time of Veno is lower than that of New-
Reno if the BER is 10−5. +e time of Hybla is the longest, and
the response time achieved by our proposed scheme is
shortest among the four TCPs. At higher BERs, the large
packet losses are mainly due to the random losses. It turns
out that Hybla cannot effectively reduce the response time
for both random and congestion losses. On the other hand,
our proposed scheme can effectively improve TCP perfor-
mance in the presence of both random and congestion

GEO satellite

Client Gateway Server

Figure 1: Network model.

Table 1: Simulation parameters.

Parameters Value
Link rate of the server gateway 10Mb/s
Uplink data rate 256 kb/s
Downlink data rate 2048 kb/s
One-way propagation delay 250ms
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losses. Figure 5 shows the satellite downlink throughput of
the four TCPs versus BERs from 10−9 to 10−5. It can be
observed that the downlink throughput of the satellite
network decreases with the increase of BER. When the BER
changes from 10−9 to 10−5, the throughput of Hybla is lower
than that of the other three TCP variants. With higher BERs,
the satellite link throughput of our proposed scheme exhibits
the best performance among the four TCP variants. +e
above simulation results demonstrate that our proposed
scheme can achieve smaller downloading time and higher
throughput in the presence of both random and congestion
losses. It inherently demonstrates that our proposed scheme
updates the congestion window in more appropriate ways
than NewReno, Hybla, and Veno. In the presence of both
random and condensation losses when the BER is 10−5, the
throughput of the proposed scheme is 1.96 times, 1.88 times,
and 5.09 times higher than TCP Reno, Veno, and Hybla,
respectively.

5. Conclusion

Although there have been many studies for improving TCP
performance on GEO satellite networks, there are few
studies on TCP solutions that can handle both long RTTand
high BER. +is paper focuses on these two aspects, com-
bining the advantages of TCP Hybla in dealing with long
RTTand TCPVeno’s good performance in dealing with high
BER in wireless networks to deal with satellite networks and
refining the congestion window.

In our proposed scheme, the congestion window update
equations of Hybla are still employed in the slow start and
congestion avoidance phases to mitigate the effect of long
RTT. Our proposed scheme enhances Hybla by modifying
the setting of RTT0 (RTT of the reference connection) and
allowing the congestion window to increase adaptively in the
slow start phase corresponding to different networking
conditions. Furthermore, our proposed scheme refines
Veno’s algorithm in fast recovery with multilevel differen-
tiation for distinguishing different data losses. In the sim-
ulation test, the enhanced TCP scheme proposed in this
paper can cope with random data loss and congestion data
loss better than the other three schemes. +e networking
scenarios in the presence of only random packet loss and in
the presence of both random and congestion losses are
considered. +e simulation results demonstrate that our
proposed scheme exhibits better performance in the two
networking scenarios compared with the other three TCP
variants.+e disadvantage of the proposed scheme is that the
performance improvement is not very good at low BER, and
there is no obvious advantage in throughput and response
time. Finally, it needs to point out that our proposed scheme
is an end-to-end approach for improving TCP performance
over GEO satellite networks, where only the mechanisms of
the TCP sender need to be modified, and the end-to-end
semantics of TCP can be maintained, which has great value
for large-scale practical applications, especially for the
communication service providers and users who need to
save communication costs [27].
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With the extensive research of multiantenna technology, beamforming (BF) will play an important role in the future com-
munication systems due to its high transmission gain and satisfying directivity. If we can detect the non-cooperative beams, it is of
great significance in counter reconnaissance, beam tracking, and spectrum sensing of multiantenna transmitters. ,is paper
investigates the wireless sensor networks (WSNs), which is used to detect the unknown non-cooperative beam signal. In order to
perceive the presence of beam signals without the prior information, we first derive the detection probability based on the sensors’
received signal strength (RSS). ,en, based on the strong directivity of the beam signal, we propose an improved “k rank” fusion
algorithm by jointly exploiting the energy detection (ED) information and location information of the sensors. Finally, the beam
detection performance of different fusion algorithms is compared in simulation, and we find that our proposed algorithm showed
better detection probability and lower error probability. ,e simulation results verify the correctness and effectiveness of the
proposed algorithm.

1. Introduction

1.1. Background and Motivation. ,e sixth generation (6G)
mobile communication system puts forward some higher
requirements for the system capacity, transmission rate, and
security [1–4]. Beamforming technology uses spatial gain to
meet the needs of increasing system capacity which has
become a major trend, focusing limited energy on a specific
direction for transmission [5, 6]. It has been widely studied
in recent years for different technologies: millimeter wave
(mmWave) [6–8], massive multiple-input multiple-output
(MIMO) [9], nonorthogonal multiple access (NOMA) [10,
11], satellite communication [12], vehicular communication
[13], device-to-device networks (D2D) [14, 15], etc.

Millimeter wave communication is considered a
promising 5G network technology. ,e frequency of
30–300GHz is a new area of cellular communication, which
provides a larger bandwidth and gains further benefits
through beamforming and spatial multiplexing of

multielement antenna arrays [7]. Massive MIMO is a new
and technically challenging system, and its key feature is to
communicate a large number of base station antennas with
users through beamforming technology [9]. ,rough using
QAM-64 signals, the massive MIMO millimeter wave
transceiver based on beamforming can achieve a stable
5.3Gb/s throughput for a single user in a fast-moving en-
vironment [16]. In vehicular communication, beamforming
technology is combined with millimeter wave to support the
massive automotive sensing [13]. In radar applications, large
radio arrays are used for beamforming to obtain enhanced
radar performance [17]. ,e authors also investigated the
application of these arrays from an energy and cost-effective
perspective to promote new applications [9, 18]. Besides the
above applications, beamforming is often used in the de-
tection, directional communication [19–21], smart surface
antenna [22], and covert communication [23].

However, the focus of most research is to combine the
beamforming with millimeter wave, massive MIMO, and

Hindawi
Security and Communication Networks
Volume 2020, Article ID 8830092, 12 pages
https://doi.org/10.1155/2020/8830092

mailto:xyzgfg@sina.com
https://orcid.org/0000-0002-5590-9946
https://orcid.org/0000-0002-9751-1864
https://orcid.org/0000-0003-1780-2547
https://orcid.org/0000-0002-9743-570X
https://orcid.org/0000-0002-7535-2057
https://orcid.org/0000-0002-1895-1918
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8830092


other technologies to increase transmission capacity and
reduce interference. Motivated by this fact, if we can detect
multiantenna beam signal by WSNs that will bring the
following benefits, first, it can better serve the spectrum
sensing of secondary users for multiantenna primary users
in cognitive radio [24]. ,en, by detecting unknown beam
signals, we can protect important targets from being dis-
covered. Also, detecting the beam signal and obtaining as
much beam information as possible is very significant for
multiantenna beam tracking [15, 25].

1.2. Related Work. Wireless sensor network uses a large
number of miniature sensor computing nodes to conduct
real-time monitoring collaboratively through a self-orga-
nizing network, perceiving and collecting information about
various environments or detection signal [26]. In recent
years, with the rapid development of wireless communi-
cation technology and electronic device technology, the
development and wide application of low-cost, low-power,
and multifunctional wireless sensors have become possible.
WSNs have been used in battlefield monitoring, environ-
mental perception, search and rescue [26, 27], etc.

Beamforming, also known as spatial filtering, is a signal
processing technique that shows potentials to significantly
raise user throughput, enhance spectral and energy effi-
ciencies, and increase the capacity of mobile networks in the
mmWave frequency bands with massive antenna arrays [6,
28]. Many scholars have conducted research and application
of beamforming technology. For instance, Zhang [29] in-
troduced the progress and advantages of beamforming
technology. Xu et al. [30] proposed a beamforming scheme
to enhance the wireless information transmission of ter-
restrial cellular networks and satellite networks. A fast beam
alignment algorithm was investigated for mmWave com-
munications in [31]. Liu [32] applied beamforming tech-
nology to cognitive radio cooperative spectrum detection
which had better detection performance. ,e author studied
the application of beamforming in the sharing of millimeter
wave spectrum between satellites and high-level platform
networks and how to better design beams under incomplete
channel state information [12]. ,e author studied the re-
source allocation design in the cellular mass Internet of
,ings (IoT) based on NOMA and coordinated the origi-
nally harmful cochannel interference in mass access through
spatial beamforming [10, 33]. Yu et al. [34] studied the
impact analysis of directional antenna arrays on millimeter
wave network coverage.

It can be seen from the above that multiantenna will be
more used in future communications, and beamforming
technology will play an important role in future commu-
nications. However, these research results are all about how
to improve the capacity and rate of communication through
beamforming technology. At the same time, the authors
considered the distributed detection problem, that is, the
sensor transmits its local decision through a fully known
wireless channel in [35]. ,e problem of distributed event
detection under Byzantine attacks is considered in [36]. ,e
theoretical performance analysis of detection fusion based

on conditional dependence and independent local decision-
making is derived in [37].,e distributed detection ofWSNs
under multiple receiving antennas fading channels is studied
in [38]. However, there is little research on how to perceive a
beamforming signal. In accordance with the fact that non-
cooperative beam signal has the characteristics that the
sensors do not work without its beam coverage and lack the
priori information. Unlike the previous research on
detecting omnidirectional signals [39–41], it is difficult to
detect the narrow and directional beam by the single sensor
with the previous detection method, so we propose a non-
cooperative beam signal detection scheme based on WSNs.

1.3. Contributions. ,e main contributions of this paper are
summarized as follows:

(i) We construct an unknown non-cooperative beam
signal perception scenario which detects the beam
signals lacking the prior knowledge by deploying a
large number of sensors to form a network.

(ii) Based on the general ED framework, we derive the
detection probability expression under the given
false alarm probability and propose a “k rank” fu-
sion algorithm by jointly exploiting the ED infor-
mation and location information of the sensors.

(iii) To verify the detection performance of the proposed
algorithm in the beam scene, we provide some
simulation results to demonstrate the effectiveness
of the algorithm. In addition, we discuss the impact
of different parameters on the detection
performance.

,e rest of this paper is organized as follows. In Section
2, the system model is presented and energy detection
probability is derived based on the received signal strength of
the sensor. In Section 3, we have a brief introduction to the
fusion rules. We propose an improved “k rank” algorithm
based on distance selection in Section 4. Simulation results
and analysis are provided in Section 5. Finally, we conclude
the paper in Section 6.

1.4. Notations. For the sake of convenience, we use lower-
case and upper-case bold letters represent vectors and
matrices, respectively. ,e key notations used herein are
summarized as in Table 1.

2. System Model

We consider a system model where WSNs are used to
perceive the non-cooperative beam signal, as shown in
Figure 1. Suppose an unknown multiantenna transmitter
(equipped with m antennas) transmits a plane static beam
signal through the beamforming technology. A wireless
sensor network is composed of N uniformly distributed
sensors where J sensors are within the coverage of the beam
signal. ,e sensor is usually a miniature embedded system
that has the ability to perceive physical environment data
and process data, but its processing power, storage power,
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and communication capabilities are relatively limited. We
assume that the fusion center (FC) knows the position in-
formation of the sensors by exchanging information.

,e received signal strength of i-th sensor can be
characterized by the following beam signal propagation
model:

pi � Ptxgi

4πdif

c
􏼠 􏼡

− αn

, (1)

where gi refers to the combined beamforming gain for the
link between the i-th sensor and unknown multiantenna
transmitter, Ptx is the transmit power of unknown multi-
antenna transmitter, αn ≥ 2 is power decay coefficient, c is the
speed of light, and di is the distance between the i-th sensor
and unknown multiantenna transmitter.

According to the signal whether it is in the beam cov-
erage or not, the received signal is

yinside � Hinsidex + v,

youtside � Houtsidex + v,
􏼨 (2)

where x ∈ Cm×1 is the signal emitted by the radiation source
and signal variance is σ2x, Hinside ∈ Cm×1 and Houtside ∈ Cm×1

are the channel matrix of the beam source (m antennas) with
the sensor in the beam and not in the beam, respectively; the
beam signal x is represented as

x � wu, (3)

where w ∈ Cm×1 is the beam excursion vector and satisfies
||w||2 ≤ Ptx and u is the coded signal.

A binary hypothetical model at i-th sensor is modeled as

yi(n) �
v(n), H0,

Hx(n) + v(n), H1,
􏼨 (4)

where n � 1, . . . , Ns, Ns is the number of samples, H is the
channel matrix, and assume that the transmitted signal
passes through additive white Gaussian noise (AWGN)
channels, so v(n) ∈ CN(0, σ2v).

For non-cooperative beam signals, the energy detection
algorithm [42] can be conveniently detected without the
prior information. It compares the energy value of the re-
ceived signal at the sensor in a period with a preset threshold

m

…

…

…

Wireless sensor network

Sensors inside the beam
Sensors outside the beam

Unknown beam transmitter

150

100

50

0
–150 –100 –50 500 150100

Figure 1: ,e detection system model of a non-cooperative beam signal based on WSNs.

Table 1: Notations throughout this paper.

Notation Explanation
P(·) ,e probability
P(·|·) Conditional probability density function
Q(·) Generalized Marcum Q function
∅ Empty set
E ·{ } Expectation operator
exp ·{ } Exponential function
|| · || Euclidean norm
Cm×n Complex space of m × n
CN(0, σ2v) Complex Gaussian distribution with mean 0 and variance σ2v
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to judge whether the target signal exists [43]. When the
number of signal samples collected during each sampling
period is large enough, according to the central limit the-
orem, the test statistics is approximately normal distribu-
tion. ,e signal energy value distribution of i-th sensor in
sampling periods T is expressed as

Yi,T �

N V0,
v20
Ns

􏼠 􏼡, H0,

N pi,T + V0,
piT + V0( 􏼁

2

Ns

􏼠 􏼡, H1,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where piT is the signal strength received by the i-sensor,
given by the formula (1), and V0 is the noise power.

,en, the detection probability Pd,i and the false alarm
probability Pf,i can be expressed as

Pd,i � P Yi ≥ ciH1( 􏼁 � Q
c − pi,T + σ2v􏼐 􏼑
��������������

pi, T + σ2v􏼐 􏼑
2
/Ns

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,

Pf,i � P Yi ≥ ciH0( 􏼁 � Q
c − σ20�����

σ40/Ns

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where Q(x) � 1/
���
2π

√
􏽒
∞
x

e− (y2/2)dyis the Generalized Mar-
cum Q function.

Under the given constant false alarm probability Pf,i, the
energy detection threshold c can be obtained as

c � σ2v 1 +
����
1/Ns

􏽰
Q

− 1
Pf,i􏼐 􏼑􏼐 􏼑. (7)

So, the detection probability Pd,ican be expressed as

Pd,i � P Yi ≥ ciH1( 􏼁 � Q

����
1/Ns

􏽰
Q

− 1
Pf,i􏼐 􏼑 − pi,T

�������������

pi,T + σ2v􏼐 􏼑
2
/Ns

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (8)

3. Fusion Rules of Wireless Sensor Networks

,e fusion rules in wireless sensor networks is also called
multisensor data fusion technology, which optimizes and
merges the sensing data of multiple sensors to obtain more
accurate and complete predictions or judgments than single
sensor data. ,ere are two main signal processing methods
in wireless sensor networks.

,e first is that all signals are transmitted to the central
processor for processing. ,ere must be no signal delay or
signal delay tolerance during the transmission process.
Because of the large amount of information to be processed,
the bandwidth requirements are relatively high. ,e second
signal processing method is distributed signal processing,
that is, the preprocessing of the signal can be completed in
the sensor, and only the decision result of the sensor needs to
be submitted to the fusion center for fusion. In this way, it
requires the least amount of data communication and its
requirements for transmission bandwidth are also the

lowest. In addition, because the result of FC comes from the
optimal synthesis of preliminary judgments of multiple
nodes, it has little dependence on a single sensor and the
processing cost of the FC is very low. ,e system has strong
anti-interference ability and excellent flexibility in data
processing.

Since the data result fusion is a fusion technology for
specific decision-making problems, it is generally used to
directly obtain the decision-making results of the current
problem, so the performance of the fusion algorithm will
directly affect the final detection performance. As shown in
Figure 2, the sensor submits the quantified judgment result
of energy detection to the fusion center and only cares about
the signal whether exist, so what is presented here is a binary
0 or 1. ,e schematic of fusion center receiving perception
results is shown as Figure 3.

Fusion rules can be divided into “AND” fusion, “OR”
fusion, and “k rank” fusion.

“AND” fusion: when the judgment result of all sensors is
that the signal exists, the final judgment of the fusion center
is that the signal exists. As long as one sensor determines that
the signal does not exist, the final result of the fusion center is
that the signal does not exist. ,e advantage of the coop-
erative sensing algorithm based on the “AND” fusion cri-
terion is that the final false alarm probability is very low
compared to single sensor perception, but the price is to
reduce the detection probability.

“OR” fusion: as long as a sensor judges that the signal
exists, it can be considered that the signal exists. Only when
all the sensors determine that the signal does not exist, the
fusion center can finally determine that the signal does not
exist. ,e cooperative sensing algorithm based on the “OR”
fusion criterion has a higher detection probability than
single-sensor sensing, because in this method it can be
considered that the signal exists as long as there is a sensor to
determine the existence of the primary user, and the
judgment conditions are relatively loose. But its short-
comings are also obvious, that is, the probability of false
alarms will be very high.

“k rank” fusion: the fusion center setting a decision
threshold k, if there are at least k sensors in theN sensors, the
fusion center can determine the signal existence. Otherwise,
the fusion center will determine that the signal does not
exist. It can be seen that compared to the other two fusion
rules, “k rank” fusion has a better application space.

4. Proposed “K Rank” Algorithm Based on
Distance Selection

After the fusion center receives the information from the
sensors, it will make a fusion decision according to some
criteria. “k rank” fusion rule is a fusion decision based on the
perception results sent by each sensor, that is, when at least k
sensors of the N sensors detect the presence of the signal, the
signal is judged to exist. According to the “k rank” fusion
rule, the global detection probability Pd and global false
alarm probability Pf of the final judgment result can be
expressed as
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Pf � 􏽘
N

k�K

C
k
N × P

k
f,i × 1 − Pf,i􏼐 􏼑

N− k
􏼔 􏼕

Pd � 􏽘

N

k�K

C
k
N × P

k
d,i × 1 − Pd,i􏼐 􏼑

N− k
􏼔 􏼕.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

When k� 1, k�N, the “k rank” fusion rule is trans-
formed into “OR” fusion rule and “AND” fusion rule.
According to the research of M. Schwartz [44], the optimal k
of N sensors is approximately k � 1.5

��
N

√
. In addition, there

is a half-voting algorithm k�N/2 that is more commonly
used.

In order to describe the detection performance of the
sensor network better, we introduce the error probability to
represent the perceived performance of the system.,e error
probability mainly consists of two parts: one is the proba-
bility which means there is a signal but the result is judged to
be absent. ,e other is the probability which means there is
no signal but the result is judged to be a signal. It is expressed
specifically as

Pe � p H0( 􏼁∗Pd + p H1( 􏼁∗Pf. (10)

According to the understanding of the “k rank” algo-
rithm in beam signal perception scenario, we find that only
sensors within and around the beam coverage contribute the
most to the detection performance of WSNs, while sensors
that are not within the beam coverage or far away from the
beam sensing area have a limited contribution. If we directly
apply the “k rank” fusion algorithm to make detection
decisions based on all sensors (N), it will definitely affect the
detection performance. ,erefore, aiming at the sensing
characteristics of the beam signal, a “k rank” fusion algo-
rithm based on distance selection is proposed in order to
find the optimal Nopt.

We assume that the position information di,j of each
sensor is known by exchanging information with the fusion
center, and the distance between any two sensors (i-th sensor
and j-th sensor) is

di,j �

������������������������������

di(x) − dj(x)􏼐 􏼑
2

+ di(y) − dj(y)􏼐 􏼑
2
.

􏽲

(11)

We construct a neighbor node library of by finding the
nearest neighbor node of i-th sensor; Dnear is expressed as

Dnear (i) � sensors of min di,j􏼐 􏼑􏽮 􏽯 (12)

We construct a sensing node library of the i-th sensor
which greater than the detection threshold; Dsensing is
expressed as

Dsensing (i) � sensors of P Yi ≥ ci|H1( 􏼁􏼈 􏼉. (13)

Because the directionality of the beam signal is very
obvious, in order to determine the sensors that detect the
signal are concentrated in the beam signal, rather than
scattered randomly distributed, we compare the smallest
distance between sensors in the sensing node library Dsensing
and the smallest distance in the sensor distance library Dnear .
,e distance information should satisfy

dij min of Dsensing <� dimin of Dnear . (14)

,e main steps are summarized as follows: first, calcu-
lating the proximity point of each sensor to form the nearest
library Dnear . Second, finding the sensor with the perception
result H1, and putting the sensor with its neighbor library
node together into the sensing library Dsensing . Finally, using
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Nopt that is the number of sensors in Dsensing , instead of the
original N for “k rank” fusion. So the k of Nopt fusion is

Pf � 􏽘

Nopt

k�K

Ck
Nopt

× P
k
f,i × 1 − Pf,i􏼐 􏼑

Nopt− k
􏼔 􏼕,

Pd � 􏽘

Nopt

k�K

CNk
opt

× P
k
d,i × 1 − Pd,i􏼐 􏼑

Nopt − k
􏼔 􏼕.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(15)

,e specific algorithm is shown in Algorithm 1.

5. Simulation Results

,is section provides simulation results of the beam signal
perception to evaluate the detection performance of the
proposed algorithm. ,e simulation parameter [45] settings
are shown in Table 2.

Figures 4 and 5 examine the beam pattern information of
non-cooperative beam (0°− 180°). Linear array (m� 8 an-
tennas) forms a beam signal pointing in 45° direction, beam
excursion vector w � [0.593 + 0.805i, 0.282 – 0.959i,
− 0.934 + 0.357i, 0.850 + 0.527i, 0.850 – 0.527i,
− 0.934–0.357i, − 0.734 + 0.679i, 0.985 + 0.173i]. Beamform-
ing technology performs signal processing by weighting and
combining the signals transmitted by the multiantenna array
elements. By designing different weighting factors for the
multichannel signals transmitted by multiple antennas and
performing signal processing, the effective output of the
source signal is improved, which can effectively reduce the
interference between users and suppress the influence of
noise and obtain the desired signal, thereby improving
system performance. It can be seen from Figure 4 that the
maximum gain of the beam signal is 18 dBi. In Figure 5, it
can be seen more intuitively that the main lobe direction of
the beam is 45° and the space distribution between the beam
side lobe and the main lobe can be displayed more con-
cretely, which is more conducive to our understanding of
beam signals. For convenience, we only show 0–180° here.

Since the beam source does not have any priori information
for the sensor network, it is difficult to detect the beam
signal. With the number of antennas increasing, the beam
will become a narrower directional signal, which will bring
great challenges to our beam sensing algorithm.

Input: Pf,i, Pd,i, N, J, ci anddi(x, y).
Initialize: J � 0, Dsensing � ∅{ }.
Calculate the proximity point of each sensor to form the nearest library Dnear via formula (12).
Calculate the detection statistics of i-th sensorY(i) via formula (5).

Energy detection: in order to find the sensor that detected the signal.
IF Y(i) > ci

J � J + 1
End

Distance selection: to judge whether the sensors that perceive information are together.
IF dijmin of Dsensing < � dimin of Dnear

Proposed the improved “k rank” fusion criterion algorithm.
For i � 1, 2, . . . , J do

Update Dsensing via Dnear of i-th sensor.
End For
Nopt � number of sensors in Dsensing
Calculate the probability of Pd via formula (15).

Output: Nopt, Pd.

ALGORITHM 1: k of Nopt fusion algorithm based on distance selection.

Table 2: Simulation parameters.

Parameters Value
Center frequency fc � 28GHz
Beam transmit power Ptx � 30dBm
Number of antennas m � 8
Antenna spacing d � λ/2
Beam pointing angle θ � 45°
Beam width Bw � 17.8°
Beam maximum gain G � 18dBi
Number of sensors N � 144
Sensor sensing radius r � 5m
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Figure 4: Antenna pattern of unknown noncooperative beam.
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,e simulation scene is shown in Figure 6; we deploy a
12 ∗ 12 uniform sensor network to detect the coverage area,
set the sensing range of each sensor to 5m, and deploy an
unknown signal source 60m away from the sensor network
in advance. It can be seen that the size of the sensor coverage
area depends not only on the number of sensors but also on
the sensing range of the sensor itself. In addition, due to the
limited energy of the sensor, the sensing range is very
limited.

Figures 7 and 8 are the plane and three-dimensional
schematic diagrams of the signal receiving intensity of the
sensor network, respectively. Since the sensor network lacks
prior information for non-cooperative signals, it can only be
detected and judged by the strength of the received signal.
For the convenience of presentation, the signal receiving
strength in the figure is not converted into db form
(− 70 dbm ∼− 38 dbm). It can be seen from Figure 7 that in a
sensor network, when a beam signal is detected, the signal
receiving strength of the sensor in a certain area will increase
in detail, and the signal strength will gradually decrease with
fading. ,e three-dimensional histogram in Figure 8 clearly
shows the characteristics of the received signal strength of
the sensor network when the directional beam signal is
fading. On the other hand, it can be seen that due to the
influence of sensor noise, it is very likely to affect the global
detection probability.

Figure 9 shows the detection performance of the energy
detection under different SNR (− 20 dB ∼ 5 dB) and the
number of samples Ns (64, 512, 2048) at i-th sensor. From
Figure 9, we can obtain that the detection performance of i-
th sensor increases with the increase of the SNR.,e reason
is that when the SNR increases, the signal strength of the
beam also increases, and the noise is relatively small, so the
sensor can better distinguish the signal of the beam, and the
detection probability also increases. It also can be seen that

when Ns increases, the detection performance of the i-th
sensor will be enhanced, and it can still maintain a high
detection performance under a low SNR (− 10 dB ∼ − 5 dB)).
When the SNR is constant, the more the sampling points of
the sensor, the higher the detection probability. ,is is
because increasing the number of sampling points can
increase the observation data of the detection signal and the
increase in the observation data can make the sensor’s
judgment more accurate and improve the detection
probability. ,e simulation result accords with the formula
(8). In the actual environment, due to channel fading,
sensors closer to the beam radiation source will have better
channel conditions. ,erefore, we can improve the de-
tection performance of i-th sensor by improving channel
quality and increasing the number of samples.
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Figure 10 shows the detection performance of the energy
detection under different Pf. As the false alarm probability
increases, the detection probability below − 5 dB will in-
crease. According to the formula (7), when the false alarm
probability increases, the decision threshold is reduced,
while detection probability will increase at this time. ,e
simulation results also verify the correctness of the theo-
retical derivation.

Figure 11 plots the effect of different fusion algorithms
on detection performance. It describes the change in de-
tection performance when the detection probability of single
sensor increases with different values of k. According to
Algorithm 1, the simulation result is Nopt � 64 whenN� 144.
It can be seen that the performance of “AND” fusion rule

and “OR” rule algorithms are the two extremes of the fusion
algorithm. ,e overall detection probability increases when
the single sensor detection probability is higher. ,e de-
tection performance of our improved algorithm is improved
over Schwartz algorithm by selecting Nopt. In half-voting
algorithm, when the detection probability of a single sensor
is greater than 0.5, the detection performance of the pro-
posed algorithm is better.

In order to integrate the detection probability and false
alarm probability and to better evaluate the detection per-
formance of the network, Figure 12 illustrates error prob-
ability at different k values under formula (10) when
p(H0) � p(H1) � 1/2. It can be noted that the proposed
algorithm has a lower error probability. In the half-voting
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algorithm, when the detection probability is less than 0.5, the
error probability of the proposed algorithm is higher. Be-
cause according to Figure 11, the detection probability of the
proposed algorithm is relatively low at this time. When the
detection probability is greater than 0.5, the error probability
of proposed algorithm is significantly lower than the half-
voting algorithm. Because in our algorithm, a large number
of low detection probability sensors that are not covered by
the beam are reduced, making the decision-making of the
entire network more reasonable.

6. Conclusions

In this paper, we mainly constructed a beam signal sensing
scheme based on wireless sensor networks. According to the
characteristics of beam information, First, we derived the
detection probability expression under the given false alarm
probability. Second, we improved the “k rank” fusion rule
and selected Nopt based on the position information of the
sensor. Finally, we provided some simulation results and
gained the effectiveness of the algorithm. ,rough simula-
tion analysis, we found some interesting findings in the
energy detection, such as by improving the SNR and in-
creasing the number of samples will improve the overall
detection performance. ,rough comparison with different

fusion algorithms, our proposed algorithm showed better
detection probability and lower error probability.

Abbreviations

BF: Beamforming
WSNs: Wireless sensor networks
IoT: Internet of ,ings
NOMA: Nonorthogonal multiple access
D2D: Device-to-device networks
mmWave: Millimeter wave
RSS: Received signal strength
6G: ,e sixth generation
5G: ,e fifth generation
QAM: Quadrature amplitude modulation
MIMO: Multiple-input multiple-output
FC: Fusion center
AWGN: Additive white Gaussian noise
ED: Energy detection
SNR: Signal to noise ratio.
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At present, the fifth generation (5G) communication networks are in the time of large-scale deployment principally because its
characteristics consists of large bandwidth, fast response, and high stability. As a partner of 5G, the Internet of *ings (IoT)
involves billions of devices around the world, which can make the wireless communication environment more intelligent and
convenient. However, the problem that cannot be ignored is the physical layer security of 5G-IoT networks. Based on this, we
perform a security analysis of cognitive radio networks (CRN) for IoT, where the CRN is the single-input multiple-output (SIMO)
model experiencing κ-μ shadowed fading with multiple eavesdroppers. To analyze the confidentiality of the system under
consideration, we analyze the security performance for the considered IoT systems with the help of the derived secure outage
probability (SOP) and probability of strictly positive secrecy capacity (SPSC). As a verification of the theoretical formula, Monte
Carlo simulation is also provided.*e results of great interest are the factors that can produce better security performance in high
SNRs region which consist of smaller M, smaller k, and larger N, and larger μ, smaller IP, and smaller Rth.

1. Introduction

On the fifth generation (5G) networks, Internet of *ings
(IoT) technology makes the data exchange between people
and things and objects and objects more rapid and intelli-
gent [1]. However, the physical layer security (PLS) problem,
that is, the confidential signals between IoT entities are easy
to be intercepted and decoded by eavesdroppers [2].
*erefore, how to improve the confidentiality performance
of IoT systems is an urgent issue to be solved. *ere are two
methods to deal with this problem; the first is based on the
encryption and decryption algorithm of the network layer
and above, and the other is to improve the security capacity
of the channel by using the characteristics of the fading
channel. In recent years, the latter, namely, physical layer
security, has gradually become a hot topic in security re-
search. Based on the channel capacity theory [3] and the

classic Wyner’s eavesdropping model [4], Wei et al. in [5]
described the optimal power of artificial noise to ensure the
best antieavesdropping ability in the wiretap networks ex-
periencing Rayleigh fading. *e PLS of nonorthogonal
multiple access (NOMA) networks [6] and relaying 5G
networks [7] with Rayleigh channels were developed. *e
authors in [8] studied the factors that affect the security
capability of Wyner’s model based on Rician channel, where
analytical SOP were deduced and proved. *e physical
performance and security of nonideal IoT networks over
Nakagami-m fading channels were investigated through two
important metrics, namely, outage probability (OP) and
intercept probability (IP) [9].

Different from the channels described above, the uni-
versality of generalized channels, that can be equivalent to
other fading channels, has recently received considerable
attention. [10–16]. On the premise of fully considering the
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actual unfavourable factors of the relaying wireless com-
munication networks (WCNs) over Weibull channels, Li
et al. [10] has completed the derivation of the exact formula
of OP and the asymptote. *e work in [11] developed the
approximate expression of probability density function
(PDF) and obtained the SOP analysis of the classicalWyner’s
systems over generalized-K fading channels. Based on the
proposed IoT relay networks, the authors of [12] explored
the theoretical derivation and simulation analysis of OP and
average symbol error probability (ASEP). In [13], when all
the links in the wiretap networks suffered from κ-μ fading,
Bhargav et al. derived the lower limit of SOP and the closed-
form expression of SPSC. Under the condition of imperfect
signal transmission, the authors in [14] obtained the theo-
retical formula of OP in considered model over α-μ fading
with two different scenarios. Referring to Wyner’s classical
wiretapmodel, Kong et al. derived and analyzed the SOP and
the probability of nonzero secrecy capacity (PNZ) of Fox’s
H-Function [15] channels and Fisher-Snedecor F [16]
channels, respectively.

Recently, security issues are very important for popular
applications such as Internet of vehicles [17], neural net-
works [18], and big data [19]. As a developing strategy to
solve the obstacles of spectrum scarcity and power allocation
in IoT networks, CRN can significantly improve the
transmission range and quality have gained great attention
in recent literatures [20–26]. With the aid of artificial noise,
the IP in the secondary network over Gaussian channel was
investigated in [20]. *e cooperation of multiple secondary
users will further enhance the capacity of CRN; based on
this, two different protocols were proposed, and achievable
ergodic secrecy rate (ESR) was used to analyze the security
performance of the considered system [21]. By employing a
CRN network, which suffered from Rayleigh fading and had
a legitimate receiver with multiple antennas, the authors of
[22] provided the derivation of PNZ and SOP. In [23, 24], Lei
et al. studied the security performance of CRNs undergoing
Nakagami-m fading and generalized-K fading, respectively.
*e study of Zhang et al. [25] proposed a method to improve
the security capacity of primary networks and secondary
networks simultaneously and discussed the strategy of
power allocation and band sharing. *e authors in [26]
studied the secrecy performance of nonorthogonal multiple
access (NOMA) CRN over Nakagami-m fading channels, in
which connection outage probability (COP), SOP, and ef-
fective secrecy throughput (EST) were obtained in a unified
form.

More recently, the κ-μ shadowed model was first in-
troduced by Paris in [27], and it is a generalized fading
channel, which can be simplified as Rayleigh, Rician
shadowed, one-side Gaussian, Nakagami-m, and κ-μ under
suitable conditions. Moreover, the κ-μ shadowed fading can
be applied to different systems including IoT links [28],
satellite channels [29], and underwater links [30].
According to the proposed mobile communication model
with κ-μ shadowed fading, the authors of [31] studied the
transmission performance by analyzing OP and ergodic
channel capacity (ECC). *e statistical characteristics of
different shadowed κ-μ fading were derived in [32], where

the closed-form PDF and cumulative distribution function
(CDF) for envelope and signal-to-noise ratio (SNR) were
obtained, respectively. *e work in [33] investigated the
outage performance of hexagonal network affected by κ-μ
shadowed fading in term of analyzing the performance
benchmark, namely, outage probability and rate. Sun et al.
in [34] presented the derivation of SOP and SPSC for the
systems over κ-μ shadowed distribution, in which legiti-
mate users and eavesdroppers were both single antenna
receivers. As continuations of [34], the security analyses of
SIMO networks and decode-and-forward (DF) relaying
networks were carried out in [35, 36].

So far, we have not discovered relative research based on
CRN over κ-μ shadowed distribution in the open database,
let alone the existence of multiple antennas and multi-
eavesdroppers. *erefore, combined with the advantages of
multiantenna technology [37, 38], this paper is explored. We
first present a CRN for IoT, in which the subchannels
undergo κ-μ shadowed fading. *en, we derive the math-
ematical expressions of SOP and SPSC under the condition
of multiple eavesdroppers. Finally, Monte Carlo simulations
are provided to compare with the mathematical analysis;
moreover, some valuable conclusions are obtained. *e
work can provide theoretical basis for the security perfor-
mance evaluation of WCNs (5G, Internet of vehicles, etc.).

*e paper is arranged as follows; this section mainly
introduces the background, related literatures, and moti-
vation. In Section 2, we explain the CRN model for IoTover
κ-μ shadowed fading channels, and the PDF and CDF of the
channels with multiple eavesdropping terminals are also
illustrated. SOP analysis is presented in Section 3. *e
theoretical derivation of SPSC is made in Section 4. Section 5
provides the numerical results and some interesting results.
*e conclusions of the paper appear in Section 6.

2. IOT System Model and Properties of
Generalized Channels

2.1. IOT System Model. *e work considers a four entities
CRNmodel for IoT, as shown in Figure 1, where S is the data
source of the secondary networks, while P is the sender of the
primary networks, and D is the preset receiver, which uses
multiple antennas (ND) to receive signals. *ere are many
eavesdroppers (E1, E2, . . . , EM) equipped with multiple
antennas (NE). *e secondary network is composed of S, D,
and E. Underlay CRN makes spectrum sharing possible, but
the cost is that the power of S will not affect the commu-
nication of the main networks. hSP is interpreted as the
channel coefficient of the link (S⟶ P) and the channel
coefficients of main link (S⟶ D) and wiretap link
(S⟶ E) are hD and hE, respectively. It should be noted
that hD and hE are vectors because of multiantenna re-
ception at D and E. In our model, we consider passive
eavesdropping scenarios, where S does not know the channel
state information (CSI) of the wiretap link, but grasps the
CSI of the main link.

S will communicate with P, D, and E in the considered
IoT networks at the same time. Suppose the secret signal
from S is x; then, we have
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ySP �
��
PS

􏽰
hSPx + zSP,

yS D �
��
PS

􏽰
hDx + zD,

ySE �
��
PS

􏽰
hEx + zE,

(1)

where PS is the output power of S, ySP is the signal re-
ceived by P, zSP is the complex white Gaussian noise on
the link from S to P, the statistical expectation of zSP is
zero, and the standard deviation is σ. yS D and ySE rep-
resent the received signal matrices of D and E, while zD

and zE denote noise matrices, and both standard devia-
tions are σ.

2.2. Properties of Generalized Channels. *e generalized
channels considered in our IoT model is κ-μ shadowed
fading channel. *is section describes its statistical prop-
erties, mainly including the PDFs and CDFs for SNRs in
link (S⟶ P), link (S⟶ D), and link (S⟶ E). Relying
on [27], the PDF for κ-μ shadowed variable can be
expressed as

f(c) �
μμm

m
(1 + k)

μ

Γ(μ)(μk + m)
mΩμ

e
−μ(1+k)c/Ω

× c
μ−1

1F1 m, μ;
μ2k(1 + k)c

(μk + m)Ω
􏼠 􏼡,

(2)

where the parameters used to determine the κ-μ shadowed
variable are k, μ, and m. c and Ω are described as the in-
stantaneous SNR and average SNR on κ-μ shadowed fading
channels, Γ(·) denotes the Gamma function (equation
(8.310.1) in [39]), and 1F1(·) is defined as confluent
hypergeometric function (equation (9.14.1) in [39]),
respectively.

According to (2) and [34], we can obtain the PDF and
CDF for the SNR at the link from (S⟶ P) as

fs(c) � as( 􏼁
μs bs( 􏼁

ms
1
Γ μs( 􏼁

􏽘

∞

q�0

ms( 􏼁q

μs( 􏼁qq!
×

asksμs

bsms

􏼠 􏼡

q

c
μs+q−1

e
− asc,

(3)

Fs(c) � b
−ms

s

1
Γ μs( 􏼁

􏽘

∞

q�0

ms( 􏼁q ksμs/bsms( 􏼁
q

μs( 􏼁qq!

× μs + q − 1( 􏼁! 1 − e
−asc 􏽘

μs+q−1

s�0

asc( 􏼁
s

s!
⎛⎝ ⎞⎠,

(4)

where as � μs(1 + ks)/Ωs, bs � (μsks + ms)/ms. s in the lower
right corner indicates that the parameter belongs to the
channel (S⟶ P).

Because the expected receiver (D) has ND antennas and
the maximum ratio combining (MRC) merging is adopted,
the pdf for random variable (RV) at (S⟶ D) can be
formulated as [35]

fD(c) � NDaD( 􏼁
NDμD

b
−NDmD

D

Γ NDμD( 􏼁
􏽘

∞

q�0

NDmD( 􏼁q

NDμD( 􏼁qq!

×
NDaDkDμD

bDmD

􏼠 􏼡

q

c
NDμD+q−1

e
− NDaDc

,

(5)

where (x)y means Pochammer calculation [39]. From (4),
we can deduce the CDF of RV at S⟶ D as

FD(c) � b
−NDmD

D

1
Γ NDμD( 􏼁

􏽘

∞

q�0

NDmD( 􏼁q

NDμD( 􏼁qq!

×
kDμD

bDmD

􏼠 􏼡

q

NDμD + q − 1( 􏼁!

× 1 − e
− NDaDc

􏽘

NDμD+q−1

s�0

NDaDc( 􏼁
s

s!
⎛⎝ ⎞⎠,

(6)

for eavesdropping channel (S⟶ E) with multiple eaves-
droppers cooperation. Employing [35], we can obtain the
PDF of the eavesdropping link as

fE(c) � NEaE( 􏼁
NEμE

b
−NEmE

E

Γ NEμE( 􏼁
× 􏽘
∞

q�0

NEmE( 􏼁q

M
NEμE+q

NEμE( 􏼁qq!

×
NEaEkEμE

bEmE

􏼠 􏼡

q

c
NEμE+q−1

e
− NEaEc/M

.

(7)

3. SOP Analysis

For the IoT systems, we need clear benchmarks to measure
its security performance [40]. For the passive eavesdropping
scenario considered in our model, SOPs are very suitable
criteria, which can be understood as the probability that the
difference value between the instantaneous capacity of the

hD

hE1

hE2

hEM

hSP

IoT source (P)

IoT source (S)

IoT terminal (E)

IoT terminal (D)

Link from secondary to primary
Legitimate link
Wiretap link

Figure 1: *e CRN model for IoT.
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main link and the capacity of the eavesdropping link is less
than a fixed threshold Rth [41], and SOP can be written as

Sop � P CD − CE( 􏼁≤Rth􏼈 􏼉, (8)

where CD − CE is the difference value between the instan-
taneous capacity of S⟶ D and S⟶ E.

Two constraints that must be considered in underlay
CRN are (i) the power of S cannot exceed the maximum
power value (Psm) and (ii) the power of S should not exceed
the threshold of anti-interference ability (IP) to the primary
networks. Referring to (9) and [24], SOP in underlay CRN
can be expressed as

Sop � P CD − CE( 􏼁≤Rth􏼈 􏼉

� P CD − CE( 􏼁≤Rth, PS � Psm􏼈 􏼉

+ P CD − CE( 􏼁≤Rth, PS �
IP

X
􏼚 􏼛 � P1 + P2,

(9)

where X is the instantaneous SNR of the link of S⟶ P.
Next, we will derive P1 and P2 in (9).

3.1. Calculation of P1. P1 can be further written as

P1 � P CD − CE( 􏼁≤Rth, X≤
IP

Psm
􏼨 􏼩

� P cD ≤ θcE +
θ − 1
ς

􏼨 􏼩P X≤
IP

Psm
􏼨 􏼩 � J1J2,

(10)

where θ � eRth and ς � Psm/σ2, and we obtain

J1 � 􏽚
∞

0
FD θcE +

θ − 1
ς

􏼠 􏼡fE cE( 􏼁dcE. (11)

Employing (6) and (7), we have
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∞
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1 − e
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s�0
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s
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× c
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NEaEcE

M
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(12)

where

Λ1 �
b

−NDmD

D

Γ NDμD( 􏼁
􏽘

∞
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q
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p

M
NEμE+p

NEμE( 􏼁pp!
,

(13)

utilizing equation (1.111) in [39],

θcE +
θ − 1
ς

􏼠 􏼡

s

� 􏽘
s

t1�0
t1

s
( 􏼁θt1c

t1
E

θ − 1
ς

􏼠 􏼡

s− t1

. (14)

*en, making using of equation (3.381.4) in [39], after a
more complex integral operation, we have

J1 � Λ1 Λ2 − e
− NDaD(Θ− 1/ς)

× 􏽘

NDμD+q−1

s�0

NDaD( 􏼁
s
􏽘

s

t1�0 s/t1( 􏼁θt1(θ − 1/ς)s− t1

s!
×

Γ NEμE + p + t1( 􏼁

NDaDθ + NEaE/M( 􏼁
NEμE+p+t1( )

⎛⎝ ⎞⎠, (15)

where

Λ2 �
Γ NEμE + p( 􏼁

NEaE/M( 􏼁
NEμE+p( )

. (16)

From (4), J2 is derived as

J2 � P X≤
IP

Psm

􏼠 􏼡 �
b

−ms

s

Γ μs( 􏼁
􏽘

∞

q�0

ms( 􏼁q ksμs/bsms( 􏼁
q μs + q − 1( 􏼁!

μs( 􏼁qq!
× 1 − e

− as IP/Psm( ) 􏽘

μs+q−1

s�0

asIP/Psm( 􏼁
s

s!
⎛⎝ ⎞⎠. (17)
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3.2. Calculation ofP2. It can be seen from (9), P2 is stated as

P2 � P CD − CE( 􏼁≤Rth, PS �
IP

X
􏼚 􏼛. (18)

Referring to [22], we can rewrite P2 as

P2 � 􏽚
∞

IP/Psm

G(x)fs(x)dx, (19)

where

G(x) � 􏽚
∞

0
FD θy +

(θ − 1)x

ξ
􏼠 􏼡fE(y)dy. (20)

In (20), ξ � IP/σ2. By means of (6) and (7), G(x) can be
derived as

G(x) � Λ1 Λ2 − e
− NDaD(θ− 1)x/ξΛ3x

s− t2􏼐 􏼑, (21)

where

Λ3 �
Γ NEμE + p + t2( 􏼁

NDaDθ + NEaE/M( 􏼁
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s− t2
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(22)

Replacing G(x) in (19) with (21), then, after the integral
is completed by using equation (3.351.2) in [39], we obtain
the derivation of P2 as

P2 � Λ1a
μs

s b
ms

s

1
Γ μs( 􏼁

􏽘

∞

q�0

ms( 􏼁q asksμs/bsms( 􏼁
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μs( 􏼁qq!
× Λ2a
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􏼠 􏼡,

(23)

where Γ(a, b) is called the incomplete Gamma function
(equation (8.350.2) in [39]).

According to (15), (17), (23), and (9), we finally deduce
the theoretical analysis formula of SOP.

4. SPSC Analysis

For passive eavesdropping scenarios, SPSC is often used to
investigate the confidentiality of WCNs; therefore, we ex-
plore the SPSC of IoTnetworks in this section. According to
the definition of SPSC in [41], we know that it can

understand the probability that the difference value of in-
stantaneous capacity between main channel and eaves-
dropping channel is not less than zero, which can be
formulated as

Spsc � 1 − P CD − CE ≤ 0􏼈 􏼉

� 1 − 􏽚
∞

0
FD cE( 􏼁fE cE( 􏼁dcE � 1 − Ξ.

(24)

For Ξ in (24), after replacing the integral term with (6)
and (7), we can obtain

Ξ � 􏽚
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(25)

Finally, by employing (24), we can complete the proof of
SPSC.

5. Numerical Results

In this part, we perform the theoretical simulations of (9)
and (24). As a verification of correctness, Monte Carlo
simulations are also obtained for comparison with the
analysis results. From all simulation diagrams (Figures 2–9),
we can capture the following information. (i) All the analysis
curves coincide well with the statistical simulation curves.

(ii) All simulation results change with abscissa, namely, ΩD,
and the change trend indicates that a large ΩD can improve
the security of IoT systems. Moreover, matlab simulations
show that the convergence condition of the analytical ex-
pression including infinite series is that the upper limit of the
cycle is 55 times.

Figures 2 and 3 indicate how the SOP and SPSC change
with ΩD when M takes different values. From Figure 2, we
can see that whenΩD is fixed, the value of SOPwill rise along
with the rise ofM. In Figure 3, the increase ofM will lead to
the decrease of SPSC. Moreover, the distances between
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curves represented by different M are larger. *erefore, we
conclude that the increase of the number of eavesdroppers
will significantly reduce the performance of IoT model.

*e influence of the number of antennas on the safety
performance is provided in Figures 4 and 5. We assume
ND � NE � N. According to simulation curves, a valuable
discovery is that when the value of abscissa is greater than
9 dB; the increase of antenna number, i.e., N, will decrease
the SOP and increase the SPSC. *is means that, under the
mechanism of high SNR, the security can be improved by
increasing the number of receiving antennas. On the con-
trary, in the case of small SNR, the increase of the number of
antennas will reduce the ability of security.

When the shape parameters k and μ of the generalized
channel change, the security analyses are shown in Figures 6
and 7. We suppose that kS � kD � kE � k and
μS � μD � μE � μ, where the subscript S, D, and E indicate
that the links are S⟶ P, S⟶ D, and S⟶ E, respec-
tively. Referring to Figures 6(a) and 7(a), we can see that the
gradual increase of k causes the increase of SOP and the
decrease of SPSC with ΩD ≥ 7 dB. However, the effect of
increasing μ on the IoTsystems is opposite to that of k based
on Figures 6(b) and 7(b).

IP means the threshold of anti-interference ability to the
primary networks. Figure 8 describes its effect on SOP for
IoT networks under consideration.Rin represents the

M = {1, 2, 4}

100

10–1

10–2

SO
P

10–3

10–4

–5 0

Statistical simulations
�eoretical simulations

5 10
ΩD (dB)

15 20 25

Figure 2: SOP versus ΩD with various (M), where
kS � kD � kE � 2, μS � μD � μE � 2, mS � mD � mE � 1,
ND � NE � 2, Rth � 0.1, and IP � 0.1.
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Figure 3: SPSC versus ΩD with various (M), where
kS � kD � kE � 2, μS � μD � μE � 2, mS � mD � mE � 1,
ND � NE � 2, Rth � 0.1, and IP � 0.1.
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Figure 4: SOP versus ΩD with various (N), where
kS � kD � kE � 2, μS � μD � μE � 2, mS � mD � mE � 1, M � 2,
Rth � 0.1, and IP � 0.1.
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Figure 5: SPSC versus ΩD with various (N), where
kS � kD � kE � 2, μS � μD � μE � 2, mS � mD � mE � 1, M � 2,
Rth � 0.1, and IP � 0.1.
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threshold value of security capacity interruption, the impact of
its change on system performance is illustrated in Figure 9.
When IP changes from 5dB to −7dB, then to 15dB and Rth

from 0.1 dB to 0.5 dB and then to 1dB, the change trend of SOP
is gradually decreasing. *erefore, we can find that smaller IP

and smaller Rth will increase the probability of system security
interruption.Moreover, it is interesting that the impact of IP on
security is more significant than that of Rth.

m is also an important parameter of κ-μ shadowed
distribution, which represents the degree of shadow fading.
*e simulation results show that when the high SNR is

established, the increase of m will improve the SPSC and
reduce the SOP, but the difference between the curves is very
small. In other words, the impact of m on the security
performance is not obvious.

Good security performance requires as small as possible
SOP and as large as possible SPSC. *rough the above
analysis of all simulations, we can obtain that largerM, larger
k, and smaller N will worsen the security of the system when
the SNR is large. Meanwhile, we also know that larger μ,
smaller IP, and smaller Rth will enhance the security
performance.
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Figure 6: (a) SOP versusΩD with various k, where μS � μD � μE � 2, mS � mD � mE � 1, ND � NE � 2, M � 2, Rth � 0.1, and IP � 0.1. (b)
SOP versus ΩD with various μ, where kS � kD � kE � 2, mS � mD � mE � 1, ND � NE � 2, M � 2, Rth � 0.1, and IP � 0.1.
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Figure 7: (a) SPSC versusΩD with various k where μS � μD � μE � 2, mS � mD � mE � 1, ND � NE � 2, M � 2, Rth � 0.1, and IP � 0.1. (b)
SPSC versus ΩD with various μ, where kS � kD � kE � 2, mS � mD � mE � 1, ND � NE � 2, M � 2, Rth � 0.1, and IP � 0.1.
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6. Conclusion

In this paper, we explore PHY layer security of Underlay
CRNs for IoT networks over generalized fading channels
on the basis of the derived SOP and SPSC. *e CRN
model with multiple antennas can be used in many
different situations. *e analytical formulas for SOP and
SPSC are derived in a concise form. *e accuracy of the
analytical formulas is verified by Monte Carlo simula-
tions. Moreover, we discuss the influence of the pa-
rameters including M, N, k, μ, IP, and Rth on the security
of IoT networks.
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