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Multiarea economic dispatch (MAED) is a vital problem in the present power system to allocate the power generation through
dispatch strategies to minimize fuel cost. In economic dispatch, this power generation distribution always needs to satisfy the
following constraints: generating limit, transmission line, and power balance. MAED is a complex and nonlinear problem and
cannot be solved with classical techniques. Many metaheuristic methods have been used to solve economic dispatch problems. In
this study, the dynamic particle swarm optimization (DPSO) and grey wolf optimizer (GWO) have been used to solve the MAED
problem for single-area 3 generation units, a two-area system with four generating units, and four areas with 40-unit system. +e
hunting and social behaviors of grey wolves are implemented to obtain optimal results. During the optimization search, this
algorithm does not require any information regarding the objective function’s gradient. +e tunable parameters of the original
PSO that are three parameters are dynamically controlled in this work that provides the efficient cost values in less execution time
although satisfying all the MAED problem’s diverse constraints. In this study, the authors also implemented the GWO algorithm
with two tunable parameters, and its execution is straightforward to implement for the MAED problem.

1. Introduction

+e application of economic dispatch (ED) in the operation
of the modern power system has a great significance. System
demand is economically allocated between different mul-
tiarea generators by considering all constraints [1]. ED for
multiple areas has paid limited attention. Large and small
utilities have many constraints to transmit power through tie
lines. All utilities and power pools have different generation
characteristics and load patterns in modern power sectors,
including spinning reserves.+erefore, the main objective of
ED is to minimize the fuel cost of all the generators and
satisfy all the constraints such as power balance, losses, and
generation limits. In the deregulated environment, the
generator with the lowest cost should operate with its
maximum capacity and transmit more power to those areas
consisting of more expensive generating units. MAED is a

form of ED model that satisfies multiple constraints si-
multaneously. In this study, the significance of power bal-
ance, generation limits, and transmission line constraints in
the optimal scheduling of power generation has been
considered.

Previous ED problem was solved by lambda-iteration
method, gradient method, reduced gradient method, NR
method, and other methods, such as participation factor
method and binary-weighted method [1]. However, these
methods required considerable computation effort to solve
the ED problem. In multiareas, large interconnected power
system ED problem becomes more complex with different
cost characteristics. +erefore, to overcome these short-
comings, metaheuristics methodologies can be used. Many
such methods were implemented in ED by various re-
searchers. In this respect, evolutionary algorithms, such as
simulated annealing (SA) [2], genetic algorithm (GA) [3],
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evolutionary programming (EP) [4], artificial neural net-
work (ANN) [5], ant colony optimization (ACO) [6], par-
ticle swarm optimization (PSO) [7], artificial immune
system (AIS) [8], differential evolution (DE) [9], bacterial
foraging algorithm (BFA) [10], and biogeography-based
optimization (BBO) [11], have been successfully applied to
have complex ED problemwithout any limitation in size and
condition of cost curves. Shoults et al. [12] have made ED by
considering import and export constraints for the single-
area and three-area problems. Yalcinoz and Short [13] have
considered transmission constraints for two areas’ power
systems and applied the ANN approach for the ED problem.
Seiffert [14] has used linear programming methodologies.
+e author calculated the incremental cost for each area, and
according to total cost power, cost and tie line values were
adjusted. +e problem with this method was not feasible on
large interconnected power systems. Chen and Chen [15]
have used the direct space method to solveMAED problems.
+e author built an MAGS algorithm to establish a relation
between dependability and system security. +e power
system of Taiwan has been selected for this work by the
author. Manoharan et al. [16] have applied the evaluation
algorithm (EA) and Karush–Kuhn–Tucker (KKT) condi-
tions based on optimal confirmation to the MAED problem.
KKT-trained variables have been applied to the results
obtained by EAs to check optimality. +e obtained results
using the KKT criterion were compared with linear pro-
gramming (LP) and dynamic programming (DP) results.
+e authors concluded that this technique provides better
CPU time and standard deviation. Sharma et al. [17] pre-
sented differential evolution with a time-varying mutation
technique to solve MAED by considering tie line capacity
constraints. Venkatakrishnan et al. [18] applied the GWO
method to solve the ED problems by considering thermal
valves. Evolutionary-based optimization methods are be-
coming more popular for ED problems due to their ad-
vantages, such as the absence of convexity assumptions,
better search capability, and simplicity. Many such methods
reported in the literature are neural network (NN), tabu
search (TS), simulating annealing (SA) [2], particle swarm
optimization [7], genetic algorithm (GA) [3], harmony
search (HS) [16], ant colony optimization (ACO) [16], and
differential evolution (DE) [19]. Some researchers have
proposed comprehensive reviews of metaheuristic optimi-
zation methods to solve ED problems. +ese reviews sug-
gested that PSO and DE techniques are more popular for
solving ED problems due to their simplicity, fast conver-
gence rate, greater flexibility to search optimum global
points, and easy implementation.

However, all evolutionary techniques required a suitable
balance between global search (GS) and local search (LS).
Few researchers have focused on convergence time, optimal
parameters tuning, premature convergence, and so on.
Researchers have attempted to handle these issues using
various strategies, such as modified evolutionary techniques
[20] and hybridization of algorithms [21, 22]. Jain and
Pandit [23] have implemented the PSO technique to solve
the MAED problem. +e authors have modified the PSO
technique for the general search to avoid premature

convergence. However, AI techniques are becoming popular
for nonconvex, multimodal, discontinuous optimization
problems for which traditional methods cannot provide a
solution. Manoharan et al. [16] have applied EP with the
LMO approach to solving the ED problem. +e authors
reported that the EP-LMO approach has better accuracy and
convergence rate than EP. +is study focuses on applying
DPSO and GWO with optimal mutation to provide an
accurate and feasible solution for the ED problems. +e
main drawback of classical approaches is knocking at local
optima and may not offer the best solution. Second, all
classical methods are based on the assumption that their
objective function to be handled is continuous and differ-
entiable, whereas the practical power system is more
complex. Contemporary intelligent techniques have the
advantage of being versatile in handling qualitative con-
straints. Still, their main drawback is that the computational
time increases exponentially as the size of the problem in-
creases, and time to convergence is uncertain (convergences
are guaranteed). Metaheuristics approaches have been ap-
plied to overcome these shortcomings.

Apart from aforementioned papers, there are also some
recent studies on multiarea economic dispatch problems,
which are hybridization of differential evolution (DE) with
immunized ant colony optimization (ACO) [24], electro
search optimization approach (ESOA) [25, 26], uncertainty
of MAED problem using Monte Carlo simulation [27],
water wave optimization (WWO) [28], krill herd algorithm
(KHA) [29], dynamic dispatch in wind-based power system
using chaotic grasshopper optimization algorithm (CGOA)
[30], hybridization of chaotic particle swarm optimization
(CPSO) and genetic algorithm (GA) is (HCPSOGA) [31],
squirrel search optimization (SSO) [32], complete review of
metaheuristics on MAED problem [33], salp swarm al-
gorithm (SSA) on stochastic nature of wind [34], improved
grasshopper optimization algorithm (GOA) [35], Cou-
lomb’s and Franklin’s law-based optimizer [36], fast con-
vergence evolutionary programming (FCEP) [37], artificial
bee colony (ABC) [38], nature-inspired optimization
(NIO) [39], and hybridization of shuffled frog leaping al-
gorithm with PSO considering emissions on MAED
problems [40].

+e study also compares the solution obtained using the
PSO and GWO method to find the appropriate application
and accuracy of these techniques. According to the authors’
knowledge, proposed DPSO with all variants of PSO and
GWO techniques have not been applied yet by considering
valve point loading on these test systems.

2. Problem Formulation

+e objective function is to minimize the total fuel cost of
generation between all interconnected areas by considering
all the constraints. Valve point loading (VPL) directly affects
the objective function and produces distortion in heat rate
characteristics in ED problems. +e introduction of VPL
results in the objective function nonconvex, discontinuous,
and result in multiple minima of the cost function. +ere-
fore, in the present objective part, the VPL is modeled as a
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sinusoidal function [38] in the input-output cost function to
rectify the effect of VPL, and it is given as

minF PGij􏼐 􏼑 � 􏽘
M

i�1
􏽘

NGi

j�1
aij + bijPGij + cijP

2
Gij􏼐 􏼑

+ eij sin fij P
min
Gij − PGij􏼐 􏼑􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

(1)

where PGij is the power generation of ith to jth units; aij, bij,
and cij are the fuel cost coefficients; and eij and fij are the fuel
cost coefficients of the ith to jth units of the VPL model.

Tie line power flow between areas plays a significant role
in deciding the operating cost in multiarea power systems.
Taking into consideration the cost of transmission through
each tie line, the objective function of MAED is given in the
following equation.

+e objective function of MAED is stated as follows:

Constraints:

Area power balance: the maximum power generation
through all available generators is equal to the demand
PDi. In ED, the area power balance constraints, each
area power should meet with generation.

􏽘

NGi

j�1
PGij � PDi + 􏽘

m,i≠m

PTim, i ∈ 1, 2, . . . , M{ }. (2)

Generator constraints: in generating limit constraint,
the output of each unit should satisfy the upper and
lower limits of generations.

P
min
Gij ≤PGij ≤P

max
Gij . (3)

Tie line constraints: the flows through tie line should
also be in the maximum and minimum limit range.
+ese limits of power flow are important and are
stated as follows:

PTmin ≤PTm,j ≤PTmax, m � 1, 2, . . . , M, j � 1, 2, . . . , M, j≠m,

PTmin ≤PTj,m ≤PTmax, m � 1, 2, . . . , M, j � 1, 2, . . . , M, j≠m.
(4)

3. Solution Technique

In the modern era, the computer-aided application in power
systems has been increased. +e application of evolutionary
soft computing techniques in power systems has become
more popular for solving optimization problems. +e
popularity of these techniques in complex power systems is
increased due to their ease of implementation and reliable
operation. Moreover, the modern interconnected power
system has mixed types, that is, highly nonlinear cost
characteristics functions. Solving these mixed-type functions
by classical methods like Newton Raphson and lambda-it-
eration methods is difficult and inaccurate. +erefore, the
application of metaheuristic methodologies to solve these
types of problems is very popular. Among all evolutionary
techniques, PSO [41–44] is more popular than other
methods in the literature. +e PSO can handle large di-
mension, nonconvex, nonlinear, and multiconstraint
problems efficiently due to their random search technique.
Despite all these advantages of PSO, with an increase in the
size and complexity of the problem, PSO is sometimes stuck
in local optimum solutions. PSO approach has three tunable
parameters, that is, w, C1, and C2. Here, C1 and C2 are mainly
random numbers. So, these parameters sometimes faced
problems in handling the composite functions and struck at
local optima. +erefore, a strong variant of PSO is proposed
to tackle this problem. DPSO tackled all these problems
because all these parameters are tuned dynamically and
depend on system parameters like maximum iteration and
classical PSO parameters such as velocity, position, gbest,
and pbest.

+e PSO method starts by selecting a population of
auxiliary solutions and searching for optima via the aid of

modernizing solutions. +e particle’s velocity has a signif-
icant impact on particular social, cognitive, and initial
components. +e rule for updating particle velocity de-
mands a proper balance between the social and cognitive
properties of the swarm required. Initial domination of
cognitive part over social part is must to secure by explo-
ration of search space. However, subordination of social part
over cognitive is needed to propel all solutions towards
global optima to enhance local exploitation. +erefore, an
explored control equation is propounded for regulating
particle velocity dynamically by taking constriction variables
e1 and e2. Likewise, the cognitive and social parts are updated
by considering RMS experience and preceding experience,
respectively [45].

During the application of PSO, the position and velocity
of each particle are updated as follows:

S
t+1
n � S

t
n + V

t+1
n × Δt, (5)

where ∆t is the time step of 1 second.
+e inertia weight is given as

W � Wmin +
Wmax − Wmin( 􏼁 × itrmax − itr( 􏼁

itrmax
. (6)

3.1. Proposed DPSO. In this study, the proposed DPSO, W,
is modified by exponentially decaying function ɳ to avoid
premature convergence. W � e(− η ln kw), where
kw � (wmin/wmax) and η � itr/itrmax, and the factor Kw be
chosen in respect of inertia weight’s bounds maximum and
minimum limit. In this paper, the value of kw is the ratio of
maximum and minimum bound of the inertia weight [45].
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3.1.1. Proceeding Experience. Update RMS experience and
acceleration coefficients and parameters of constriction
factor approach where

ξ1 � e
− μ1η( ); ξ2 � k.e

μ2η( ); k �
ξ1 · c1b

ξ2 · c2
, (7)

in which k is the proposed social and cognitive coefficients. For
the identical value of these factors, ɳ� ɳt. All other factors
valued are stated in Table 1. +e flowchart for the proposed
DPSO and constraint-handling management for MAED are
depicted in Figures 1 and 2, respectively (Algorithm 1).

3.2. Grey Wolf Optimizer. Grey wolf optimization (GWO)
algorithm is a metaheuristic optimization recently devel-
oped by Mirjalili et al. in 2014. +e algorithm is inspired by
the hierarchy behaviors of grey wolves and imitates the
hunting phenomena of grey wolves. Despite the various
advantages of metaheuristic algorithms like those applied
on nonconvex functions as system complexity increases,
the GWO algorithm is free from input parameters ini-
tialization. GWO approach has two tunable parameters, a
and c. So, exploration and exploitation in search space
become faster. In the present algorithm, the first fittest
solution is alpha (α), beta (β) is second, delta (δ) is third,
and other are followers, that is, omega (ѡ). Wolves follow
the behavior of encircling prey, pursuing, hunting, track-
ing, approaching, and so on [46].

3.2.1. Mathematical Modelling of GWO. In the present
section, the detailed mathematical modelling of the algo-
rithm using the social hierarchy model of wolves and group
hunting of prey is presented.

3.2.2. Social Hierarchy Model. In the social hierarchy model,
the fittest solution is assumed as alpha (α) wolf or the leader
(first) wolf; the next solution is the beta (β) wolf or second-
best solution, the delta (δ) wolf is the third-best solution
among all, and the remaining solutions are omega (ѡ)
wolves.

3.2.3. Encircling the Prey. During hunting, the grey wolves
encircle the prey, and the following equations are used to
model the process [46].

C
→

� B
→

· Xp(t)
�����→

− X(t)
����→􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌, (8)

X(t + 1)
���������→

� Xp(t)
�����→

− A
→

· C
→

, (9)

where t is the present iteration of the objective problem,
Xp(t)
�����→

represents the available position vector of the prey,

X(t)
����→

represents grey wolf’s position vector and the

coefficient vectors A
→
, and it is calculated using the following

equations.

A
→

� 2 a
→

· r
→

1 − a
→

,

C
→

� 2 · r
→

2,
(10)

where r
→

1 and r
→

2 are randomnumbers between[0, 1],
a � 2 − 2(itr/max itr), where itr � present iteration and
max itr � maximumnumber of iteration.

Here, a is decreasing linearly from 2 to 0 during each
iteration. Generally, the grey wolf updates their position
randomly in solution space around the prey using equations
(8) and (9). +is concept can be implemented for n di-
mensions search space.

As A
→

is a function of a
→ and a random vector of range [0

1]. Value of a
→ decreases from 2 to 0 as the iteration number

increases. +e fluctuations range of A
→

also decreased by a
→.

So, when the values of A
→

are in the range of [−1 1], the new
position of search agent has a position between position of
prey and its current position. For |A

→
|< 1, the search agents

converge toward the optimal location.
In the GWO technique, positions of search agents are

updated to correspond to alpha, beta, and delta.+ey deviate
from searching for prey and assemble to assail prey. For
|A
→

|> 1, the search agents diverge from an optimal local
solution to find an optimal global solution. +is highlights
exploration and permits the GWO algorithm to troll it
globally. As the value of a

→ decrease linearly from [2−0], so
the A

→
mainly emphasizes exploration during initial itera-

tions. But value of C
→

varies in [0–2] randomly, during initial
as well as final iterations. So C

→
emphasizes exploration in

last iterations also for C
→
> 1.

3.2.4. Hunting. All grey wolves can capture the site and lo-
cation of prey during hunting, and the positions of the wolf are
updated around the prey using the following equations:

Table 1: Parameters are taken into account to deal with Test System
3.

Parameter Value
Total power demand (MW) 10500
Tie line limit (MW) 200/100
Area load demand (%) 15/40/30/15
Population size 80
wmax 0.9
wmin 0.1
c1b 2
c1p 0.5
μ1 5
μ2 3.9
ηt 2/3
k 4
itrmin/itrmax 1/1000
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D
→

α � C
→

1 · X
→

α(t) − X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

D
→

β � C
→

2 · X
→

β(t) − X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

D
→

δ � C
→

3 · X
→

δ(t) − X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

(11)

X
→

1(t) � X
→

α(t) − A
→

1 · D
→

α,

X
→

2(t) � X
→

β(t) − A
→

2 · D
→

β,

X
→

3(t) � X
→

δ(t) − A
→

3 · D
→

δ,

(12)

X
→

(t + 1) �
X
→

1(t) + X
→

2(t) + X
→

3(t)􏼒 􏼓

3
,

(13)

where X
→

α(t), X
→

β(t), and X
→

δ(t) are the position of first-,
second-, and third-best fitness value. D

→
a, D

→
β, and D

→
δ are

determined as above equations.

3.2.5. Implementation of GWO for MAED Problem. +e
implementation of the GWO algorithm to solve the ELD
complex problem with VPL is described in Figure 3 as
follows (see Algorithm 2).

Start

Particle feasible

Yes 

Create one particle randomly

Particle
feasible 

Yes 

Constraints
handling

No 

No 

P=1

Update inertia weight

No 

Print solution
Yes 

Update pbest

Update gbest and grms

Yes 

NO

Yes

NO

Read system data,
Initialize control parameters

Initial population count P=1

P=P+1

Evaluate fitness ppreceeding, pbest,
gbest, grms, inertia weight

Itr=1

Itr=Itr+1

≤0.001

P ≥ Population Size

Fitness ≥ old Fitness

Constraints
handling

Particle
feasible

Initial population count P=1

P=P+1

Constraints
handling

Update
ppreceding

Figure 1: Flowchart for MAED using DPSO.
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Start

Return to the main
program

Calculate generation at slack bus of area i as power demand of area i-sum of power
generation of (NGi–1) thermal generators of area i+ sum of tie-line power of area i

Slack ≥ Pmin ?

Slack ≤ Pmin ?

Slack = Pmax Slack = Pmin

Error of area i = Power demand of area i-Sum of power generation of Na thermal
generators of area i+ sum of tie line power of area i

Set all thermal generators of area i and tie-line
of area i within limits

Population= Population + share

Share = ε / (NGi thermal generators of area i + number
of connecting tie-lines of area i)

ε ≤ 0.001

Figure 2: Constraint management algorithm of DPSO.

Step 1: enter the system data and initialize all control parameters and new particles randomly.
Step 2: check the feasibility of the current particle; if it is not feasible, then run the constraint management algorithm.
Step 3: make an increment in population count by 1. Now check the population, if it is less than its maximum value, go back to Step 1.
Step 4: calculate fitness function through (equation (1)), preceding, grms, inertia weight, and constriction function via (equations
(5)–(7)).
Step 5: initialize iteration count.
Step 6: repeat Steps 1 and 2. Update preceding for the current particle. +en repeat Step 4.
Step 7: update grms and gbest.
Step 8: make an increment in iteration count by 1. If iteration did not reach its maximum value, repeat Step 8.
Step 9: print final results.

ALGORITHM 1: Particle encoding and initialization methodology algorithm.
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Start

Stop

Initialization of population of grey
wolves a,A,C

Calculate the fitness of each population
of grey wolves

Select the alpha α, beta β and delta δ
grey wolf using the fitness value

Error <=0.01

Update the position of each grey wolves
in the population

Update the value of a, A, C

Display the optimum fitness value and
its corresponding grey wolves

Figure 3: Flowchart for handling MAED problem by grey wolf optimizer.

Step 1: assign grey wolf population Xk (k� 1, 2, . . ., N); N� no of generators
Step 2: initialize a, A, and C
Step 3: compute the objective function values for each search agent
Step 4: find all solutions and initializ the best solution with them
Step 5: Xα � select first leader (archive)
Xβ � select second leader (archive)
Xδ � select third leader (archive)
z� 1;

Step 6: while (z<Max iterations)
Step 7: for every variable
Update position of present search solution by equations (8)–(13)
end for

Step 8: modernize a, A, and C
Compute fitness values of every solution
+en find other solutions
Update the solution with reference to best solutions

Step 9: If particle checking is full
Run the grid mechanism to omit one of the present archive members
Add the new solution to the archive end if

Step 10: If any new added solutions to the best solution are located shell to a hypercube
Update the population with other new solution(s) end if

Step 11: Xα � select leader (archive)
Exclude alpha from the archive temporarily to avoid selecting the same leader
Xβ � select leader (archive)
Exclude beta from the archive temporarily to avoid selecting the same leader
Xδ � select leader (archive)
Add back alpha and beta to the archive
t� t+ 1
end while

Step 12: return archive

ALGORITHM 2: Algorithm for handling MAED problem by grey wolf optimizer.
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4. Results and Discussion

+e constraints considered in this study made MAED
problem much more complex and difficult to solve than the
classical ED problem. DPSO and GWO techniques are used
and tested for the MAED problem on three systems having
different sizes and complexities. +e performance of both
DPSO and GWO variants is compared.

4.1. Description of the Test Systems

4.1.1. Test System 1: Single-Area Problem. +e first type of
system consists of only a single area with three generator
units and no tie line connection as shown in Figure 4.
Generator cost coefficients are as follows: fixed cost for 3
generators (a) is 561, 310, and 78; running cost (b) is 7.92,
7.85, and 7.97; andmaintenance cost (c) is 0.001562, 0.00194,
and 0.00482, respectively. +is case study’s upper and lower
generator limit is [600, 400, and 200] and [150, 100, and 50].
+e data for the test system is taken from [1].

In Table 2, results are taken by varying load demand, and
results are compared from the classical method, that is,
lambda-iteration method.

It is revealed from the results that all constraints are
satisfied within their limits. In the above case study, power
violation� zero means all constraints are satisfied and no
power loss occurs. From Figure 5, it is seen that the GWO
approach converges faster compared to the PSO approach.

4.1.2. Test System 2: Two-Area Problem with 1 Tie Line.
+e two areas with four generator units are tied through a
single tie line shown in Figure 6. Generator cost coefficients
adopted from literature [17, 45] are as follows: fixed cost for
4 generators (a) is 561, 310, 78, and 250; running cost (b) is
7.92, 7.85, 7.97, and 7.5; and maintenance cost (c) is
0.001562, 0.00194, 0.00482, and 0.00181 respectively. +is
case study’s upper and lower generator limit is [600, 400,
200, and 340] and [150, 100, 50, and 70]. In this case study,
the load is varied, and the corresponding tie line limit is also
varied. +e initial value for C1 and C2 is 1.8 and 0.2, re-
spectively. +e final value for C1 and C2 is 0.2 and 1.9,
respectively. +e results are concluded after 500 iterations
for both methods.

From Table 3, it is seen that power mismatch is zero, and
the system satisfies all the constraints within the prespecified
limits.(Table 4)..

+e results show the effectiveness of the GWO technique
over DPSO and ABCO techniques. +e generation cost and
execution time are less in the case of GWO as compared to
DPSO and ABCO. +e DPSO saves Rs. 12.4 over ABCO
approach and in the case of GWO Rs. 12.7 over ABCO.

From Figure 7, it is seen that the GWO approach
converges faster compared to the PSO approach.

4.1.3. Test System 3: Four-Area System. In this system, four
areas with ten generator units in each area are considered for
generation, including all constraints. All the generating units
included valve point loading coefficients. +e areas are fully

interconnected, that is, the power can flow between any two
areas. Hence, the system has four areas, each consisting of 10
generators and connected with three tie lines, as shown in
Figure 8.+e total demand for this case is 10,500MW. In this
case study, Area 1 shares 15% load demand, Area 2 shares
40% load demand, Area 3 shares 30% load demand, and
Area 4 shares 15% load demand. +e tie line limit from Area
1 to Area 2, fromArea 1 to Area 3, and from Area 2 to Area 3
or vice versa is taken as 200MW and that for the remaining,
each tie line is taken as 100MW. Along with this, other data
related to this case study is mentioned in Table 1. +e cost
coefficient data for 40 generators are adapted from [47].

+e dispatch of the current MAED problem consists of
power generation of each generator for every area and the
power flowing through the tie line given in the system. +e
dispatch schedule of the system, for the best run with
minimum cost, is presented below in Table 5.

+e DPSO and GWO are successfully applied to MAED
in MATLAB. +e scheduled dispatch of the problem
specified earlier is recorded for twenty-five test runs. +e
total cost and CPU time taken for each dispatch have been
presented in Table 6. +e analysis of these runs is also done,
and the results obtained are compared with other methods
reported in Table 7. +e Wilcoxon rank-sum test is per-
formed on cost values of both the approaches that are ob-
tained in 25 runs inMATLAB using the command rank-sum
and that command prompt return the p value of a two-sided
Wilcoxon rank-sum test equal to 2.4170×10−6 and h value
return equal to 1 that indicates a rejection of the null hy-
pothesis at the 5% significance level. +e struct format
returns zval and rank-sum values as 4.7150 and 881, re-
spectively, for the obtained cost values.

Table 8 shows the power flow between each pair of areas.
Every entry corresponds to the power flowing in the re-
spective tie line. As can be seen below, the diagonal entries
will always be zero because no tie line flows possible within
the area. +e MATLAB program has been run for various
combinations of iteration count and population size. +e
cost convergence curve is a plot of fuel cost obtained versus
iteration count. +e curve has been plotted for iteration
count and population size being one thousand and one
hundred, respectively. +is curve has been shown in
Figure 9.

It is visible that the convergence curves obtained by
solving Test System 3 using DPSO and GWO are shown in
Figure 9. It is initially observed that the rate of decrease of
the cost value is significant but slows down later, and GWO
shows better results after complete iterations.

From Table 7, it is concluded that the GWO approach is
better in terms of operating cost, execution time, and higher
efficiency, keeping in mind all the constraints so that the
power mismatch and violation are zero.

P1, P2 & P3,
AREA 1 Load = 850 MW

Figure 4: Test System 1: problem descriptions of 1 area and 3
generator units.
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Table 2: Results comparison of GWO, PSO, and classical method on 25 statistical runs.

PD (power demand) (MW) 850 (MW) 1000 (MW)

Method GWO PSO Classical method [1] GWO PSO Classical method [1]
Cost (Rs/hr) 8194.4 8194.4 8194.45 9583.1 9583.2 9583.1
P1 (MW) 391.84 392.52 393.2 463.11 458.06 462.11
P2 (MW) 337.59 334.07 334.6 392.05 396.46 394.25
P3 (MW) 120.57 123.41 122.2 144.84 145.48 143.64
CPU mean time 5.89 11.85 — 7.75 12.31 ---
Power violation 0.00 0.00 0.00 0.00 0.00 0.00

Table 3: Power dispatch of 4 units according to power demand.

Power (MW) PD � 1000 (MW) (DPSO) PD � 1000 (MW) (GWO) PD � 1120 (MW) (DPSO) PD � 1120 (MW) (GWO)
P1 381.73 381.59 444.95 422.5
P2 195.58 194.66 215.93 211.42
P3 118.3 118.46 139.05 167.63
P4 304.39 305.33 320.07 318.45
Tie line power flow (MW) 199.97 199.96 200 193.87

Table 4: Cost of 4 generating units according to demand PD � 1120MW.

Method Average cost (Rs/h) Best cost (Rs/h) Worst cost (Rs/h) Mean time (CPU sec) Standard deviation
DPSO 10,605.14439 10,605 10,605.3425 0.264437 0.063260
GWO 10,604.891 10,604.45 10,605.120 0.250588 0.056321
ABCO [24] 10,617.5431 10,608.6781 10,664.3588 4.3594 27.8354
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Figure 5: Convergence case of Test System 1 for both techniques.

P1 & P3
AREA 1

P2 & P4
AREA 2

70%
PD

30%
PD

Figure 6: Test System 2: problem descriptions of 2 areas and four generator units.
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Table 5: Results of power dispatch of 40 generators by both the approaches.

Generators DCPSO (MW) GWO (MW) Generators DCPSO (MW) GWO (MW)
P1 110.5595 114 P21 523.1689 514.147
P2 110.5595 114 P22 523.1689 514.147
P3 116.5595 66.015 P23 523.1689 534.211
P4 186.5595 83.204 P24 523.1689 534.211
P5 93.5595 97 P25 523.1689 468.288
P6 136.5595 74.3246 P26 523.1689 468.288
P7 260.2644 240.556 P27 10 10
P8 296.5595 280.241 P28 10 10
P9 296.5595 274.65 P29 10 10
P10 93.5595 130 P30 47 97
P11 94 216.98 P31 190 190
P12 94 205.18 P32 190 190
P13 125 312.94 P33 190 190
P14 486.610 418.54 P34 168.744 200
P15 486.610 422.66 P35 168.744 200
P16 486.610 422.66 P36 168.744 200
P17 486.610 500 P37 110 110
P18 486.610 500 P38 110 110
P19 536.610 550 P39 110 110
P20 536.610 550 P40 320.744 110
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Figure 7: Convergence case of Test System 2 for both techniques.

AREA 3
10 Generators

AREA 1
10 Generators

AREA 2
10 Generators

AREA 4
10 Generators

Figure 8: Problem descriptions of 4 areas, 40 generator units, and six tie lines.
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Table 8: Tie line results of Test System 3.

Tie line limit (MW) By DCPSO (MW) By GWO (MW)
1–2 107.5098 198.12
1–3 47.4277 −1.0910
1–4 7.8029 −99.9093
2–3 −186.610 −1.09910
2–4 −86.61 −99.9093
3–4 −73.1689 8.1111

Table 6: Run analysis of 25 runs of MAED using DPSO and GWO.

S. no. Cost (Rs/h) of DPSO Cost (Rs/h) of GWO CPU time (s) of DPSO CPU time (s) of GWO
1 123,738.3254 123,721.122 104.67 97.213
2 123,812.5644 123,712.325 61.53 90.534
3 123,877.6792 123,723.631 137.05 109.054
4 123,882.7808 123,792.833 115.45 94.658
5 123,759.8648 123,612.173 65.20 91.983
6 123,818.2971 123,623.243 59.45 87.449
7 123,738.3254 123,125.108 148.94 91.023
8 123,843.1507 123,612.793 147.37 88.998
9 123,776.3162 123,625.108 148.21 86.480
10 123,777.5035 123,593.503 155.19 87.001
11 123,847.6935 123,693.034 147.91 86.802
12 123,798.0078 123,572.307 61.02 89.112
13 123,717.4591 123,661.283 138.72 87.124
14 123,657.4212 123,724.197 140.33 87.501
15 123,599.2091 123,622.873 140.62 92.043
16 123,823.4058 123,599.024 133.54 87.009
17 123,764.0492 123,625.263 129.55 90.641
18 123,830.4886 123,656.898 106.70 87.608
19 123,881.4434 123,597.098 94.81 90.700
20 123,881.6 123,770.425 122.99 94.321
21 123,705.8138 123,711.371 76.46 93.112
22 123,722.2477 123,707.126 93.86 93.001
23 123,800.1607 123,605.183 108.31 86.992
24 123,935.3665 123,787.937 98.42 92.861
25 123,782.9852 123,591.523 119.06 90.992
Average 123,790.8864 123,642.695 114.21 90.986
Minimum 123,599.2091 123,572.307 59.45 86.48
Maximum 123,935.3665 123,792.833 148.94 109.05
Standard deviation 77.1306 66.65618 31.0525 4.779

Table 7: Result comparison of the identical problem by various techniques earlier and by both techniques.

Method Best cost Avg. cost Worst cost Mean CPU time (s)
ABCO [24] 1,24,009.4 — — 126.9
DE [24] — 1,24,544.1 — 134.8
EP [24] — 1,24,574.5 — 144.5
HCPSOGA [31] 1,23,531.2 — — 190.58
RCGA [28] 1,28,046.50 — — —
PSO [35] 1,28,403 — — —
IGOA [35] 1,23,273 — — —
FPA [34] 1,23,999.2 — — —
DPSO 1,23,599.20 1,23,790.88 1,23,935.36 114.2
GWO 1,23,125.108 1,23,642.695 1,23,792.833 90.986
Note: “—”: values are not given in papers.
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5. Conclusion

In this paper, the DPSO and GWO have been applied suc-
cessfully tomodel and solve themultiarea economic dispatch in
three different test cases. First, the MAED problem with
nonlinear cost function is solved on a single-area test system
consisting of 3 thermal generators. Second, DPSO and GWO
are applied on two-area test systems with four thermal units
with single tie lines. +ese are, after that, employed on a
multiarea test system consisting of 40 thermal units and six tie
lines. Optimum demand sharing of power generating units is
evaluated usingDPSO andGWOoptimization techniques.+e
simulation results reveal that GWO techniques produce
qualitative cost solutions without any constraint violation. A
significant improvement in the cost results has been obtained
compared to other optimization techniques discussed in the
literature. In the future, this work can be extended to work in
deregulated, stochastic, and contingent environments. +e
losses can also be calculated using the B-coefficients of thermal
generators in future research work. Ramp rate is also an im-
portant constraint that makes power system problems more
realistic and can also be considered in future research work.

Nomenclatures

aij, bij, and cij: +e cost coefficients of the jth
generator in area i (Rs/hr),
(Rs/hr MW−1), and (Rs/hr
MW−2)

C1 and C2: Acceleration coefficients for
the best and social experience
of PSO

C1b and C1p: Acceleration coefficients for
best and preceding experience

eij and fij: +e valve point effect
coefficients of the jth
generator in area i (Rs/hr,
MW−1)

gbestt: +e best particle during tth
iteration

grmst: Root mean the square
experience of the swarm
during tth iteration

itr: Current iteration count
itrmax: Maximum iteration count
PGij: +e real power output of the

jth generator in area i (MW)
Pmin

Gij
/Pmax

Gij
: Minimum/maximum

generation limits of jth
generator in area i (MW)

Pmin
Tim/P

max
Tim : Minimum/maximum tie line

power limit from area i to area
m (MW)

precedingn: Preceding position of nth
particle achieved based on its
just previous experience

PTim: Tie line real power flow from
area i to aream (MW) rand1()
and rand2() random numbers
in [0, 1]

Vt
n:+e velocity of nth

particle at tth iterationW:
+e velocity of nth particle at
tth iterationW:Inertia weight

PSO: Particle swarm optimization
GWO: Grey wolf optimizer
RCGA: Real codec genetic algorithm
ABCO: Artificial bee colony

optimization
MAED: Multiarea economic dispatch
PGi: Total real power generation in

area i (MW)
k:+e ratio of dynamic
cognitive and social
acceleration coefficients:

+e ratio of dynamic
cognitive and social
acceleration coefficientskw:
+e ratio of maximum and
minimum bound of the
inertia weight

M: Number of areas
NGi: Number of generating units

in the system in area i
PDi: +e total real power demand

of area i (MW)
Pbestn: +e best position of nth

particle achieved based on its
own experience

PD: +e total actual power
demand of the system (MW)

Wmin/Wmax: Minimum/maximum value of
inertia weight

∆t: Time step (s)
ζ1 and ζ2: Exponential constriction

functions
ɳ: +e ratio of the current and

maximum iteration count
ɳt: +e value of g at which

cognitive and social behavior
equalizes

µ: Constant
µ1 and µ2: Coefficients of exponent

terms
PSO-TVAC: PSO time-varying

acceleration coefficients
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Figure 9: Convergence case of Test System 3 for both techniques.
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DE: Differential evolution
EP: Evolutionary programming
DPSO: Dynamically controlled

particle swarm optimization
ED: Economic dispatch.
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-is paper presents the development of models for the prediction of power generation at the Samanalawewa hydropower plant,
which is one of the major power stations in Sri Lanka. Four regression-based machine learning and statistical techniques were
applied to develop the prediction models. Rainfall data at six locations in the catchment area of the Samanalawewa reservoir from
1993 to 2019 were used as themain input variables.-eminimum andmaximum temperature and evaporation at the reservoir site
were also incorporated. -e collinearities between the variables were investigated in terms of Pearson’s and Spearman’s cor-
relation coefficients. It was found that rainfall at one location is less impactful on power generation, while that at other locations
are highly correlated with each other. Prediction models based on monthly and quarterly data were developed, and their
performance was evaluated in terms of the correlation coefficient (R), mean absolute percentage error (MAPE), ratio of the root
mean square error (RMSE) to the standard deviation of measured data (RSR), BIAS, and the Nash number. Of the Gaussian
process regression (GPR), support vector regression (SVR), multiple linear regression (MLR), and power regression (PR), the
machine learning techniques (GPR and SVR) produced the comparably accurate prediction models. Being the most accurate
prediction model, the GPR produced the best correlation coefficient closer to 1 with a very less error. -is model could be used in
predicting the hydropower generation at the Samanalawewa power station using the rainfall forecast.

1. Introduction

Hydropower is one of the most widely used green energy
sources in the world today. It is not only renewable but also
highly reliable in generating and supplying power to national
grids. Usually, major hydropower plants are used to generate
electricity for the peak requirement of the countries. Most
importantly, hydropower can be generated at a relatively low
cost compared to other sources like thermal power.
-erefore, there is an extensive demand for hydropower
development in today’s world. For example, Norway pro-
duces more than 95% of its energy requirement by hy-
dropower while many other countries such as China, United
States, Brazil, and Canada also produce more and more

hydropower to meet their energy demands. -is is mainly to
achieve sustainable energy generation goals defined by the
countries themselves.

Hydropower in Sri Lanka also plays an important role as
the country now depends largely on thermal power gen-
erated by using imported coal and fuel oil. Sri Lanka was
successful in generating green energy in the 1990s, but not
much progress could be made due to the sudden increase in
demand. Recent statistics indicate that Sri Lanka has pro-
duced an average of one-fifth of its energy demand from
hydropower sources. Even though Sri Lanka has planned to
enhance the generation of renewable power, there is little
room for the construction of new major hydropower plants
beyond the existing network of power stations. Out of the
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four types of hydropower development, viz., run-of-river,
storage, pumped storage, and offshore hydropower plants,
the first two types are very common in Sri Lanka, but the
other types are still under discussion. Among the hydro-
power plants of storage type, the Samanalawewa hydro-
power development scheme showcases some important
features due to its location (located in Sabaragamuwa
province) and the relative high capacity for power genera-
tion. -is hydropower plant is in the water rich Walawe
basin, and the reservoir draws much attention not only from
the perspective of the hydropower development but also due
to its capacity as a primary source for irrigational purposes.
Moreover, the hydropower scheme at Samanalawewa has
drawn much attention due to a seepage leak from the res-
ervoir. In this context, identifying the impact of climate
change on the water resources is highly important for the
Samanalawewa hydropower plant. -ough a couple of
studies addressed this problem recently, a comprehensive
research on the prediction of power generation based on all
related weather indices has not yet been conducted [1].

In a nonparametric statistical analysis of the monthly
data over 26 years of the catchment rainfall associated with
the Samanalawewa power plant in Sri Lanka, Dabare et al. [1]
showed a positive correlation between the rainfall and the
hydropower generation. While proposing nonlinear analysis
for more specific conclusions, this study disavowed concerns
on the negative impact of climate change on the rainfall.
However, Suleiman and Ifabiyi [2] have revealed that the
reservoir variables of inflow, storage, and the turbine release
are strongly and positively correlated with the rainfall by
analyzing the rainfall data around the Shiroro hydropower
dam in Nigeria since 1990. Furthermore, they reported that
the optimized turbine releases ensured the year-round
power generation by the reservoir storage. However, a study
on the impact of rainfall and temperature on electricity
generation in Ghana pointed out that instability in climate
dependent hydrology could cause uncertainties in hydro-
power generation [3].

Artificial neural network (ANN) was widely used to
develop hydropower prediction models. Khaniya et al. [4]
applied seven training algorithms in the ANN technique to
predict the future power generation from 2020 to 2050 at the
Samanalawewa hydropower plant in Sri Lanka using rainfall
data for training and validation. Of these seven algorithms,
the Quasi Newton algorithm outperformed the others in
forecasting the hydropower to be generated within the next
three decades for two climatic scenarios. -is research
further pointed out that other reservoir variables such as air
temperature and humidity could also be used at the input
layer of the model along with the other variables, such as
reservoir inflow storage, turbine release, etc., which affect
energy generation. A futuristic study was carried out to
assess the impact of climate change on hydropower gen-
eration in Iran for two 3-decade periods (2020–2049 and
2070–2099) based on two climatic scenarios predicted by a
regional climate model, in which the rainfall and hydro-
power generation were simulated by an ANN and a reservoir
model [5]. -is study found a positive impact of climate
change on hydropower generation whose greater increase

occurred during the first 3-decade period than the second.
However, Beheshti et al. [5] expressed reservations on the
uncertainties in predicting reservoir variables and hydro-
power under climate scenarios and suggested further studies,
taking the variability in water allocation for irrigation into
account. In addition, the complex nonlinear relationship
between the rainfall and minihydropower generation in
gauged and ungauged catchments of Sri Lanka has been
studied recently using ANN, which showed a good corre-
lation between them at the gauged catchments compared to
ungauged catchments [6]. Based on the correlation values
between the observed and predicted energies, Abdulkadir
et al. [7] justified the use of neural network approaches in
modelling the hydropower generation as a function of
reservoir variables at two reservoirs along the River Niger in
Nigeria. Developing predictive models of the hydropower
generation in the Amazon, Lopes et al. [8] presented a
comparative analysis between polynomial and ANNs using
rainfall as the only input. Using three algorithms, group
method of data handling (GMDH), ANN with Lev-
enberg–Marquardt (ANN-LM), and ANN with Bayesian
regulation (ANN-BR), it was shown that GMDH is the most
appropriate algorithm to optimize the model result because
of its adroitness in selecting the variables at the model entry
layer and that ANN-LM algorithm failed to live up to ex-
pectations due to largely dispersed data and less accuracy.

Boadi and Owusu [9] used regression analysis to quantify
the fluctuations in hydropower generation at the Akosombo
hydroelectric power station in Ghana and emphasized the
urgency in exploring alternative power sources to overcome
energy security issues for sustainable development. Having
used data over two consecutive 2-decade periods (1970–1990
and 1991–2010), their study reported that 21% of interannual
fluctuation in power generation is accounted for by the
rainfall variability, and that 72.4% of the same is explained by
the El Niño-southern oscillation (ENSO) phenomenon and
the lake water level. In another study, the streamflow and the
potential hydropower generation were modelled using a data-
basedmethodology inMidWales, where the projected impact
of climate change on a hypothetical small power plant was
assessed [10]. Its results showed an increase (decrease) in the
streamflow and power output during winter (summer)
months. Furthermore, Khaniya et al. [11] applied the Man-
n–Kendall test and Sen’s slope estimator tests in a trend
analysis to assess the performance of a minihydropower
station in Sri Lanka based on 30-years of rainfall data and 6
years of electricity generation associated with the power plant.
-is study proved a positive rainfall trend at several rain
gauging stations except in November and January while as-
suring the stability of the catchment area in the wake of
climate variability. Nevertheless, research on regression-based
predictionmodels to predict the hydropower generation in Sri
Lanka is highly limited. -erefore, this research focuses on
developing regression-based prediction models to predict the
hydropower development capacity of the Samanalawewa
hydropower development scheme.

In the next section on study area and data, the Sama-
nalawewa catchment area, meteorological data used, and
their relationship to power generation are elaborated.
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Section 3 describes the regression techniques, methodology,
and the evaluation criteria of the model performance.
Section 4 presents the results and discussion where the
models developed on monthly data, models based on
quarterly rainfall data, and the salient features of the me-
teorological factors used are explained along with a com-
parison on findings from similar research work in some
other countries. -e paper is wrapped up with the major
conclusions in Section 5.

2. Study Area and Data

2.1. Samanalawewa Catchment Area. Samanalawewa hy-
dropower plant and its reservoir are in the Balangoda area
in the Ratnapura district of Sri Lanka (coordinates of the
power plant are 06°40′48″N, 80°47′54″E). -e con-
struction of the dam commenced in 1986 and commis-
sioned in 1992. -e project was carried out with financial
support from Japan and the United Kingdom. It is a
major hydropower scheme in the country and based on
the Walawe River. -e dam has a height of 110 m from its
foundation and is 530m in length. It is a rock-filled dam
and holds 218 million m3 of water out of 278 million m3 of
total capacity. -e balance 60 million m3 is kept for the
dead storage [12].

-e catchment area of the Samanalawewa reservoir is
presented in Figure 1.-e catchment area is around 372 km2

and lies in the wet zone of the country, which receives a
significant annual rainfall (annual average of 2867mm) [13].
-erefore, the reservoir has a good overall water capacity
throughout the year and generates 124MW of electricity
using two turbines.

A seepage leak was identified in the reservoir while it
was under construction. -ough it was treated at that time,
the leakage continued even after the construction. As this
is not through the dam, it has not caused any instability to
the dam. -e seepage is measured to be 2m3/s and,
thereafter, that lost water is used to run a minihydropower
station. For this reason, the Samanalawewa reservoir and
the dam have captured the interest of power engineers.
Due to all these reasons, it is highly important to analyze
the hydropower scheme in light of changing climate and to
forecast the power generation using key reservoir
variables.

2.2. Meteorological Data and )eir Observational
Relationships to Power Generation

2.2.1. Rainfall Data. Twenty-six (26) years of rainfall data
from 1993 to 2019 measured at 6 locations in the catchment
area, Alupola, Detanagalla, Balangoda, Nagarak Estate,
Belihuloya, and Nanperial, were purchased from the De-
partment of Meteorology, the state repository of climate data
in Sri Lanka. -e highest mean annual rainfall during this
period (4272mm) was recorded at Alupola and the lowest
(2170mm) at Balangoda, while the other locations of
Detanagalla, Nagarak Estate, Belihuloya, and Nanperial had
received 2843mm, 2247mm, 2785mm, and 2330mm of
annual mean rainfall, respectively. Table 1 shows the

summary of major statistics (minimum, maximum, average,
and standard deviation) of the monthly rainfall data at the
six locations.

Coherent with the above mean annual figures, the
highest and the lowest monthly average rainfalls (358mm
and 183mm) are also reported fromAlupola and Balangoda,
respectively. -e minimum values indicate that three lo-
cations (Nagarak Estate, Belihuloya, and Nanperial) have
received no rainfall (0mm) during the months mentioned in
Table 1, while Detanagalla has experienced the highest
monthly rainfall (1371mm) in November 2006.

Figure 2 shows the monthly rainfall averaged over the
period, 1993–2019, at the six locations in the catchment area.
It can be seen that heavy rainfall has prevailed at each lo-
cation during the months of April and November, which fall
within the South-west and North-east monsoon periods of
the country, respectively, and the slightly higher values in
November imply the greater effect of the North-east
monsoon than the South-west monsoon on the rainfall in
the catchment area. It is also obvious that except at one
location (Alupola), the least rainfall (upto 100mm) has
occurred during the 4-month period from June to Sep-
tember, which is less than one-third of the heavy rainfall
during the monsoon periods.

Except during the 3months fromDecember to February,
the solitary location of Alupola has continued to receive
much higher rainfall producing the highest mean annual and
the highest monthly average noticed in Table 1.

2.2.2. Evaporation Data. Figure 3 shows the monthly mean
evaporation at the Samanalawewa reservoir site during the
period from 1993 to 2019. According to this figure, the
highest monthly mean evaporation (>4.5mm) occurs during
the 4-month period from June to September, which coin-
cides with the same period with the least monthly rainfall
averaged over the period of data at five locations described in
Figure 2.-e period fromNovember to January indicates the
lowest mean evaporation (<3.45mm), while the monthly
mean evaporation from February to October is greater than
4mm. It can also be traced that subdued mean evaporation
in April and November correspond to the monthly rainfall
averages peaked in the same months, as shown in Figure 3.

2.2.3. Temperature Data. Figure 4 depicts the monthly mean
maximum and minimum temperatures with their maxima
and minima at the reservoir site for the period of 1993–2019.
-e lowest maximum temperature prevails during the cooler
months of November to January, which picks up in February
and maximizes in March and April. After the cooler months,
the maximum temperature hovers between 33.8°C and
34.0°C and remains approximately the same (34–34.2°C)
through the warmer months of July to September. Similarly,
the minimum temperature reaches its lowest figures during
the same cooler months but attains the highest values within
23.8°C to 24.4°C during June to August period. It picks up
steadily from January to June and decreases gradually to-
wards the cooler months.
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2.2.4. Power Generation Data. -e annual power genera-
tion and its variation (from year 1993 – 2019) can be clearly
seen from Figure 5. It can be traced that power generation
has dropped sharply to 152GWh in 1996, and since then,

similar declines have occurred after every 5-6 years in 2002,
2007, 2012, and 2017 compared to the years around them.
Similarly, the power generation has shown local maxima
after every 5 years since 1993, and these maxima have
occurred immediately after the years with local minima
except in 1998.

Table 1: Summary of monthly rainfall data.

Location Alupola
(RF1)

Detanagalla
(RF2)

Balangoda
(RF3)

Nagarak Estate
(RF4)

Belihuloya
(RF5)

Nanperial
(RF6)

Minimum rainfall (mm) and month occurred

24.5 2.7 4.7 0.0 0.0 0.0

12/1996 09/2016 05/1996
01/2009
02/2009
06/2012

09/2016 08/2001
07/2002

Maximum rainfall (mm) and month occurred 1160
05/2016

1371
11/2006

735
04/2015

661
11/2012

926
11/2012

930
11/2006

Average rainfall (mm) 358 239 183 188 233 193
Standard deviation (mm) 202 189 146 153 211 181
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-e minimum power generation (1.1GWh) during the
whole study period was found in November 2016. -e as-
sociated rainfall during the preceding months of the same
year was compiled with its November values at the six lo-
cations in Table 2 along with the power generated. -is table
shows that, except at Alupola, the rainfall has drastically
decreased at other locations during the 4 month period from
June to September, before picking up in October and reaching
much higher values in November. Although power was
generated uninterrupted, the effect of low rainfall has reflected
through the nominal power outputs during September to
November. It can also be understood that the rainfall expe-
rienced in November is comparable with the corresponding
average values at each location presented in Figure 1, and that
it has not created any positive impact on the power generated
during the same month at the Samanalawewa power plant.

Furthermore, the monthly power generation averaged
over the study period (1993–2019) was considered along
with its maximum and minimum, shown in Figure 6. A
detailed examination into data revealed that the maximum
monthly power generation of 80.7 GWh was reported in
January 1998, subsequent to a much higher rainfall since
September 1997, e.g., a monthly rainfall over 340mm at
Alupola and Detanagalla. Moreover, Figure 6 shows the
highest power generation during the two periods: April-May

and November-January, which fall soon after the two
months with the heaviest rainfall, April and November,
indicated by the peaks in Figure 2. -erefore, it is evident
that the rainfall of a particular month does not affect the
power generation of the same month at Samanalawewa,
which can justify the use of quarterly rainfall data for
modelling instead of monthly data in this research.

3. Regression Techniques and Methodology

-e hydropower generation at Samanalawewa from the year
1993 to 2019 was modelled in two time scales of monthly and
quarterly data. Regression-based models were first devel-
oped by applying Gaussian process regression (GPR),
support vector regression (SVR), multiple linear regression
(MLR), and power regression (PR) to express the hydro-
power as a function of the catchment rainfall in monthly and
quarterly scales. -en, another set of models was developed
by applying the same techniques on multiple weather in-
dices, viz., rainfall, mean reservoir evaporation, and mean
minimum and maximum reservoir temperatures. -ree
options were considered based on the formation of quarterly
data, such that Option 1 comprises of the grouping of
months: Jan-Mar, Apr-Jun, Jul-Sep, and Oct-Dec, while
Option 2 comprises of Feb-Apr, May-Jul, Aug-Oct, and
Nov-Jan grouping. Option 3 included the clustering of
months: Mar-May, Jun-Aug, Sep-Nov, and Dec-Feb. -e
models developed were then tested using the performance
indicators given in equations (8)–(12) to understand the
performance of the regression models.

-e machine learning based models (SVR and GPR) were
developed in theMATLAB environment (version 9.4.0.813654-
R2018a), while the statistical models (MLR and PR) were
developed by programming in the R software (R 4.0.3).

3.1. Support Vector Regression. Support vector regressions
(SVRs) are supervised machine learning models based on a
regression algorithm that can deal with nonlinear data for
prediction. It is highlighted due to its robustness and high
prediction accuracy in the presence of dimensionality of
the input space [14]. -e training and testing data used in
SVR are assumed to be independent and identically dis-
tributed having an unknown probability function. SVR
develops a linear hyperplane that transforms multidi-
mensional input vectors (weather indices) into output
values (power generation), which are then used to predict
future output values. For linear function f, a set of n

number of data points P � (xi, yi), where xi is the input
vector of a data point i and yi is its actual value, the hy-
perplane f(x) is given as follows [15]:

f(x) � wxi + b, (1)

where w is the slope and b is the intercept. For nonlinear
relations, a map φ that translates xi into a higher-dimen-
sional feature space needs is defined. -en, w becomes a
function of φ(xi), and the Kernel function is defined as a
product as follows:
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k xi, x( 􏼁 � ϕ xi( 􏼁ϕ(x). (2)

In this research, 5-fold crossvalidation was applied using 4
folds for training and the other fold for evaluation. It was re-
peated 5 times, using one different fold for evaluation each time.
SVR-based prediction models were developed by applying
Kernel functions of linear, quadratic, cubic, fine Gaussian,
medium Gaussian, and coarse Gaussian, and the model that
gives the lowest RMSE was selected for further analysis.

3.2. Gaussian Process Regression. Gaussian distribution is
defined by its mean and the standard deviation, charac-
terized by a symmetrical curve about themean that coincides
with the mode and the median. In statistical analysis, a
Gaussian process is a stochastic process with every finite
collection of random variables having a multivariate normal
distribution [16]. Gaussian process regression (GPR) is
nonparametric and useful in dealing with small datasets.
Another advantage is its capacity to address uncertainty
measurements of the predictions. A Gaussian process is
denoted as follows [17]:

f(x) � GP(m(x), k(x, x
�
)), (3)

where m(x) and k(x, x
�
) are the mean function and the

covariance function, respectively. -e mean function m(x)

is the expectation of the function f(x) at the point x, and the
covariance function is a measure of the confidence level for
m(x). In this research, GPR-based models were developed
by applying Kernel functions of rational quadratic, expo-
nential, squared exponential, and Matern 5/2, and the model
with the lowest RMSE was selected for further analysis.

3.3. Multiple Linear Regression. Multiple linear regression
(MLR) assumes a linear relationship among the independent
and dependent variables. -erefore, the best fit is described
by a straight line of the relationship wherein the data are
assumed to be normally distributed [18]. -e general
mathematical formula of the MLR model for n number of
independent variables is written as follows [19]:

y � β0 + β1 x1 + β2 x2 + · · · + βi xi + · · · + βn xn + ε, (4)

where y is the dependent variable (power generation), β0 is
the intercept on the y axis, βi is the slope coefficient of the ith
input variable xi, and ε is the model error.

3.4. Power Regression. Power regression (PR) develops a
power relationship among the variables. -e nonlinearity of
data was considered in PR, which modelled the power
generation proportional to the product of powers of the
independent variables as follows [20–22]:

y � ax
b
1x

c
2 · · · x

p
n , (5)

where n is the number of observations and a, b, c, . . . , p are
constants.

3.5. Correlation Coefficient. Pearson’s and Spearman’s cor-
relation coefficients were used to assess the collinearity
among each pair of input and output variables. Monthly and
quarterly data were used to determine the correlation
coefficient.

Pearson’s correlation coefficient is the most commonly
used test statistic for measuring the linear dependency of two
normally distributed random variables as it takes both
variance and the covariance into account [23]. It indicates
both the degree and the direction of the association, if any.
Pearson’s correlation coefficient (RP) of two random vari-
ables X and Y is mathematically presented as follows [24]:

Table 2: Power generation and the rainfall received from June to November of 2016.

Month Power
(GWh)

Rainfall (mm)
Alupola
(RF1)

Detanagalla
(RF2)

Balangoda
(RF3)

Nagarak Estate
(RF4)

Belihuloya
(RF5)

Nanperial
(RF6)

Jun 2016 33.4 236 26 61 18 8 18
Jul 2016 13.5 148 37 29 39 49 40
Aug 2016 13.4 241 8 19 14 19 14
Sep 2016 2.9 220 3 17 6 0 6
Oct 2016 2.5 581 93 131 100 77 102
Nov 2016 1.1 591 350 419 349 518 358
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Figure 6: Monthly power generation averaged over the period
from 1993 to 2019.
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RP �
covariance(X, Y)

����������
variance(X)

􏽰 ����������
variance(Y)

􏽰 �
􏽐

N
i�1 xi − x( 􏼁 yi − y( 􏼁

������������������������

􏽐
N
i�1 xi − x( 􏼁

2
􏽐

N
i�1 yi − y( 􏼁

2
􏽱 , (6)

where −1 ≤ RP ≤ + 1. -e values of RP closer to ±1 are the
evidence for strong associations, which should be reflected
on the scatter plot between the two variables with close
congregation of points around the line of the best fit. -e
intervals [±0.66, ±1], [±0.33, ±0.65], and [±0.32, 0] of RP are
considered as strong, medium, and low degree correlations,
respectively.

Spearman’s correlation coefficient may be viewed as the
nonparametric counterpart of Pearson’s correlation coeffi-
cient for nonlinear data, which also measures both the
strength and direction of the two variables [25]. Its value also
varies between −1 and +1 having a similar interpretation as
for Pearson’s correlation coefficient. -e mathematical form
of Spearman’s correlation coefficient (rs) is defined as fol-
lows when it is applied to n pairs of rank variables, and the
ranks are distinct integers,

rs � 1 −
6􏽐 d

2
i

n n
2

− 1􏼐 􏼑
, (7)

where di is the difference between the ranks of the two
observations.

3.6. Evaluation Criteria of Developed Models. -e following
statistical measures: the correlation coefficient (R), mean
absolute percentage error (MAPE), ratio of the root mean
square error (RMSE) to the standard deviation of the
measured data (RSR), BIAS, and the Nash number were
used to evaluate the dexterity of each model developed in the
present study based on the mathematical formula indicated
in the following equations:

correlation coefficient; R �
􏽐

N
i�1 xi − x( 􏼁 yi − y( 􏼁

������������������������

􏽐
N
i�1 xi − x( 􏼁

2
􏽐

N
i�1 yi − y( 􏼁

2
􏽱 ,

(8)

MAPE �
1
N

􏽘

N

i�1

xi − yi

xi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
× 100, (9)

RSR �

����
MSE

√

σx

, (10)

BIAS �
􏽐

N
i�1 yi − xi( 􏼁

N
, (11)

Nash number � 1 −
􏽐

N
i−1 xi − yi( 􏼁

2

􏽐
N
i−1 xi − x( 􏼁

2
⎡⎣ ⎤⎦, (12)

where xi is the actual power generation, yi is the predicted
power generation, x and y are their means, N is the number
of data values, and σx is the standard deviation of actual
power generation. -e values of MAPE and RSR closer to

zero and R the Nash number closer to 1 imply more accurate
models for the prediction of power generation. A zero BIAS
means accurate models, whereas its negative and positive
values would indicate underestimation and overestimation,
respectively.

4. Results and Discussion

-e following subsections present the results obtained from
the regression analysis for hydropower generation at the
Samanalawewa hydropower plant based on the catchment
rainfall, reservoir evaporation, and temperature. -e anal-
ysis was carried out using the regression models described in
the previous section.

4.1. Models Developed Based on Monthly Data.
Correlations between the hydropower generation and the
monthly rainfall of six rain gauges in the catchment area are
presented in Table 3. Results clearly show that there is very
little correlation between the power generation and rainfall
at monthly scale.

-is observation is further consolidated by the perfor-
mance (R) of the regression models in the monthly scale,
shown in Table 4. Out of the SVR models developed by
applying six types of kernels, the fine Gaussian SVR dem-
onstrated the best performance. Exponential GPR is the
most accurate among the GPR models developed by ap-
plying four kernels. -e results revealed that none of the
regression-based prediction models is accurate when the
monthly rainfall at the catchment area is used as the input
variables.

Based on these results, it can be clearly concluded that
the monthly scale is not appropriate for regression analysis
in compliance with the observations drawn from Table 2.
-erefore, quarterly models were developed by using
quarterly rainfall data as input variables.

4.2. Quarterly Models Developed Based on Rainfall Data.
-e following results presented in Table 5 and Figure 7 are
based on the models developed with respect to the quarterly
rainfall data. Figure 7 shows the relationship between the
observed power generation and the predicted power
generation produced by the regression-based prediction
models.

Based on the deviations of the predictions, it can be
clearly seen that the machine learning models (Figures 7(a)
and 7(b)) outperform the statistical models (Figures 7(c)
and 7(d)). Fine Gaussian SVR outperformed the other five
types of SVR-based models, while the rational quadratic
GPR was the most accurate among the GPR-based models.
Power generation values predicted by the SVR and GPR
models are closer to the reality, which correspond to the
coefficient of correlation reaching 1 with least error in
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terms of MAPE, BIAS, Nash number, and the RSR (Ta-
ble 5). -e excellence of GPR compared to SVR is evident
from the highest R and Nash number, least MAPE and RSR,
and a smaller BIAS.

Moreover, the coefficients of correlation are much
higher in Table 5 compared to those in Table 4, which re-
inforces the appropriateness of using quarterly data instead
of the monthly data. Among the four techniques, the models
based on SVR and GPR show much better performance
compared to the other two models. -e MLR model has the
lowest performance as indicated by the performance eval-
uators of R and the MAPE in particular. Furthermore, it has
the highest BIAS and RSR as well. -erefore, compared to
other regression models, the GPR model can be recom-
mended as an outstanding technique.

4.3. Quarterly Models Developed Based on Four Meteoro-
logical Factors. Table 6 summarizes the correlation coeffi-
cients generated by all the models for the three seasonal
options tested on quarterly basis with respect to the four
climatic variables. In all three seasonal options, fine
Gaussian SVR was the best among SVR-based models.
Rational quadratic outperforms other GPR kernels in the
first and second seasonal options, while Matern 5/2 was the
best GPR in the third seasonal option. As was seen in Table 5,
the GPR model has outperformed the other regression
models. Furthermore, equally better performance can be
seen between the GPR and SVR models. Similarly close
results are observed between these models irrespective of the
three seasonal clusters used in the quarterly analysis. In
addition, the correlation coefficients suggest that the MLR
and PR are not the best regression techniques to predict the
hydropower generation in the Samanalawewa hydropower
plant in Sri Lanka.

Table 7 presents Pearson’s and Spearman’s correlation
coefficients between the power generation and each catch-
ment rainfall of the six rain gauges and among the paired
rain gauges. According to the interpretation of the size of
these coefficients introduced in Section 3.5, it can be noticed
that very strong pairwise correlations exist between the
rainfall received in the catchment areas of Balangoda (RF3),
Nagarak Estate (RF4), Belihuloya (RF5), and Nanperial
(RF6), respectively. Moderate correlations appear between
the power generation and each of the five rain gauges except
at Alupola (RF1). -e only exception with the weakest
correlation between rainfall and the power generation is
reported from Alupola.

Figure 8 illustrates the relationship between the
predicted and the observed power generation. -e strong
linear relationships between the observed and predicted
values in Figures 8(a) and 8(b) indicate that machine
learning (SVR and GPR) models forecast the hydropower
generation with remarkable accuracy (more than 87%).
However, the predicted power generation for the MLR and
PR regression models is scattered around the line of best fit
as shown in Figures 8(c) and 8(d).

-e results shown in Table 6 and Figure 8 are further
verified by the model performance indicators in Table 8,
which arise from the four regression models applied for
Option 1. -e GPR regression model presents the best re-
sults with the lowest errors and the highest correlation
coefficient. -erefore, it can be concluded that the GPR
regression model is a better regression model compared to
others to predict the hydropower generation in the Sama-
nalawewa hydropower plant.

Similar observations and findings could be seen in the
other two options too (which are not shown here). -ere-
fore, the superiority of the GPR model could be generalized
for the power generation at Samanalawewa irrespective of
the seasonal options.

4.4. Comparison of Similar Research. Table 9 presents a
summary of some related work in the literature on the
prediction of hydropower generation based on climatic data
and using different modelling techniques in several coun-
tries. Most of the research studies are based on ANNs. A
major drawback of ANNs was discussed in the introduction
section of this paper. Even though they showcased better
results, the black box environment in analysis leads to less
information of the relationship. Some other methods like
stepwise regression have also been used to predict the hy-
dropower development. However, in most of these studies,
only one statistical measure, i.e., correlation coefficient, was
used to evaluate the prediction accuracy. -erefore, it could
be analytically proved with evidence that out of the four
prediction models developed in this study, the GPR has
shown excellent performance and even outperformed all the
models cited here. In particular, in the previous study
conducted on the Samanalawewa hydropower generation,
only the ANN was applied, and the performance was
evaluated only in terms of the correlation coefficient and the
MSE [6]. All the ANN-based prediction models were found

Table 3: Coefficient of correlation between hydropower generation
and monthly rainfall.

Rainfall of rain gauges RF1 RF2 RF3 RF4 RF5 RF6
Coefficient of correlation 0.07 0.25 0.24 0.17 0.16 0.11

Table 4: Performance of the predictionmodels for monthly rainfall
data.

Regression technique SVR GPR MLR PR
R 0.25 0.28 0.29 0.39

Table 5: Performance of the regression models based on quarterly
rainfall.

Statistical measure (performance
indicator)

Regression technique
SVR GPR MLR PR

R 0.86 0.95 0.49 0.61
MAPE (%) 20.2 7.0 60.3 39.3
BIAS −0.7 0.4 7.1 −4.9
Nash 0.7 0.9 0.2 0.2
RSR 0.5 0.3 0.9 0.9
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Figure 7: Predicted power generation against the observed power generation. (a) For SVR. (b) For GPR. (c) For MLR. (d) For PR.

Table 6: Correlation coefficients for the regression models based on quarterly climatic data.

Regression technique
SVR GPR MLR PR

Option 1 0.87 0.92 0.60 0.67
Option 2 0.87 0.91 0.44 0.45
Option 3 0.91 0.94 0.44 0.45

Table 7: Matrix of Pearson’s (R) and Spearman’s (rs) correlation coefficients.

Power 1

RF1
R� 0.10
rs � 0.11 1

RF2
R� 0.35
rs � 0.39

R� 0.38
rs � 0.39 1

RF3
R� 0.33
rs � 0.35

R� 0.50
rs � 0.50

R� 0.83
rs � 0.90 1

RF4
R� 0.45
rs � 0.46

R� 0.36
rs � 0.34

R� 0.85
rs � 0.86

R� 0.85
rs � 0.87 1

RF5
R� 0.35
rs � 0.39

R� 0.38
rs � 0.40

R� 0.90
rs � 0.94

R� 0.94
rs � 0.94

R� 0.90
rs � 0.90 1

RF6
R� 0.34
rs � 0.38

R� 0.28
rs � 0.30

R� 0.88
rs � 0.89

R� 0.80
rs � 0.85

R� 0.90
rs � 0.91

R� 0.88
rs � 0.91 1

Power RF1 RF2 RF3 RF4 RF5 RF6
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Figure 8: Predicted power generation vs. the observed power generation. (a) For SVR, (b) For GPR, (c) For MLR, (d) For PR.

Table 8: Performance of the models based on quarterly climate data for option 1.

Statistical measure (performance indicator)
Regression technique

SVR GPR MLR PR
R 0.87 0.92 0.60 0.67
MAPE (%) 9.7 4.5 46.1 35.7
BIAS −2.5 −0.4 −0.01 −7.1
Nash 0.9 0.9 0.4 0.3
RSR 0.4 0.3 0.8 0.8

Table 9: Comparison of previous related studies.

Ref Country of
study Input variables Modeling technique Performance of the

models
[3] Ghana Temperature and rainfall Statistical analysis —

[6] Sri Lanka Rainfall

ANN (LM) R� 0.86
MSE� 1.03×106

ANN (BR) R� 0.73
MSE� 8.9×103

ANN (SCG) R� 0.76
MSE� 7.42×105
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less accurate than the GPR-based model presented in this
paper. In this sense, the scientific contribution of the present
paper is well justified.

5. Conclusions

-epaper presented highly accurate models for the prediction
of hydropower generation by using machine learning tech-
niques. Particularly, the GPR-based prediction models out-
performed the other techniques used in this research, as well
as in similar studies conducted on hydropower plants located
in other countries. -erefore, when the future rainfall of the
catchment area is known by forecast, the power generation at
the Samanalawewa hydropower station can be predicted
accurately. It could also be concluded that the monthly
rainfall is not reflected through the power generated during
the same month at Samanalawewa. -e lack of correlation
between the hydropower generation and the monthly rainfall
of rain gauges in the catchment area clearly indicated that
monthly data are not the best for forecasting the power
generation, rather it is the quarterly rainfall that produced the
most accurate predictions with high correlation.

-e prediction of power generation at this major power
plant in Sri Lanka will certainly provide useful information,
not only for the energy authorities of the country but also for
the policy makers, investors, and the government in ensuring
uninterrupted power supply through an environmentally
friendly renewable source at affordable cost to the consumers.
-e climate models can effectively be used in forecasting the
climate patterns for future years under different representative
concentration pathways (RCP2.6, RCP4.5, RCP6, and RCP8.5).
-ese predicted climate data can be used in the prediction
models developed in this study to forecast the hydropower
generation at the Samanalawewa hydropower plant in future
years (in 2030 to 2099). -us, the findings of this research
would be highly useful for the future planning processes.
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P. A. M. Rolim, and A. G. da Silva, “Artificial neural networks
approaches for predicting the potential for hydropower
generation: A case study for Amazon region,” Journal of
Intelligent & Fuzzy Systems, vol. 36, no. 6, pp. 5757–5772,
2019.

[9] S. A. Boadi and K. Owusu, “Impact of climate change and
variability on hydropower in Ghana,” African Geographical
Review, vol. 38, no. 1, pp. 19–31, 2019.

[10] D. Carless and P. G. Whitehead, “-e potential impacts of
climate change on hydropower generation in Mid Wales,”
Hydrology Research, vol. 44, no. 3, pp. 495–505, 2013.

[11] B. Khaniya, H. G. Priyantha, N. Baduge, H. M. Azamathulla,
and U. Rathnayake, “Impact of climate variability on hy-
dropower generation: A case study from Sri Lanka,” ISH
Journal of Hydraulic Engineering, vol. 26, no. 3, pp. 301–309,
2020.

[12] K. Laksiri, “Amodern addition—uncovering Samanalawewa,”
International Water Power and Dam Construction, Archived
from the original on 2010-01-09. Retrieved 2009-06-27, 2004.

[13] K.-H. Nagel, “Limits of the geological predictions con-
structing the Samanalawewa pressure tunnel, Sri Lanka,”
Bulletin of the International Association of Engineering Ge-
ology, Springer, vol. 45, no. 1, , pp. 97–110, Berlin, Germany,
1992.

[14] M. Awad and R. Khanna, Efficient Learning Machines: )e-
ories, Concepts, and Applications for Engineers and System
Designers, Springer nature, Basingstoke, UK, 2015.

[15] M. Wauters and M. Vanhoucke, “Support vector machine
regression for project control forecasting,” Automation in
Construction, vol. 47, pp. 92–106, 2014.

[16] D. Kong, Y. Chen, and N. Li, “Gaussian process regression for
tool wear prediction,” Mechanical Systems and Signal Pro-
cessing, vol. 104, pp. 556–574, 2018.

[17] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for
Machine Learning, -e MIT Press, Cambridge, MA, USA,
2006.
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