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With the new wave of urbanization, increasingly stringent
emission standards, and intense pressure to improve the effi-
ciency of private and public transportation, the development
of more sustainable transportation systems becomes one of
the fundamental social challenges of the next decade. Con-
nected vehicles have been envisioned to provide enabling
key technologies to enhance transportation efficiency,
reduce incidents, improve safety, and mitigate traffic conges-
tion impacts. The seamless integration and convergence of
vehicular communication networks, information and trans-
portation systems, and mobile devices and networks will face
a number of technical, economic, and regulatory challenges.
It is of paramount importance to (i) design vehicular com-
munication systems that enable road users and other actors
to exchange information in real-time with high reliability;
(ii) enable pervasive sensing to monitor the status of vehicles
and the surroundings; (iii) develop data analytics tools for
processing large amounts of data generated by the connected
vehicles; and (iv) develop middleware platforms for data
management and sharing.

Within this context, we present a collection of high-
quality research papers presenting the latest developments,
current research challenges, and future directions in the
use of control, communication, and emerging technologies
for safer and more efficient communication and networking
of connected vehicles.

Z. Wang and his research fellows aim to achieve efficient
bandwidth aggregation of heterogeneous wireless networks
in vehicle-to-ground communication. A network coding
scheme called Delay Determined Group Size (DDGS) is pro-
posed for adaptively adjusting the coding group according to

the heterogeneous wireless network state. The mathematical
analysis and process design of the DDGS scheme are dis-
cussed in detail. A large number of simulations proved that
the DDGS scheme is significantly superior to other coding
group determination schemes in terms of decoding time cost
and bandwidth aggregation efficiency. DDGS is very suitable
for heterogeneous networks with low latency, high band-
width links, high latency, and low bandwidth links in vehicle
networks.

As one of the important parts of an intelligent transpor-
tation system (ITS), the V2V communication system allows
vehicles to exchange information about the surrounding
traffic situation to improve safety, reduce traffic congestion,
and provide a comfortable driving experience. The channel
characteristics are of vital importance in the research, design,
and deployment of the V2V communication system. L.
Xiong et al. in Beijing Jiaotong University investigate the
vehicle-to-vehicle (V2V) channel characteristics in peak
hours at the 5.9GHz band in two typical urban road scenar-
ios, the urban straight road and the intersection. The chan-
nel characteristics, such as path loss, root mean square
(RMS) delay spread, and angular spread, are derived from
the ray-tracing (RT) simulations. Due to the low height of
antennas at both the transmitter (Tx) and the receiver
(Rx), the line of sight (LOS) between the Tx and the Rx will
often be obstructed by other vehicles. Based on the RT
simulation results, the shadowing loss is modelled by the
multimodal Gaussian distribution, and path loss models in
both LOS and non-LOS (NLOS) conditions are obtained.
And the RMS delay spread in two scenarios can be modelled
by the Weibull distribution. In addition, the deployment of
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an antenna array is discussed based on the statistics distribu-
tion of the angular spread.

How to improve delay-sensitive traffic throughput is an
open issue in vehicular communication networks, where a
great number of vehicle to infrastructure (V2I) and vehicle
to vehicle (V2V) links coexist. To address this issue, Y.
Huang et al. in Chongqing University of Arts and Sciences
propose a hybrid deep transfer learning scheme for allocat-
ing radio resources. Specifically, the traffic throughput max-
imization problem is first formulated by considering
interchannel interference and statistical delay guarantee.
The effective capacity theory is then applied to develop a
power allocation scheme on each channel reused by a V2I
and a V2V link. Thereafter, a deep transfer learning scheme
is proposed to obtain the optimal channel assignment for
each V2I and V2V link. Simulation results validate that the
proposed scheme provides a close performance guarantee
compared to a globally optimal scheme. Besides, the pro-
posed scheme can guarantee lower delay violation probabil-
ity than the schemes aiming to maximize the channel
capacity.

Applying FD and EH techniques is inevitable for future
wireless networks, especially for V2V communication sys-
tems, because of the big advantages of these techniques.
Authors in Telecommunications University evaluate the
ergodic capacity (EC) of full-duplex (FD) amplify-and-
forward (AF) and decode-and-forward (DF) relay system
with energy harvesting (EH) for vehicle-to-vehicle (V2V)
communications. Unlike previous works on FD-EH systems,
the case that both relay and destination are mobile vehicles
while the source is a static base station is considered. The
exact closed-form expressions of ECs of both AF and DF
protocols of the considered FD-EH-V2V relay system over
cascade (double) Rayleigh fading are derived mathemati-
cally. Numerical results show that the ECs in the case of
the V2V communication system are reduced compared to
those in the case of stationary nodes. Also, with a specific
value of residual self-interference (RSI), the ECs of the con-
sidered FD-EH-V2V relay system can be higher or lower
than those of half-duplex- (HD-) EH-V2V system, depend-
ing on the average transmission power of the source. Fur-
thermore, when the transmission power of the source and
RSI are fixed, the ECs of the considered system can achieve
peak values by using optimal EH time duration. On the
other hand, the ECs of both AF and DF protocols reach
the capacity floors in the high signal-to-noise ratio (SNR)
regime due to the RSI impact. Also, the effect of RSI domi-
nates the impact of cascade Rayleigh fading in the high
SNR regime. Finally, the analysis approach is validated
through Monte Carlo simulations.

Content-centric networks (CCNs) have become a prom-
ising technology for relieving the increasing wireless traffic
demands. J. Ren et al. in Donghua University explore the
scaling performance of mobile content-centric networks
based on the nonuniform spatial distribution of nodes,
where each node moves around its own home point and
requests the desired content according to a Zipf distribution.
The authors assume each mobile node is equipped with a
finite local cache, which is applied to cache contents follow-

ing a static cache allocation scheme. According to the non-
uniform spatial distribution of cache-enabled nodes, the
authors introduce two kinds of clustered models, i.e., the
clustered grid model and the clustered random model. In
each clustered model, we analyze throughput and delay per-
formance when the number of nodes goes infinity by means
of the proposed cell-partition scheduling scheme and the
distributed multihop routing scheme. The authors show that
the node mobility degree and the clustering behavior play
the fundamental roles in the aforementioned asymptotic
performance. Finally, the authors study the optimal cache
allocation problem in the two kinds of clustered models.
Their findings provide a guidance for developing the optimal
caching scheme.

Communication-Based Train Control (CBTC) system is
a critical signal system to ensure rail transit’s safe operation.
Compared with the train-ground CBTC system, the train
control system based on train-to-train (T2T) communica-
tion has the advantages of fast response speed, simple struc-
ture, and low operating cost. As the core part of the train
control system based on T2T communication, the reliability
of the data communication system (DCS) is of great signifi-
cance to ensure the train’s safe and efficient operation.
According to the T2T communication system requirements,
H. Liang et al. in Beijing Jiaotong University adopt Long-
Term Evolution-Unlicensed (LTE-U) technology to design
the DCS structure and establishes the reliability model of
the communication system based on Deterministic and Sto-
chastic Petri Nets (DSPN). Based on testing the real line’s
communication performance parameters, the DSPN model
is simulated and solved by Π-tool, and the reliability index
of the system is obtained. The research results show that
the LTE-U-based T2T communication system designed
meets the train control system’s needs for communication
transmission. The proposed reliability evaluation method
can complete the reliability modeling of train control
DCS based on T2T communication. The research will pro-
vide a strong practical and theoretical basis for the design
and optimization of train control DCS based on T2T
communication.

Intelligent transportation system (ITS) is more and more
crucial in the modern transportation field, such as the
applications of autonomous vehicles, dynamic traffic light
sequences, and automatic road enforcement. As the
upcoming fifth-generation mobile network (5G) is entering
the deployment phase, the idea of cellular vehicle-to-
everything (C-V2X) is proposed. The same 5G networks,
coming to mobile phones, will also allow vehicles to commu-
nicate wirelessly with each other. Hence, 3.5GHz, as the
main sub-6GHz band licensed in 5G, is focused. Y. Zeng
et al. in Guangdong Communications & Networks Institute
conduct a comprehensive study on the channel characteris-
tics for vehicle-to-infrastructure (V2I) link at 3.5GHz
frequency band through channel measurements and ray-
tracing (RT) simulations. Firstly, the channel parameters of
the V2I link are characterized based on the measurements,
including power delay profile (PDP), path loss, root-mean-
square (RMS) delay spread, and coherence bandwidth.
Then, the measurement-validated RT simulator is utilized
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to conduct the simulations in order to supplement other
channel parameters, in terms of the Ricean K-factor, angular
spreads, the cross-correlations of abovementioned parame-
ters, and the autocorrelation of each parameter itself. This
work is aimed at helping the researchers understand the
channel characteristics of the V2I link at 3.5GHz and sup-
port the link-level and system level design for future vehicu-
lar communications of 5G.

As one of the mainstream technologies of vehicle-to-
everything (V2X) communication, Cellular-V2X (C-V2X)
provides high-reliability and low-latency V2X communica-
tions. And with the development of mobile cellular systems,
C-V2X is evolving from long-term evolution-V2X (LTE-
V2X) to new radio-V2X (NR-V2X). However, C-V2X test
specification has not been completely set in the industry.
In order to promote the formulation of relevant standards
and accelerate the implementation of industrialization, Y.
Fan et al. in Beijing Jiaotong University conduct the field test
and analysis based on LTE-V2X in the industrial park sce-
nario. Firstly, key technologies of LTE-V2X are introduced.
Then, the specific methods and contents of this test are
proposed, which consists of functional and network perfor-
mance tests to comprehensively evaluate the communication
property of LTE-V2X. Static and dynamic tests are required
in both line-of-sight (LOS) and non-line-of-sight (NLOS)
scenarios to evaluate network performance. Next, the test
results verify that all functions are normal, and the perfor-
mance evaluation indexes are appraised and analyzed.
Finally, it summarizes the whole paper and puts forward
the future work.

As an emerging type of Internet of Things (IoT), Inter-
net of vehicles (IoV) denotes the vehicle network capable
of supporting diverse types of intelligent services and has
attracted great attention in the 5G era. K. Wang et al. in
Xi’an University of Technology consider the multimedia
content caching with multicast beamforming in IoV-based
vehicular edge networks. First, the authors formulate a joint
vehicle-to-vehicle- (V2V-) assisted clustering, caching, and
multicasting optimization problem, to minimize the
weighted sum of flow cost and power cost, subject to the
quality-of-service (QoS) constraints for each multicast
group. Then, with the two-timescale setup, the intractable
and stochastic original problem is decoupled at separate
timescales. More precisely, at the large timescale, the authors
leverage the sample average approximation (SAA) technique
to solve the joint V2V-assisted clustering and caching prob-
lem and then demonstrate the equivalence of optimal solu-
tions between the original problem and its relaxed linear
programming (LP) counterpart; and at the small timescale,
the authors leverage the successive convex approximation
(SCA) method to solve the nonconvex multicast beamform-
ing problem, whereby a series of convex subproblems can be
acquired, with the convergence also assured. Finally, simula-
tions are conducted with different system parameters to
show the effectiveness of the proposed algorithm, revealing
that the network performance can benefit from not only
the power saving from wireless multicast beamforming in
vehicular networks but also the content caching among
vehicles.

The diversified service requirements in vehicular net-
works have stimulated the investigation to develop suitable
technologies to satisfy the demands of vehicles. In this con-
text, network slicing has been considered as one of the most
promising architectural techniques to cater to the various
strict service requirements. However, the unpredictability
of the service traffic of each slice caused by the complex
communication environments leads to a weak utilization
of the allocated slicing resources. Thus, Y. Cui et al. in
Chongqing University of Posts and Telecommunications
use Long Short-Term Memory- (LSTM-) based resource
allocation to reduce the total system delay. Specially, the
authors first formulated the radio resource allocation prob-
lem as a convex optimization problem to minimize system
delay. Secondly, to further reduce delay, the authors design
a Convolutional LSTM- (ConvLSTM-) based traffic predic-
tion to predict traffic of complex slice services in vehicular
networks, which is used in the resource allocation processing.
And three types of traffic are considered, that is, SMS, phone,
and web traffic. Finally, based on the predicted results, i.e.,
the traffic of each slice and user load distribution, the authors
exploit the primal-dual interior-point method to explore the
optimal slice weight of resources. Numerical results show
that the average error rates of predicted SMS, phone, and
web traffic are 25.0%, 12.4%, and 12.2%, respectively, and
the total delay is significantly reduced, which verifies the
accuracy of the traffic prediction and the effectiveness of the
proposed strategy.

With the rapid developments of wireless communication
and increasing number of connected vehicles, Vehicular Ad
Hoc Networks (VANETs) enable cyberinteractions in the
physical transportation system. Future networks require
real-time control capability to support delay-sensitive appli-
cation such as connected autonomous vehicles. In recent
years, fog computing becomes an emerging technology to
deal with the insufficiency in traditional cloud computing.
Z. Wang et al. propose a fog-based distributed network con-
trol design toward connected and automated vehicle appli-
cation. The proposed architecture combines VANETs with
the new fog paradigm to enhance the connectivity and col-
laboration among distributed vehicles. A case study of con-
nected cruise control (CCC) is introduced to demonstrate
the efficiency of the proposed architecture and control
design. Finally, the authors discuss some future research
directions and open issues to be addressed.

A vehicular cloud (VC) can reduce latency and improve
resource utilization of the Internet of vehicles by effectively
using the underutilized computing resources of nearby vehi-
cles. Although the task offloading of the VC enhances road
safety and traffic management on the Internet of vehicles
and meets the low-latency requirements for driving safety
services on the Internet of vehicles business, there are still
some key challenges such as the resource allocation mecha-
nism of differentiated services (DiffServ) and task offloading
mechanism of improving user experience. To address these
issues, Y. Kang et al. in Chongqing University of Posts and
Telecommunications study the task offloading and resource
allocation strategy of the VC system where tasks generated
by vehicles can be offloaded and executed cooperatively by
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vehicles in VC. Specifically, the computing task is further
divided into independent subtasks and executed in different
vehicles in VC to maximize the offloading utility. Considering
the mobility of vehicles, the deadline of tasks, and the limited
computing resources, the authors propose the optimization
problem of task offloading in the VC system in the cause of
improved user experience. To characterize the difference in
service requirements resulting from the diversity of tasks, a
DiffServ model focusing on the pricing of a task is utilized.
The initial pricing of a task is tailored by the characteristics
of the task and the uniqueness of the network status. In this
model, tasks are sorted and processed in order according to
task pricing, so as to optimize resource allocation. Numerical
results show that the proposed scheme can effectively increase
the resource utilization and task completion ratio.

Mobile robot localization has attracted substantial con-
sideration from the scientists during the last two decades.
Mobile robot localization is the basics of successful naviga-
tion in a mobile network. Localization plays a key role to
attain a high accuracy in mobile robot localization and
robustness in vehicular localization. For this purpose, a
mobile robot localization technique is evaluated to accom-
plish a high accuracy. This paper provides the performance
evaluation of three localization techniques named Extended
Kalman Filter (EKF), Unscented Kalman Filter (UKF), and
Particle Filter (PF). I. Ullah et al. in Hohai University
(HHU) propose three localization techniques. The perfor-
mance of these three localization techniques is evaluated
and analyzed while considering various aspects of localiza-
tion. These aspects include localization coverage, time con-
sumption, and velocity. The abovementioned localization
techniques present a good accuracy and sound performance
compared to other techniques.

In summary, it is essential that we continue to progress
in the search for appropriate models that can adequately
and faithfully improve the security and performance of
Communications and Networking for Connected Vehicles.
The progress reported in this special edition suggests that
in the future, achieving these aims might be a distant pros-
pect, but an attainable one.
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The rapid development of the transportation industry has brought about the demand for massive data transmission. In order to
make use of a large number of heterogeneous network resources in vehicular network, the research of applying network coding
to multipath transmission has become a hot topic. Network coding can better solve the problems of packet reordering and low
aggregation efficiency. The determination of coding scale is the key to network coding scheme. However, the existing research
cannot adapt to the different characteristics of network resources in vehicular network, leading to larger decoding time cost and
lower bandwidth aggregation efficiency. In this paper, we propose a network coding scheme called Delay Determined Group
Size (DDGS), which could adaptively adjust the coding group according to the heterogeneous wireless networks state. The
mathematical analysis and process design of the DDGS scheme are discussed in detail. Through a large number of simulations,
we proved that the DDGS scheme is significantly superior to other coding group determination schemes in terms of decoding
time cost and bandwidth aggregation efficiency.

1. Introduction

With a new wave of urbanization, the transportation industry
is developing rapidly. A great quantity of vehicle services and
applications emerges, creating a large number of application
data to be transmitted to the ground [1]. As the development
of wireless network technology, network device with multiple
access interfaces has the ability to access heterogeneous wire-
less networks [2] (e.g., LTE, 5G, and satellite link) [3], which
provide sufficient wireless channel resources for growing
demands for high bandwidth vehicular applications [4]
(e.g., HD video, online games, and live online). Based on
the development of access technology, the multipath trans-
mission scheme which uses multiple wireless interfaces
simultaneously is widely studied in vehicle-to-ground com-
munication [5, 6]. The aggregation of heterogeneous network
resources is realized by distributing data on heterogeneous
networks. In order to overcome the disorder of data packets
caused by the heterogeneity of network resources in multi-
path transmission, scholars apply network coding [7, 8] to
data scheduling process.

The encoding will encrypt [9] the data to a certain extent,
and it brings a certain degree of security [10]. The core of net-
work coding is to group packets and add redundancy. By
encoding packets, the packets of the same group are equiva-
lent to the decryption process. This feature eliminates the
necessity for packets to arrive in strict order. To a certain
extent, the reduction of communication efficiency caused
by packet loss is also avoided. However, the addition of
redundancy will cause the loss of bandwidth resources. Net-
work coding is essentially a trade-off between link bandwidth
and reliability. In order to efficiently utilize network coding
schemes, the design of the coding scale is particularly impor-
tant. We use group size (GS) to describe the number of data
packets contained in a coding group. Designing appropriate
GS according to the network status is the focus of this article.

The design of GS is related to the coding and decoding
complexity, reception delay, bandwidth resource utilization,
etc. The well-designed GS should be combined with the
real-time state of the link to reasonably divide the data
stream. Excessive GS design leads to greater computational
complexity and delay, which affects the performance of
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end-to-end transport protocol (TCP) [11]. Too small GS
design will cause coding redundancy and reduce bandwidth
utilization. The current research on the determination of
group size has certain limitations in both method and theory.
Most of the existing research on group size determination
ignores the extremely different path characteristics in hetero-
geneous wireless networks. This is a prominent feature of
vehicle-to-ground communication systems and has an
important impact on the performance of network coding.

In order to make up for the deficiencies of current
research, this paper proposes a Delay Determined Group Size
(DDGS) scheme, which is aimed at achieving efficient band-
width aggregation of heterogeneous wireless networks in
vehicle-to-ground communication. This scheme can realize
the dynamic adjustment of GS according to the real-time
multipath characteristics. We treat the same round of data
packets arriving at the receiving end as a batch [12, 13],
which can be calculated as the difference in the number of
packets sent between the fastest path and the slowest path
in the transmission delay. In DDGS, the same batch of trans-
mitted data packets is divided into fine-grained data packets
with time scales on different links. A theoretically reasonable
time segment division scheme can ensure a reasonable size of
GS and achieve a reasonable decoding delay, thereby ensur-
ing the continuity of the data stream at the receiving end.

At the sending end, before each group of data packets is
encoded, the DDGS scheme dynamically senses the multilink
delay difference [14] and converts the transmission data
packets of each link within time Δt into a group. Then, the
data packets are encoded by any k-row linearly independent
encoding matrix, and k refers to the number of packets in the
group. We define the coding rate k/n according to the packet
loss rate of each link and send redundant packets on different
links to compensate for the loss characteristics of the link. At
the receiving end, we use the equivalent features of the same
set of encoded data to decode, and the original data can be
restored after receiving any k encoded data packets. We carry
out the agreement of the coding matrix before data transmis-
sion at both ends of the communication and realize the infor-
mation interaction required for decoding [15] through the
header design containing the coding information of k and n
. The vehicle network scenario is a typical heterogeneous
wireless network scenario. In the vehicle network, the hetero-
geneous characteristics of various wireless networks have
caused great differences in impact. DDGS scheme well sup-
ports the change in link delay difference caused by the het-
erogeneity and time-varying characteristics of wireless
channels and compensates for the high reception and decod-
ing delay and low bandwidth aggregation efficiency caused by
the link delay difference.

Our contributions can be summarized as follows. First,
we conducted a mathematical analysis on the formulation
of coding groups in network coding. Second, we proposed
a DDGS scheme based on mathematical analysis in het-
erogeneous network scenarios and designed the workflow
of the scheme. DDGS scheme could achieve a smaller
decoding time cost and higher bandwidth aggregation effi-
ciency compared with the current research. Third, we did
a large number of simulations to verify the superior per-

formance of DDGS in the heterogeneous network scenario
of vehicular network.

The structure of the paper is organized as follows. We
discuss the related work and study the limitation of the exist-
ing research status of coding group size and coding rate in
Section 2. In Section 3, we introduce the system architecture
of DDGS. In Section 4, we analyze and introduce the DDGS
scheme in detail. In Section 5, we take lots of tests and simu-
lations to prove that our scheme is effective and reliable. In
Section 6, we conclude the paper.

2. Related Work

In order to cope with the development of mobile transporta-
tion and the consequent demand for massive data communi-
cation [16], scholars focus on the research of the multipath
transmission architecture and corresponding transmission
schemes of vehicular networks [17]. In this section, we sum-
marize the relevant research on multipath transmission in
vehicular networks. This section will expand from two
aspects. The first part is the research on the related protocols
and architecture of multipath transmission. The second part
is about the research progress of improving the packet loss
and disorder in multipath transmission. Part of the main
research-related direction is network coding.

2.1. Research on Protocol and Architecture of
Multipath Transmission

2.1.1. Multipath Transmission Protocol. Research on multi-
path transmission protocols first focused on the middle layer
of the network layer and the transport layer, such as HIP [18]
and Shim6 [19]. The idea of these protocols is to introduce a
mapping between the network layer and the transport layer
to achieve network layer multipath implementation for
upper-layer applications. However, due to the transparency
of the transport layer, out-of-sequence packets caused by
path differences will seriously affect throughput. Therefore,
academia turned to the study of transport layer protocols.
Multipath transmission support based on SCTP and TCP is
the two main research directions.

SCTP was first specified in RFC2960 and redefined in
RFC4960. Supporting multihosts is one of the most impor-
tant features of the standard SCTP protocol, which can be
used to establish multiple paths between two multihosts.
However, only one path is allowed for data transmission,
and the other paths can only be used as backup paths. There
are many studies on the realization of multipath parallel
transmission through modification. For example, Iyengar
et al. [20] proposed the CMT-SCTP protocol, whose main
idea is SFR (Split Fast Rete) scheme to manage each path sep-
arately, thereby realizing multipath transmission. Some other
researches like WiMPSCTP [21] and cmpSCTP [22] also use
similar ideas. However, the asymmetry of the path can easily
cause disorder, and the resulting unnecessary retransmission
and reduction of the congestion window are difficult to solve.

There is also a large amount of research foundation about
the expansion of tcp multipath support. A series of TCPbased
multipath transmission protocols are proposed, pTCP [23]
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divides the transport layer function into central engine and
TCP-v pipe, realizing multipath management of data packets
through double sequence. mTCP [24] introduces virtual
queues, and each end-to-end path uses subflows with inde-
pendent congestion control mechanisms. Early previous
research provided the basis for MPTCP, and MPTCP divides
the transmission layer into MPTCP and TCP layers. The
MPTCP layer is responsible for path management, packet
scheduling, and congestion control. The TCP layer transmits
data in the form of subflows and uses the sliding window
mechanism for congestion control [25, 26]. To solve the
problem that MPTCP throughput will be significantly
reduced in the case of path heterogeneity. Schemes like ECF
[27], BLEST [28], and BBP [29] are proposed. The main idea
of these studies is to study the scheduling strategy of the
sender and congestion control. Regardless of the middle layer
protocol, SCTP, or TCP-related research, they all need termi-
nal equipment to support the protocol stack, so it is difficult
to deploy under existing conditions. Moreover, most of their
application environments are static environments, and their
performance is poor in the mobile heterogeneous environ-
ment of the vehicular networks. In contrast, our method is
independent of the protocol stack and transparent to the
transport-layer protocols.

2.1.2. Multipath Transmission Architecture. Research on
multipath transmission architecture mainly focused on the
network layer. There are two main ways to implement the
architecture, NAT, and IP-in-IP encapsulation. Rodriguez
et al. [30] introduced the MAR system, which acts as a
NAT box. MAR can work in two modes: with or without
the proxy server at the receiving end. When there is a proxy
server, the mar strategy uses a packet-based scheduling
scheme. In the opposite case, the scheduling scheme is
flow-based.

Dong et al. [31] proposed a multipath network architec-
ture for vehicular networks. It uses tunneling mechanisms
through IP-in-IP encapsulation between two proxies. This
method performs multipath scheduling of data packets based
on the historical status data of wireless heterogeneous net-
work links, thereby achieving bandwidth aggregation. This
method has a poor response to packet loss on unreliable wire-
less links [32]. In this paper, we improved this architecture by
introducing network coding to enhance the robustness of the
architecture, and at the same time, designing dynamic coding
schemes to improve communication performance.

2.2. Research on Network Coding in Multipath Transmission.
Due to the mobile nature of vehicular networks, the status of
wireless heterogeneous link resources is dynamically chang-
ing. The difference of paths will cause the inevitable out-of-
sequence problem of multipath transmission. In order to
solve this problem, scholars have introduced network coding
strategies.

The general process of network coding is that at the send-
ing end, the group size (GS) is appropriately formulated, and
the data packets are grouped accordingly. The grouped data
packets are redundantly coded through the coding matrix
according to the coding strategy requirements. Then, the

encoded packets are sent through multiple links to the receiv-
ing end. After the receiver receives the same number of coded
packets as the original packets, the receiver recovers the orig-
inal packets by solving the linear equation through Gaussian
elimination according to the extracted coding information.
Through the analysis of the above process, we can conclude
that GS parameters have an important impact on the effi-
ciency of network coding to a certain extent. At present, the
research on GS determination can be divided into three
types: (1) fixed group size and coding rate, (2) feedback-
based group size, (3) GS determination based on network
state. [33, 34] adopt fixed group size and coding rate. These
strategies cannot adapt to the dynamic changes of wireless
heterogeneous network resources in vehicular networks,
and it is difficult to achieve the best communication perfor-
mance. [35–37] determines the group size based on the
end-to-end feedback results. The disadvantage of feedback
based is that it will introduce additional delay, which does
not meet the low delay requirements of vehicular networks.
The decision of the GS based on the real-time network
parameters can make the network code better meet the needs
of multipath transmission. MPTCP-PNC [13] and CMT-NC
[12] fully consider the real-time status of the network, espe-
cially the difference in link delay. By using the same batch
of packets as a group, packets of a group can arrive at the
receiver within the same time round and avoid out-of-order
packets between the two groups. These policies treat the same
batch of packets as a group, and the packets of a group can
arrive at the receiver within the same time round, thus,
avoiding out-of-order packets between two groups. However,
if only the same batch of data packets is used as a group,
under the circumstances caused by the huge performance
difference between heterogeneous networks, it will cause an
excessively large group size. It greatly increases the computa-
tional complexity and decoding time of the receiver. We will
perform mathematical analysis in Section 3.2 for further
explanation. In our DDGS strategy, we divide the same batch
of data packets into fine-grained groups for large delays. In
our DDGS strategy, we divide the same batch of data packets
into fine-grained groupings for large differences in link
delays, thus, avoiding the above problems.

3. The System Architecture of DDGS

In this section, we will introduce the system architecture of
DDGS from two aspects: network topology and system mod-
ule. In order to facilitate the understanding of the formulas
and diagrams in the article, we have summarized the symbols
appearing in this article in Table 1.

3.1. The Network Topology of Multipath Transmission. The
Delay Determined Group Size (DDGS) scheme we proposed
is designed for the high bandwidth requirements in the
vehicle-to-ground transmission scenario. In order to support
multiple communication terminals on the vehicle and reduce
the improvement of the protocol stack, we adopt the multi-
path transmission architecture of the network layer, as shown
in Figure 1.
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At the sending end, the mobile router completes the
aggregation of packets generated by device onboard and real-
izes grouping, coding, and distributing of packets. At the
receiver side, the aggregation router decodes packets from
heterogeneous networks and forward them to the server.

We use multiaccess router (MAR) and aggregation router
(AR) as the two ends of multipath communication proxy on
the vehicle and on the ground, respectively. As the gateway,
the multiaccess router is responsible for aggregating the
application traffic of users on board. The multiaccess router
has multiple network interfaces and can access multiple het-
erogeneous channels. Traffic is transmitted in parallel to het-
erogeneous channels and converges at the aggregation
router. Our DDGS scheme deploys in MAR and AR. At the
MAR, DDGS dynamically groups data packets based on
channel state parameters. Each group of data packets is
encoded according to the packet loss rate of each channel
and sent to the heterogeneous network. At the receiver side,
the aggregation router decodes packets from heterogeneous
networks and forward them to the server.

3.2. System Module of DDGS. In order to clearly describe the
workflow of DDGS, we abstract the communication process
as Figure 2. Sending end mainly consists of four modules,
network measurement module, group size determination
module, network coder, and scheduling module. The net-
work measurement module is responsible for monitoring
the status parameters of each link, including RTT, band-
width, and packet loss rate. The RTT and packet loss rate
are obtained by a modified “ping” program. We get these
state data by sending probe packets regularly. The bandwidth
is passively measured by calculating the payload combined
with the probe packet interval. The group size determination
module determines the size of the encoding group according
to the real-time network status parameters, and the specific

calculation process will be introduced in Section 4. The gen-
eral grouping process is shown in Figure 2. The DDGS algo-
rithm divides the application layer packets into different
batches according to the real-time status of the network,
which is represented by packets of different colors in
Figure 2. On this basis, the packets are divided into fixed time
slices according to the link delay difference. In this way, the
data packets in transmission can be divided into boxes as
shown in the figure. The network coder dynamically selects
the encoding matrix according to the group size and coding
rate, and the encoded data packets are forwarded to each link
through the scheduling module. At the receiving end, the
encoded packets enter the receiving buffer. Decoder designs
a decoding matrix to decode by extracting the encoding
information of the packet header.

The encoding and decoding information interaction will
be introduced in Section 5.

4. The Analysis and Principle of DDGS Scheme

When packets are transmitted through multiple paths, the
problem of out-of-sequence of data packets caused by link
delay is particularly prominent. Network coding makes the
same group of data packets equivalent to decoding, so that
the same group of data packets does not have to be in strict
order when arriving at the receiving end. However, if the
determination of the encoding group is unreasonable, when
data packets belonging to different groups arrive, it will cause
the buffer of the receiving end to be blocked. In the heteroge-
neous multilink scenario, there is a delay difference between
links. During the link delay difference, the low-latency link
will continue to receive data packets before the data packet
reaches the receiving end through the high-latency link. We
regard the packets sent in the transfer delay difference
between the fastest path and the slowest path as the same
batch b. [12, 13] use the number of packets in the same group
as the code group size which can be expressed as Nb. In our
paper, we added consideration of the influence of link band-
width on Nb, and Nb can be mathematically formulated as.

Nb = 1 +〠
i∈S

BWi ∗ 1 − peið Þ
MTU

∗
RTTl

2 + MTU
BWl

� ���

� − RTTi

2 + MTU
BWi

� ��
+ 1g:

ð1Þ

BWi, RTTi, and pei are measured in real-time by the net-
work measurement module. RTTl/2 +MTU/BWl represents
the transmission delay of the packet on the path with the
maximum delay. RTTi/2 +MTU/BWi represents the trans-
mission delay of the packet on the path i:BWi ∗ ð1 − peiÞ/M
TU represents the number of transmitted packets per unit
time of path i. Through the correction of the calculation,
Nb is obtained. Taking Nb as the group size can prevent the
data packets of different groups from arriving out of order
to a certain extent. However, there is a big difference in the
delay of vehicle heterogeneous links. This situation will lead
to a large Nb value. We can calculate Nb = 56 through the test
data in Table 2.

Table 1: Summary of symbols.

Symbols Description

S Link set between the sender and the receiver

i Sequence number of a link

l The link with the largest delay

m The link with the minimum delay

b Sequence number of a batch

Nb Number of packets arriving in the same batch b

BWi Bandwidth of link i

RTTi Round-trip delay of link i

pei Packet loss rate of link i

Ti Delay of single packet on link i

q Sequence number of a group

GSq Group size of the group q

Mq Number of redundant packets appended to group q

CMq Coding matrix for group q

DMq Decoding matrix for group q
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Using Nb as the number of coding groups makes the data
transmission delay of this group equal to the delay of the lon-
gest path. What is more, when Nb is too large, it will increase
the computational complexity of the encoding and decoding.
In order to remedy the above problems, we adopt the DDGS
scheme which could dynamically divide batches based on the
performance of heterogeneous network resources. At the
sender side, the parameter Nb indicates the size of the same
Figure 2. Workflow of DDGS scheme batch of packets is sent
through the parallel link at the same time. Through our pro-

posed DDGS strategy, we divide the batch of packets into
fine-grained ones to avoid the problem caused by too large
Nb value. In the next part, we will introduce the specific algo-
rithm of DDGS.

4.1. The Grouping Principle of DDGS. Combined with the
real-time network state parameters measured by the network
measurement module, we can calculate that the time con-
sumption of one packet from sender to receiver on link i
can be depicted as

Ti =
RTTi

2 + MTU
BWi

� �
: ð2Þ

According to formula (2), we can get that the difference
between the transmission delay of the data packet on link i

�e Internet

5G

Satellite link

Multi access
router

TD-LTE
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router

Remote server

On the ground

Heterogeneous resourcesOn board

Figure 1: Multipath transmission architecture.
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Figure 2: Workflow of DDGS scheme.

Table 2: Link configurations in simulations.

Link type Delay Bandwidth Loss rate

TD-LTE 60ms 5Mbps 2%

Satellite link 180ms 2Mbps 5%
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and the transmission delay on the path with the maximum
delay is

ΔTi =
RTTl

2 + MTU
BWl

� �
−

RTTi

2 + MTU
BWi

� �
: ð3Þ

According to Section 4 part A, the packets transmitted
within ΔTi on the link i can arrive at the receiving end in
the same batch as the packets transmitted simultaneously
on the path with the highest delay. In DDGS, we choose Δt
to further divide ΔTi. In the actual deployment, we make Δ
t equal to the interval time of delay ACK feature of TCP (usu-
ally 40ms). The advantage of this choice is that it can make
full use of the end-to-end TCP characteristics, so that the
decoded packets of the same group can be acknowledged in
one ack. By calculating the transmission delay difference
between the maximum delay path and the minimum delay
path, we can get the number of groups Cb that this batch of
packets can be divided into.

Ci = de RTTl/2ð Þ + MTU/BWlð Þð Þ − RTTi/2ð Þ + MTU/BWið Þð Þ
Δt

:

ð4Þ

In formula (5),m refers to the link with minimum delay, l
refers to the link with largest delay, and we use q to represent
the group sequence, q ∈ 1, 2,⋯, Cb. For any link i, the distri-
bution of data packets in the same batch can be expressed as a
sequence number starting from Ci to ending at Cb.

Ci = de RTTl/2ð Þ + MTU/BWlð Þð Þ − RTTi/2ð Þ + MTU/BWið Þð Þ
Δt

:

ð5Þ

According to the group distribution analysis for link i, we
can express the number of packets transmitted on link i with
group sequence q as nqi .

nqi =

ΔTi − Δt ∗ Ci − 1ð Þ½ � ∗ BWi

MTU
q = Ci,

ΔT ∗
BWi

MTU
q < Ci:

8>><
>>: ð6Þ

Then the group size of qth group transmitted in all paths
can be expressed as

GSq =〠
i∈S
nqi : ð7Þ

Next, we introduce the packet encoding process based on
group.

4.2. Dynamic Coding and Encoding Based on GS. Due to the
mobile characteristics and heterogeneity of vehicular net-
works, the link will cause serious packet loss and out-of-
order data packet transmission. We alleviate the two major
problems by encoding ordinary data packets to generate
redundant data packets. According to the packet loss rate of
each link, we can conclude that the number of additional

redundant data packets required to ensure the completion
of the decoding on each link is

rqi = de pei
1 − pei

∗ nqi : ð8Þ

Adding the redundant data packets on each link to obtain
the number of redundant data packets required for the code
group q is

Mq =〠
i∈S
rqi : ð9Þ

Based on the above analysis, we can calculate the coding
ratio r = GSq/ðGSq +MqÞ of the coding group q. We design
a coding matrix that can be dynamically expanded so that
the network coder module dynamically determines the cod-
ing matrix according to different values of r. The scalable
coding matrix is designed as follows.

CMq =
I

RM

" #
=

1 0 ⋯ 0
0 1 ⋯ 0
⋮ ⋮ ⋱ ⋮

0 0 ⋯ 1
1 2 ⋯ GSq

GSq 1 ⋯ GSq−1

⋮ ⋮ ⋱ ⋮

2 3 ⋯ 1

2
666666666666666664

3
777777777777777775

: ð10Þ

The coding matrix CMq for group q has GSq +Mq rows
and GSq columns. The first GSq rows of CMq is a GSq order
identity matrix I, and the last Mq rows is a special form of
the Toplitz matrix RM. [34] has proved that any GSq rows
of the constructed matrix are linearly independent. Encoding
data packets by matrix CMq ensures that the receiver can
decode the original data packets after receiving any GSq
encoded packets. The construction prototype of coding
matrix with different coding ratio r is negotiated by the
sender and the receiver before communication. At the receiv-
ing end, after receiving any GSq encoded packets, decoder
module can trigger the decoding process. The decoding
matrix DMq for group q can be constructed by inverting
the linear combination matrix of the received encoded
packets.

Through the analysis of the above process, for realizing
the interaction of decoding information, the encoded data
packet only needs to carry two pieces of information, encod-
ing ratio r and line number N which the encoding packet is
linear combined through, then, the receiving end can realize
the construction of the decoding matrix. We add these fields
in the encoded packet header, as shown in Figure 3. The
decoder module extracts the header information at the
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receiving end and strips the header to decode. This design
can effectively increase the payload of the data packet.

4.3. Packet Scheduling. According to formula (7), we can get
the number of packets of group q transmitted on link i.
Therefore, in the process of dispatching packets at the send-
ing end, we can calculate the coding group of the batch of
packets sent on each link in advance, so as to obtain the
sequence of packets on the transmission path. The schedul-
ing process is shown in Figure 2, in order to achieve the effect
of the same batch of packets arriving at the receiving end at
the same time, the data packets with larger coding group
number are sent on the high delay link, and the coding
groups are sent sequentially on the low delay link. The sched-
uling process is carried out according to the group number
formulated by the DDGS scheme, which improves the receiv-
ing efficiency of the receiver. After completing a batch of data
packet scheduling, in order to ensure real-time feedback of
the link status, the scheduling module will trigger the update
of GSq and Mq, as well as coding matrix.

5. The Analysis and Principle of DDGS Scheme

In this section, the performance of DDGS is illustrated by
simulation. We choose two main research methods to deter-
mine the coding group as a comparison. One is based on the
single transmission process to determine the coding group
size, abbreviated as BOST, and the other is the fixed coding
rate, abbreviated as FIXED. For the research point of DDGS,
we evaluate the impact of different network parameters on
encoding and decoding delay and average throughput. We
deploy the above three schemes on Network Simulation 3
(NS3) version 3.29 and dynamically adjust the link parame-
ters for simulation.

5.1. Network Topology for Simulation. The simulation topol-
ogy is shown in Figure 4. We use Node2 as MAR and Node3
as AR. We create three links between Node2 and Node3 to
simulate a heterogeneous network scenario. The three links
are used to simulate heterogeneous links with different delay,
bandwidth, and packet loss rate in subsequent simulation.
For different simulation objectives, we choose the link
parameters which have the greatest impact on the proposed
scheme as variables to verify the performance of the strategy.
We create a virtual device tun for DDGS deployment. We
design from a client-server program from Node1 to Node2
to perform one-way communication simulation. At Node2,
data packets are grouped, encrypted, and forwarded to three
links. At Node3, the received data packets are cached,
decrypted, and forwarded to node4. The pseudocode on the
sender and receiver is shown below.

5.2. Time Consumption of Decoding. In this section, we ana-
lyze the decoding time cost of the DDGS scheme. The design
purpose of DDGS is to select a reasonable coding group size
for link delay the difference in heterogeneous networks.
Therefore, for the analysis of decoding time cost, we take link
delay as an independent variable, and the delay settings of
each link are shown in Table 3. By dynamically adjusting

the delay of different links, the performance of DDGS under
different link delay combinations is displayed in Figure 5. We
fix the delay of link A to 20ms and adjust the delay of link B
and C to achieve different link delay combinations. The
abscissa represents the link delay of link C. The ordinates
are the time required for the receiver to complete the decod-
ing of the whole group of packets from the first packet of this
group arriving in.

Through the analysis of Figure 5, we can see that when
the three links have no delay difference or the delay difference
is small, and the decoding time cost of the three schemes is
similar. With the increase of delay difference, the time cost
of the BOST scheme increases linearly due to the increase
of the coding group, while the time cost of FIXED and DDGS
schemes increases less. With the increase of the delay differ-
ence, the BOST scheme will lead to the excessive growth of
the coding group, thus, increasing the waiting delay and
decoding complexity of the receiver, resulting in the linear
growth of the overhead. Although the DDGS scheme will
adjust the coding group due to the increase of delay differ-
ence, the scheme ensures that the coding group will not grow
excessively. The time cost is stable to a certain extent. Keep-
ing the decoding cost time small is beneficial to reduce the
end-to-end communication delay, which makes TCP com-
munication avoid performance degradation caused by delay
fluctuation. Although the FIXED scheme is slightly better
than DDGS in decoding time cost, through subsequent anal-
ysis, we can see that DDGS can achieve higher throughput.
According to the above analysis of simulation results, we
can conclude that DDGS is suitable for delay fluctuation sce-
narios in heterogeneous networks.

5.3. Bandwidth Aggregation Efficiency. In this section, we will
analyze the bandwidth aggregation performance of the
DDGS scheme. First, we analyze the bandwidth aggregation
performance of DDGS from the perspective of heterogeneous
network delay. We set up two simulation environments, as
shown in Table 4. In the first simulation, we set the three link
delays to 10-30ms fluctuations. This parameter setting repre-
sents the scenario with little difference in link delay for com-
parison. In the second simulation, the delay difference of the
three links increases. This parameter setting indicates the
heterogeneous network scenario with gradient delay differ-
ence, which is also the main scenario for DDGS. The simula-
tion results are shown in Figure 6. The horizontal axis
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represents simulation time, and the vertical axis represents
real-time bandwidth statistics. It can be concluded that when
the delay difference is small, the bandwidth aggregation per-
formance of the three schemes is similar. When the link delay
difference expands, FIXED and BOST have experienced sig-
nificant performance degradation. In comparison, DDGS
maintains better bandwidth aggregation performance.

Next, we will study the impact of link bandwidth on
DDGS schemes. We set the delays of the three links to
20ms, 80ms, and 140ms, respectively, to simulate the het-
erogeneous network scenario with large difference in link
delays. We fixed the bandwidth of two links at 1Mbps and
adjusted the bandwidth of the other link from 0.1Mbps to
2Mbps to observe the impact of bandwidth changes of links
with different delays on the performance of DDGS.

The simulation results are shown in Figure 7. From
Figures 7(a) and 7(b), we can see that the aggregate band-
width increases linearly with the increase of the bandwidth
of the two links with a small delay. DDGS and BOST have
a better convergence effect than the FIXED scheme (the slope
of simulation results is larger than FIXED scheme), which is
consistent with our assumption, because the FIXED scheme
does not have the ability to adjust the size of the coding group
according to the link delay difference, which will lead to the
code group not suitable for the link state, resulting in exces-
sive redundancy or coding groups out of order. The growth
rate of Figure 7(a) is slightly larger than that of Figure 7(b).
It can be seen that low delay link and high bandwidth link
are more conducive to the overall performance
improvement.

From Figure 7, we can see that the overall performance of
DDGS is better than the other two schemes. The bandwidth
aggregation performance of DDGS and BOST is relatively
close. The difference between DDGS and BOST lies in the
segmentation of the same batch of packets. The difference
in bandwidth aggregation between DDGS and BOST is due
to the aggregate bandwidth reduction caused by the receiving
delay experienced by the receiver. Therefore, the bandwidth
aggregation performance of the DDGS scheme is slightly bet-
ter than that of the BOST scheme, but according to the
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Figure 4: Simulation topology.

MAR sender.
1: for RecvPacket() do
2: if batch.pendingqueue=NULL then
3: batch.pendingqueue=DetermineGS()
4: end if
5: Codingbuffer.q.queu=Grouping()
6: if sizefo(Codingbuffer.q.queu)=Codingbuffer.q.k then
7: ConstructCodingMartix()
8: Encoding()
9: Scheduling()
10: end if
11: end for

Algorithm 1

AR receiver.
1: for RecvPacket() do
2: HeaderAnalysis()
3: recvbuffer.q.queue=Add2RecvBuffer()
4: if sizefo(recvbuffer.q.queue)=recvbuffer.q.k then
5: ConstructDecodingMartix()
6: Decoding()
7: Forwarding()
8: end if
9: end for

Algorithm 2

Table 3: Link configurations for decoding time cost.

Parameters Link A Link B Link C

Delay 20ms 20, 50, 80ms 20, 50, 80, 110, 140ms

Loss rate 0.05 0.05 0.05

Bandwidth 1Mbps 1Mbps 1Mbps
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analysis in Figure 5, DDGS is much better than BOST in
receiving delay.

It is worth noting that in Figure 7(c), DDGS and BOST
have a high-efficiency bandwidth aggregation effect when
the bandwidth of the high-latency link c is small. When the
bandwidth of the link c increases to a certain value, the
growth rate of the aggregate bandwidth decreases signifi-
cantly. The reason for this is that the bandwidth of the low-
latency link is insufficient to support the timely transmission
of data packets on the low-latency link, resulting in queuing.
The results show that the DDGS scheme has a better aggrega-
tion effect on low-latency, high-bandwidth links and high-
latency, low-bandwidth links.

Next, we will study the impact of link loss rate on DDGS
schemes. We maintain the link delay in the above simulation
and set the bandwidth of the three links to 1Mbps. We
adjusted the packet loss rate of the three links from 0% to
20%.

From Figure 8, we can see that when the packet loss
rate is less than 4%, the three schemes can achieve effec-
tive bandwidth aggregation. When the packet loss rate is
greater than 4%, the bandwidth aggregation efficiency will
decrease significantly. But DDGS can still guarantee a bet-
ter aggregation effect than the other two schemes. When
the link packet loss rate is less than 4%, the FIXED
scheme uses a smaller group size, and redundant packets
encoded to compensate for packet loss will greatly occupy
effective bandwidth, resulting in a waste of bandwidth
resources. When the packet loss rate increases, the perfor-
mance of the BOST decreases more significantly than the
other two schemes. This is because when the link delay
difference is large, BOST will cause a large group size. In
order to compensate for the link loss, each group of data
needs to wait for more encoding redundant packets to
arrive, resulting in a drop in throughput.
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Figure 5: The time-cost of decoding processes at receiver for different schemes.

Table 4: Link configurations for bandwidth aggregation.

Parameters Link A Link B Link C

Loss rate 0˜0.03 0˜0.03 0˜0.03
Bandwidth 0.5˜1.5Mbps 0.5˜1.5Mbps 0.5˜1.5Mbps

Delay of simulation 1 10˜30ms 10˜30ms 10˜30ms

Delay of simulation 2 10˜30ms 70˜90ms 130˜150ms

9Wireless Communications and Mobile Computing



The following conclusions can be drawn from the
above simulation results. (1) The DDGS scheme can guar-
antee a shorter packet decoding time than the BOST
scheme, thereby ensuring data continuity and TCP friend-
liness. (2) The DDGS solution also has good bandwidth

aggregation performance when the link delay difference
is large. What is more, DDGS has a better aggregation
effect for heterogeneous networks with low latency, high
bandwidth links, high latency, and low bandwidth links
in the vehicular network.
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Figure 6: Bandwidth aggregation under different delay conditions.
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Figure 7: Bandwidth aggregation efficiency with link bandwidth fluctuation.
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6. Conclusion

In this paper, aiming at solving the low efficiency of multi-
path bandwidth aggregation caused by the heterogeneous
characteristics of network resources in the vehicular network,
we propose a DDGS scheme based on network coding. The
scheme we proposed could adaptively adjust the coding
group according to the heterogeneous wireless networks
state, so as to make full use of the advantages of network cod-
ing. We discussed in detail the mathematical analysis and
process design of the DDGS scheme. Finally, we did a lot of
simulations, comprehensively considering a variety of net-
work parameters to analyze DDGS. The results show that
the DDGS scheme is significantly superior to other coding
group determination schemes. DDGS is very suitable for het-
erogeneous networks with low latency, high bandwidth links,
high latency, and low bandwidth links in vehicle networks.
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In this paper, the vehicle-to-vehicle (V2V) channel characteristics in peak hours at the 5.9 GHz band in two typical urban road
scenarios, the urban straight road and the intersection, are investigated. The channel characteristics, such as path loss, root
mean square (RMS) delay spread, and angular spread, are derived from the ray-tracing (RT) simulations. Due to the low height
of antennas at both the transmitter (Tx) and the receiver (Rx), the line of sight (LOS) between the Tx and the Rx will often be
obstructed by other vehicles. Based on the RT simulation results, the shadowing loss is modelled by the multimodal Gaussian
distribution, and path loss models in both LOS and non-LOS (NLOS) conditions are obtained. And the RMS delay spread in
two scenarios can be modelled by the Weibull distribution. In addition, the deployment of an antenna array is discussed based
on the statistics distribution of the angular spread.

1. Introduction

As one of the important parts of an intelligent transportation
system (ITS), the V2V communication system allows vehi-
cles to exchange information about the surrounding traffic
situation to improve safety, reduce traffic congestion, and
provide a comfortable driving experience [1]. It is estimated
by the U.S. Department of Transportation (DOT) that V2V
communication can address up to 82% of all crashes, saving
thousands of lives and billions of dollars. In recent years,
V2V communication has attracted more and more attention
and has achieved remarkable development.

The channel characteristics are of vital importance in the
research, design, and deployment of the V2V communica-
tion system. Due to the low antenna height at both the Tx
and the Rx, rapid time-varying environments, high mobility
of vehicles, relatively short communication distance, diver-
sity of scattering objects, etc., the V2V channel characteristics

are significantly different from those in the cellular networks
[2].

Many measurement campaigns have been conducted to
investigate the V2V channel characteristics over the past
few years, and a number of V2V channel models have been
proposed. Most campaigns are carried out between the vehi-
cles on the straight road, either in the same direction [3–6] or
in opposite [7, 8], and at intersections [9–11]. RT simulation
technology is also used in [12], where the V2V channel char-
acteristics of an urban intersection environment are ana-
lyzed, especially the power delay profile (PDP) and channel
gain.

Many studies are carried out in LOS conditions, but some
in NLOS conditions caused by large-size vehicles, such as
buses, trucks, and vans. In [13], the shadowing effect caused
by obstructing vehicles in the V2V channel has been
addressed. In [14–16], based on the measurement in high-
ways and urban environments, the shadow fading models
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in LOS and NLOS conditions are established, and it is
emphasized that the shadowing loss caused by the surround-
ing vehicles is about 10 dB. In [17], the V2V communication
link is divided into three categories: LOS, LOS blocked by
vehicles, and LOS blocked by stationary objects, in which
the obstructing vehicles have a more significant impact on
the V2V channel. In [14], according to the causes of LOS
blockage (vehicles or buildings), the NLOS regions are
divided into obstructed LOS (OLOS) and NLOS with log-
normal distribution, respectively.

V2V channel characteristics are related to the environ-
ment (i.e., urban, suburban, highway, etc.), vehicle speed,
and traffic density. During peak hours, urban traffic densities
are usually higher and vehicle speeds are usually lower. Due
to the mobility of Tx/Rx, the LOS will be blocked and appear
in NLOS conditions, which means it is more urgent to inves-
tigate the channel characteristics in peak hours. Therefore, in
this paper, the V2V channel characteristics of an urban
straight road and intersection, e.g., path loss, RMS delay
spread, and angular spread, in peak hours at the 5.9GHz
band are investigated based on RT. Channel characteristics
in both LOS and NLOS conditions, the probability distribu-
tion of LOS in each scenario, and the distribution of shadow-
ing loss and RMS delay spread are modelled. Finally, the
RMS angular spread and antenna array deployment are
discussed.

The rest of this paper is organized as follows. Section 2
presents the scenario models in urban roads and introduces
the RT simulation technology. Section 3 investigates the
channel characteristics in both LOS and NLOS conditions.
It also includes the probability distribution of LOS in each
scenario and the derivation of path loss and modeling of
shadow fading in LOS and NLOS conditions. The deploy-
ment of an antenna array is also discussed. Conclusions
are drawn in Section 4.

2. Urban Road Scenario and Ray-
Tracing Simulation

2.1. Urban Road Modeling. The two typical V2V scenarios,
urban straight road and intersection, are modelled in the
paper. Multiple samples are established in these two scenar-
ios, and Figure 1 takes one sample as an example in each
scenario.

2.1.1. Straight Road. Six motor vehicle lanes and two nonmo-
tor vehicle lanes are included. During peak hours, the speed
of vehicles is relatively low (25 km/h), and the distance
between adjacent vehicles is uniformly distributed between
4 and 10m, where the distance between adjacent vehicles is
defined as the distance from the rear of the front vehicle to
the head of the adjacent rear vehicle on the same motor vehi-
cle lane.

2.1.2. Intersection. The total length of the queues for the vehi-
cles waiting for traffic lights from south to north is 50m, and
the distance between adjacent vehicles is uniformly distrib-
uted between 1 and 3m. While in the same direction, for
vehicles that are 50 to 100m from the zebra crossing and
driving into the queues, the distance between adjacent vehi-
cles is uniformly distributed between 4 and 10m. And the
speed of the vehicles in the east-west direction is 25 km/h,
and the distance between adjacent vehicles is uniformly dis-
tributed between 4 and 10m, too.

2.2. Object Modeling. The surrounding objects in the V2V
scenarios that will affect the radio propagation are consid-
ered, such as vehicles, buildings, and trees.

2.2.1. Vehicle Modeling. The vehicles in urban roads are
divided into three types in terms of size, small-sized vehicles,

Tx

(a)

Tx

(b)

Figure 1: Straight road scenario and intersection scenario: (a) straight road; (b) intersection.

2 Wireless Communications and Mobile Computing



0.30m

1.80m 0.75m

0.66m

0.45m

1.78m

2.68m

4.00m

(a)

1.25m

1.25m

2.24m

0.55m

3.20m

6.00m

(b)

Figure 2: Continued.
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medium-sized vehicles, and large vehicles, with the propor-
tions of 89%, 7%, and 4%, respectively [18].

As shown in Figure 2, small-sized vehicles are modelled
according to a 3-compartment car, medium-sized vehicles
are modelled according to a van, and large-sized vehicles
are modelled according to a bus.

2.2.2. Building Modeling. Urban buildings are modelled as
low-rise, multistorey, and medium high-rise buildings, with
the height of 7m, 14m and 23m and the proportions of
20%, 50% and 30%, respectively [19], as shown in Figure 3.

And the distribution of buildings presents a commercial-
residential-commercial trend. The buildings are arranged
with a spacing of 13m. The distance between a building
and the sidewalk is 10m.

2.2.3. Tree Modeling. The trees are 0.5m away from the edge
of the road with an interval of 10m. The height of the trees is
10m, in which the heights of the trunk and the crown are
both 5m, as shown in Figure 4. The trunk is modelled as a
hexagonal prism, while the crown is modelled as an approx-
imate sphere.

In addition, the electromagnetic parameters of all the
materials in the scenario are listed in Table 1.

2.3. Ray-Tracing Simulation. The Tx/Rx antenna is placed on
top of the car, with 0.05m above the roof. For example, the
omnidirectional antennas are used, as shown in Figure 5.
And the simulation process is as follows.

2.3.1. Straight Road. A car in the middle lane is selected to
simulate the V2V channel characteristics with other cars
within 100m, as shown in Figure 1(a).

2.3.2. Intersection. A car waiting for the traffic light near the
zebra crossing in the north-south direction is selected, to
simulate the V2V channel characteristics with other cars
within around 100m, as shown in Figure 1(b).

As a technique to predict radio propagation characteris-
tics, RT is based on electromagnetic theory, geometrical
optics (GO) theory, and uniform theory of diffraction

(UTD). It is assumed that the radio wave propagates in the
plane wave, whose far-field propagation characteristics can
be simplified to a ray model to describe all propagation paths
from Tx to Rx, and the geometry and dielectric properties of
scattering objects in the scenario need to be modelled.

The RT simulator employed in this study is developed by
Beijing Jiaotong University. It is composed of a V2V RT sim-
ulator [20] and an UWB THz RT simulator [21]. Recently,
this RT simulator is extended to a high-performance com-
puting (HPC) cloud-based platform (CloudRT). More details
of this platform can be found in [22] as well as via http://
raytracer.cloud. This RT simulator has been validated by a
large number of measurements from frequencies below the
6GHz [1, 20] to 300GHz band [21, 23]. With aWeb browser,
MATLAB, and SketchUp installed, users can prepare the
needed models, configure/trigger simulation tasks, and
download results.

RT can identify all possible rays between Tx and Rx,
whose propagation modes include LOS, reflection, scattering,
and diffraction. After a coherent superposition of all deter-
mined rays, the final output of the ray-based model is the
time-variant CIR hðτ, tÞ ∈ℂMR ·MT , which completely charac-
terizes the frequency-selective channel for each Tx/Rx link
for the MT and MR transmit and receive antennas, respec-
tively. We can express the CIR for single-input single-
output (SISO) transmission, i.e., MR =MT = 1, as

h τ, tð Þ = 〠
N tð Þ

k=1
ak tð Þej 2πf τk tð Þ+φk tð Þð Þδ τ − τkð Þ = 〠

N tð Þ

k=1
~ak tð Þδ τ − τkð Þ,

ð1Þ

where the kth MPC is described by the amplitude akðtÞ, the
delay τkðtÞ, and the phase shift φkðtÞ at time t. NðtÞ and f
denote the number of MPCs for each time instant and the
carrier frequency, respectively. Based on the predicted CIR,
additional characteristics like the PDP and RMS delay spread
can be derived.

The simulation parameters are listed in Table 2, where
the reflection order is defined as the maximum number of

4.50m

2.90m

2.54m

0.40m

11.85m

(c)

Figure 2: 3D model of vehicles: (a) car; (b) van; (c) bus.
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reflections that can be determined by the RT model based on
the image method. Specular reflections are calculated recur-
sively up to a desired order, but considering the complexity
of the environment, only reflections up to order three are
practical due to the limit of computational effort. In addition,
the directive scattering (DS) model [24] which is widely used
in optics is selected to calculate the power and direction of
the scattering path in the platform.

3. Channel Characteristics

In this section, based on RT simulation technology, the chan-
nel characteristics in the straight road and intersection are
discussed in peak hours.

3.1. LOS and NLOS. It can be seen from Figure 6(a), in the
straight road scenario, as the Tx-Rx distance increases from
10m to 90m, the LOS probability falls from 100% to 40%.

As shown in Figure 6(b), the LOS probability in the inter-
section scenario has a similar trend. However, the LOS prob-
ability in different regions (from south to north, from north
to south, and in east-west direction) is slightly different. For
cars driving from north to south, if there are medium-sized
or large-sized vehicles in the east-west direction in front of
the Tx, LOS will be blocked. However, the distance between
adjacent vehicles is relatively short in peak hours, which
results in about 4-6 vehicles in the east-west direction ahead
of the Tx. In addition, considering the proportion of vehicles
(the probability of the appearance of medium-sized and

7m

9m 8m

(a)

11m 9m

14m

(b)

23m

10m

16m

(c)

Figure 3: 3D model of buildings (take commercial buildings as an example): (a) low-rise buildings; (b) multistorey buildings; (c) medium
high-rise buildings.
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large-sized vehicles appearing in urban roads is 11%),
according to probability theory, the probability of more than
one large- and medium-sized vehicle in these 4-6 vehicles,
that is, the probability of LOS blockage, will be more than
40%, which means that the probability of LOS in that area
will be less than 60%.
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Figure 5: Omnidirectional antenna: (a) vertical cut; (b) 3D pattern.

Table 2: Simulation parameters.

Parameter Value

Frequency (GHz) 5.85-5.95

Resolution (MHz) 1

Reflection order 3

Scattering mode Directive mode

Antenna (Tx, Rx) Omnidirectional vertical polarization

Table 1: Material parameters.

Object Material Relative permittivity Loss tangent

Ground, sidewalk, and residential buildings Concrete 1.06 0.65

Vehicle windows, commercial buildings Tempered glass 0.0538 23.9211

Trunk Wood 1.27 0.0038

Vehicle body, fence Metal 1 107

Leaves Matsuba 1.36 0.0441

Wheel Rubber 2.168 0.038

5m

5m

0.5m

Figure 4: 3D model of trees.
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Figure 7 presents propagation paths in the straight road sce-
nario and the intersection scenario in LOS andNLOS conditions.

In LOS conditions, there are a great number of reflections
by the sides of the vehicle or the lower part of the side build-

ing. In NLOS conditions, the reflection rays, mainly from the
sides of vehicles and buildings, if they exist, will dominate
over a large number of scattering rays with relatively low
power caused by the vehicles, buildings, and trees. Moreover,
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Figure 6: LOS probability at (a) straight road and (b) intersection.
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Figure 7: Propagation paths: (a) straight road scenario with LOS condition; (b) intersection scenario with LOS condition; (c) straight road
scenario with NLOS condition; (d) intersection scenario with NLOS condition.
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it can be seen that more reflecting objects (i.e., buildings and
trees) exist near the Tx and Rx in the intersection scenario, so
more multipath contributions (MPCs) can be provided when
the Tx and the Rx are obstructed. According to ITU-R P.1411
[25], the radio propagation within 1 km is mainly affected by
buildings and trees. Since most of the short-range wireless
signal transmission is in the city and suburb, the influence
of buildings is particularly important. The height of transmit-
ters is near ground level, which leads to more interaction with
objects in the close neighbor surroundings [26].

3.2. Path Loss. Figure 8 shows the path loss in the straight
road scenario and the intersection scenario with LOS and
NLOS conditions in terms of the Tx-Rx distance. The path
loss in dB is roughly linear with the logarithmic distance in
LOS conditions. In NLOS conditions, the shadowing loss
caused by vehicle occlusion can exceed 20 dB even in the
short Tx-Rx distance about 10m, which is consistent with
the conclusion in [13].

Considering that NLOS conditions will have a great
impact on the path loss, in order to improve the accuracy,
the path loss model, shown in (2), is used in LOS and NLOS
conditions, independently, and the fitting parameters are
shown in Table 3.

PL dð Þ = A + 10n log10 dð Þ +
La, LOS,
Lb, NLOS,

(
ð2Þ

where A is the interception, d is the Tx-Rx distance (unit: m),
n is the path loss exponent, and La and Lb are the shadowing
loss in the LOS and NLOS conditions, respectively. Due to
the obvious linear variation of the path loss in LOS condi-
tions, both n and A are fitted in LOS conditions based on
the minimum mean squared error (MMSE).

In the two scenarios, the waveguide effect occurs because
of a set of waves reflected by the buildings on both sides of the
road like valleys. Thus, the path loss exponent n in the
straight road and the intersection are slightly smaller than
those in the free space path loss (FSPL) model (n = 2). More-
over, the phenomenon (n < 2) has also been found in many
other studies [4, 27–29]. And the difference of n and A in
the two scenarios is very small.

The probability density function (PDF) of the shadowing
loss and fitting results in the straight road scenario and the
intersection scenario with LOS conditions is shown in
Figure 9. It should be noted that the change trend of simu-
lated data is approximately monotonically increasing, which
is similar to special cases of Weibull distribution. Reference
[30] points out that the Weibull distribution is a better fit
over all empirical data than the Nakagami distribution in
V2V channels. The PDF of the Weibull distribution is
defined as

f x, λ, kð Þ = k
λ

x
λ

� �k−1
e− x/λð Þk , ð3Þ

where λ > 0 denotes the scale parameter and k > 0 denotes
the shape parameter. And the cumulative distribution
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Figure 8: Path loss in terms of Tx-Rx distance at (a) straight road and (b) intersection.

Table 3: Parameters in path loss model.

Scenario Parameter Value

Straight road
n 1.937

A (dB) 47.55

Intersection
n 1.927

A (dB) 47.43
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function (CDF) is defined by

F x, λ, kð Þ = 1 − e− x/λð Þk : ð4Þ

In this paper, we need to modify the value of x by
substituting the value of the maximum shadowing loss minus
the shadowing loss; the fitting parameters of the Weibull dis-
tribution are presented in Table 4. The λ in the intersection is
larger than that in the straight road, which shows that the
probability of different shadowing loss values in the intersec-
tion with LOS conditions is more uniform. In the intersec-
tion, although the influence of multipaths at different
locations is diversified, the effect of MPCs is more consistent
in the distribution of the shadowing loss. The differences in
the shadowing loss in LOS conditions are mainly attributed
to the different participations of multipaths on the direct
LOS path.

The PDFs of the shadowing loss and fitting results in the
straight road scenario and the intersection scenario with

NLOS conditions are shown in Figure 10. Observed from
data fitting, it is more in line with the multimodal Gaussian
distribution, which is the superposition of three Gaussian
distributions, corresponding to different compositions of
multipath components, and can well describe the statistics
of the shadowing loss, whether there is a straight road or a
crossroad. Fitting parameters of the shadowing loss are
shown in Table 4. The multimodal Gaussian distribution is
defined as

f x, u1, σ1, u2, σ2, u3, σ3, a, bð Þ = a
1ffiffiffiffiffiffi
2π

p
σ1

exp −
x − u1ð Þ2
2σ2

1

 !

+ b
1ffiffiffiffiffiffi
2π

p
σ2

exp −
x − u2ð Þ2
2σ22

 !

+ 1 − a − bð Þ 1ffiffiffiffiffiffi
2π

p
σ3

exp −
x − u3ð Þ2
2σ2

3

 !
,

ð5Þ

where u1, u2, and u3 are the mean values of the Gaussian dis-
tribution from left to right and σ1, σ2, and σ3 are the corre-
sponding standard deviations.

The mean value of the first Gaussian distribution of sha-
dowing loss is 4.02 dB (straight road)/6.55 dB (intersection).
This is mainly due to the existence of the single bounce
reflections from the side of buildings and vehicles. Moreover,
due to the larger value of a, the probability of the first Gauss-
ian distribution is the largest. In [17, 31], it is reported that, in
the absence of LOS, most of the power is received by single
bounce reflections from physical objects. The measurement
results in the urban road in [14] at the 5.6GHz band show
that the shadowing loss caused by obstructing vehicles fol-
lows the Gaussian distribution, and the mean value of the
shadowing loss is about 7 dB, which is basically consistent
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Figure 9: Shadowing loss distribution in LOS conditions: (a) straight road; (b) intersection.

Table 4: Parameters in shadowing loss model.

Scenario Straight road Intersection

λ 1.74 2.32

k 1.02 1.03

u1 4.02 6.55

σ1 3.00 8.51

u2 16.94 37.04

σ2 6.32 10.2

u3 34.48 63.58

σ3 5.08 7.22

a 0.60 0.46

b 0.07 0.38
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with the mean value of the first Gaussian distribution of the
shadowing loss in this paper.

The mean value of the second Gaussian distribution of
the shadowing loss in the straight road is 16.94 dB, with a
low probability. It is mainly caused by multiple reflections
from the vehicles.

The mean value of the second Gaussian distribution of
the shadowing loss in the intersection and the third Gaussian
distribution of the shadowing loss in the straight road is

34.48 dB (straight road)/37.06 dB (intersection). The rays
are composed of a large number of scattering paths with a
relatively low power from trees, buildings, and vehicles.

The mean value of the third Gaussian distribution of the
shadowing loss in the intersection is 63.6 dB. It only appears
when the Rx is driving in the east-west direction, extremely
far away from the intersection and obstructed by many
medium-sized or large-sized vehicles, resulting in only a
small number of scattering paths existing, with lower power.
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Figure 10: Shadowing loss distribution in NLOS conditions: (a) straight road; (b) intersection.
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Figure 11: RMS delay spread in both LOS and NLOS conditions: (a) straight road; (b) intersection.
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Reference [9] points out that the path loss is high when
the vehicles are far away from the intersection, with few
physical objects actually providing propagation rays. In
NLOS conditions, the strength of the received power is
dependent on the availability of the reflection and scattering
coming from buildings and trees, which may account for the
main received power. In the absence of a large fraction of
these reflections and scattering, the second Gaussian distri-
bution or the third Gaussian distribution of the shadowing
loss will appear.

3.3. RMS Delay Spread. The RMS delay spread is defined as
[32]

τrms =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

n=1 Pn τn − �τð Þ2
∑N

n=1 Pn

s
, ð6Þ

where Pn and τn denote the power and the excess delay of the
n-th ray, respectively; N is the number of rays; and the mean
delay �τ is defined by

�τ = ∑N
n=1 Pnτn
∑N

n=1 Pn

: ð7Þ

Figure 11 shows the RMS delay spread in the straight
road scenario and the intersection scenario with LOS and
NLOS conditions. And the corresponding CDFs and PDFs
are shown in Figures 12 and 13.

The median values of the RMS delay spread in the
straight road are 20.86 ns (LOS) and 26.04 ns (NLOS), and
90% of the RMS delay spread are less than 58.24 ns (LOS)
and 102.9 ns (NLOS). The median values of the RMS delay
spread in the intersection are 20.86 ns (LOS) and 26.04 ns
(NLOS), and 90% of the RMS delay spread are less than
58.24 ns (LOS) and 102.9 ns (NLOS).

The standard deviations of the RMS delay spread are
29.32 ns in the straight road and 41.66 ns in the intersection.
The standard deviation in the intersection is larger than that
in the straight road. The result illustrates that the surround-
ing scatterers in the intersection have a more significant
impact on the V2V radio channel.

It can be observed that the RMS delay spread in LOS con-
ditions is much smaller than that in NLOS conditions. The
RMS delay spread in most locations is close to 0 ns, which
indicates that MPCs with a large delay suffer greater
attenuation.

Moreover, the RMS delay spread in the intersection is
larger than that in the straight road. MPCs will be involved,
and the Rx can receive more reflection and scattering paths
from the surrounding buildings and trees, even from some
distant buildings, as shown in Figures 6(b) and 6(d), which
leads to a greater RMS delay spread.

Generally, the statistical characteristics of the RMS delay
spread can be modelled as a Gaussian distribution [33, 34].
However, as can be seen from Figure 12, the Gaussian distri-
bution is not applicable, so we use theWeibull distribution to
model it. The results are presented in Table 5. A larger λ in
the straight road indicates the extent to which the RMS delay
spread variation is greater.

3.4. RMS Angular Spread. The RMS angular spread is calcu-
lated as

AS =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2 ln

∑N
n=1 e

jθnð Þ
�
Pn

∑N
n=1 Pn

������
������

0
@

1
A

vuuut , ð8Þ

where Pn and θn denote the power and angle (azimuth/eleva-
tion angle of arrival/departure) of the n-th ray, respectively,
and N is the number of rays.
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Figure 12: CDFs of RMS delay spread in both LOS and NLOS conditions: (a) straight road; (b) intersection.
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In the V2V channel, the angle of arrival and the angle of
departure are equivalent. Therefore, only the RMS angular
spread of departure is discussed. Figure 14 shows the CDFs

of the Azimuth Spread of Departure (ASD) and Elevation Spread
of Departure (ESD) in the straight road and the intersection.

ESDs are almost 0° which indicate that the directions of
the rays are almost parallel to the ground. The MPCs from
the top of the buildings on both sides experience greater atten-
uation. The LOS path and the reflection paths from the build-
ings at the same height as the car contribute the main energy.

The median values of ASDs are 8.55° in the straight road
and 8.68° in the intersection. 90% of ASDs are less than 32° in
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Figure 13: PDFs of RMS delay spread: (a) straight road; (b) intersection.

Table 5: Parameters in RMS delay spread.

Scenario Straight road Intersection

λ 27.55 26.16

k 0.80 0.74
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the straight road and 56° in the intersection. The ASDs in the
intersection are larger than those in the straight road. The
objects involved in the radio wave propagation in the straight
road are arranged along both sides of the road, resulting in a
relatively weak reflection and scattering paths.

The RMS angular spreads of the azimuth angle are larger
than those of the elevation angle, illustrating that the low cor-
relation and higher multiple-input multiple-output (MIMO)

gain can be improved when the antenna arrays are placed
horizontally at the Tx locations.

4. Conclusion

Based on RT simulation technology, the V2V channel char-
acteristics at the 5.9GHz band are investigated. The two
V2V scenarios, urban straight road and intersection,
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Figure 14: CDFs of RMS angular spread: (a) straight road; (b) intersection.
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including road models, vehicle models, building models, and
tree models, are established. RT simulation results show that
the LOS probability nearly linearly decreases with the Tx-Rx
distance, and the shadowing loss caused by obstructing vehi-
cles can exceed 20 dB even in the short Tx-Rx distance. The
shadowing loss can be well characterized by the multimodal
Gaussian distribution. Thus, the path loss models in the
LOS and NLOS conditions are obtained. Furthermore, the
distributions of the RMS delay spread in the two scenarios
are obtained and are modelled by the Weibull distribution.
Finally, the deployment of antenna arrays is discussed based
on the statistics distribution of the angular spread.

In the past, the shadowing effect caused by obstructing
vehicles is usually modelled as one Gaussian-correlated vari-
able. However, different blocking levels, as we have observed,
have different effects on shadow fading, which have largely
been ignored. More importantly, we propose a multimodal
Gaussian distribution to describe the shadowing loss, and
the division of the multimode depends on the difference of
multipath components caused by different blocking levels.

In the future work, based on RT simulation, we will carry
out the research on V2V channel characteristics of specific
scenarios and measurement campaigns to verify the RT sim-
ulation results and make the results more convincing.
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How to improve delay-sensitive traffic throughput is an open issue in vehicular communication networks, where a great number of
vehicle to infrastructure (V2I) and vehicle to vehicle (V2V) links coexist. To address this issue, this paper proposes to employ a
hybrid deep transfer learning scheme to allocate radio resources. Specifically, the traffic throughput maximization problem is
first formulated by considering interchannel interference and statistical delay guarantee. The effective capacity theory is then
applied to develop a power allocation scheme on each channel reused by a V2I and a V2V link. Thereafter, a deep transfer
learning scheme is proposed to obtain the optimal channel assignment for each V2I and V2V link. Simulation results validate
that the proposed scheme provides a close performance guarantee compared to a globally optimal scheme. Besides, the proposed
scheme can guarantee lower delay violation probability than the schemes aiming to maximize the channel capacity.

1. Introduction

The rapid evolution of mobile communication technologies
invites all human beings to the era of the Internet of Every-
thing, where unprecedented changes will take place in all
walks of life and have a profound impact on every single
aspect of our daily interactions [1, 2]. Vehicular communica-
tions, widely regarded as a promising technology to enable
intelligent transportation, autonomous driving, and even
every potential application related to smart vehicles in
beyond 5G networks have attracted extensive attention from
both academia and industry [3]. Typically, the link types of
vehicular communications include vehicle to infrastructure
(V2I), vehicle to vehicle (V2V), and vehicle to everything
(V2X) [4]. Worth noting is that different communication
link types usually have to provide certain quality of service
(QoS) guarantees [5]. For instance, an autonomous driving
vehicle is expected to transmit its rough position information
to the infrastructure to help the base station (BS) perceive the
whole vehicular network. Besides, such vehicles are con-
stantly exchanging various types of their instantaneous infor-

mation with adjacent vehicles to ensure transportation safety.
Apparently, these two types of information should be trans-
mitted with low delay, where the exchange of the instanta-
neous information between adjacent vehicles using V2V
links is inherently more delay-sensitive than V2I communi-
cations. Moreover, since the spectrum resources are quite
limited in existing cellular systems, how to effectively provide
differentiated QoS guarantees for different traffic is a critical
issue for vehicular communication networks [6].

Traffic throughput maximization usually serves as an
objective to improve the overall spectrum efficiency of a
given communication network [7]. However, as a vehicular
network is generally required to provide different QoS guar-
antees for different traffic, traditional resource allocation
schemes that aim to maximize the channel capacity may be
no longer applicable. Considering the low delay constraint,
actual resource optimization problems are usually more
complex [8, 9]. Additionally, spectrum sharing is another
potential solution to improve the spectrum efficiency of
a communication system. In a vehicular network, V2I
and V2V communications can reuse the same channel
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to transmit data, which dramatically increases the number of
access links for vehicular communications. Nevertheless, the
introduced interference between the V2V and V2I links
further complicates the performance analysis of vehicular
networks. In summary, a fundamental challenge for vehicu-
lar communication networks is to design an efficient resource
allocation scheme to maximize the network traffic through-
put under diverse QoS requirements and various interference
constraints.

To address this challenge, this paper focuses on a vehicu-
lar network where V2I and V2V links share the limited spec-
trum resource. Specifically, an interference model and a
statistical delay model are both established, based on which
a traffic throughput maximization problem is formulated
aiming to acquire the optimal power allocation and spectrum
sharing scheme. Subsequently, the optimization problem is
decomposed into a power allocation subproblem for each
pair of cellular user (CUE) and V2V user (VUE) and a spec-
trum sharing subproblem for the whole vehicular network.
Firstly, the power allocation subproblem is solved analyti-
cally based on the effective capacity theory, with both the
statistical information of small-scale channel fading and the
instantaneous information of large-scale channel fading
taken into account. Secondly, a supervised deep learning
algorithm is proposed to solve the spectrum sharing problem.
Moreover, to overcome the mismatch problem caused by the
varying distribution of hidden network information and
states, we propose a deep transfer learning algorithm to adapt
fast to new scenarios and to achieve optimization under
certain QoS requirements for vehicular networks. Simula-
tion results validate the accuracy of our proposed learning
schemes, and the performance analyses show that traditional
channel capacity maximization schemes may incur a high
delay violation probability for delay-sensitive traffic, which is
systematically alleviated by our proposed learning schemes.

The contributions of this paper are summarized as
follows:

(i) An analytical model is established to jointly consider
the statistical delay guarantee and interchannel
interference. Compared to the traditional model
based on the average delay, our proposed analytical
model better fits the context of beyond 5G networks,
where the delay performance is commonly mea-
sured in a probabilistic dimension

(ii) A power allocation scheme is proposed to maximize
the throughput of delay-sensitive traffic for a given
CUE-VUE pair. The highlight of our proposed
scheme lies in that its computation complexity only
relates to the number of power levels, which enables
its application on a real-world vehicular transmitter.
In addition, the power allocation scheme can guar-
antee the traffic delay requirement for both CUE
and VUE while other conventional schemes only
guarantee either one of the vehicular links

(iii) A deep learning-based spectrum sharing scheme is
proposed to quickly obtain the optimal channel
reuse strategy. Based on the offline deep learning

algorithm, a deep transfer learning algorithm is
further developed to deal with the mismatch prob-
lem commonly encountered in new scenarios, where
the hidden information is dynamic and only few
training samples can be obtained

The remainder of this paper is organized as follows. In
Section 2, related work is introduced and discussed. In
Section 3, the network model, interference model, and delay
model are presented. Section 4 proposes the traffic maxi-
mization scheme, and Section 5 compares and discusses
the simulation results. Finally, the paper is concluded in
Section 6.

2. Related Work

In the literature, existing studies on throughput maximiza-
tion for vehicular communications can be briefly summa-
rized as follows.

In [10], a low complexity data routing policy was
designed to maximize the data throughput from vehicles to
roadside units. In [11], a data transmission and scheduling
scheme was proposed to maximize the traffic throughput
and reduce the resource contention for nonadjacent V2V
communications. In [12], an information spread problem
in vehicular networks with V2I and V2V links was formu-
lated and solved, where the channel capacity of V2I links
was maximized based on the Doppler effect. In [13], a coali-
tion game model was introduced to optimize resource alloca-
tion and maximize the throughput of individual V2V links
under a minimum V2I throughput requirement. In [14], a
novel power allocation and spectrum sharing algorithm
was proposed to optimize the throughput of V2I links
while guaranteeing the minimum throughput requirement
of V2V links. The abovementioned works [10–14] have
designed novel resource optimization schemes for different
scenarios. However, in these studies, the throughput perfor-
mance was simply characterized by the Shannon channel
capacity, and the transmission delay was not taken into
account.

Since the transmission delay is a critical metric in vehic-
ular communications, a significant number of researchers
have paid close attention to the improvements of the delay
performance. In the literature, the transmission delay was
usually analyzed in the average and used as an indicator to
calculate the tradeoff with other performance metrics based
on the Lyapunov theory [15–18]. In [15], the TV white space
bands were used to supplement the bandwidth for the com-
putation offloading of vehicular terminals. The computation
offloading and bandwidth allocation decisions were jointly
optimized to balance the task delay and the cost of the TV
white space bands. In [16], the extreme value theory and
Lyapunov theory were employed to analyze the tail distribu-
tion of the age of information in a given vehicular network. A
power control scheme was proposed to guarantee the mean
delay requirement. In [17], a vehicle-centric approach was
designed to optimize the node association and resource real-
location, by taking the additional latency caused by the over-
head into account. In [18], the long-term time-averaged total
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system capacity was maximized while satisfying the strict
ultrareliable and low-latency requirements of vehicle com-
munications. Generally, the mean delay is leveraged to
characterize delay-tolerant traffic. However, there are many
types of delay-sensitive traffic in vehicular networks where
the positions of vehicles, wireless channel states, and traffic
arrival intervals are all highly dynamic. Hence, the statistical
delay guarantee is more useful for practical vehicular net-
works. In [19], the capacity of V2I links was maximized
under a given delay and delay violation probability require-
ment, where the closed-form power allocation solution was
derived for each V2I and V2V reuse link. However, [19] only
considered the delay requirement of V2V links. To the best of
our knowledge, how to provide the delay guarantee for both
V2I and V2V links at the same time is still an open problem.

In addition, deep learning-based techniques are becom-
ing more and more popular in wireless communications
[20]. In [21], the authors integrated a convolutional neural
network and a long short-term memory network to predict
the channel state information. In [22], the authors con-
structed a feature learning framework for IoT applications
to effectively classify data and detect anomaly events, using
RBF-BP hybrid neural network. In [23], the deep learning
assisted optimization methods for resource allocation in
vehicular communications were introduced and compared.
In [24], a multiagent reinforcement learning framework
was proposed for the spectrum sharing in vehicular networks
with V2I and V2V links. It is evident that deep learning is
confirmed to be an effective tool for optimization in wireless
communications. Hence, in this paper, we propose a hybrid
deep transfer learning scheme to address the aforementioned
problem in vehicular communications.

3. System Model

3.1. SystemModel.We consider a multivehicle single-cell net-
work as depicted in Figure 1, where there are M vehicles as
CUEs and NðN ≤MÞ pairs of proximate vehicles as VUEs.
The CUEs transmit information to the BS through V2I com-

munications with orthogonal channels, while the VUEs
employ V2V communications to send and receive data
through sharing the spectrum resource with CUEs. The total
bandwidth of the considered network is Btot. We assume that
each CUE can only occupy one channel at a time, and a
channel can only be allocated to one CUE. Hence, the
channel bandwidth allocated to a CUE can be denoted as
B = Btot/M. In order to avoid the strong interference
between V2I and V2V links, each VUE can only reuse
one channel, and each channel can only be shared with
one VUE. For notational expedience, we use M = f1, 2, ::,
m,⋯,Mg and N = f1, 2, ::, n,⋯,Ng to denote the sets of
CUEs and VUEs, respectively. In addition, all the CUEs
and VUEs are equipped with a single antenna.

3.2. Communication Model. We denote the channel power
gain from the mth CUE to the BS by gCm = φC

mh
C
m, where φ

C
m

and hCm characterize the large-scale and small-scale fading
components, respectively. The large-scale fading parameter
can be further modeled as φC

m = ϕωC
mðlCmÞ

−α
, where ϕ denotes

the path loss constant, ωC
m is the random log-normal shadow-

ing parameter, l represents the distance between the CUE and
the BS, and α is the power decay exponent. Similarly, we use
gV
n = φV

n h
V
n , gn,B = φn,Bhn,B, and gm,n = φm,nhm,n to represent

the channel power gain of the nth VUE, the interference
power gain from the nth VUE to the BS, and the interference
power gain from the mth CUE to the nth VUE, respectively.
In addition, due to the high mobility of vehicles and the vary-
ing delay requirement of different data traffic, it is impractical
for the BS to always obtain the instantaneous small-scale fad-
ing information. However, the statistical information is easily
accessible by the BS from the feedback of vehicles within
hundreds of time slots. Hence, in this paper, we assume all
the CUEs and VUEs undergo the small-scale Rayleigh fading.
In other words, small-scale fading parameters hCm, h

V
n , hn,B,

and hm,n follow the independent and exponential distribution
with unit mean in each time slot.

VUEn

CUEm

BS

V2I link
V2V link
Interfering link

gm,n

gn,B

gCm

gVm

Figure 1: A typical vehicular network with CUEs and VUEs.
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As the channel (interference) power gain is time-varying
for both V2I and V2V links. The considered network should
make a decision on the power management and spectrum
sharing for all CUEs and VUEs when the statistical channel
information changes. The transmission power of the mth
CUE and the nth VUE is denoted by pCm and pVn , respectively.
Besides, binary indicator τm,n is employed to characterize the
channel reused by the mth CUE and the nth VUE, where
τm,n = 1means themth CUE and the nth VUE share the same
channel. As a result, the signal to interference plus noise ratio
(SINR) of the mth CUE and the nth VUE holds as

γCm = pCmg
C
m

N0B +∑N
n=1τm,npVn gn,B

, ð1Þ

γVn = pVn g
V
n

N0B +∑N
n=1τm,npCmgm,n

, ð2Þ

where N0 denotes the power spectral density of background
noise. According to the Shannon’s Theorem, the channel
capacity of the mth CUE and the nth VUE in each time slot
can be obtained as

RC
m = B log2 1 + γCm

� �
, ð3Þ

RV
n = B log2 1 + γVn

� �
: ð4Þ

3.3. Performance Metric and Problem Formulation. Typically,
a vehicle generates delay-sensitive traffic periodically and
sends it to the BS or other vehicles in a V2X network, where
the traffic is assumed to be infinitesimal. The corresponding
cumulative arrivals during ð0, t� are denoted by AC

mðtÞ and
AV
n ðtÞ. Similarly, the cumulative departures are denoted by

AC
m
∗ðtÞ and AV

n
∗ðtÞ. At t, the traffic delay can be obtained as

DC
m tð Þ =max d : AC

m tð Þ ≥ AC
m
∗
t + dð Þ

n o
,

DV
n tð Þ =max d : AV

n tð Þ ≥ AV
n
∗
t + dð Þ

n o
:

ð5Þ

In order to characterize the delay performance more
intuitively, we model the delay metric according to the
philosophy behind 5G ultrareliable low latency communica-
tions (uRLLC). Specifically, statistical delay characteristics
are analyzed in this paper, as shown in

Pr DC
m tð Þ > dCm

n o
≤ εCm,

Pr DV
n tð Þ > dVn

n o
≤ εVn :

ð6Þ

For themth CUE, its statistical delay performance means
the traffic delay exceeding threshold dCm should be controlled
with probability εCm, which also holds for the nth VUE. In a
V2X network, a vehicle sustaining a higher traffic arrival rate
under a specific delay requirement means that this vehicle is
able to update its information to other vehicles or the infra-

structure more timely. Let λCm (m ∈M) and λVn (n ∈N )
denote the maximum arrival rate (i.e., traffic throughput)
sustained by the mth CUE and the n VUE under the delay
requirement, respectively. We model the traffic throughput
under the delay requirement as follows

λCm =max λ : Pr DC
m tð Þ > dCm

n o
≤ εCm

n o
,

λVn =max λ : Pe DV
n tð Þ > dVn

n o
≤ εVn

n o
:

ð7Þ

In this paper, we aim to maximize the traffic throughput
for the considered network under diverse delay requirements
through optimizing the power and spectrum allocation for
each CUE and VUE. The optimization problem regarding
to resource allocation can be formulated as

P1 max
τm,nf g, pCmf g, pVnf g

〠
m∈M

λCm + 〠
n∈N

λVn

s:t: C1 : Pr DC
m tð Þ > dCm

n o
≤ εCm∀m ∈M

C2 : Pr DV
n tð Þ > dVn

n o
≤ εVn ∀n ∈N

C3 : 0 ≤ pCm ≤ pCmax∀m ∈M

C4 : 0 ≤ pVn ≤ pVmax∀n ∈N

C5 : 〠
m∈M

τm,n ≤ 1,∀n ∈N

C6 : 〠
n∈N

τm,n ≤ 1,∀m ∈M

: ð8Þ

In P1, C1 and C2 represent the delay constraints for
CUEs and VUEs, respectively. C3 and C4 constrain the trans-
mission power range of CUEs and VUEs, respectively. C5
and C6 are the spectrum sharing constraints ensuring that
the channel of each CUE is reused by at most one VUE and
each VUE reuses the channel of at most one CUE. Consider-
ing C5 and C6, P1 is a mixed integer nonlinear programming
(MINP) that cannot be solved by traditional convex optimi-
zation approaches. Moreover, due to the lack of tractable
expressions to characterize C1 and C2, it is more challenging
to solve P1, compared with other MINP problems, especially
when the traffic throughput is modeled using the channel
capacity without considering delay requirements. Therefore,
we propose a hybrid deep transfer learning method to
achieve the optimal resource allocation.

4. Joint Power Allocation and CUE-VUE
Association Optimization

As the interference only exists in a channel that is reused
by a CUE and a VUE, P1 can be decomposed into a
power allocation subproblem P2 for a given CUE-VUE
pair and CUE-VUE association subproblem P3 for a given
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power allocation. Specifically, P2 and P3 can be formu-
lated as in

P2 max
pCm ,pVn

λCm + λVn

s:t: C1 − C4
, ð9Þ

P3 max
τm,nf g

〠
m∈M

λCm + 〠
n∈N

λVn

s:t: C5 − C6
: ð10Þ

4.1. Power Allocation for CUE-VUE Pair. In order to solve
P2, we need to first deduce the delay constraint for a
given CUE-VUE pair. Without loss of generality, we ran-
domly choose the mth CUE and the nth VUE as a pair
for the subsequent analysis. According to the effective
capacity theory, the delay violation probabilities for the
mth CUE and the nth VUE can be obtained as

Pr DC
m tð Þ > dCm

n o
≤ e−θ

C
mβ

C
m θCmð ÞdCm , ð11Þ

Pr DV
n tð Þ > dVn

n o
≤ e−θ

C
nβ

V
n θVnð ÞdVn , ð12Þ

where βC
m and βV

n denote the effective capacity and θCm and
θCm are the nonnegative QoS exponential parameters that
can be further optimized. For a stable vehicular network,
the effective capacity of CUE and VUE can be calculated
as [25].

βC
m θCm

� �
= −

ln E e−θ
C
mR

C
m

h i
θCm

≥ λCm, ð13Þ

βV
n θVn

� �
= −

ln E e−θ
V
n R

V
n

h i
θVn

≥ λVn :
ð14Þ

Combining (11) and (13), we have

Pr DC
m tð Þ > dCm

n o
≤ E e−θ

C
mR

C
md

C
m

h i
, ð15Þ

Pr DV
n tð Þ > dVn

n o
≤ E e−θ

V
n R

V
n d

V
n

h i
: ð16Þ

From (15), the delay violation probability of CUE can
be improved by increasing θCm. However, according to (13),
the effective capacity of CUE decreases with θCm, which
implies that a low λCm is guaranteed. Similar results can

be derived for VUE. Hence, P2 can be transformed into
the following feasible problem

P4 max
pCm ,pVn ,θCm ,θVn

−
ln E e−θ

C
mR

C
m

h i
θCm

−
ln E e−θ

V
n R

V
n

h i
θVn

s:t: C1 : E e−θ
C
mR

C
md

C
m

h i
≤ εCm

C2 : E e−θ
V
n R

V
n d

V
n

h i
≤ εVn

C3 : 0 ≤ pCm ≤ pCmax∣

C4 : 0 ≤ pVn ≤ pVmax

: ð17Þ

To solve P4, the following theorem is derived.

Theorem 1. If fpC∗m , pV∗
n , θC∗m , θV∗

n g denotes the optimal solu-
tion for P4, the following equations must hold

E e−θ
C∗
m RC

m pC∗m ,pV∗nð ÞdCmh i
= εCm, ð18Þ

E e−θ
V∗
n RV

n pC∗m ,pV∗nð ÞdVnh i
= εVn : ð19Þ

Proof. Firstly, we assume that for the optimal solution fpC∗m ,
pV∗n , θC∗m , θV∗n g,

E e−θ
C∗
m RC

m pC∗m ,pV∗nð ÞdCmh i
< εCm: ð20Þ

According to (13), the effective capacity of CUE, i.e.,
βC
mðθCmÞ is a continuously decreasing function in θCm while

the delay violation probability E½e−θCmRC
mðpCm ,pVn ÞdCm � is also a

continuously decreasing function in θCm. As a result, there

always exists eθCm = σθC∗m < θC∗m ðσ⟶ 1−Þ meeting the delay
constraint as

E e−θ
C∗
m RC

m pC∗m ,pV∗nð ÞdCmh i
< E e−

eθC∗m RC
m pC∗m ,pV∗nð ÞdCm

� �
≤ εCm: ð21Þ

Also,

−
ln E e−θ

C∗
m RC

m pC∗m ,pV∗nð Þh i
θC∗m

< −
ln E e

eθCmRC
m pC∗m ,pV∗nð Þ

� �
eθCm : ð22Þ

Hence, power allocation scheme fpC∗m , pV∗
n , eθCm, θV∗n g

guarantees a higher traffic throughput than fpC∗m , pV∗n , θC∗m ,
θV∗n g under the delay and power constraints, which is a
contradiction. On the other hand, we assume that for the
optimal solution fpC∗m , pV∗

n , θC∗m , θV∗
n g, the following equa-

tion holds

E e−θ
V∗
n RV

n pC∗m ,pV∗nð ÞdVnh i
< εVn : ð23Þ
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And a similar contradiction to the assumption can be
observed. As a result, the optimal power allocation must
meet C1 and C2 equally.

According to (18), the effective capacities of CUE and
VUE can be further simplified as

βC
m θCm

� �
= −

ln E e−θ
C
mR

C
m

h i
θCm

= ln 1/εCm
dCm

1
θCm

,

βV
n θVn

� �
= −

ln E e−θ
V
n R

V
n

h i
θVn

= ln 1/εVn
dVn

1
θVn

:

ð24Þ

Therefore, P4 can be further transformed to

P5 max
pCm ,pVn

Γm,n pCm, pVn
� �

≜
ln 1/εCm
dCm

1
θCm

+ ln 1/εVn
dVn

1
θVn

s:t: C1 : E e−θ
C
mR

C
md

C
m

h i
= εCm

C2 : E e−θ
V
n R

V
n d

V
n

h i
= εVn

C3 : 0 ≤ pCm ≤ pCmax

C4 : 0 ≤ pVn ≤ pVmax

:

ð25Þ

Note that θCm and θVn can be directly obtained according
to C1 and C2 of (31) when transmission power fpCm, pVn g is
determined. And another theorem is proposed to further
optimize the power allocation.

Theorem 2. The optimal solution to P5 always satisfies either
pC∗m = pCmax or p

V∗
n = pVmax.

Proof. Firstly, we denote the optimal power allocation by
fpC∗m , pV∗

n g and assume the following two expressions hold
at the same time.

0 ≤ pC∗m < pCmax,
0 ≤ pV∗

n < pVmax:
ð26Þ

Additionally, let pC∗m < ~pCm = ξpC∗m < pCmax and pV∗n < ~pVn =
ξpV∗n < pVmax, where ξ⟶ 1+. According to (1), the following
expressions hold

γCm ~pCm, ~p
V
n

� �
= ξpC∗m gCm
N0B + ξpV∗

n gn,B

= pC∗m gCm
N0B/ξ + pV∗

n gn,B
> pC∗m gCm
N0B + pV∗n gn,B

= γCm pC∗m , pV∗
n

� �
,

γVn ~pCm, ~p
V
n

� �
= ξpV∗

n gVn
N0B + ξpC∗m gm,n

= pV∗
n gVn

N0B/ξ + pCmgm,n
> pV∗n gVn
N0B + pC∗m gm,n

= γVn pC∗m , pV∗
n

� �
: ð27Þ

According to (3), we have RC
mð~pCm, ~pVn Þ > RC

mðpC∗m , pV∗n Þ
and RV

n ð~pCm, ~pVn Þ > RV
n ðpC∗m , pV∗

n Þ. From C1 and C2 in P5, θCm
is decreasing with RC

m, and θVn is decreasing with RV
n , and

therefore

ln 1/εCm
dCm

1
θCm ~pCm, ~p

V
n

� � + ln 1/εVn
dVn

1
θVn ~pCm, ~p

V
n

� �
> ln 1/εCm

dCm

1
θCm pC∗m , pV∗

nð Þ
+ ln 1/εVn

dVn

1
θVn pC∗m , pV∗

nð Þ
:

ð28Þ

Apparently, power allocation scheme f~pCm, ~pVn g guaran-
tees a higher traffic throughput than fpC∗m , pV∗n g, under
the delay and power constraints, which is also a contra-
diction to the assumption. Furthermore, for power alloca-
tion fpCm < pCmax, pVn < pVmaxg, we can improve the traffic
throughput under C1-C6 through increasing pCm and pVn with
an equal proportion until one of them reaches the corre-
sponding maximum. Consequently, Theorem 2 is proved.

From Theorem 2, P5 is decomposed into two one-
dimension optimization problems, i.e., optimizing pVn to
maximize Γm,nðpCmax, pVn Þ and optimizing pCm to maximize
Γm,nðpCm, pVmaxÞ. Thereafter, through comparing the corre-
sponding optimal Γ∗

m,nðpCmax, pVn Þ with Γ∗
m,nðpCm, pVmaxÞ, we

can choose the greater one as the optimal power allocation
solution for P5. Note that in the procedure of solving the
abovementioned two one-dimension optimization problems,
the optimal θCm and θVn can be derived by using the bisection
method on C1 and C2 in P5. Algorithm 1 summarizes how to
ascertain the optimal power allocation for a given CUE-VUE
pair. What should be highlighted is that, given power accu-
racy Δp, if C1 and C2 in P5 can be solved analytically, the
computation complexity of Algorithm 3 is OðpCmax + pVmax/
ΔpÞ. Otherwise, according to the bisection method, the com-
putation complexity is Oðlog2ðθmaxÞpCmax + pVmax/ΔpÞ, where
θmax denotes the maximum value of the QoS exponent. Typ-
ically, such a maximum value is small, and thus, the bisection
method can converge rapidly.

4.2. Deep Learning-Based CUE-VUE Matching. After obtain-
ing the optimal power allocation and the maximum traffic
throughput under the delay constraints of each CUE-VUE
pair, we further propose a supervised deep learning approach
to solve P3 in (10). In order to get the training label, we apply
Hungarian algorithm to optimize the CUE-VUE matching,
and the deep learning model should be properly trained to
guarantee high accuracy.
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As the number of CUEs may be greater than that of
VUEs, i.e., M >N , in this case, there are ðM −NÞ channels

that are not reused by any VUE. In order to maximize the
traffic throughput of those ðM −NÞ CUEs under their delay
requirements, we introduce a set of virtual VUEs, denoted
by N ′ and defined as

N ′ =
N + 1,N + 2,⋯,Mf g, if N<M
∅, if N =M

 
: ð29Þ

Also, for a given CUE-VUE pair, if the VUE is a
virtual VUE, we fix its transmission power as 0, and
then, (31) can be transformed into a simple power opti-
mization problem for a single CUE. It is easy to verify
that the effective capacity of the CUE is an increasing
function of transmission power pCm. Hence, the optimal
power allocation for this CUE-VUE pair can be obtained
as fpCmax, 0g, and the maximum traffic throughput can be
calculated by

Γ∗
m,n =

ln 1/εCm
dCm

1
θCm

, ð30Þ

where θCm can be obtained by solving E½e−θCmRC
mðpCmax,0ÞdCm � = εCm.

Therefor, P3 can be transformed into

Note that P6 is a bipartite matching problem [26] and
can be effortlessly solved by the classical Hungarian algo-
rithm. Specifically, the Hungarian algorithm is a sequential
and combinatorial optimization algorithm first proposed to
solve assignment problems [27]. The computation complex-
ity of the Hungarian algorithm calculating the optimal CUE-
VUE pair fτ∗m,ng is OðM3Þ, which is prohibitively high when
the number of CUEs is large. Hence, we develop a supervised
deep learning approach to solve P6 after obtaining the offline
labels from the Hungarian algorithm.

Firstly, we generate channel realizations with random
positions of CUEs and VUEs. In each channel, 106 small-
scale fading realizations are generated to solve C1 and C2
in P5. And then, we calculate the maximum traffic through-
put Γ∗

m,n sustained for each CUE-VUE pair and form a
throughput matric as fΓ∗

m,ng. The total number of the train-
ing samples K train is 5 × 104. In each sample, the traffic
throughput for a CUE-VUE pair varies in a large value range

and may be very different from those in other samples, which
takes a long time to obtain the optimal training parameters.
As a result, we normalize Γ∗

m,n for each training sample as in

Γ∗
m,n ⟸

Γ∗
m,n −min Γ∗

m,n
� 	

max Γ∗
m,n

� 	
−min Γ∗

m,n
� 	 ,m ∈M, n ∈N ∪N ′:

ð32Þ

For each training sample, we can easily deduce corre-
sponding label fτ∗m,ng. Note that there are M “1” and
MðM − 1Þ “0” elements in each fτ∗m,ng. This implies that
each label is quite sparse and a latent poor training perfor-
mance. Hence, we focus on the position of “1” elements for
eachm ∈M and use a fixed number from 1 toM to represent
it. For example, when “1” is spotted at the 5th column of the
considered row, that row can then be characterized by 5.
Therefore, the sparsity of the labels can be avoided.

1. Initialize statistical information of small-scale fading, loca-
tions of CUEs and VUEs, pCm = 0, pVn = 0, pC∗m = 0, pV∗n = 0,
optimal traffic throughput Γ∗

m,n = 0, power accuracy Δp;
2. Fix pC+m = pCmax;
3. while pVn ≤ pVmaxdo
4. Solve θCm from C1 in P5.
5. Solve θVn from C2 in P5.
6. Calculate Γm,n according to (31).
7. if Γm,n > Γ∗

m,n then
8. Γ∗

m,n = Γm,n, p
C∗
m = pCmax, p

V∗
n = pVn ;

9. pVn = pVn + Δp;
10. end if
11. end while
12. Fix pV+n = pVmax, p

C
m = 0;

13. while pCm ≤ pCmax do
14. Solve θCm from C1 in P5.
15. Solve θVn from C2 in P5.
16. Calculate Γm,n according to (31).
17. if Γm,n > Γ∗

m,n then
18. Γ∗

m,n = Γm,n, p
C∗
m = pCm, p

V∗
n = pVmax;

19. pCm = pCm + Δp;
20. end if
21. end while
22. Output pC∗m , pV∗n , Γ∗

m,n.

Algorithm 1: Optimal power allocation algorithm.

P6 max
τm,nf g

〠
m∈M

λCm + 〠
n∈N

λVn = 〠
m∈M

〠

n∈ N ∪N ′gτm,nΓ∗
m,ns:t:C5 : 〠

m∈M
τm,n ≤ 1,∀n ∈N C6 : 〠

n∈N
τm,n ≤ 1,∀m ∈M:

(
ð31Þ
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In the model training stage, we construct a fully con-
nected neural network (FNN) with KFNN = 5 layers. In each
layer, there are some neurons to be optimized and one activa-
tion function to introduce the nonlinear characteristics, as
depicted in Figure 2. In detail, there are 1000 neurons in each
middle (hidden) layer, and the ReLU activation function is
employed. Besides, the input and output vectors of the kth
layer are denoted by xk and yk, and we have

yk = ReLU Wkxk + bk
� �

xk+1 = yk

0@ , ð33Þ

where Wk and bk are the weight and bias vectors in the kth
layer. In order to predict the CUE-VUE pair matching from
1 to M, the output layer has M outputs, i.e.,

yKFNN =WKFNNxKFNN + bKFNN : ð34Þ

The training parameters of the FNN are initialized with
Gaussian variables with zero mean and unit variance. In each
epoch, a batch of training samples is randomly chosen from
all training samples for parameter training. The loss function
is defined as

loss = 1
K train 〠

K train

i=1
〠
M

j=1
yi,j − y∧i,j

� �2
, ð35Þ

where yi,j denotes the jth element of the label in the ith
sample and ŷi,j denotes the training result. The training
parameters can be optimized by the Adam algorithm to
minimize the loss function [28]. The deep learning-based
CUE-VUE pairing can be summarized by Algorithm 2.

4.3. Deep Transfer Learning for New Scenarios. As the FNN is
trained offline, it works well only for a V2V network with the
identical data distribution. However, in practical V2V net-
works, the traffic arrivals, channel fading, and positions of
vehicles are highly dynamic and nonstationary. Since we only
train the FNN with the maximum traffic throughput, hidden
parameters such as the positions of vehicles and large scale
channel fading are missing but have significant impacts on
both the throughput matric and the optimal CUE-VUE
matching. If the distribution of these parameters changes,
the throughput matric will be affected, where the offline
FNN will no longer perform well.

To address the mismatch problem, one potential approach
is to retrain the FNN for each new scenario. However, it is
hard to acquire enough training samples from a new scenario,
and the traffic of both CUEs and VUEs is delay-sensitive.
Hence, we resort to deep transfer learning to overcome the
mismatch, especially when new training samples cannot be
effectively obtained within a short time. The transfer learn-
ing framework is depicted in Figure 3. Specifically, we
choose offline trained model fW, bg as the initial parameter
setting. In addition, fine-tuning is employed to adjust the

Output y

Output layerHidden layerInput layer

Input x

W1 W2 WKFNNWKFNN–1

Figure 2: Fully connected neural network.

1. Initialize statistical information of small-scale fading, locations of CUEs and VUEs, the realization of large-scale fading;
2. Padding virtual VUEs to the considered network;
3. Obtain the maximum traffic throughput fΓ∗

m,ng sustained for each CUE-VUE pair from Algorithm 1;
4. Calculate the optimal matching scheme fτ∗m,ng as training labels;
5. Deal with the training samples fΓ∗

m,ng according to (32);
6. Deal with the training labels fτ∗m,ng to reduce the sparsity;
7. Train the FNN parameters with data samples until the loss function converges;
8. Output the optimal model.

Algorithm 2: Deep learning-based CUE-VUE matching.
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model parameters. Because the position of vehicles and the
large-scale fading both depend on the velocities of vehicles,
we need to fine-tune all the layers of the FNN.

5. Simulation Results

In this section, simulation results are presented and dis-
cussed. Network parameters and scenarios involved are set
as follows, unless otherwise stated.

Similar with [14], we set up a simulation scenario with a
6-lane freeway (3 lanes in each direction) passing through a
single cell, where the BS is located at the center of the road-
side. The lane width is set to 4m. The vehicles are randomly
dropped according to a Poisson point process with density
2.5 s × v, where v (km/h) denotes the velocity of the vehicle.
Then, we randomly choose CUEs and VUEs. Note that the
CUE-VUE pair always includes two adjacent vehicles. In
the simulation, the carrier frequency is set to 2GHz, and
the cell radius is set to 500m. For the BS, the antenna height
is set to 25m, the antenna gain is set to 8 dBi, the receiver
noise is set to 5 dB, and the distance to the freeway is set to
35m. For each vehicle, the antenna height is set to 1.5m,
the antenna gain is set to 3 dBi, the receiver noise is set to
9 dB, and the velocity is set to 60 km/h. The numbers of CUEs
and VUEs are both set as M =N = 5. The total bandwidth of
the considered vehicular network Btot is set to 10MHz, and
thus, the bandwidth for each CUE is B = 2MHz. The delay
requirement and the maximum tolerable violation probabil-
ity for each CUE are set to dCm = 1ms and εCm = 10−3. The
delay requirement and the maximum tolerable violation
probability for each VUE are set to dDn = 1ms and εDn = 10−5.
Also, the maximum transmission power of each CUE and
VUE is set to pCmax = pDmax = 20dBm. We simulate 2000 chan-
nel realizations and output the average result.

Figure 4 depicts the maximum traffic throughput sus-
tained by a CUE-VUE pair under different vehicle velocities.

It is shown that the throughput of both CUE and VUE
decreases as the velocity increases. This is because the V2V
distance increases with the vehicle velocity. As a result, the
data transmission capability of VUEs degrades seriously
due to the path loss. Hence, the VUE has to increase trans-
mitting power to guarantee the low delay requirement, which
introduces higher interchannel interference to the CUE.
Though the communication distance from the CUE to the
BS changes slightly, the high interference from the VUE still
affects the traffic throughput of the CUE.

Figure 5 depicts how the loss function varies over
training epochs of our proposed FNN tackling the channel
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Figure 3: Deep transfer learning framework.

60 70 80 90 100 110 120 130 140

Vehicle velocity (km/h)

0

2

4

6

8

10

12

14

M
ax

im
um

 tr
affi

c t
hr

ou
gh

pu
t (

M
bp

s)

Sum throughput
VUE throughput
CUE throughput

Figure 4: Traffic throughput for a CUE-VUE pair under given delay
constraints.
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assignment problem with offline data samples. It is observed
that both training loss and testing loss converge within
around 110 epochs. Note that we need to predict M integers
whose values are from 1 to M, and consequently, the loss is
low enough to guarantee the optimal channel assignment.
In addition, the training accuracy is also presented in
Figure 6, which verifies that our proposed FNN model is
effective in solving the channel assignment problem with
the testing accuracy above 90%. Hopefully, the model accu-
racy can be further improved if more training samples are
fed into the FNN.

Figure 7 depicts the traffic throughput supported by dif-
ferent channel assignment schemes. Specifically, the global

optimal scheme calculated by the Hungarian algorithm has
the complexity of OðM3Þ. Our proposed FNN is a deep
learning-based channel assignment scheme, where the chan-
nel capacity of the optimal scheme is leveraged to find the
optimal channel assignment that maximizes the network
throughput under given delay constraints. Obviously, the
throughput prediction by our proposed FNN is close to that
calculated by the Hungarian algorithm. Hence, we can use
the trained model to predict traffic throughput rapidly while
only incurring slight resource overheads. In addition, the
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Figure 6: Accuracy in training epochs.
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channel capacity provided by FNN is always higher than the
corresponding traffic throughput while satisfying the delay
constraint. In short, if the channel assignment aims for the
channel capacity maximization, it will lead to a severe overes-
timation of the traffic throughput.

Figure 8 depicts the performance improvement by the
deep transfer learning on the FNN training of new scenarios,
where the distribution of hidden parameters varies. In the
FNN training, the vehicle velocity is set to v = 100 km/h,
whereas in the transfer learning process, we initialize the
parameter as v = 60 km/h. It is verified that with the knowl-
edge transfer, our proposed FNN model converges much
faster than those with a random initialization. Hence, the
proposed transfer learning scheme can rapidly retrain the
channel assignment model for new sceneries and guarantee
sufficiently high accuracy.

6. Conclusion

In this paper, a joint power allocation and spectrum sharing
scheme was proposed to maximize the delay-sensitive traffic
throughput for vehicular communications. Specifically, the
interchannel interference model and traffic delay model were
established, respectively, to derive the optimal power alloca-
tion for each CUE-VUE pair. Thereafter, a FNN was
designed to deal with the channel assignment problem and
speed up the allocation decision. Furthermore, a deep trans-
fer learning scheme was proposed to leverage the offline
knowledge to learn new scenarios where hidden parameters
were unstable and training samples were insufficient. The
effectiveness of the hybrid deep transfer learning scheme
was also validated by extensive simulations. The results and
analyses revealed that using the channel capacity to char-
acterize the traffic throughput would incur a severe per-
formance overestimation and degrade the traffic delay
performance.
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This paper studies the ergodic capacity (EC) of full-duplex (FD) amplify-and-forward (AF) and decode-and-forward (DF) relay
system with energy harvesting (EH) for vehicle-to-vehicle (V2V) communications. Unlike previous works on FD-EH systems,
we consider the case that both relay and destination are mobile vehicles while the source is a static base station. We
mathematically derive the exact closed-form expressions of ECs of both AF and DF protocols of the considered FD-EH-V2V
relay system over cascade (double) Rayleigh fading. Our numerical results show that the ECs in the case of the V2V
communication system are reduced compared to those in the case of stationary nodes. Also, with a specific value of residual
self-interference (RSI), the ECs of the considered FD-EH-V2V relay system can be higher or lower than those of half-duplex-
(HD-) EH-V2V system, depending on the average transmission power of the source. Furthermore, when the transmission
power of the source and RSI are fixed, the ECs of the considered system can achieve peak values by using optimal EH time
duration. On the other hand, the ECs of both AF and DF protocols reach the capacity floors in the high signal-to-noise ratio
(SNR) regime due to the RSI impact. Also, the effect of RSI dominates the impact of cascade Rayleigh fading in the high SNR
regime. Finally, we validate our analysis approach through Monte-Carlo simulations.

1. Introduction

In the age of Industry 4.0, various new techniques have been
fast developed to satisfy the requirements of capacity and
energy consumption of the future wireless networks such as
the fifth-generation (5G) and beyond (B5G) [1–3]. In addi-
tion, the emergence of trillions of Internet-of-Things (IoT)
devices in the world requires devices to consume less energy
and transmit data at a higher rate [3, 4]. Therefore, energy
harvesting (EH) from radio frequency (RF) signals has been
used to deal with these issues [4, 5]. Together with the tradi-
tional energy grid, EH can help to fulfill the energy require-
ments for different elements of 5G networks, including
sensors in the IoT, mobile devices, heterogeneous networks
(HetNets), relays in device-to-device (D2D) systems, and
computing servers [3]. Additionally, the emergence of
advanced materials and hardware designs helps realize the
EH circuits for small portable consumer electronic devices

in the IoT. Furthermore, RF signals can be transmitted over
the air all the time. Thus, EH from RF signals can provide sta-
ble energy for wireless devices that consume low power such
as IoTs, sensors, and the remote area communication used in
5G and B5G systems [1, 3].

Meanwhile, full-duplex (FD) is a promising technique for
achieving high spectral efficiency in wireless systems thanks
to its capability to allocate the transmitted and received radio
signals of a communication node on the same frequency and
in the same time slot. Ideally, FD transmission increases the
spectral efficiency twice compared to traditional half-duplex
(HD) transmission. As a promising technology for next-
generation (5G and B5G) wireless networks, FD wireless
not only has the potential to double the spectrum efficiency
in the physical layer but can also enhance the performance
of wireless systems such as reducing feedback delay, end-to-
end delay, and congestion, improving the network secrecy
and efficiency and increasing the throughput and spectrum
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usage flexibility [6, 7]. Overall, it is envisaged that FD com-
munication technology can be adopted in the near future in
a number of scenarios and applications, such as throughput
enhancement in the sub-6GHz band, supporting ultralow
delay communication, small and dense cells [6, 8–10].

In the literature, various works have combined EH and
FD techniques in a wireless communication system to solve
the battery and spectrum efficiency issues [8, 10, 11]. The
mathematical analysis and the experimental measurements
have been applied for investigating the performance of FD-
EH systems. Specifically, the mathematical analysis is used
to derive expressions of outage probability (OP), symbol
error rate (SER), bit error rate (BER), and ergodic capacity
(EC) of the FD-EH systems [8, 10–13]. Based on these
obtained mathematical expressions, the system behavior is
analyzed under the effects of different parameters such as
the residual self-interference (RSI) induced by FD transmis-
sion mode, the time switching ratio, and the channel condi-
tions. It is found that optimal power allocation for FD
transmission mode and optimal time switching ratio for EH
can improve the system performance significantly [14–16].
Furthermore, the EC of the FD-EH system is generally higher
than that of the HD-EH system for specific RSI values. Exper-
imental measurements have also been widely used to evaluate
the algorithms and solutions used to improve the perfor-
mance of FD-EH systems [12, 17–19]. By applying the opti-
mization problem in a nonconvex form, the FD-EH
system’s system power is minimized and better than that of
the HD-EH system [19], and the sum rate and energy effi-
ciency are maximized [18]. As a result, most of the works
about FD-EH systems have analyzed RSI and other system
parameters’ impacts and then proposed solutions to reduce
OP and SER and enhance EC and energy efficiency. Further-
more, exploiting FD-EH systems in different scenarios such
as cognitive radio (CR), spatial modulation (SM), and coop-
erative communication has been widely carried out.

Recently, both FD and EH techniques are deployed in
vehicle-to-vehicle (V2V) communication systems because
of their various advantages in V2V environments. Thanks
to FD and EH techniques, the V2V communication systems
can reduce the delay time for signal transmission between
vehicles and the power supply limitation problem [20, 21].
Hence, the FD-EH-V2V relay system can be applied for the
intelligent transportation systems (ITS) and the road safety
applications [8, 10, 20]. Specifically, the onboard unit was
proposed in [20] to supply the energy for FD-V2V communi-
cations from the vehicle engine. Although this scheme could
solve the energy issues, applying EH for V2V communication
systems still becomes an inevitable trend thanks to many
advantages of the EH technique. In recent reports, the OP,
SER, and throughput of the FD-EH-V2V relay systems were
obtained to investigate the system performance and evaluate
the effects of several system parameters such as RSI, time
switching ratio, and channel characteristics [8, 10]. In partic-
ular, papers [8, 10] derived the OP and SER expressions of
FD-EH-V2V relay systems with AF and DF relaying proto-
cols, respectively. However, the EC expressions of these FD-
EH-V2V relay systems were not obtained. Meanwhile, we
always want to get the lowest OP/SER and the highest EC

for wireless communication systems. Therefore, investigating
OP/SER and ignoring EC when analyzing the performance of
wireless communication systems may result in inaccurate
conclusions on the system behaviors. Specifically, experi-
ments and measurements indicate that the cascade (double)
Rayleigh fading distribution best describes the channels
between vehicle nodes [21, 22], while the traditional channels
such as Nakagami, Rician, and Rayleigh cannot fully model
the V2V communication channel. It is shown that, under
the effects of RSI and cascade Rayleigh fading channel, the
OP and SER of the FD-EH-V2V relay systems reach the error
floor faster in the high SNR regime. Additionally, the cascade
Rayleigh fading channel makes the derivation of closed-form
expressions more difficult than Nakagami, Rician, and Ray-
leigh channels [8, 10, 22], leading to a lack of mathematical
analysis of FD-EH-V2V relay systems over cascade Rayleigh
fading channels.

As in the above discussions, the main benefit of FD trans-
mission is high capacity compared with HD one. However,
mathematical analysis of the EC of FD-EH-V2V relay sys-
tems under the effect of cascade Rayleigh fading has not been
investigated yet. Meanwhile, EH and FD techniques in V2V
communication systems are inevitable because these tech-
niques can solve various issues in traditional V2V systems.
Mainly, EH is an effective method for power supply in the
case that the wireline power supply may not be deployed
for moving vehicles. At the same time, the FD can improve
the performance of safety applications for V2V systems.
Therefore, it is required to mathematically analyze the ECs
of the FD-EH-V2V relay system for both AF and DF proto-
cols to evaluate the system behavior. This observation moti-
vates us to perform a mathematical analysis of the ECs of
the FD-EH-V2V relay system with AF/DF protocols over
cascade Rayleigh fading channels. In our paper, we focused
on analyzing the impacts of the cascade Rayleigh fading
channel, RSI, and time switching ratio on the ECs of the
FD-EH-V2V relay system with the AF/DF protocol by deriv-
ing the exact closed-form expressions of these attributes and
comparing with those in the case of Rayleigh fading channel,
perfect SIC, and HD system. So far, this is the first work
deriving the EC expressions of the FD-EH-V2V relay system
over cascade Rayleigh fading channels. It is noted that
exploiting EH from RF signals provides a stable energy sup-
ply for low-power consumption networks such as IoTs, wire-
less sensor networks, extremely remote area communications
used in 5G and B5G systems [4, 19], and vehicular networks
[23]. Meanwhile, FD transmission mode can be exploited in
various scenarios to support a set of safety applications in
V2V systems because FD devices can transmit signals and
sense the environment simultaneously, thus reducing the
end-to-end delay of the systems [6]. Consequently, the com-
bination of EH and FD in a V2V system can achieve many
advantages such as solving the battery and spectrum effi-
ciency issues. The main contributions of the paper are short-
ened as follows:

(i) We investigate an FD-EH-V2V relay system where
the source is located at a fixed location while relay
and destination move on the road. Besides, relay
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harvests energy from the source while moving and
exchanging signals. Furthermore, we consider both
AF and DF protocols at the relay

(ii) We mathematically derive the exact closed-form
expressions of the ECs of the considered FD-EH-
V2V relay system for both AF and DF protocols
under the influences of RSI and cascade Rayleigh
fading, then validate these derived expressions by
Monte-Carlo simulations. We also observe that cas-
cade Rayleigh fading results in more difficulties
deriving closed-form expression than traditional
channels such as Rayleigh and Nakagami

(iii) We investigate the performance of the FD-EH-V2V
relay system in different scenarios. Numerical results
reveal that the cascade Rayleigh fading hurts the ECs
of the considered system compared with the Ray-
leigh fading. Furthermore, the EC of the DF protocol
is higher than that of AF one, and the ECs of the
considered system are higher than those of the
HD-EH-V2V relay system for certain RSI and
SNR. On the other hand, when RSI and the average
transmission power of the source are fixed, a suitable
time switching ratio can be chosen to maximize the
ECs of the considered system

The rest of the paper is organized as follows. Section 2
describes the system model of the considered FD-EH-V2V
relay system with signal processing for both AF and DF pro-
tocols. Section 3 mathematically derives the EC expressions
of the considered system. Section 4 provides numerical
results and discussions. Finally, Section 5 draws some
conclusions.

2. System Model

The considered FD-EH-V2V relay system consists of a static
station (S) and two moving vehicles (R and D), as described
in Figure 1. S and D are equipped with one antenna while
R is equipped with two antennas, one for receiving and
another for transmitting signals. S and D use traditional
HD communication, while R employs FD communication.
When R is moving on the road or restricted area, it is not easy
to supply power to it; thus, R needs to harvest energy from RF
signals for its operation. In particular, R is equipped with a
suitable circuit that can harvest energy from the RF signal
transmitted from S and then uses all the harvested energy

for signal transmission. In practice, R can use a shared
antenna for both transmitting and receiving signals; however,
exploiting a separate antenna can suppress self-interference
(SI) better, especially in the propagation domain. Specifically,
when a shared antenna is exploited at R, the isolation
between its output and input may not be sufficient to satisfy
the SIC requirements [24, 25]. Additionally, it is too difficult
to apply the spatial suppression at R with a shared antenna.
Meanwhile, various methods to suppress SI power with a
separate antenna such as the usage of lossy materials, direc-
tional antennas, and spatial suppression can be easily
deployed [25, 26]. Hence, R keeps antennas separately on
the vehicle rooftop to perform this task at a far enough dis-
tance to make passive isolation remarkably efficient. In this
paper, we also assume that R uses two separate antennas.

As can be seen from Figure 1, besides the signal process-
ing as traditional AF/DF relay, the relay in the considered
system has to deal with EH and SIC processes. In addition,
various algorithms to suppress the SI are also exploited at
the EH-FD relay. These operations lead to an increase in
the architecture complexity and signal processing delay at
the relay. Therefore, the considered FD-EH-V2V relay sys-
tem is more complex than the traditional HD relay system
without EH [27, 28]. On the other hand, the transmission
delay was characterized in several papers such as [29–31].
Since the authors of [29–31] analyzed a two-hop HD relay
system, the data transmitted from source to destination via
relay needs two time slots, leading to a significant increase
in the signal transmission delay. In contrast, there is only
one time slot for transmitting data from source to destination
in our work because of FD transmission mode. Thus, the
delay is greatly reduced. Furthermore, we focus on the math-
ematical analysis of the ergodic capacity (EC) of the V2V
relay system with two new techniques (EH and FD) and both
amplify-and-forward (AF) and decode-and-forward (DF)
relaying protocols by deriving the closed-form EC expres-
sions. Then, we compare the ECs of the considered system
with ECs of the traditional HD system or the system over
Rayleigh fading to exhaustively investigate the impacts of
cascade Rayleigh fading channel, RSI, and the benefits of
FD transmission mode. In the near future, we will extend this
work by analyzing the scenario where the delay is considered
in FD-V2V relay systems.

The operation of the considered FD-EH-V2V relay sys-
tem is illustrated in Figure 2. It consists of two stages. In
the first stage, R harvests the energy from the RF signal trans-
mitted from S in the time duration of αT , where 0 ≤ α ≤ 1 and

S
R

Tx Rx

f
f

SI Tx

D

Rx

R

Signal transmission (1−𝛼)T
Signal transmission (1−𝛼)T

Energy harvesting 𝛼T

Figure 1: Block diagram of the considered FD-EH-V2V relay system.
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T are, respectively, the time switching ratio and the transmis-
sion block. In the second stage, S and R transmit signals to R
and D, respectively, in the time duration of ð1 − αÞT . Due to
simultaneously transmitting and receiving at the same time
and same frequency band, the received signal at R is distorted
by the SI. Thus, all SIC techniques should be applied at R to
mitigate this issue.

Also, the measurements and experiments in the literature
such as [32, 33] indicated that the well-known channels such
as Nakagami-m, Rayleigh, and Rician do not fit the R–D
communication channel. It is because both R and D are mov-
ing vehicles. Instead, the cascade Rayleigh fading well charac-
terizes the R–D communication channel in both fields of
measurement and theoretical analysis [22, 32, 33]. Mean-
while, since S is static, the S–R communication link follows
Rayleigh fading [32, 34, 35].

In the EH time duration αT , the harvested energy at R
(denoted by Eh) is expressed as

Eh = ηαTPS hSRj j2, ð1Þ

where 0 ≤ η ≤ 1 is the energy conversion efficiency; PS is the
average transmission power of S; hSR is the fading coefficient
of the S–R channel.

Then, R uses all the harvested energy for signal trans-
mission. Consequently, the transmission power of R is
given by

PR =
ηαTPS hSRj j2

1 − αð ÞT = ηαPS hSRj j2
1 − α

: ð2Þ

In the communication time, ð1 − αÞT , S and R, respec-
tively, transmit signals to R and D. Simultaneously trans-
mitting and receiving signals of R causes SI from its
transmitting antenna to its receiving antenna. The received
signals at R is thus presented as

yR = hSR
ffiffiffiffiffi
PS

p
xS + ~hRR

ffiffiffiffiffiffi
PR

p
xR + zR, ð3Þ

where xS and xR are the transmitted signals at S and R,
respectively; PR is the transmission power of R given in
(2); ~hRR is the fading coefficient of SI channel; zR is the
Gaussian noise at R with zero mean and variance of σ2R,
i.e., zR ∼ CN ð0, σ2

RÞ.
Since the distance between transmission and reception

antennas of R is very small, especially for personal devices,
R must apply all SIC techniques to suppress SI power before

performing further processes such as decoding and for-
warding. The average SI power before SIC from (3) is cal-
culated as

E ~hRR
��� ���2PR

� �
= ηαPS
1 − α

E ~hRR
��� ���2 hSRj j2
� �

, ð4Þ

where Ef:g denotes the expectation operator.
First, in the propagation domain, R uses antenna direc-

tionality, isolation, and cross-polarization to reduce the SI
power. Then, through circuits and algorithms in both analog
and digital domains, the SI is further suppressed. In particu-
lar, since R knows its transmitted signal, it can subtract this
signal from the received signals, especially by using digital
cancellation. However, due to imperfect circuit hardware
and SI channel estimation, the SI cannot be obliterated.
Therefore, residual self-interference (RSI) still exists in the
received signals of R. According to the measurements and
experiments on the RSI of FD devices, the RSI after using
all SIC techniques (denoted by IR) follows complex Gaussian
distribution with zero mean and variance of σ2

RSI [15, 16, 36–
38], where σ2RSI is expressed as

σ2RSI =
kηαPS
1 − α

, ð5Þ

where k is the RSI level at FD relay.
Now, the received signals at R becomes

yR = hSR
ffiffiffiffiffi
PS

p
xS + IR + zR: ð6Þ

2.1. Amplify-and-Forward (AF). When R uses the AF proto-
col, it amplifies the received signals after SIC and forwards
them to D. The transmitted signal at R is expressed as

xR =GyR, ð7Þ

where G is the relaying gain chosen so that EfjxRj2g = 1,
i.e.,

G =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
hSRj j2PS + σ2

RSI + σ2R

s
: ð8Þ

Then, R forwards signals to D. The received signal at D is
presented as

yD = hRD
ffiffiffiffiffiffi
PR

p
xR + zD, ð9Þ

where hRD is the fading coefficient of the R–D channel; zD is
the Gaussian noise at D, i.e., zD ∼ CN ð0, σ2

DÞ.
Replacing (6), (7), and (8) into (9), we have

yD = hRD
ffiffiffiffiffiffi
PR

p
G hSR

ffiffiffiffiffi
PS

p
xS + IR + zR

� �
+ zD

= hSRhRD
ffiffiffiffiffi
PS

p ffiffiffiffiffiffi
PR

p
GxS + hRD

ffiffiffiffiffiffi
PR

p
G IR + zRð Þ + zD:

ð10Þ

Energy harvesting
S to R

(1−𝛼)T𝛼T

T

Information transmission
S to R, R to D

Figure 2: The operation of the considered FD-EH-V2V relay
system with the TS protocol.
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From (10), the end-to-end signal-to-interference-plus-
noise ratio (SINR) of the considered FD-EH-V2V relay sys-
tem with the AF protocol (denoted by γAF) is computed as

γAF =
hSRj j2 hRDj j2PSPRG

2

hRDj j2PRG
2 σ2RSI + σ2R
� 	

+ σ2D
: ð11Þ

Substituting (2) and (8) into (11), γAF now becomes

γAF =
hSRj j4 hRDj j2ηαP2

S
hSRj j2 hRDj j2ηαPS σ2

RSI + σ2R
� 	

+ σ2D 1 − αð Þ hSRj j2PS + σ2
RSI + σ2R

� 	 :
ð12Þ

2.2. Decode-and-Forward (DF). When R uses the DF proto-
col, it decodes the received signals after SIC, recodes the
intended signals, and forwards them to D. The received sig-
nals at D is given in (9). Based on the received signals at R
and D given as (6) and (9), the SINRs for decoding signals
at R (denoted by γR) and D (denoted by γD) are, respectively,
calculated as

γR =
hSRj j2PS
σ2RSI + σ2R

, ð13Þ

γD = hRDj j2PR
σ2D

= hSRj j2 hRDj j2ηαPS
σ2D 1 − αð Þ : ð14Þ

For the DF protocol, the end-to-end SINR (denoted by
γDF) of the considered FD-EH-V2V relay system is given by

γDF = min γR, γDð Þ: ð15Þ

3. Performance Analysis

In this section, the ECs of the considered FD-EH-V2V relay
system for both AF and DF protocols are obtained. Generally,
the EC is computed as

C = E log2 1 + γe2eð Þf g =
ð∞
0

log2 1 + γe2eð Þf γe2e γð Þdγ, ð16Þ

where γe2e is the end-to-end SINR of the considered system
given in (12) and (15) for AF and DF protocols, respectively;
f γe2eðγÞ is the probability density function (PDF) of γe2e.

After some mathematical manipulations, (16) becomes

C = 1
ln 2

ð∞
0

1 − Fγe2e
xð Þ

1 + x
dx, ð17Þ

where Fγe2e
ðxÞ is the cumulative distribution function (CDF)

of γe2e.
From (17), the ECs of the considered FD-EH-V2V relay

system for both AF and DF protocols are derived in the fol-
lowing theorem.

Theorem 1. Under the impacts of RSI and the cascade Ray-
leigh fading channels, the ECs of the considered FD-EH-V2V

relay system using AF (denoted by CAF) and DF (denoted by
CDF) protocols are expressed as

CAF =
π2

4MN ln 2
〠
M

m=1
〠
N

n=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2m
� 	

1 − ϕ2n
� 	q

Ψ − ln v

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ ln v ln u + ln v −Ψð Þ
Ψ ln u ln u + ln vð Þ

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ ln v ln u + ln v −Ψð Þ
Ψ ln u ln u + ln vð Þ

s !
,

ð18Þ

CDF =
π2

4MN ln 2
〠
M

m=1
〠
N

n=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2m
� 	

1 − ϕ2n
� 	q

Ψ − ln v

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Φ ln v
Ψ ln u ln u + ln vð Þ

s
K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ ln v

Ψ ln u ln u + ln vð Þ

s !
,

ð19Þ
where Ψ = ðσ2

RSI + σ2RÞ/PS; Φ = ð4σ2Dð1 − αÞÞ/ηαPS; ϕm = cos
ððð2m − 1ÞπÞ/2MÞ; u = 1/2ðϕm + 1Þ; ϕn = cos ððð2n − 1ÞπÞ/2
NÞ; v = 1/2ðϕn + 1Þ; M and N are complexity-accuracy
trade-off parameters [39]; K1ð:Þ is the first order modified Bes-
sel function of the second kind [40].

Proof. To obtain ECs for both cases of AF and DF protocols,
we have to derive the CDFs of γAF and γDF first and then
replace them into (17).

For the AF protocol, the CDF of γAF (denoted by FAFðxÞ)
is computed as

FAF xð Þ = Pr γAF < xf g

= Pr hSRj j4 hRDj j2ηαP2
S

hSRj j2 hRDj j2ηαPS σ2RSI + σ2R
� 	

+ σ2D 1 − αð Þ hSRj j2PS + σ2RSI + σ2
R

� 	 < x

( )

= Pr hSRj j2 hRDj j2ηαPS hSRj j2PS − x σ2
RSI + σ2R

� 	
 �
< xσ2D 1 − αð Þ�

� hSRj j2PS + σ2RSI + σ2R
� 	g:

ð20Þ

By changing variable, i.e., jhSRj2 = y + ðxðσ2RSI + σ2
RÞ/PSÞ,

(20) becomes

FAF xð Þ = Pr hRDj j2 < σ2D 1 − αð Þ σ2RSI + σ2R
� 	

x2 + x
� 	

+ PSyx

 �

ηαPSy PSy + σ2RSI + σ2R
� 	

x

 �

( )

= 1 −
ð∞
0

1 − F hRDj j2
σ2D 1 − αð Þ σ2RSI + σ2R

� 	
x2 + x
� 	

+ PSyx

 �

ηαPSy PSy + σ2
RSI + σ2

R
� 	

x

 �

 !" #

� f hSRj j2 y + x σ2RSI + σ2R
� 	

PS

 �
dy:

ð21Þ

To calculate (21), we begin with the CDF and PDF of the
instantaneous channel gain, jhSRj2, that follows Rayleigh dis-
tribution, i.e.,

F hSRj j2 xð Þ = 1 − exp −
x
Ω

� �
, x ≥ 0, ð22Þ
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f hSRj j2 xð Þ = 1
Ω

exp −
x
Ω

� �
, x ≥ 0, ð23Þ

where Ω = Efjhj2g is the average channel gain.
To shorten the derived expressions, all the average chan-

nel gains are normalized, i.e., Ω = 1. Therefore, (22) and (23)
become

F hSRj j2 xð Þ = 1 − exp −xð Þ, x ≥ 0, ð24Þ

f hSRj j2 xð Þ = exp −xð Þ, x ≥ 0: ð25Þ

In addition, since the R–D channel is influenced by cas-
cade Rayleigh fading, the CDF and PDF of jhRDj2 are, respec-
tively, expressed as [22, 34, 41]

F hRDj j2 xð Þ = 1 −
ffiffiffiffiffi
4x

p
K1

ffiffiffiffiffi
4x

p� �
, ð26Þ

f hRDj j2 xð Þ = 2K0
ffiffiffiffiffi
4x

p� �
, ð27Þ

where K0ð:Þ is the zero-order modified Bessel function of the
second kind [40].

It should be better to know that the movements of both
transmitter and receiver make the signal’s amplitude and
phase fluctuate and cause the Doppler shifts. As a result,
the cascade Rayleigh fading channels are widely used in
V2V communication systems such as in [22, 35, 42] to best
describe the characteristics of V2V channels. Through math-
ematical analysis, previous works such as [22, 33, 35, 43] take
these characteristics into account when deriving the CDF and
PDF of the V2V communication channels. In other words,
the CDF in (26) and the PDF in (27) implicitly reflect the
movements of both transmitter and receiver in the V2V
system.

Applying (26) and (25), (21) becomes

FAF xð Þ = 1 −
ð∞
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4σ2D 1 − αð Þ σ2RSI + σ2

R
� 	

x2 + xð Þ + PSyx

 �

ηαPSy PSy + σ2RSI + σ2
R

� 	
x


 �
s

× K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4σ2D 1 − αð Þ σ2RSI + σ2R

� 	
x2 + xð Þ + PSyx


 �
ηαPSy PSy + σ2RSI + σ2R

� 	
x


 �
s !

� exp −y −
x σ2RSI + σ2

R
� 	

PS

 �
dy:

ð28Þ

Let z = exp ð−yÞ be a new variable, we can rewrite (28) as

FAF xð Þ = 1 − exp −
x σ2RSI + σ2R
� 	

PS

 �ð1
0

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4σ2D 1 − αð Þ σ2RSI + σ2

R
� 	

x2 + xð Þ + PSx ln 1/zð Þ
 �
ηαPS PS ln 1/zð Þ + σ2RSI + σ2

R
� 	

x

 �

ln 1/zð Þ

s

× K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4σ2D 1 − αð Þ σ2RSI + σ2R

� 	
x2 + xð Þ + PSx ln 1/zð Þ
 �

ηαPS PS ln 1/zð Þ + σ2RSI + σ2R
� 	

x

 �

ln 1/zð Þ

s !

� dz = 1 − exp −Ψxð Þ
ð1
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ + x ln 1/zð Þ½ �
ln 1/zð Þ +Ψxð Þ ln 1/zð Þ

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ + x ln 1/zð Þ½ �
ln 1/zð Þ +Ψxð Þ ln 1/zð Þ

s !
dz:

ð29Þ

Using [39] (Eq. (25.4.30)), (29) is computed as

ð1
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ + x ln 1/zð Þ½ �
ln 1/zð Þ +Ψxð Þ ln 1/zð Þ

s
K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ + x ln 1/zð Þ½ �
ln 1/zð Þ +Ψxð Þ ln 1/zð Þ

s !
dz

= π

2M 〠
M

m=1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2m

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ − x ln u½ �
−ln u −ln u +Ψxð Þ

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ − x ln u½ �
−ln u −ln u +Ψxð Þ

s !
,

ð30Þ

where M, ϕm, and u were defined in the theorem.
Then, FAFðxÞ is expressed as

FAF xð Þ = 1 − exp −Ψxð Þ π

2M 〠
M

m=1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2m

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ − x ln u½ �
−ln u −ln u +Ψxð Þ

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ − x ln u½ �
−ln u −ln u +Ψxð Þ

s !
:

ð31Þ

Substituting FAFðxÞ in (31) into (17) for calculating the
EC corresponding to the AF protocol, we have

CAF =
1

ln 2

ð∞
0

1
1 + x

exp −Ψxð Þ π

2M 〠
M

m=1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2m

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ − x ln u½ �
−ln u −ln u +Ψxð Þ

s
K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ − x ln u½ �
−ln u −ln u +Ψxð Þ

s !
dx:

ð32Þ

Let t = exp ð−ΨxÞ be a new variable, (32) can be rewritten
as

CAF =
π

2M ln 2 〠
M

m=1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2m

q ð1
0

1
Ψ + ln 1/tð Þ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ ln 1/tð Þ ln 1/tð Þ − ln u +Ψð Þ

−Ψ ln u ln 1/tð Þ − ln uð Þ

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ Ψ x2 + xð Þ − x ln u½ �

−Ψ ln u ln 1/tð Þ − ln uð Þ

s !
dt:

ð33Þ

Applying [39] (Eq. (25.4.30)), the integral in (33) is
calculated as
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ð1
0

1
Ψ + ln 1/tð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ ln 1/tð Þ ln 1/tð Þ − ln u +Ψð Þ

−Ψ ln u ln 1/tð Þ − ln uð Þ

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ ln 1/tð Þ ln 1/tð Þ − ln u +Ψð Þ

−Ψ ln u ln 1/tð Þ − ln uð Þ

s !
dt

= π

2N 〠
N

n=1

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2n

q
Ψ − ln v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ ln v ln u + ln u −Ψð Þ
Ψ ln u ln u + ln vð Þ

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ ln v ln u + ln u −Ψð Þ
Ψ ln u ln u + ln vð Þ

s !
,

ð34Þ

where N , ϕn, and v were defined in the theorem.
Replacing (34) into (33), we obtain the EC of the consid-

ered system with the AF protocol as (18).
For the DF protocol, the CDF of γDF (denoted by FDFðxÞ)

is computed as

FDF xð Þ = Pr γDF < xf g = Pr min γR, γDð Þ < xf g
= 1 − Pr γR > x, γD > xf g: ð35Þ

Substituting γR and γD in (13) and (14) into (35), we have

FDF xð Þ = 1 − Pr hSRj j2PS
σ2
RSI + σ2

R
> x, hSRj j2 hRDj j2ηαPS

σ2D 1 − αð Þ > x

( )

= 1 − Pr hSRj j2 > x σ2RSI + σ2
R

� 	
PS

, hRDj j2 > xσ2D 1 − αð Þ
hSRj j2ηαPS

( )

= 1 − 1 − Pr vj j2 ≤ xσ2D 1 − αð Þ
hSRj j2ηαPS

�����
hSRj j2> x σ2RSI+σ2Rð Þ/PSð Þ

8<
:

9=
;

0
@

1
A:

ð36Þ

Using the conditional probability [44], (36) can be
expressed as

FDF xð Þ = 1 −
ð∞
0

1 − F hRDj j2
xσ2

D 1 − αð Þ
hSRj j2ηαPS

 ! !
f hSRj j2 y + x σ2

RSI + σ2R
� 	

PS

 �
dy,

ð37Þ

where y = jhSRj2 − ðxðσ2
RSI + σ2RÞ/PSÞ.

Applying (25) and (26), (37) becomes

FDF xð Þ = 1 −
ð∞
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4xσ2

D 1 − αð Þ
y + x σ2

RSI + σ2R
� 	

/PS
� 	� 	

ηαPS

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4xσ2
D 1 − αð Þ

y + x σ2
RSI + σ2R

� 	
/PS

� 	� 	
ηαPS

s !
exp

� −y −
x σ2RSI + σ2R
� 	

PS

 �
dy = 1 −

ð∞
0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Φx

y +Ψx

s
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Φx

y +Ψx

s !
exp −y −Ψxð Þdyz

= 1 − exp −Ψxð Þ
ð∞
0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Φx

y +Ψx

s
K1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Φx

y +Ψx

s !
exp −yð Þdy:

ð38Þ

Applying all steps used for the AF protocol such as
changing variable z = exp ð−yÞ and using [39] (Eq.
(25.4.30)), we can obtain the CDF of the considered system
with the DF protocol as

FDF xð Þ = 1 − π

2M exp −Ψxð Þ 〠
M

m=1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2m

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φx

Ψx − ln u

r
K1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Φx
Ψx − ln u

r !
:

ð39Þ

Then, substituting (39) into (17) and applying similar
transformations used for the AF protocol, we obtain the EC
of the considered system with the DF protocol as (19). The
proof is complete.

4. Numerical Results and Discussions

In this section, the mathematical expressions in the previous
section are used to evaluate the ECs of the considered FD-
EH-V2V relay system with AF/DF protocols. The effect of
several system parameters such as the RSI level, the average
transmission power, the time switching ratio, and the cascade
Rayleigh fading is investigated to provide the system deploy-
ment guidelines in practice. All mathematical expressions are
validated throughMonte-Carlo simulations. In particular, we
use the MATLAB simulator to obtain the simulation results.
To generate a cascade Rayleigh fading channel, we generate
two independent Rayleigh fading channels and then multiply
these two channels. To realize the ECs of the HD-EH-V2V
relay systems, we set the RSI level k = 0 in the obtained EC
expressions of the FD-EH-V2V relay systems and divide
the results by two because HD-EH-V2V relay systems need
two time slots to transmit signal from S to D via R. In all sce-
narios, we set σ2

R = σ2
D = σ2, the energy harvesting efficiency

η = 0:85, and the complexity-accuracy trade-off parameters
M =N = 20. In addition, the average transmission power is
calculated as SNR = PS/σ2. Furthermore, ECs of the consid-
ered system are compared with those in the case of Rayleigh
fading channel and HD transmission mode to demonstrate
the benefits of the FD technique and the impacts of the RSI
and cascade Rayleigh fading. For the sake of redoing the sim-
ulation easily by other researchers, we summarize the param-
eter settings for evaluating the system performance in
Table 1.

Figure 3 illustrates the ECs of the considered FD-EH-
V2V relay system versus the average SNR for different values
of the RSI level, i.e., k = −30, −20, and − 10 dB. The time
switching ratio is α = 0:5. We use (18) and (19) in the theo-
rem to plot the ECs of the considered FD-EH-V2V relay sys-
tem with AF and DF protocols. In Figure 3, the ECs of the
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FD-EH system over Rayleigh fading channels are denoted by
“Sim-R.” As shown in Figure 3, the cascade Rayleigh fading
reduces the ECs compared with the Rayleigh fading, espe-
cially in low SNR regime and low RSI level. Particularly,
when RSI is low, i.e., k = −30 dB, the ECs of the considered
system are 0.2 bit/s/Hz lower than those in the case of Ray-
leigh fading for both AF and DF protocols at SNR = 30dB.
However, all ECs approximate 9 bit/s/Hz at SNR = 50dB.
With higher RSI levels, i.e., k = −20 and −10 dB, all ECs reach
the capacity ceilings at SNR = 40dB and 50 dB for the case
k = −10 dB and k = −20 dB, respectively. In these two cases,
the ECs only reach 3.1 and 6 bit/s/Hz for k = −10 dB and k
= −20 dB, respectively. These features indicate a strong
impact of RSI on the ECs of the considered FD-EH-V2V
relay system. On the other hand, the ECs with the DF proto-
col are always higher than those with the AF protocol. This
result is reasonable because AF amplifies not only noise but
also the RSI.

Figure 4 investigates the effect of the RSI on the ECs of
the considered FD-EH-V2V relay system for different aver-
age transmission power, i.e., SNR = 10, 20, 30, and 40dB.
We also provide the ECs of the considered system with HD
transmission mode to clearly show the impact of RSI and
the benefit of FD transmission mode. It is evident from

Figure 4 that the effect of RSI is significant for high SNRs.
Specifically, when self-interference is obliterated (k = 0), the
ECs of the FD-EH-V2V relay system are two times higher
than the ECs of the HD-EH-V2V relay system. When k
increases, the ECs of the considered FD-EH-V2V relay sys-
tem decrease. In particular, the ECs of the FD-EH-V2V relay
system are always higher than ECs of the HD-EH-V2V relay
system for low SNRs, i.e., SNR = 10 and 20dB. However, for
higher SNRs, i.e., SNR = 30 and 40 dB, the ECs of the FD-EH-
V2V relay system are higher or lower than the ECs of the
HD-EH-V2V relay system. For example, the ECs of the
FD-EH-V2V relay system are higher than the ECs of the
HD-EH-V2V relay system when k ranges from 0 to 0.07
and SNR = 30dB. When k > 0:07, the ECs of the FD-EH-
V2V relay system are lower than the ECs of the HD-EH-
V2V relay system. With higher SNR, i.e., SNR = 40dB, the
ECs of the FD-EH-V2V relay system are only higher than
those of the HD-EH-V2V relay system when k < 0:03. There-
fore, depending on the measured and experimented RSI
levels in practice, we can select FD or HD transmission mode
to obtain high system capacity.
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Figure 4: The impact of RSI on the ECs of the considered FD-EH-
V2V relay system for different average transmission power, SNR
= 10, 20, 30, and 40 dB; α = 0:5.
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Figure 3: The ECs of the considered FD-EH-V2V relay system for
different values of the RSI level, k = −30, −20, and − 10 dB; α = 0:5.

Table 1: Parameter settings for evaluating the system performance.

Notation Description Fixed value Varying range

SNR Signal-to-noise ratio 40 dB 10, 20, 30, 50 dB; 0~50 dB
σ2 Variance of Gaussian noise 1 None

η Energy harvesting efficiency 0.85 None

α Time switching ratio 0.5 0.1~0.9
k RSI level -20 dB -10, -30 dB; 0~0.2
M,N Trade-off parameters 20 None
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Figure 5 shows the ECs of the considered FD-EH-V2V
relay system versus the time switching ratio α for different
SNRs, e.g., SNR = 10, 20, 30, 40, and 50 dB. The RSI level is
k = −30dB. As observed in Figure 5, it is obvious that the
ECs of the considered FD-EH-V2V relay system closely
depend on α. When SNR is small, i.e., SNR = 10 and 20dB,
the ECs increase with α. It is because small SNR means low
transmission power of S; thus, R needs more time for EH to
have enough signal transmission power. However, when
SNR is higher, i.e., SNR = 30, 40, and 50dB, the ECs firstly
increase and then decrease when α gets higher. Specifically,
for SNR = 30dB and SNR = 40dB, ECs are maximal when
α = 0:7 and α = 0:4, respectively, for both AF and DF proto-

cols. If the transmission power of S continues to increase,
i.e., SNR = 50dB, ECs are maximal when α = 0:2. Therefore,
based on the transmission power of S, the optimal α can be
used to obtain the peak ECs of the considered FD-EH-V2V
relay system.

To understand the relationship between the average
transmission power of source and the time switching ratio
α, we plot the ECs of the considered FD-EH-V2V relay sys-
tem versus the average SNR for various time switching ratio,
α = 0:1,0:3,0:5,0:7,0:9, as shown in Figure 6. We can see that,
in a low SNR regime, i.e., SNR < 20dB, the EC of the case α
= 0:7 is the best while the EC of the case α = 0:1 is the worst.
However, for higher SNR range, 20 < SNR < 40dB, the EC of
the case α = 0:3 is the best while the EC of the case α = 0:9 is
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Figure 5: The ECs of the considered FD-EH-V2V relay system versus the time switching ratio α for different SNRs, k = −30 dB.
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Figure 6: The ECs of the considered FD-EH-V2V relay system
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k = −20 dB.
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Figure 7: The joint impacts of the RSI level k and the time switching
ratio α on the ECs of the considered FD-EH-V2V relay system.
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the worst. If the average SNR still increases, i.e., SNR > 40dB,
the EC of the case α = 0:1 is the best while the EC of the case
α = 0:9 is still the worst. To sum up, low SNR leads to a high α
and vice versa.

The joint and cross impacts of the RSI level k and the
time switching ratio α on the ECs of the considered FD-
EH-V2V relay system are illustrated in Figure 7, where the
average SNR is set as SNR = 40dB. Similar to the ECs in
Figure 5, with a certain value of k, there is an optimal α that
maximizes ECs of AF/DF protocols. In particular, when k
= 0:01, the ECs reach the maximum of 6.9 and 7.3 bit/s/Hz
for AF and DF protocols, respectively, at α = 0:15. However,
with a higher value of k, the ECs are the highest when α =
0:1. In other words, for k ranges from 0.02 to 0.2, ECs of
AF/DF protocols decrease when α increases. Surprisingly,
in the case of perfect SIC (k = 0), the ECs increase when α
increases. As a result, besides reducing the ECs of the consid-
ered FD-EH-V2V relay system, the RSI also influences the
optimal ECs. Therefore, for choosing an optimal α that max-
imizes the ECs of the considered system, it is necessary to
know the RSI level and the average transmission power of
the source before deploying this system in practice.

5. Conclusion

Applying FD and EH techniques are inevitable for future
wireless networks, especially for V2V communication sys-
tems, because of the big advantages of these techniques.
Therefore, in this paper, we evaluate the ergodic capacities
of an FD-EH-V2V relay system with both AF and DF proto-
cols under the impact of RSI and cascade Rayleigh fading
channel. We mathematically derive the exact closed-form
expressions of the EC of both AF and DF protocols. Numer-
ical results reveal that the EC of the DF protocol is slightly
higher than that of the AF one. Also, the cascade Rayleigh
fading reduces the ECs of the considered system compared
with the traditional Rayleigh fading. Furthermore, the ECs
of the considered system are compared with those in the case
of HD transmission mode to demonstrate the benefit of the
FD technique. We also observe that, based on the RSI level
and the source’s average transmission power, we can choose
an optimal time switching ratio to maximize the ECs of the
considered FD-EH-V2V relay system.
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Content-centric networks (CCNs) have become a promising technology for relieving the increasing wireless traffic demands. In this
paper, we explore the scaling performance of mobile content-centric networks based on the nonuniform spatial distribution of
nodes, where each node moves around its own home point and requests the desired content according to a Zipf distribution.
We assume each mobile node is equipped with a finite local cache, which is applied to cache contents following a static cache
allocation scheme. According to the nonuniform spatial distribution of cache-enabled nodes, we introduce two kinds of
clustered models, i.e., the clustered grid model and the clustered random model. In each clustered model, we analyze throughput
and delay performance when the number of nodes goes infinity by means of the proposed cell-partition scheduling scheme and the
distributed multihop routing scheme. We show that the node mobility degree and the clustering behavior play the fundamental
roles in the aforementioned asymptotic performance. Finally, we study the optimal cache allocation problem in the two kinds of
clustered models. Our findings provide a guidance for developing the optimal caching scheme. We further perform the
numerical simulations to validate the theoretical scaling laws.

1. Introduction

During recent years, wireless traffic is undergoing explosively
increase due to the subscribers’ enormous data demands
(such as video streaming). Content-centric networks (CCNs)
[1] have emerged as a promising solution to deal with the
increasing traffic, which shifts the traditional host-oriented
communication pattern to the novel content-oriented
communication pattern. In CCNs, nodes or user terminals
are allowed to cache and forward contents based upon their
names rather than the host addresses. This enables users
request desired contents by local communications, without
communicating with backhaul links to the core networks,
which also reduces the delivery time of desired contents. In
this context, as the number of users continually grows, the
scaling performance of content-centric networks has
attracted research interests, which is important to help us
understand the scalability of CCNs.

In the pioneer work of Gupta and Kumar [2], they first
study the scaling behavior of large-scale wireless ad hoc net-
works. In a static unit network consisting of n randomly dis-
tributed nodes, Gupta and Kumar [2] shows the asymptotic
throughput of each node scales as Θð1/ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n log n
p Þ(Given two

nonnegative functions f ðnÞ and gðnÞ: f ðnÞ =OðgðnÞÞ means
there exists a constant c such that f ðnÞ ≤ cgðnÞ for n large
enough; f ðnÞ =ΩðgðnÞÞ if gðnÞ =Oð f ðnÞÞ; f ðnÞ =ΘðgðnÞÞ
means both f ðnÞ =OðgðnÞÞ and f ðnÞ =ΩðgðnÞÞ; f ðnÞ = oðg
ðnÞÞ means limn⟶∞ f ðnÞ/gðnÞ = 0; and f ðnÞ = ωðgðnÞÞ
means limn⟶∞gðnÞ/f ðnÞ = 0.), which indicates the poor scal-
ability of wireless networks as the number of nodes increases.
In [3], Franceschetti et al. apply the percolation theory to
improve the asymptotic performance of wireless networks
and per-node throughput is achieved asΘð1/ ffiffiffi

n
p Þ. Grossglau-

ser and Tse [4] first take the node mobility into consideration,
and they propose a two-hop relaying policy to obtain the con-
stant per-node throughput, which costs a vast transmission
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delay. Subsequently, a series of researches focus on the scal-
ing laws of various wireless ad hoc networks. Talak et al. [5]
investigate the broadcast capacity and transmission delay in
highly mobile wireless networks. In [6], Lin et al. investigate
the optimal throughput-delay tradeoff under the i.i.d
mobility model for mobile ad hoc networks. Jia et al. [7]
introduce the correlated mobility into the analysis of
throughput and delay. They find that strong correlation of
node mobility results in poor asymptotic performance.
The nature of different mobility models [6–9] affects the
network performance remarkably. In addition, there are
several technics to improve the performance of wireless
networks, such as directional antennas [10–12], infrastruc-
ture support [13–15], secrecy analysis [16, 17], and rein-
forcement learning [18, 19].

In light of the asymptotic analysis of traditional wireless
ad hoc networks, the throughput and delay scaling behaviors
of large-scale cache-enabled content-centric networks have
also received wide attention in recent years. In a static square
network, Gitzenis et al. [20] formulate a joint optimization
problem for content replication and transmission. They
derive the minimum link capacity by utilizing a Zipf popular-
ity law. In [21], by assuming that the content cached time in a
node is finite, Azimdoost et al. investigate the throughput
and delay of content-centric networks for the static grid net-
work model and the static random network model, respec-
tively. Jeon et al. [22] study the per-node throughput for
wireless static device-to-device networks based on a decen-
tralized caching scheme. In [23], Mahdian et al. analyze the
scaling laws for pure static content-centric networks and
heterogeneous content-centric networks, respectively. The
authors further consider the optimal cache strategy for two
kinds of networks. Zhang et al. [24] investigate the capacity
of static hybrid content-centric wireless networks. In [25,
26], the authors study how the content popularity impact
the network throughput. Contrast to the static networks,
[27, 28] investigate the optimal throughput-delay tradeoff
for mobile content-centric networks. Do et al. in [27] adopt
a decoupling approach to achieve the optimal caching alloca-
tion in the hybrid mobile content-centric networks. In [29],
Alfano et al. investigate the throughput and delay perfor-
mance of mobile content-centric networks with limited cache
space. They find that the stronger mobility degree of nodes
results in poor network performance. In [30], Luo et al. intro-
duce fast and slow mobility models into mobile content-
centric networks according to different time scales. Then,
the authors analyze the asymptotic performance with an
arbitrary content popularity distribution.

The distribution of all nodes in the aforementioned lit-
eratures is uniform regardless of the traditional ad hoc net-
works or the content-centric networks. However, the node
distribution or the mobility degree is nonuniform in the
real world. For example, the density of nodes around hot
spots or home points is relatively intensive. The mobile ter-
minals are more likely to move around the airports or the
tourist attractions. Motivated by the above considerations,
the researchers begin to investigate the nonuniform wireless
traffic [31–34]. Alfano et al. [31] first analyze the upper
bounds to the per-node throughput of inhomogeneous

static wireless networks, where the nodes are distributed
following a shot-noise cox process. In [32, 33], Garetto
et al. investigate the scaling behaviors of heterogeneous
mobile ad hoc networks under the assumption that each
node moves around a home point. The interesting results
in [32, 33] show that the mobility degree directly affects
the data exchange among the nodes. In [34], the authors
study multicast capacity of heterogeneous sensor networks,
jointly analyzing sensor energy efficiency. In contrast with
[31–34], Zheng et al. [35] study the asymptotic perfor-
mance of inhomogeneous static information-centric net-
works with infrastructure support. However, the mobility
of nodes is of great importance in lots of application
scenarios like vehicular ad hoc networks. It is meaningful
to understand the impact of mobility on the scaling perfor-
mance in the content-centric networks where node spatial
distribution is nonuniform.

To this end, we investigate the scaling laws of mobile
content-centric networks where node distribution is nonuni-
form in this paper. Instead of assuming each node moving
the network area uniformly and independently, we consider
that all nodes move around their corresponding home points,
and they spend more time in the proximity of their home
points than the network boundary. We assume each mobile
node is equipped with a finite local cache and is able to store
contents by using a static cache allocation scheme. Each
cache-enabled node requests the desired content based on a
Zipf popularity distribution. Moreover, we introduce two
clustered models based on the spatial distribution of cache-
enabled nodes, i.e., the clustered grid model and clustered
random model. In each clustered model, we analyze the
asymptotic performance according to the proposed schedul-
ing and routing schemes. Finally, we study the optimal cache
allocation problem of the two clustered models, respectively.
We also perform the numerical simulations to validate the
theoretical scaling laws. The main contributions of this paper
are summarized as follows:

(i) Firstly, we construct a novel system model in the
content-centric networks where each cache-enabled
node moves around its corresponding home point.
Based on the deployment of home point, we
formalize the spatial distribution of nodes into the
two clustered model

(ii) Secondly, we devise a cell-partition-based TDMA
scheduling scheme to maximize the concurrent
transmissions and develop a distributed multihop
routing scheme. On this basis, we derive the asymp-
totic performance of the two kinds of clustered
models and further establish the closed form of the
throughput-delay tradeoff

(iii) Thirdly, we design the optimal cache allocation and
investigate optimal throughput and delay perfor-
mance by utilizing Lagrangian relaxation method
under the assumption of a Zipf content popularity
distribution. Moreover, massive numerical simula-
tions are conducted to validate aforementioned
theoretical results
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The rest of the paper is organized as follows. In Section 2,
we describe the system models and outline some definitions.
In Section 3, we analyze the throughput and delay perfor-
mance in both clustered grid model and clustered random
model. In Section 4, we introduce the optimal cache alloca-
tion. Finally, we conclude the paper in Section 5.

2. System Models and Definitions

In this paper, we study a mobile content-centric network
composed of n mobile nodes. We assume that n nodes move
over a square region O of area n with the wrap-condition, to
eliminate border effects. Note that, under aforementioned
assumption, we adopt an extended network model that the
node density over the square area remains constant as the
number of mobile nodes increases. In the following subsec-
tions, we first describe the mobility model, content request
model, and interference model. Then, we give some impor-
tant definitions and notations used in this paper.

2.1. Mobility Model. In this paper, we adopt a bidimensional
i.i.d mobility model for each mobile node, and time is divided
into slots of equal duration. At the beginning of each slot,
every node moves to a new location, which is independent
of other nodes, and stays in the new location for the remain-
ing duration of the slot. Let XiðtÞ denote the location of node
i at time t, and dij = kXiðtÞ − XjðtÞk denotes the distance
between node i and node j.

To characterize the spatial distribution of nodes, we
assume that each node i is associated with a home point Hi,
which is uniformly and independently selected over the
square region O. We consider that a node moves indepen-
dently around its home point following a general ergodic
process, which can be described by a rotationally invariant
spatial distribution ϕðdÞ. Here, d denotes the Euclidean dis-
tance between the mobile node and its corresponding home
point.

We further assume that ϕðdÞ is an arbitrary nonincreas-
ing function that decays as a power law of exponent δ, i.e.,
ϕðdÞ ~ d−δ, δ ≥ 0. We take function sðdÞ =min ð1, d−δÞ and
consider the following normalized probability density func-
tion (PDF) over the whole mobility area to avoid conver-
gence problems in proximity of the home point.

ϕ dð Þ = s dð ÞÐ
O
s dð Þ =

Θ s dð Þn δ−2ð Þ/2
� �

, 0 ≤ δ < 2,

Θ
s dð Þ
log n

� �
, δ = 2,

Θ s dð Þð Þ, δ > 2:

8>>>>><
>>>>>:

ð1Þ

Exponent δ reflects the mobility degree of nodes, that is,
the probability that each node moving to one point of the
network area and stay at that point at a given time slot is
not uniform. According to the PDF ϕðdÞ, it indicates that
each node moves in a limited region, differing from the global
mobility. In addition, the probability for the node moving in
the proximity of its corresponding home point is larger than

the probability that the node moves to the relatively far
network area.

However, exponent δ just describes the individual mobil-
ity behavior and cannot reflect the mobile node density over
the network area at a time slot. In real mobile world, the
mobile node density is tightly related with the number of
home points. Mobile nodes are more likely to move around
the hotspots [36] or social spots [37]. For example, the den-
sity of mobile terminals (e.g., phones and ipads) is relatively
dense in the office buildings or the tourist attractions while
the density of mobile terminals in the suburb is reversely
sparse due to the less home points. That is, the number of
home points will affect the spatial distribution of mobile
nodes. Motivated by this fact, clustering behavior has been
found in [32, 33, 38] based on the long-term observations.
In our work, we introduce the clustered model combined
with the distribution of home points. First, we assume m
clusters and each cluster has a middle point (the center of
the cluster), which are distributed over the area O indepen-
dently. Then, each home point randomly chooses one of
the clusters with equal opportunity. Finally, the home points
of the same cluster are belonged to a disk of radius R centered
at the cluster middle point.

Considering the asymptotic performance, we assume that
m = nν, 0 < ν < 1 and the cluster density over the whole net-
work area ρc = nν/n = nν−1. The average distance between
two cluster middle points is dc = nð1−νÞ/2. For the ease of anal-
ysis, we do not consider the cluster overlapping behavior.
Hence, the cluster radius should be satisfied by R = oðdcÞ.
2.2. Content Request Model. In the mobile content-centric
networks, there are M distinct content objects of same size,
where M = nγ, 0 < γ < 1. We assume each mobile node is
equipped with an equal-sized local cache, which can store
K content objects (K is a positive constant). For the prob-
lem to be not trivial, we assume K <M, that is, each node
has to decide which kinds of content to cache. We refer
to a mobile node requesting a desired content k, 1 ≤ k ≤M
at any time slot as the requseter of content k. We call a
mobile node carrying a content k in its local cache the
holder of content k.

In this paper, a caching scheme consists of two phases:
content placement and content retrieve [22]. In the content
placement phase, each node randomly and independently
chooses contents to be stored in its local cache. LetN k denote
the set of nodes that cache content k ∈M in their local caches,
where Nk = jN kj. Thus, the probability that the content k is
cached by a mobile node in its local cache is Nk/n. In order
to achieve a feasible cache allocation, the total cache con-
straint should be satisfied.

〠
M

k=1
Nk ≤ nK: ð2Þ

In the content retrieve phase, each holder decides
whether to deliver the requested content to the correspond-
ing requester. During the retrieve phase, each node requests
its desired content independently according to a Zipf
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popularity distribution [39], i.e., the request probability pk of
content k ∈M is satisfied by

pk =
k−α

Hα Mð Þ , ð3Þ

where α > 0 is the Zipf’s law exponent and HαðMÞ =∑M
k=1 k

−α

is a normalization constant and is given by

Hα Mð Þ =
Θ 1ð Þ, α > 1,
Θ log Mð Þ, α = 1,
Θ M1−α� �

, α < 1:

8>><
>>: ð4Þ

2.3. Interference Model. In this paper, to avoid multiuser
simultaneous transmission interference, we adopt the proto-
col model in [2]. Moreover, we assume that the transmission
range of mobile node i is Ti. If the content k is transmitted
from mobile node i to node j successfully, then the following
two conditions should be held:

(1) The distance between the transmitter i and the
receiver j is no more than Ti, i.e.,

Xi tð Þ − Xj tð Þ
		 		 ≤ Ti: ð5Þ

(2) Other transmitter l delivering different contents at
the same time slot does not interfere the receiver j,
i.e.,

Xl tð Þ − Xj tð Þ
		 		 ≥ 1 + Δð ÞTi: ð6Þ

Here, Δ > 0 denotes a constant guard factor. XiðtÞ
denotes the location of a mobile node at the time slot t. k∙k
denotes the Euclidean distance between the transmitter and
the receiver. We further assume that each mobile node can
deliver the contents at a constant rate W bits/sec.

2.4. Definitions

Definition 1. For a given scheduling and routing scheme, let
Fði, tÞ be the total number of bits of the requested contents
received by mobile node i up to time t. We define the long-
term throughput of mobile node i is

liminf
t⟶∞

1
t
F i, tð Þ: ð7Þ

The average throughput over all nodes is given as

1
n
〠
n

i=1
liminf
t⟶∞

1
t
F i, tð Þ: ð8Þ

The throughput is defined as the expectation of the
average throughput over all mobile nodes,

λ nð Þ = E
1
n
〠
n

i=1
liminf
t⟶∞

1
t
F i, tð Þ

" #
: ð9Þ

Definition 2. The delay of a content retrieve process is the
moment the interest packet leaves node i until the requested
content arrives at node i from the closest holder. For a given
scheduling and routing scheme, let Dði, dÞ be the delay of the
dth requested content of mobile node i. We define the long-
term delay of mobile node i is

limsup
r⟶∞

1
r
〠
r

d=1
D i, dð Þ: ð10Þ

The average delay over all nodes is given as

1
n
〠
n

i=1
limsup
r⟶∞

1
r
〠
r

d=1
D i, dð Þ: ð11Þ

The delay is defined as the expectation of the average
delay over all mobile nodes.

D nð Þ = E
1
n
〠
n

i=1
limsup
r⟶∞

1
r
〠
r

d=1
D i, dð Þ

" #
: ð12Þ

To facilitate the understanding, some important nota-
tions applied in this paper are listed in Table 1.

3. Throughput and Delay Analysis

For better understanding of content placement and retrieve
process in the clustered random model, we first investigate
the throughput and delay performance in the clustered grid
model [33] in Section III-A, that is, the home points are
placed regularly, which can be considered as a special
instance of the distribution of the home points. In the real
world, the home points can be deployed regularly, for exam-
ple, the base stations (BSs) and the road side units (RSUs). In
general, the BSs are deployed in the center of the cells, and
the RSUs are deployed along the road (i.e., one RSU every
50 meters), which can be regarded as the examples of the grid
clustered model. In Section III-B, we analyze the case of clus-
tered random model. Specifically, when δ ≤ 2 and n goes to
infinity, the spatial distribution ϕðdÞ tends to 0; we leave to
the analysis of the network performance in this case for
future work.

3.1. Clustered Grid Model. In the clustered grid model, we
divide the whole network region into equal-sized cells of area
Sa = d2c . The distribution of clusters should satisfy following
two conditions:

(i) The middle point of each cluster is located at the
center of each cell, and the distance between two
adjacent cluster middle points is dc
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(ii) The radii of all clusters equal to 0, i.e., the home
points of the same cluster are gathered at their corre-
sponding cluster’s middle point (or the cell center).

Before introducing scheduling and routing schemes, we
premise a necessary lemma that guarantees each cell has at
least one mobile node at a time slot and the expected number
of nodes in each cell isΘðn1−νÞwhich guarantees the network
connectivity.

Lemma 3. In the clustered grid model, assuming ε =Θð
loglogn/log nÞ, for any 0 < ν < 1 − ε, each cell has at least
one mobile node and the expected number of nodes in each cell
Sa is

�NðSaÞ =Θðn1−νÞ in a given slot with high probability.

Proof. For an arbitrary cell, in a given slot, the probability that
one node moves to any cell is d2c /n, i.e., n−ν. Hence, the prob-
ability pc that each cell has at least one mobile node is

pc = 1 − 1 − n−νð Þn = 1 − en log 1−n−νð Þ ≥ 1 − e−n
1−ν , ð13Þ

where the last inequality follows that log ð1 + xÞ ≤ x for x >
−1. Let pc′ = 1 − e−n

1−ν
and pc ≥ pc′. By assuming ε =Θð

loglogn/log nÞ, for any 0 < ν < 1 − ε, we have n1−ν ≥ log n.
Note that when n goes infinity, ε tends to 0; the upper bound
of ν is 1. Then, we have

pc′ = 1 − e−n
1−ν

≥ 1 − e−log n = 1 − 1
n
, ð14Þ

which tends to 1 when n goes infinity. Hence, with high prob-
ability, each cell has at least one mobile node in a given slot.

Let NðSaÞ denote the number of nodes in the cell Sa, by
definition:

N Sað Þ = 〠
n

i=1
IXi∈Sa , ð15Þ

where IXi∈Sa is an i.i.d Bernoullian random variable, and
IXi∈Sa = 1 if node i is in the cell Sa; otherwise, IXi∈Sa = 0.
Hence,

E N Sað Þ½ � = E 〠
n

i=1
IXi∈Sa

" #
= 〠

n

i=1
E IXi∈Sa


 �
= n · Saj j

n
= Saj j:

ð16Þ

We apply Chernoff bounds and have

P N Sað Þ < 1
2 E N Sað Þ½ �

� 
≤ e−∣Sa∣/8,

P N Sað Þ > 2E N Sað Þ½ �f g ≤ e−∣Sa∣/3 < e−∣Sa∣/8:

ð17Þ

Then, letting ε =Θðloglogn/log nÞ, for any 0 < ν < 1 − ε,
we have ∣Sa ∣ = n1−ν ≥ 16 log n. Thus, we have

P
1
2 E N Sað Þ½ � ≤N Sað Þ ≤ 2E N Sað Þ½ �
� 
≥ 1−2e−∣Sa∣/8 ≥ 1 − 2e−2 log n = 1 − 2n−2,

ð18Þ

which tends to 1 when n goes infinity. Hence, we obtain
the expected number of nodes in each cell is Θðn1−νÞ.
3.1.1. Scheduling Schemes. At a given slot, a scheduling
scheme enables the contents retrieve between transmitter-
receiver pairs not to be interfered. Based on the mobility
model and the spatial distribution of mobile node, we adopt
a cell-partition-based TDMA scheduling scheme to avoid
the multiuser simultaneous transmission interference and
to maximize the number of noninterfering transmission
pairs at a time slot. Figure 1(a) illustrates a general real-
world node distribution case, which shows mobile terminals
are relatively dense near the home point, and there are fewer
mobile terminals far away from home point. Figure 1(b)
illustrates home points are deployed regularly and can be
regarded as a clustered grid model. Figure 1(c) shows a cell-
partition-based TDMA scheduling scheme corresponding
to the time slot division, which guarantees multihop trans-
mission in the clustered grid model.

We first divide each time slot into two half slots with
equal length. Then, in the first half slot, we further divide
the first half slot into several subslots with equal length. We
partition each cell Sa into squares with same area Se (Se will
be defined later). We call a square is active if a node in this
square can transmit an interest packet or a content during
the subslot. Based on the square partition, we assume that a
node in a square can transmit an interest packet or a content
to the node in the same square or the adjacent eight squares.
We define the transmission radius of the node i as Ti =
ΘðdcÞ. Hence, we obtain the following lemma according
to the protocol model, which is essential to describe the
noninterfering transmission process.

Table 1: Summary of main notations.

Symbols Definitions

n
The number of mobile nodes, the area

of network region O

m The number of clusters

M The number of content objects

K The size of a node’s local cache

dc The average distance between two cluster middle points

ρc The cluster density over the whole network area

Sa The area of the cell in the clustered grid model

Sa′ The area of the cell in the clustered random model

pk The request probability of content k

Ti The transmission radius of a mobile nodes

h The maximum hops from the requester to
the closest holder

5Wireless Communications and Mobile Computing



Lemma 4. Each square can be active at most every ð1 + c1Þ
time subslots, and the achievable rate at the active square is
W/ð1 + c1Þ.

Proof. According to the interference model, we consider the
distance between transmitter Xi and receiver Xj is bounded
by Ti =ΘðdcÞ. If there is another simultaneously transmit-
ting node Xl at the same time subslot and the transmission
distance between Xl and Xj is less than ð2 + ΔÞTi, then Xl will
cause the interference with Xj. Hence, the area of the total

interference region is bounded by ð2ð2 + ΔÞTi + 3TiÞ2. We
obtain that each square has at most c1 = ð2ð2 + ΔÞTi + 3TiÞ2

/T2
i =ð2ð2 + ΔÞ + 3Þ2 interference neighbouring squares,

which is a constant and independent of n.
Each square gets a noninterfering transmission opportu-

nity and becomes active in every ð1 + c1Þ time subslots. Since
each transmitter-receiver pair can sendW bits in a successful
transmission, the achievable transmission rate at the active
square is W/ð1 + c1Þ.

From Lemma 4, we can construct ð1 + c1Þ subsets of reg-
ularly spaced, simultaneously transmitting squares without
interference.

Next, we calculate the area of each square Se. From
Lemma 3, we obtain the average number of nodes in each cell

Request path
1/2 time slot

Delivery path
(b)

(a)

(c)

Home points
Mobile nodes

1

1 2 3

4 5 6

7 8 9

2 3 4 5 6 7 8 9

d
c

Home point
Mobile terminals
Different caches

Figure 1: (a) A general real-world node distribution case. (b) Home points are deployed regularly and regarded as the clustered grid model.
(c) A cell-partition-based TDMA scheduling scheme corresponding to the time slot division (the central cell is divided into 9 squares).
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Sa is Θðn1−νÞ. We assume there exists point A in the cell that
the distance between A and the home point is d. The mobility
process of each node is independent at each slot, and the
probability that the node moves to point A is Θðd−δÞ at each
slot according to the node distribution. Hence, when δ > 2,
the density of nodes at point A is Θðn1−ν/dδÞ at each slot.
Applying Lemma 4 in [33], we can obtain the maximum
density of achievable transmitter-receiver pairs (T-R pairs)
when d = dc/2. Thus, the density of T-R pairs at any point
of the network scales as ϕc =Θðn1−ν/dδc Þ=Θðnð1−νÞð1−ðδ/2ÞÞÞ.
Therefore, the area of each square is equal to 1/ϕc, i.e., Se =
Θðn−ð1−νÞð1−ðδ/2ÞÞÞ.

At a given time slot, each cell can schedule the number of
concurrent noninterfering transmissions χ is

χ =Θ
d2c

1 + c1ð Þ 1/ϕcð Þ

 !
=Θ n 1−νð Þ 2− δ/2ð Þð Þ
� �

: ð19Þ

Since the area of each square is Θðn−ð1−νÞð1−ðδ/2ÞÞÞ, we can
acquire that the probability that at least one node in a subcell
is a constant by applying Lemma 3.

3.1.2. Routing Schemes. Considering the mobility model of
nodes and the clustering behavior, we propose a multihop
transmission schemeΠ for the content transmission between
the requester-holder pairs. We assume the content request
and delivery process of each node is conducted in one time
slot. According to the maximum hops (derived in the follow-
ing section) in the clustered grid model, the value of the one
time slot can be set as Ωðnν/2Þ to guarantee the multihop
transmission within one time slot.

Π-1: according to the TDMA scheduling phase, each
time slot is divided into two half slots with equal length.

Π-2: during the first half slot, we further divide the first
half slot into several subslots with equal length. Each cell is
divided into squares with the same area,

(1) if there is one requested content in the same square
(or the same cluster), the requester i directly forwards
an interest packet to the holder

(2) if there is no any requester-holder pair in the same
square (or the same cluster), the requester i sends
an interest packet to the relay node in the adjacent
square at the beginning of subslot; multihop is used
for all relay nodes until the interest packet reached
the nearest holder. Furthermore, we assume that the
first hop towards the adjacent subcell is on the hori-
zon path (if possible) and then on the vertical path

Π-3: during the second half slot, we continue dividing the
second half slot into several subslots with equal length,

(1)if there is one requested content in the same square (or
the same cluster), the requested content will be directly for-
warded back to the requester i. In this case, the requested
content will be achieved in one hop

(2)if there is no any requester-holder pair in the same
square (or the same cluster), the nearest holder receives the

interest packet in the first half slot, and then, the nearest
holder in the second half slot sends the requested content
back to its corresponding requester in the reverse direction

Lemma 5. In the clustered grid model, for any node requesting
content k, the probability PðkÞ that an interest packet for con-
tent k is satisfied by one hop ismin ðΘðNkn

ð1−νÞððδ/2Þ−1Þ−1Þ, 1Þ.

Proof. For an arbitrary square, the probability that there is at
least one requested content k within the same square or the
adjacent squares of the requester is 9Se/n = 9nð1−νÞððδ/2Þ−1Þ/n
= 9nð1−νÞððδ/2Þ−1Þ−1. Thus,

P kð Þ = 1 − 1 − 9n 1−νð Þ δ/2ð Þ−1ð Þ−1
� �Nk

≤ 9Nkn
1−νð Þ δ/2ð Þ−1ð Þ−1:

ð20Þ

The inequality follows that ð1 + xÞn ≥ 1 + nx for any
x > −1. If 9Nkn

ð1−νÞððδ/2Þ−1Þ−1 = oð1Þ, then PðkÞ =ΘðNk

nð1−νÞððδ/2Þ−1Þ−1Þ; otherwise, PðkÞ = 1.

In the clustered grid model, due to the transmission
radius of each node is ΘðdcÞ, we can derive the maximum
number of hops from a content requester to the closest
holder is h =Θðnν/2Þ.

Lemma 6. In clustered grid model, for any mobile node
requesting content k, the average number of hops needed to
transmit an interest packet along the path from the content
requester to the closest content holder, denoted by EðHkÞ, is
E Hkð Þ

=

Θ 1ð Þ, Nk =Ω n1− 1−νð Þ δ/2ð Þ−1ð Þ
� �

,

Θ
1

Nkn
1−νð Þ δ/2ð Þ−1ð Þ−1

� �
, Nk = o n1− 1−νð Þ δ/2ð Þ−1ð Þ

� �
&Nk =Ω n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ

� �
,

Θ nν/2
� �

, Nk = o n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ
� �

:

8>>>>>>><
>>>>>>>:

ð21Þ

Proof. LetHk denote the number of hops along the requesting
path, and we have

E Hkð Þ = 〠
h−1

i=1
i · P kð Þ 1 − P kð Þð Þi−1
� �

+ h 1 − P kð Þð Þh−1

= 〠
h

i=1
1 − P kð Þð Þi−1 = 1 − 1 − P kð Þð Þh

P kð Þ :

ð22Þ

Based on Lemma 5 and the value of h, we consider three
different conditions to further derive EðHkÞ.

(1)If PðkÞ =Θð1Þ, then EðHkÞ =Θð1Þ.
(2)If PðkÞ = oð1Þ and hPðkÞ =Ωð1Þ, 1 − ð1 − PðkÞÞh ≥ 1

− e−hPðkÞ =Θð1Þ. Hence, we obtain that EðHkÞ =Θð1/ðPðkÞÞÞ.
(3)If PðkÞ = oð1Þ and hPðkÞ = oð1Þ, applying the equiva-

lent infinitesimal, we obtain that 1 − ð1 − PðkÞÞh ≈ 1 − ð1 − h
PðkÞÞ ≈ΘðhPðkÞÞ. Hence, we get that EðHkÞ =ΘðhÞ.

This completes the proof.
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Theorem 7. In the clustered grid model, the delay and
throughput of each mobile node, denoted by DðnÞ and λðnÞ,
are given by w.h.p.

D nð Þ =Θ 〠
M

m=1
pkE Hkð Þ

 !
, ð23Þ

λ nð Þ =Θ
n 1−νð Þ 1− δ/2ð Þð Þ

∑M
m=1 pkE Hkð Þ

 !
: ð24Þ

Proof. First, we consider the delay performance. Based on the
scheduling and routing scheme, each square can be active in
every 1 + c1 time subslots, where c1 is a constant. Thus, the
time spent in each hop is a constant fraction of time. In
Lemma 6, we obtain the average number of hops from a
requester to the closest holder for content k is EðHkÞ. In addi-
tion, the requested content forwarded back to the requester
takes the same route as its corresponding interest packet in
reverse direction, the total number of hops for content k is
2EðHkÞ. Taking the request probability pk for the content k
into consideration, we get the delay for all contents over the
network as (6).

Next, we derive the throughput performance. Since there
are ΘðnνÞ cells over the network area, and the total number
of bits that active squares in a cell can transmit is ðW/ð1 +
c1ÞÞnð1−νÞð2−ðδ/2ÞÞ. Lemma 6 indicates the average number of
hops for content k isEðHkÞ. Considering the request probabil-
ity pk for the content k, we obtain the average number of bits
transmitted in the whole network is nλðnÞ∑M

m=1 pkEðHkÞ.
Then, we have

nλ nð Þ 〠
M

m=1
pkE Hkð Þ ≤ W

1 + c1ð Þ n
1−νð Þ 2− δ/2ð Þð Þ · nν,

λ nð Þ ≤ n 1−νð Þ 1− δ/2ð Þð Þ

∑M
m=1 pkE Hkð Þ

:

ð25Þ

The achievable throughput of each mobile node is deter-
mined by the scheduling and routing scheme. Hence, we
obtain the throughput performance as (24).

Corollary 8. The throughput and delay tradeoff in the clus-
tered grid model is given by

λ nð Þ =Θ
n 1−νð Þ 1− δ/2ð Þð Þ

D nð Þ
� �

: ð26Þ

3.2. Clustered Random Model. In this section, we analyze the
throughput and delay of each node in the clustered random
model, where clusters are distributed randomly and indepen-
dently in the network, that is, the home points are deployed
in a random manner.

We first introduce an important lemma given in [31].
This lemma indicates the appropriate partition of the whole
network area can guarantee that the average number of clus-

ters in each cell isΘðlog nÞ, which makes the multihop trans-
mission in the clustered random model possible.

Lemma 9. Consider a set of m points independently distrib-
uted over a bidimensional domain O of area n, with density
ρ =m/n. The domain O is partitioned by regular tessellations,
and As denotes the tiles over the tessellations with area jAsj
≥ 16ðlog m/ρÞ, ∀s. Let NðAsÞ be the number of nodes falling
within the tiles As. Then, uniformly over the tessellation,
NðAsÞ is contained between ρjAsj/2 and 2ρjAsj with high
probability, i.e.,

ρ Asj j
2

< inf
s
N Asð Þ ≤ sup

s
N Asð Þ < 2ρ Asj j: ð27Þ

This lemma can be proved by the Chernoff bound in [40];
we neglect the proof process for simplicity.

Considering Lemma 9 and the cluster density ρc = nν−1,
we partition the whole network into equal-sized cells with
area Sa′ = 16ðlog nν/nν−1Þ=Θðn1−ν log nÞ. Note that we
choose the equal-sized cell area in the clustered random
model in order to make sure that nodes in each cluster has
the opportunity to retrieve the content; in fact, we can choose
different size area only if Sa′ ≥Θðn1−ν log nÞ. Thus, we can
obtain the expected number of clusters in each cell is Θðlog
nÞ. We assume that the transmission radius of each mobile
node in the clustered random model is Tn =Θðnð1−νÞ/2ffiffiffiffiffiffiffiffiffiffiffi

log n
p Þ, which guarantees the nodes can communicate with
the nodes in their neighbor cells. Since the maximum dis-
tance between the requester and the closest holder is
Θðn1/2Þ, the maximum number of hops from a content
requester to the closest holder is h =Θðnν/2/ ffiffiffiffiffiffiffiffiffiffi

log n
p Þ.

Based on the cell partition, we obtain the following
lemma that guarantees the average number of nodes in every
cluster is Θðn1−νÞ.

Lemma 10. In the clustered random model, the average num-
ber of node in every cluster is Θðn1−νÞ.

Proof. The proof process of this lemma is similar to that in
Lemma 3 by applying he Chernoff bound.

The density of T-S pairs at any point of the network
scales as ϕ′c =Θðn1−ν/ðnðδð1−νÞÞ/2 logδ/2nÞÞ =Θðnð1−νÞð1−ðδ/2ÞÞ
log−ðδ/2ÞnÞ. We further partition each cell into squares
with area 1/ϕ′c, i.e., S′e =Θðnð1−νÞððδ/2Þ−1Þ logδ/2nÞ. Hence,
each active cell can schedule the number of concurrent
noninterfering transmissions χ′ is

χ′ =Θ
S

1 + c2ð Þ 1/ϕ′c
� �

0
@

1
A =Θ

n1−ν log n
n 1−νð Þ δ/2ð Þ−1ð Þ logδ/2n

 !

=Θ n 1−νð Þ 2− δ/2ð Þð Þ log 1− δ/2ð Þð Þn
� �

:

ð28Þ
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Hence, a noninterference scheduling scheme in the
clustered random model can be designed as following
steps. First, we divide the whole network into equal-sized
cells with area Θðn1−ν log nÞ, which makes the transmis-
sion connectivity possible. Then, we partition each cell
into equal-sized squares with area Θðnð1−νÞððδ/2Þ−1Þ logδ/2nÞ,
which guarantees the content transmission free from interfer-
ence. Figure 2 shows the cell partition and the content request
process in the clustered random model. Finally, a routing
scheme similar with that in the cluster grid model can be uti-
lized to achieve the content multihop transmission at a given
slot.

Lemma 11. In the clustered random model, for any node
requesting content k, the probability P′ðkÞ that an interest

packet for content k is satisfied by one hop is min ðΘðNk

nð1−νÞððδ/2Þ−1Þ−1 logδ/2nÞ, 1Þ.

Proof. For an arbitrary square, the probability that there is at
least one requested content k is within the same square or the
adjacent squares of the requester is ð9Se′/nÞ = ð9
nð1−νÞððδ/2Þ−1Þ logδ/2nÞ/n = 9nð1−νÞððδ/2Þ−1Þ−1 logδ/2n. Thus, we
have

P′ kð Þ = 1 − 1 − 9n 1−νð Þ δ/2ð Þ−1ð Þ−1 logδ/2n
� �Nk

≤ 9Nkn
1−νð Þ δ/2ð Þ−1ð Þ−1 logδ/2n:

ð29Þ

The inequality follows that ð1 + xÞn ≥ 1 + nx for any x >
−1. If 9Nkn

ð1−νÞððδ/2Þ−1Þ−1 logδ/2n = oð1Þ, then P′ðkÞ =ΘðNk

nð1−νÞððδ/2Þ−1Þ−1 logδ/2nÞ. Otherwise, P′ðkÞ = 1.

Lemma 12. In the clustered random model, for any mobile
node requesting content k, the average number of hops needed
to transmit an interest packet along the path from the content
requester to the closest content holder, denoted by E′ðHkÞ, is

Proof. According to Lemma 6, we have

E′ Hkð Þ =
1 − 1 − P′ kð Þ
� �h
P′ kð Þ

: ð31Þ

Based on the value of h and P′ðkÞ, we consider three
different conditions to further derive E′ðHkÞ.

(1)If P′ðkÞ =Θð1Þ, then E′ðHkÞ = 1
(2)If P′ðkÞ = oð1Þ and hP′ðkÞ =Ωð1Þ, 1 − ð1 − P′ðkÞÞh ≥

1 − e−hP′ðkÞ =Θð1Þ. Hence, we obtain that E′ðHkÞ =Θð1/ðP′
ðkÞÞÞ=Θðnð1/2Þ−ð1−νÞððδ/2Þ−ð3/2ÞÞ/Nk logδ/2nÞ.

(3)If P′ðkÞ = oð1Þ and hP′ðkÞ = oð1Þ, applying the equiv-
alent infinitesimal, we obtain that 1 − ð1 − P′ðkÞÞh ≈ 1 −
e−hP′ðkÞ ≈ΘðhP′ðkÞÞ. Hence, we get that E′ðHkÞ =ΘðhÞ
=Θðnν/2/ ffiffiffiffiffiffiffiffiffiffi

log n
p Þ.

This completes the proof.

Theorem 13. In the clustered random model, the delay and
throughput of each mobile node, denoted by DðnÞ and λðnÞ,
are given by w.h.p.

D nð Þ =Θ 〠
M

m=1
pkE′ Hkð Þ

 !
,

λ nð Þ =Θ
n 1−νð Þ 1− δ/2ð Þð Þ log−δ/2n

∑M
m=1 pkE′ Hkð Þ

 !
:

ð32Þ

Proof. The proof of delay performance is similar to that of
Theorem 7, and we do not repeat it for simplicity.

We analyze the throughput performance of each node.
Based on the cell partition of the network, we can obtain
the total number of cells is Θðnν/log nÞ. Considering the
scheduling scheme and routing scheme, the total number of
bits that active square in a cell can transmit is ðW/ð1 + c2ÞÞ
nð1−νÞð2−ðδ/2ÞÞ logð1−ðδ/2ÞÞn. Moreover, Lemma 12 indicates
the average number of hops for content k is E′ðHkÞ. Since
the request probability of the content k is pk, the average
number of bits transmitted in the whole network can be
calculated as nλðnÞ∑M

m=1 pkE′ðHkÞ. The rest proof is similar
to the Theorem 7; we neglect it here for simplicity.

From Theorem 13, we can conclude that the difference of
throughput and delay performance between the clustered
random model and the clustered grid model is the logarithm
factor and the average transmission hops.

E′ Hkð Þ =

Θ 1ð Þ, Nk =Ω
n1− 1−νð Þ δ/2ð Þ−1ð Þ

logδ/2n

 !
,

Θ
n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ

Nk logδ/2n

 !
, Nk = o

n1− 1−νð Þ δ/2ð Þ−1ð Þ

logδ/2n

 !
&Nk =Ω

n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ

logδ/2n

 !
,

Θ
nν/2ffiffiffiffiffiffiffiffiffiffi
log n

p
 !

, Nk = o
n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ

logδ/2n

 !
:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð30Þ
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Corollary 14. The throughput and delay tradeoff in the clus-
tered random model is given by

λ nð Þ =Θ
n 1−νð Þ 1− δ/2ð Þð Þ

D nð Þ logδ/2n

 !
, ð33Þ

which differs from Corollary 8 by a factor log−δ/2n.

4. Optimal Cache Allocation

In this section, we analyze the optimal throughput and delay
performance of the mobile content-centric network with
respect to optimal cache allocation strategy. To achieve the
optimal goal, we need to select appropriate fNkgMk=1 based
on the cache constraints for the clustered grid model and
clustered random model, respectively.

4.1. Clustered Grid Model. From Corollary 8, it indicates that
minimizing the transmission delay is equivalent to maximiz-
ing the throughput performance. In order to achieve the
minimum delay, we formulate the following optimization
problem:

minimize
Nk

〠
M

k=1
pkE Hkð Þ

subjectto 〠
M

k=1
Nk ≤ nK ,

1 ≤Nk ≤ n1− 1−νð Þ δ/2ð Þ−1ð Þ,

ð34Þ

where EðHkÞ is given by

E Hkð Þ

=

Θ 1ð Þ, Nk =Ω n1− 1−νð Þ δ/2ð Þ−1ð Þ
� �

,

Θ
1

Nkn
1−νð Þ δ/2ð Þ−1ð Þ−1

� �
, Nk = o n1− 1−νð Þ δ/2ð Þ−1ð Þ

� �
&Nk =Ω n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ

� �
,

Θ nν/2
� �

, Nk = o n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ
� �

:

8>>>>>>><
>>>>>>>:

ð35Þ

The first constraint in (34) comes from the feasible cache
allocation in (2), and the second constraint guarantees that
for different types of contents, there is at most one copy con-
tent in each square. Note that the second derivatives of the
objective function in (34) is always positive, which can be
considered as a strictly convex optimization problem. Hence,
we apply Lagrangian relaxation method to find the unique
optimal solution.

Based on the Zipf distribution law, it shows that pk
decreases as k increases and so is Nk. For the convenient
and tractable analysis, we first define three sets K1, K2, and
K3 according to the size of Nk, respectively. That is,

(i)let K1 = f1, 2,⋯, k1 − 1g be the set of contents such
that Nk = n1−ð1−νÞððδ/2Þ−1Þ

(ii)let K2 = fk1, k1 + 1,⋯, k2 − 1g be the set of contents
such that nð1/2Þ−ð1−νÞððδ/2Þ−ð3/2ÞÞ <Nk < n1−ð1−νÞððδ/2Þ−1Þ

(iii)let K3 = fk2, k2 + 1,⋯,Mg be the set of contents such
that Nk = 1

Next, we take the Lagrangian multiplier λ ∈ R+ for the
first constraint in (34) and combine with the second con-
straint; the necessary conditions for the minimal DðnÞ are
given as

∂D nð Þ
∂Nk

= −
pk

N2
kn

1−νð Þ δ/2ð Þ−1ð Þ−1

≤−λ, ∀k ∈ K1,
= −λ, ∀k ∈ K2,
≥−λ, ∀k ∈ K3:

8>><
>>: ð36Þ

When k ∈ K2, we obtain

Nk =
p1/2k

λ1/2n 1−νð Þ δ/4ð Þ− 1/2ð Þð Þ− 1/2ð Þ : ð37Þ

By adding up Nk in (37) for k ∈ K2, we have

λ1/2 =
n 1/2ð Þ− 1−νð Þ δ/4ð Þ− 1/2ð Þð Þ∑k2−1

k=k1 p
1/2
k

∑k2−1
k=k1 Nk

: ð38Þ

Combined (37) and (38), we obtain

Nk =
p1/2k

∑k2−1
k=k1 p

1/2
k

〠
k2−1

k=k1
Nk =

p1/2k

∑k2−1
k=k1 p

1/2
k

nK ′, ð39Þ

where K ′ = K − ððk1 − 1Þ/nð1−νÞððδ/2Þ−1ÞÞ − ððM − k2 + 1Þ/
nÞ. Therefore, we obtain the optimal number of content k,
denoted by Na°

k (In this paper, we apply symbol a° to denote
the optimal value.), i.e.,

Cluster
Home points
Mobile nodes

Request path
Delivery path

Figure 2: The cell partition and the content request process in the
clustered random model.
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Na°
k =

n1− 1−νð Þ δ/2ð Þ−1ð Þ, ∀k ∈ K1,
p1/2k

∑k2−1
k=k1 p

1/2
k

nK ′, ∀k ∈ K2,

1, ∀k ∈ K3:

8>>>>><
>>>>>:

ð40Þ

By substituting (40) into (34), we achieve the minimum
delay, denoted by DðnÞa°.

D nð Þa° =Θ 〠
k1−1

k=1
pk +

∑k2−1
k=k1 p

1/2
k

� �2
n 1−νð Þ δ/2ð Þ−1ð ÞK ′ + 〠

M

k=k2
nν/2pk

0
B@

1
CA: ð41Þ

Lemma 15. In the clustered grid model, for n⟶∞, the
values of k1 and k2 is given as follows

k1 =

Θ n 1−νð Þ δ/2ð Þ−1ð Þ
� �

, α > 2,

Θ
n 1−νð Þ δ/2ð Þ−1ð Þ

log M

� �
, α = 2,

min M,Θ n 2/αð Þ 1−νð Þ δ/2ð Þ−1ð Þ

M 2/αð Þ−1

� �� 
, 0 < α < 2:

8>>>>>>>><
>>>>>>>>:

k2 =
min M + 1,Θ n α−2ð Þ/α 1−νð Þ δ/2ð Þ−1ð Þ+ 2/αð Þ

� �n o
, α > 2,

M + 1, α ≤ 2:

8<
:

ð42Þ

Proof. By applying the condition fk1, k2 − 1g ∈ K2, we derive
that

k1
k2

≃ n 2/αð Þ 1−νð Þ δ/2ð Þ−1ð Þ− 2/αð Þ: ð43Þ

When n⟶∞, we obtain that K ′⟶ K − ððk1 − 1Þ/
nð1−νÞððδ/2Þ−1ÞÞ. Since k1 ∈ K2, according to (40), we have Nk1

< n1−ð1−νÞððδ/2Þ−1Þ. Hence, it follows that

n 1−νð Þ δ/2ð Þ−1ð ÞK ′ < kα/21 Hα/2 k2 − 1ð Þ −Hα/2 k1 − 1ð Þ½ �: ð44Þ

From the fact that k1 is the smallest index in set K2 such
that Nk1

< n1−ð1−νÞððδ/2Þ−1Þ, we decrease k1 by one, which will

result in Nk1−1 ≥ n1−ð1−νÞððδ/2Þ−1Þ. Hence, we obtain that

n 1−νð Þ δ/2ð Þ−1ð ÞK ′ ≥ k1 − 1ð Þα/2 Hα/2 k2 − 1ð Þ −Hα/2 k1 − 2ð Þ½ �: ð45Þ

Combining (44) and (45), for k1 > 1, we obtain the
approximation value of k1 scales as

n 1−νð Þ δ/2ð Þ−1ð ÞK ′ ≃ k1 − 1ð Þα/2 Hα/2 k2 − 1ð Þ −Hα/2 k1 − 1ð Þ½ �: ð46Þ

Similarly, we can derive the approximation value of k2.
We know that k2 is the smallest index in set K3 such that
Nk2

< nð1/2Þ−ð1−νÞððδ/2Þ−ð3/2ÞÞ, which result in

n 1/2ð Þ+ 1−νð Þ δ/2ð Þ− 3/2ð Þð ÞK ′ < kα/22 Hα/2 k2ð Þ −Hα/2 k1 − 1ð Þ½ �,
ð47Þ

decreasing k2 by one, we haveNk2−1 ≥ nð1/2Þ−ð1−νÞððδ/2Þ−ð3/2ÞÞ,
which leads to

n 1/2ð Þ+ 1−νð Þ δ/2ð Þ− 3/2ð Þð ÞK ′ ≥ k2 − 1ð Þα/2 Hα/2 k2 − 1ð Þ −Hα/2 k1 − 1ð Þ½ �:
ð48Þ

Therefore, combining (47) and (48), we obtain the approx-
imation value of k2 scales as

n 1/2ð Þ+ 1−νð Þ δ/2ð Þ− 3/2ð Þð ÞK ′ ≃ k2 − 1ð Þα/2 Hα/2 k2 − 1ð Þ −Hα/2 k1 − 1ð Þ½ �:
ð49Þ

The value of k1 and k2 is determined by the different value
of α. Therefore, we have following three conditions.

(1)For α > 2: We can simplify (46) as

n 1−νð Þ δ/2ð Þ−1ð Þ K −
k1 − 1ð Þ

n 1−νð Þ δ/2ð Þ−1ð Þ

� �
≃ k1 − 1ð Þα/2 − k1 − 1ð Þ1− α/2ð Þ

1 − α/2ð Þ ,

ð50Þ

which results in

k1 ≃ 1 + α − 2
2 n 1−νð Þ δ/2ð Þ−1ð ÞK: ð51Þ

According to (43), k2 can be obtained by

k2 ≃
α − 2
2 n α−2ð Þ/αð Þ 1−νð Þ δ/2ð Þ−1ð Þ+ 2/αð ÞK: ð52Þ

(2)For α = 2: We assume k2 ≤M, and (49) can be simpli-
fied as

n 1/2ð Þ+ 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ K −
k1 − 1ð Þ

n 1−νð Þ δ/2ð Þ−1ð Þ

� �
≃ k2 − 1ð Þ log k2,

ð53Þ

which follows that

k2 − 1ð Þ 1 + n 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ− 1/2ð Þ

log k2

� �
≃
n 1/2ð Þ+ 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ

log k2
K ,

ð54Þ

resulting in k2 ≃ nK . This contradicts k2 ≤M = nγ, 0 < γ < 1.
Thus, we obtain k2 =M + 1.

Assuming k1 > 1, we can simplify (46) as

n 1−νð Þ δ/2ð Þ−1ð Þ K −
k1 − 1ð Þ

n 1−νð Þ δ/2ð Þ−1ð Þ

� �
≃ k1 − 1ð Þ log k2, ð55Þ

by using (43), we obtain k1 =Θðnð1−νÞððδ/2Þ−1Þ/log MÞ.
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(3)For 0 < α < 2: Assuming 1 ≤ k1 < k2 ≤M, we can
simplify (49) as

n 1/2ð Þ+ 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ K −
k1 − 1ð Þ

n 1−νð Þ δ/2ð Þ−1ð Þ

� �
≃ k2 − 1ð Þα/2 k2 − 1ð Þ1− α/2ð Þ

1 − α/2ð Þ ,

ð56Þ

which results in

k2 ≃ n 2−α/αð Þ 1−νð Þ 1− δ/2ð Þð Þ+ 2/αð ÞK: ð57Þ

This contradicts k2 ≤M. Hence, we have k2 =M + 1.
By simplifying (46), we have

n 1−νð Þ δ/2ð Þ−1ð Þ K −
k1 − 1ð Þ

n 1−νð Þ δ/2ð Þ−1ð Þ

� �
≃ k1 − 1ð Þα/2M1− α/2ð Þ, ð58Þ

resulting in k1 =Θðnð2/αÞð1−νÞððδ/2Þ−1Þ/Mð2/αÞ−1Þ.

Theorem 16. In the clustered grid model, letting ω = ð1 − νÞ
ððδ/2Þ − 1Þ, according to the Zipf distribution, the optimal
delay and throughput are given by w.h.p.

D nð Þa° =

Θ 1ð Þ, α > 2,

Θ
log2M
nω

 !
, α = 2,

Θ
M2−α

nω

� �
, 1 < α < 2,

Θ
M

nω logM

� �
, α = 1,

Θ
M
nω

� �
, 0 < α < 1,

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

λ nð Þa° =

Θ n−ωð Þ, α > 2,

Θ
1

log2M

� �
, α = 2,

Θ
1

M2−α

� �
, 1 < α < 2,

Θ
log M
M

� �
, α = 1,

Θ
1
M

� �
, 0 < α < 1:

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

ð59Þ

Proof.We first prove the optimal delay based on the values of
k1 and k2. Then, the optimal throughput can be easily derived
by the tradeoff relation given by (26). Substituting the value
of pk into (41), we have

D nð Þa° =Θ
Hα k1 − 1ð Þ
Hα Mð Þ + Hα/2 k2 − 1ð Þ −Hα/2 k1 − 1ð Þ½ �2

n 1−νð Þ δ/2−1ð ÞK ′Hα Mð Þ

 

+ nν/2
Hα Mð Þ −Hα k2 − 1ð Þ

Hα Mð Þ

!
:

ð60Þ

We divide the RHS of (60) into three terms, which are
denoted by D1,D2, and D3, respectively. Then, we have
following five conditions according to the values of α, k1,
and k2.

(1)For α > 2: We have D1 =Θð1Þ, and D2 = oð1Þ. If
k2 =M + 1, we have D3 = 0, else if k2 =Θð
nððα−2Þ/αÞð1−νÞððδ/2Þ−1Þ+ð2/αÞÞ, we have D3 = oð1Þ, when n⟶
∞. Hence, we have Da° =Θð1Þ.

(2)For α = 2: We have D1 =Θð1Þ, and D2 =Θððlog2MÞ/
nð1−νÞððδ/2Þ−1ÞÞ. Since k2 =M + 1, we have we have D3 = 0.
Hence, we have Da° =Θððlog2MÞ/nð1−νÞððδ/2Þ−1ÞÞ.

(3)For 1 < α < 2: We have D1 =Θð1Þ, and D2 =ΘðM2−α/
nð1−νÞððδ/2Þ−1ÞÞ. D3 is same with the condition (2), i.e., D3 = 0.
Hence, we have Da° =ΘðM2−α/nð1−νÞððδ/2Þ−1ÞÞ.

(4)For α = 1: We have D1 =Θð1Þ, and D2 =ΘðM/
nð1−νÞððδ/2Þ−1Þ log MÞ. D3 is same with the condition (2),
i.e., D3 = 0. Hence, we have Da° =ΘðM/nð1−νÞððδ/2Þ−1Þ log
MÞ.

(5)For 0 < α < 1: We have D1 =Θð1Þ, and D2 =ΘðM/
nð1−νÞððδ/2Þ−1ÞÞ. D3 is same with condition (2), i.e., D3 = 0.
Hence, we have Da° =ΘðM/nð1−νÞððδ/2Þ−1ÞÞ.

In Figure 3(a), we have plotted the optimal delay per-
formance of the clustered grid model for different values
of α according to the Theorem 16. Similarly, the optimal
throughput results for various values of α are plotted in
Figure 3(b). We adopt ν = 0:5 and γ = 0:8 for both figures.
We observe that the delay curves appear the ascending
tendency while the throughput curves present descending
tendency as the number of mobile nodes n increases. We
further find that when the number of nodes is fixed, the
optimal delay shows a decreasing trend while the optimal
throughput increases as α increases. From the simulations,
we can conclude that the most popular contents are
mainly cached and transmitted by mobile nodes when α
is large, which reduces the content transmission time
and increases the number of simultaneous transmissions.
That is, the advantage of caching is more obvious as α
increases.

4.2. Clustered Random Model. In the clustered random
model, we first formulate the optimal delay problem accord-
ing to Theorem 13, and then, we design the optimal cache
allocation strategy to achieve the minimum delay. Combin-
ing Theorem 13 and the cache constraint, the objective func-
tion of minimum delay is given by

minimize
Nk

〠
M

k=1
pkE′ Hkð Þ

subjectto 〠
M

k=1
Nk ≤ nK ,

1 ≤Nk ≤ n1− 1−νð Þ δ/2ð Þ−1ð Þ log− δ/2ð Þn,

ð61Þ
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where E′ðHkÞ is given by

E′ Hkð Þ

=

Θ 1ð Þ, Nk =Ω
n1− 1−νð Þ δ/2ð Þ−1ð Þ

logδ/2n

 !
,

Θ
n1− 1−νð Þ δ/2ð Þ−1ð Þ

Nk logδ/2n

 !
, Nk = o

n1− 1−νð Þ δ/2ð Þ−1ð Þ

logδ/2n

 !
&Nk =Ω

n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ

logδ/2n

 !
,

Θ
nν/2ffiffiffiffiffiffiffiffiffiffi
log n

p
 !

, Nk = o
n 1/2ð Þ− 1−νð Þ δ/2ð Þ− 3/2ð Þð Þ

logδ/2n

 !
:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð62Þ

The optimization process is similar with the clustered
grid model. Hence, we give a brief description.

We first define three sets K′1, K′2, and K′3 according to
the size of Nk, respectively. Let K′1 = f1, 2,⋯, k1 − 1g be
the set of contents such that Nk = n1−ð1−νÞððδ/2Þ−1Þ/logδ/2n, let
K′2 = fk1, k1 + 1,⋯, k2 − 1g be the set of contents such that
Nk ∈ ½nð1/2Þ−ð1−νÞððδ/2Þ−ð3/2ÞÞ/logδ/2n, n1−ð1−νÞððδ/2Þ−1Þ/logδ/2nÞ.
And let K′3 = fk2, k2 + 1,⋯,Mg be the set of contents such
that Nk = 1.

Then, we take the Lagrangian multiplier λ ∈ R+ for the
first constraint in (61) and combine with the second
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Figure 3: Delay and throughput performance of the clustered grid model for ν = 0:5 and γ = 0:8.
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Figure 4: Delay and throughput performance of the clustered random model for ν = 0:5 and γ = 0:8.
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constraint; the necessary conditions for the minimalDðnÞ are
given as:

∂D nð Þ
∂Nk

= −
pkn

1− 1−νð Þ δ/2ð Þ−1ð Þ

N2
k logδ/2n

≤−λ, ∀k ∈ K′1,
= −λ, ∀k ∈ K′2,
≥−λ, ∀k ∈ K′3:

8>><
>>: ð63Þ

Next, we apply the similar calculation method to obtain
the values of Na°

k . Hence, the minimum delay in the clustered
random model is given by

D nð Þa° =Θ 〠
k1−1

k=1
pk +

∑k2−1
k=k1 p

1/2
k

� �2
n 1−νð Þ δ/2ð Þ−1ð ÞK ′ logδ/2n

+ 〠
M

k=k2

nν/2pkffiffiffiffiffiffiffiffiffiffi
log n

p
0
B@

1
CA:

ð64Þ

Before obtaining the minimum delay DðnÞa°, we need to
estimate the value of k1 and k2 by the following lemma.

Lemma 17. In the clustered random model, for n⟶∞, the
values of k1 and k2 is given as follows
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Figure 5: Comparisons of scaling performance for the clustered grid model and the clustered random model when α = 1:5.

k1 =

Θ n 1−νð Þ δ/2ð Þ−1ð Þ log δ/2ð Þn
� �

, α > 2,

Θ
n 1−νð Þ δ/2ð Þ−1ð Þ logδ/2n

log M

 !
, α = 2,

min Θ n 1−νð Þ δ/2ð Þ−1ð Þ logδ/2n
� �

,Θ Mn 2/αð Þ 1−νð Þ δ/2ð Þ−1ð Þ− 2/αð Þ

log−δ/2

 !( )
, 0 < α < 2,

8>>>>>>>>><
>>>>>>>>>:

k2 =

min M + 1,Θ n α−2ð Þ/α 1−νð Þ δ/2ð Þ−1ð Þ+ 2/αð Þ logδ α−2ð Þ/2αn
� �n o

, α > 2,

M + 1, α = 2,

min M + 1,Θ n 2−αð Þ/α 1−νð Þ 1− δ/2ð Þð Þ+ 2/αð Þ

logδ α−2ð Þ/2αn

 !( )
, 0 < α < 2:

8>>>>><
>>>>>:

ð65Þ
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Proof. The proof approach of this lemma is similar to that in
Lemma 15. We omit it for simplicity.

Combining Lemma 17 and the different values of α, the
optimimal delay and throughput in the clustered random
model are given as follows:

Theorem 18. In the clustered random model, letting
ω = ð1 − νÞððδ/2Þ − 1Þ, according to the Zipf distribution, the
optimal delay and throughput are given by w.h.p.

D nð Þa° =

Θ 1ð Þ, α > 2,

Θ
log2M

nω logδ/2n

 !
, α = 2,

min Θ
M2−α

nω logδ/2n

 !
,Θ n− α2−3α+4ð Þ/αð Þω+ 4−2αð Þ/αð Þ

log δ 2−αð Þ2+αð Þð Þ/2αn

 !( )
, 1 < α < 2,

min Θ
M

nω logδ/2n log M

 !
,Θ n2 1−νð Þ 1− δ/2ð Þð Þ+2

log M logδn

 !( )
, α = 1,

min Θ
M

nω logδ/2n

 !
,Θ n− α2−3α+4ð Þ/αð Þω+ 4−2αð Þ/αð Þ

M1−α log δ 2−αð Þ2+αð Þð Þ/2αn

 !( )
, 0 < α < 1,

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

λ nð Þa° =

Θ
n−ω

logδ/2n

 !
, α > 2,

Θ
1

log2M

� �
, α = 2,

max Θ
1

M2−α

� �
,Θ log δ 2−αð Þ2ð Þ/2αn

n− α2−4α+4ð Þ/αð Þω+ 4−2αð Þ/αð Þ

 !( )
, 1 < α < 2,

max Θ
log M
M

� �
,Θ log M logδ/2n

n 1−νð Þ 1− δ/2ð Þð Þ+2

 !( )
, α = 1,

max Θ
1
M

� �
,Θ M1−α log δ 2−αð Þ2ð Þ/2αn

n− α2−4α+4ð Þ/αð Þω+ 4−2αð Þ/αð Þ

 !( )
, 0 < α < 1:

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:
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Proof. The proof of this theorem is similar to that in Theorem
16. Hence, we neglect it for simplicity.

In Figure 4, we depict the optimal delay and throughput
performance of the clustered random model for different
values of α. We also adopt ν = 0:5 and γ = 0:8 for both
figures. In particular, for α < 2, we choose the smaller value
of the two delay and we choose the larger value of the two
throughput. In Figure 5, we plot the comparison results of
the scaling performance of the different clustering models
for α = 1:5. We observe that the delay performance is better
in the clustered random model than that in the clustered grid
model while the throughput degrades in the clustered ran-
dom model. This can be explained that the transmission
range in the clustered random model is larger than that in
the clustered grid model, which leads to the decreased
transmission hops in the clustered random model accord-
ingly. On the contrary, the larger transmission range covers
more network areas, which results in the decrease concurrent
transmissions.

5. Conclusions and Future Works

In this paper, we analyzed the throughput and delay perfor-
mance of mobile content-centric networks, where the node
spatial distribution of nodes is not uniform. We adopted a
cell-partition TDMA scheduling scheme and proposed a dis-
tributed multihop routing scheme to achieve the throughput-
delay tradeoff in the clustered grid model and clustered ran-
dom model, respectively. Moreover, according to the content
popularity distribution, we applied Lagrangian relaxation
method to optimize the cache allocation in two kinds of clus-
tered models. Finally, we obtained the optimal throughput
and delay in the mobile content-centric networks. Our theo-
retical results were validated by the numerical simulations.

There are several problems left for future research, for
example, the scaling laws and the caching optimization for
mobile content-centric networks with infrastructures sup-
port. In addition, the multicast capacity of nonuniform
mobile content-centric networks has not been studied.
Finally, it is meaningful to optimize cache allocation strategy
when the distribution of contents is unknown.
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Communication-Based Train Control (CBTC) system is a critical signal system to ensure rail transit’s safe operation. Compared
with the train-ground CBTC system, the train control system based on train-to-train (T2T) communication has the advantages
of fast response speed, simple structure, and low operating cost. As the core part of the train control system based on T2T
communication, the reliability of the data communication system (DCS) is of great significance to ensure the train’s safe and
efficient operation. According to the T2T communication system requirements, this paper adopts Long-Term Evolution-
Unlicensed (LTE-U) technology to design the DCS structure and establishes the reliability model of the communication system
based on Deterministic and Stochastic Petri Nets (DSPN). Based on testing the real line’s communication performance
parameters, the DSPN model is simulated and solved by π-tool, and the reliability index of the system is obtained. The research
results show that the LTE-U-based T2T communication system designed in this paper meets the train control system’s needs for
communication transmission. This paper’s reliability evaluation method can complete the reliability modeling of train control
DCS based on T2T communication. The research in this paper will provide a strong practical and theoretical basis for the
design and optimization of train control DCS based on T2T communication.

1. Introduction

Today, the CBTC system has been widely used in urban rail
transit systems [1]. The existing CBTC system is technically
very mature. However, there are still certain shortcomings:
the system structure is involved, which leads to too many
interfaces between subsystems; the information transmission
process is cumbersome, and the on-board equipment cannot
directly obtain relevant information, which limits the
increase in train speed; the system consists of more equip-
ment, resulting in higher system construction and operating
costs, which is not conducive to the large-scale development
of urban rail transit [2].

As an improvement of the train control system based on
train-to-ground communication, the train control system
based on T2T communication has many advantages: simple
structure, short transmission time, strong system flexibility,
and low operating cost. Therefore, train control systems
based on T2T communication have become an important

development direction. Alstom implemented a streamlined
CBTC system on line 1 of Lille, France, and first proposed a
train control system based on T2T communication. There
is no operating line of the train control system based on
T2T communication in China, but there have been many
related studies. Lin and others introduced T2T communica-
tion technology based on the existing train control system
to achieve train collision protection, designed the overall
architecture of the system, and analyzed the simplified sys-
tem through the reliability block diagram [3]. Guan et al.
conducted a series of detections on the T2T communication
channel and investigated the influence of train operation on
the communication channel [4]. Liu compared the new train
control system with the traditional CBTC system in terms of
structure, performance, maintenance, and backup mode and
obtained the system [5]. These research results provide basic
theoretical knowledge for the design of the train control DCS
based on T2T communication. However, the existing
research focuses on the performance of the communication
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system, and there has not yet been comprehensive systematic
research on the reliability of T2T communication.

The train control DCS based on T2T communication
reduces the system coupling. It simplifies the train communi-
cation process, thereby significantly reducing the DCS com-
plexity and improving the system’s efficiency. Also, the
wireless communication technology used in the DCS has a
more significant impact on the data transmission process
between train control subsystems related to the quality of
communication. Compared with wireless local area network
(WLAN) technology, LTE technology based on the 1.8GHz
licensed frequency band has strong anti-interference ability,
complete mobility management function, high transmission
rate, and low system delay. Now, it is successfully applied to
urban rail transit [6]. However, with the advancement of
smart urban rail applications, the contradiction between
insufficient authorized spectrum resources and urban rail
data transmission requirements is becoming more danger-
ous. As a supplementary technology to LTE, LTE-U aggre-
gates authorized frequency band and unlicensed frequency
band resources and has many advantages in licensed fre-
quency bands. Simultaneously, the use of unlicensed fre-
quency band resources can effectively alleviate the pressure
of tight spectrum resources to meet the future development
needs of urban rail transit.

LTE-U technology was first proposed at the 3GPP
RAN62 summit in 2013, and 3GPP introduced it as a critical
technology in LTE R13 [7]. Qing analyzed the technical
advantages of LTE-U in applying urban rail transit through
the professional research of LTE-U [8]. Bai researched the
application of LTE-U in the urban rail transit vehicle-
ground communication system, and its wireless resource
scheduling management and mobility management algo-
rithms [9]. At present, the research on the LTE-U DCS of
urban rail transit is in its infancy, so it is of considerable sig-
nificance to study the design and reliability of train DCS
based on LTE-U.

The reliability of the DCS is of great significance for
ensuring the safe and efficient operation of trains. The exist-
ing set of sophisticated research methods for the reliability
research of the train control DCS based on train-to-ground
communication is not entirely suitable for the reliability
research of the train control system based on T2T communi-
cation. Besides, the existing model parameters in the reliabil-
ity research of the DCS are almost all hypothetical, and the
system performance parameters are not obtained from the
real train control DCS. The main contributions of this paper
are as follows:

(i) According to the requirements of the train control
system based on T2T communication, using LTE-
U technology, a train control DCS based on T2T
communication is designed

(ii) According to the technical characteristics of LTE-U,
and the unique needs of train control, the reliability
of train control DCS based on T2T communication
is fully defined. In order to evaluate the reliability
of the system, this paper focuses on the analysis

of typical communication scenarios for T2T
communication

(iii) Use DSPN to model T2T communication scenarios
during train communication. Through the commu-
nication performance parameter test in the real line
environment, the reliability of the T2T communica-
tion scene is obtained by using the π-tool simulation,
and the influence of the communication limit time
on the reliability of the communication system is
studied

The rest of this paper is organized as follows. Section 2
introduces the design of the T2T communication system
based on LTE-U. Section 3 proposes the reliability definition
of train control DCS and analyzes and models typical scenar-
ios. In Section 4, reliable performance parameters are obtained
by testing the communication link of the actual line. Section 5
examines the reliability of the train control DCS based on
the exact line performance parameters. Section 6 summa-
rizes the paper.

2. The Design of Train Control DCS

2.1. LTE-UWireless Data Communication Technology. In the
early days, the DCS of CBTC used WLAN technology based
on the IEEE802.11 series protocols to carry out two-way
information transmission between train and ground [10].
Although the data wireless communication system based on
WLAN can meet traditional urban rail transit requirements
for availability, reliability, and safety, it can no longer meet
the rapid development of urban rail transit operation
requirements in the future. Its limitations mainly include
limited operating speed and coverage. The distance is short,
the link design is complicated, and wireless interference is
dangerous.Whenmultiple services are concurrent, it is impos-
sible to schedule resources according to the priority [11].

LTE-M is an LTE system based on LTE wireless commu-
nication technology and customized according to the busi-
ness needs of urban rail transit [12]. The LTE-M system
fully considers the reliability and real-time requirements of
urban rail transit business and combines the advantages of
the LTE network to form a systematic and standardized solu-
tion, which makes up for the disadvantage of WLAN tech-
nology carrying CBTC service, and provides innovative
technical support for the safe operation of urban rail transit.
However, at present, LTE-M systems occupy the proprietary
frequency band of 1785MHz-1805MHz [13] and are only
allowed to use 20MHz bandwidth resources at most. At the
same time, CBTC services adopt dual-network redundancy
mode, and their single-network services usually need
5MHz bandwidth, so integrated bearer service networks
often use 15MHz bandwidth resources at most. In addition,
if the frequency transfer method is used to solve the interfer-
ence problem of the public-private network, the wireless
resources available in the urban rail transit system will be
further reduced, and the comprehensive carrying service
network is easy to block the network capacity. Reduce the
performance of the communication system. Reduce the
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performance of the communication system. Therefore, new
technology is needed to solve the problem of lack of spectrum
resources to meet the growing needs of urban rail transit.

LTE-U aggregates authorized band and unlicensed band
resources through carrier aggregation (CA) technology and
introduces it into urban rail transit DCS to supplement the
limited spectrum resources of the LTE-M system. While the
authorized band provides reliable and stable transmission,
an unlicensed band provides high throughput transmission
to meet the future development needs of urban rail transit.
LTE-U inherits many advanced technologies of the LTE
system and introduces its unique channel sharing strategy.
LTE-U is the same as LTE-M in network architecture. Still,
the frequency band of the RF work unit is different, including
Evolved Packet Core (EPC), Base Band Unit (BBU), Radio
Remote Unit (RRU), and User Equipment (UE).

At present, there are mainly three bands of unauthorized
spectrum available for LTE-U, namely, the 2.4GHz group for
the industry, science, and medicine, the 5GHz band for unli-
censed international information facilities, and the newly
proposed 28~60GHz millimeter-wave band [14]. Therefore,
in the application of urban rail, LTE-U works in the 5GHz
group, which will have abundant unauthorized spectrum
resources and have a good application prospect. In order to
realize the integrated service bearer with a high transmission
rate and real-time requirements in the high-speed operation
scenario, LTE technology is introduced into the 5.8GHz
open frequency band, that is, LTE-U can achieve full high-
speed data transmission of nonsecure information with
higher security and environmental adaptability based on
more precious frequency resources and higher spectrum
efficiency [15].

As a new technology supported by 3GPP and MulteFire
alliance, LTE-U technology has obvious technical advantages
in urban rail transit applications, such as excellent mobility
and handoff performance, small transmission delay, strong
anti-interference ability, large coverage radius, good QoS
guarantee, high security, and high reliability. Therefore, the
application prospect of LTE-U technology in urban rail tran-
sit is broad.

2.2. Train Control System Based on T2T Communication. The
train control system based on T2T communication simplifies
the structure of train control system based on train-ground
communication, reduces the ground equipment Zone Con-
troller (ZC) and Computer Interlocking (CI), integrates its
functions into on-board equipment, and adds TrainManage-
ment Unit (TMU) and Object Controller (OC). The basic
structure is shown in Figure 1.

In the process of train operation, the train runs according
to the operation plan issued by the Automatic Train Supervi-
sion (ATS). When it is about to enter the next section of the
line, the train actively sends a communication request to the
TMU of the section, registers the identity information, and
queries other train information in the line. TMU stores the
information on the car and responds to the query of the train.
According to the identity information obtained, the train
establishes the communication between train and train and
requests the location information of other trains. The train

uses the speed measurement and positioning equipment
and the transponder to determine the position of the train
on the line, map it to the electronic map, and judge the logical
relationship between the front and rear trains.

The on-board equipment calculates the endpoint of the
Movement Authority (MA) through the interlocking module
in the Vehicle On-Board Controller (VOBC) according to
the driving plan, the status of the signal equipment beside
the track, and the position information of the front train on
the line. The Automatic Train Protection (ATP) module will
calculate the train speed protection curve based on the MA,
line information, temporary speed limit, and other informa-
tion and update it in real time. Automatic Train Operation
(ATO) completes the functions of train traction, speed
adjustment, and automatic return under the supervision of
ATP. At the same time, the train will check the status of the
associated signal equipment in the route and request the con-
trol of the trackside equipment from the OC. OC responds to
the query, returns the state of the device, and transfers con-
trol rights. When the train is about to clear from the line sec-
tion, the train actively disconnects the communication
connection with other trains on the line and cancels the train
information in the TMU.

2.3. The Design of the T2T Communication System Based on
LTE-U. Based on the network structure of the LTE-U com-
munication system, combined with the structure of the train
control system based on T2T communication, a train control
DCS based on T2T communication using LTE-U communi-
cation technology is designed. The system structure is shown
in Figure 2. ATS interconnects with the core network
through the backbone network, and the core network is con-
nected with the base station on the line. Trains within the sig-
nal coverage of the base station can communicate with ATS
through wireless communication.

The specific functions of the network elements in the
LTE-U system are as follows:

(1) Core network EPC: EPC is a full IP packet core net-
work, and all services are switched in the Packet
Switch (PS) domain. EPC core network includes
Mobility Management Entity (MME), Serving Gate-
way (SG), Packet Data Node Gateway (PGW), Home
Subscriber Server (HSS), and other network ele-
ments. The primary function of MME is to control
signaling transmission, authenticate and page the ter-
minal, and realize mobility management such as
handover and roaming. SGW routes and forwards
packet data in the system. The functions of PGW
include checking, filtering and filtering data, and
interworking with networks outside the LTE system.
HSS stores and manages user data and authentication
data, including location information of mobile users

(2) Wireless access network E-UTRAN: wireless access
network E-UTRAN is composed of a plurality of
evolved NodeB (eNodeB). The communication net-
work is connected wirelessly by eNodeB users. eNo-
deB has the functions of routing, establishing or
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releasing wireless links, mobility management,
scheduling and allocation of wireless resources,
bearer control, etc.

(3) Terminal: train installs train access unit (TAU) as the
service data transmission equipment to realize wire-
less communication. The TAU is connected with
the functional modules on the train to send the infor-
mation that the train needs to upload through the
antenna, and then, the information is transmitted to
the ground equipment or other trains. At the same
time, the TAU receives the information forwarded
by the base station through the antenna and sends it
to the train equipment after processing

3. Reliability Definition and Scenario Models of
Train Control DCS

3.1. Data Transmission Flows of Train Control DCS Based on
T2T Communication. Because the structure of train control

DCS based on LTE-U technology is different from that based
on WLAN technology, the data communication flow is dif-
ferent from the previous communication system, so it is
necessary to analyze the information transmission flow
between train and train. As shown in Figure 3, the solid line
is the data flow, and the dashed line is the signaling flow.

Curve 1 is the signaling flow channel after the train is
electrified. When the train starts, TAU searches for cell sig-
nals, selects the cell, and triggers the random access process,
ensuring communication links between terminals and net-
works. TAU sends a connection establishment request signal
to the base station, allocating the radio resources for it.
Simultaneously, through the S1-MME port, the base station
sends the attachment request to the MME. After completing
the TAU authentication, the MME sends the attached signal
to the base station, and the base station sends the TAU capa-
bility information to the MME. Finally, the base station sends
a security activation message, and after TAU activation, it
sends configuration completion and attachment completion
messages to the base station and MME.

ATS HSS PGW

EPC

E-UTARN

Terminal

MA

VOBCVOBC TAU TAU
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MME
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Figure 2: Train control DCS based on T2T communication.
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Figure 1: Basic structure diagram of the train control system based on T2T communication.
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Curve 2 is the data flow channel of train communication
under different base stations. The transmitting terminal
sends messages to the base station through the empty port,
and the base station forwards the messages to the SGW
through the S1-U port. After the SGW inquiry, the messages
are forwarded to the base station in the cell where the
receiving terminal TAU is located and then to the receiving
terminal TAU.

When the train reaches the overlap of base station
signals, the service area has to be changed. Curve 3 is the
channel of signaling flow based on X2 port switching. First,
the source station sends measurement control down to
TAU, which feeds back measurement reports. The source
base station decides to switch based on the measurement
report and then sends the switching request to the destina-
tion base station. After receiving the acknowledgment signal,
the source base station sends configuration information to
TAU. After the TAU configuration is completed, the source
base station begins switching and sends the connection
success information to the destination base station. The base
station requests MME to update the data channel. TAU
releases the cell resources under the source base station to
complete the switch between stations.

3.2. Reliability Definition of Train Control DCS. The reliabil-
ity of train control DCS affects the probability of a successful
exchange of train information, so it is vital to use reasonable
methods to evaluate its reliability. Based on the communica-
tion performance parameters, this paper defines the reliabil-
ity of DCS from two links.

The first link is the reliability of data transmission. The
reliability of data transmission is defined as the probability
that the available information reaches the receiving end
within a limited time. Both transmission delay and continu-
ous packet loss affect the reliability of data transmission.
According to the definition of reliability, as shown in
Figure 4, (a) the packet delay t1 is greater than the limit time
T ; then, the transmission of packet 1 is unreliable. Otherwise,
the transfer of packet 2 is reliable; (b) when a continuous
packet loss occurs, the duration of no data reception at the
receiving end can be calculated according to the packet send-
ing rate. If the term is greater than T , the data transmission is
not reliable at this time.

The second link is the reliability of the communication
scenario. During the train operation, communication pro-
cesses such as data retransmission, switching between sta-
tions, and interrupt reconnection are required. Therefore, it
is stipulated that the train needs to complete the communica-
tion process within the communication limit time. After the
communication limit time is exceeded, the train will be in
an unsafe operation state, and the reliability of the communi-
cation scenario is the probability that the train is in a safe
state.

Since the existing reliability studies are mostly based on
assumed parameters, in order to make the data communica-
tion system reliability research results more in line with the
actual situation, the parameters of the model in this paper
are derived from actual communication performance test
results or the requirements of the communication system in

the urban rail transit communication specification, and the
analysis results have higher practical significance.

3.3. Typical Scenario Analysis of T2T Communication. In the
train control system based on T2T communication, the com-
munication between trains is the primary demand, among
which the communication scene of redundancy train access
unit and roaming switching communication scene are typical
communication scenes in the process of train operation.

3.3.1. Communication Scenarios of Redundancy Train Access
Units. T2T communication is an important communication
link in the process of train operation. However, the channel
environment changes caused by geographical location,
weather conditions, and other factors will reduce the commu-
nication quality, affect the real time and availability of the data
received by the train, and then affect the regular operation of
the train and the passenger’s riding experience. In the existing
research, it is a standard method to improve communication
reliability using equipment redundancy. Therefore, the com-
munication scenario of the redundant train access unit is typ-
ical in the T2T communication scenario.

As shown in Figure 5, two sets of train access units and
on-board antennas are, respectively, configured at the head
and tail ends of the train, and the two sets of communication
equipment work independently and do not interfere with
each other. Therefore, only one set of train access units can
successfully receive reliable data within the specified time to
ensure the train’s regular operation. After receiving the infor-
mation, the two sets of train access units process the informa-
tion and obtain the available information required by on-
board equipment, including train position information and
obstacle information. Simultaneously, if the trackside equip-
ment status and route information are obtained, the logic
module of on-board equipment can calculate according to
the relevant information to obtain the train operation per-
mission terminal point. The emergency braking curve and
automatic driving curve are calculated by the ATP and
ATO logic module of on-board equipment, and the train is
in normal operation.

3.3.2. Communication Scenarios of On-Board Terminal
Handoff. Train cross-line operation is an inevitable require-
ment for the development of urban rail transit. It is necessary

HSSPGW

TAU TAU TAU TAU TAU
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MME

eNodeB

Line 1
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Figure 3: Signaling transmission flow and data transmission flow.
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to ensure that the train can achieve on-board terminal roam-
ing, realize interconnection, and save train resources. When
the train is in the process of roaming switching, other trains
on the line still need to communicate with each other. The
roaming switching process has a more significant impact on
the communication delay.

As shown in Figure 6, on the existing operation line,
one set of communication equipment is used on the front
line due to the construction planning. In contrast, another
set of communication equipment is used on the follow-up
line. When the train runs to the junction of two sets of
core network equipment, it needs to carry out roaming
switching.

As shown in Figure 7, when the train is roaming switch-
ing, the information sent by the ground equipment and
other trains will be forwarded to the destination core net-
work through the source core network and then to the base
station of the switching train. After the roaming switching is
completed, the train will obtain the information of the
ground equipment and other trains on the line through the
forwarding of the destination core network, which will
increase large transmission delay. When the train crosses a
line, the running interval of the line will change, and the
train speed will be limited. To improve operation efficiency,
it is necessary to quickly adjust the relevant parameters of
train operation, so it is necessary to ensure the communica-
tion between trains.

3.4. DSPN Models of T2T Communication Scenarios

3.4.1. Deterministic and Stochastic Petri Net. The train
control data DCS is a complex dynamic system, and its data
communication has large randomness and high correlation
with time. Therefore, this paper uses Deterministic and
Stochastic Petri Net (DSPN) to model the train control
DCS based on its data transmission characteristics.

A system of DSPN can be defined as a decimal group: Σ
= ðS, T , I,O,H, Y , K , λ,W,M0Þ. The store holds tokens,
representing a network element of the system or a step in
the process. In a DSPN, the maximum number of tokens that
a store can hold can be set, the number of elements in the set
K for that store. Therefore, the state of the Petri net can be
defined by the number of tokens in each store, as

m = # p1ð Þ, # p2ð Þ,⋯, # pkð Þð Þ, ð1Þ

wherem is also called the identification vector of the Petri
net. Each element is the number of tokens in the store p, and
it must satisfy MðpÞ ≤ KðpÞ. The set of m is the set of system
states.

In Petri nets, the triggering of changes represents events
in the actual system, causing the system to transition from
one state to another. Moreover, in stochastic Petri nets, tran-
sitions have implementation delays, and implementation
delays are associated with a particular distribution, and the
set of transition implementation rates is λ. In DSPN, accord-
ing to different implementation delays, there are three
changes:

(1) The implementation delay is zero. Such a transition is
called an immediate transition, indicating a control-
ling role or a logical choice that does not require
processing time

(2) The implementation delay is a random variable. This
kind of vicissitude is one kind of time vicissitude,
which is called exponential vicissitude. It indicates
that the event takes a certain amount of time, and
the distribution of time follows an exponential distri-
bution: FðtÞ = 1 − e−λtλ > 0

(3) The implementation delay is a definite value. This
kind of transition is called fixed-time transition,
which means the implementation delay of the transi-
tion corresponds to the processing time in the real
system
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(a) Unreliable transmission caused by delay
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Figure 4: The definition of data transmission reliability.
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Figure 5: Communication scenario of redundancy train access
units.
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Besides, the Petri net visual simulation tool π-tool is used
to establish a communication model and simulate [16–18].
The π-tool can realize the establishment of many kinds of
Petri net models. It is a perfect modeling and simulation tool
and has many advantages:

(i) Model building: the implementation rate of transi-
tions in the software can be set to a variety of com-
mon distributions. For immediate transitions, the
weight and priority of the transitions can be set.
Ability to build structured models

(ii) Model analysis: the Petri net model can be deadlocked
to detect system resource allocation and consumption.
The reachability graph can be automatically generated
according to the model to determine the state space
and state transition of the system. Using Monte Carlo
simulation analysis, the Petri net model with any
transition can be analyzed to obtain the occupancy
rate of the store, and a certain transition can be
specifically observed to determine the time when it
is first triggered

In the π-tool graphical interface, each element of the
DSPN is graphically represented, as shown in Table 1.

3.4.2. Models of Communication Scenarios for Redundancy
Train Access Units. The model is shown in Figure 8. First,
the train is in the typical running state run, and then triggers
transition GenMsg to start data transmission. At the same
time, triggering transition trans, timer timer is started. This
timer is the communication limit time for the train to com-
plete an individual link. After that, the token is transferred
to the store train0, which means that the information is
transmitted to another train, triggering the transition eNo-
deB, and the token is transferred to the store train, which
means that the data is transmitted to the base station. At this
time, there are two situations. The train is in the process of
switching between stations or interrupting the reconnection
process. The transition handover indicates that the train is

performing the switching process. The stores HOX2-
TAU1.Msg and HOX2TAU2.Msg are the switching processes
required by the two train access units. The transition
interrupt means that the train’s reconnection process is
performed, and the stores AttachTAU1.connection and
AttachTAU2.connection are the reconnection process
required by the two train access units. This paper considers
the most unfavorable situation: the handover and reconnec-
tion processes need to start from the initial signaling.

In this communication scenario, if both train access units
need to switch between stations, and in the case where one
train access unit switches successfully, the switching time of
the other train access unit is no longer limited. The method
for judging whether the reconnection of the two train access
units is successful is the same as the handover. Only one of
the train access units completes the reconnection process
within the communication limit can be regarded as a success-
ful reconnection. Taking the first train access unit success-
fully switching or reconnecting as an example, the
switching or reconnecting submodel transfers the token to
store success. At this time, through the limiting effect of the
test arc, stores AttachTUA2.fail and HOX2TAU2.fail will
obtain the cause the token generated by the transition fail-
TAU2 that triggers the second train access unit to switch or
reconnect the token in the submodel, and the model can start
the next information transmission. However, if the timer has
reached the communication limit time during the handover
or reconnection, it is judged that the handover or reconnec-
tion is unsuccessful. At this time, all tokens in the submodel
are cleared, and the system state changes from normal to
danger until the next time the train successfully completes
the handover or reconnection within the specified time; the
system status changes to normal.

3.4.3. Models of Communication Scenarios of On-Board
Terminal Handoff. Figure 9 shows the DSPN model. This is
the top-level model. There are three bottom-level submodels
under the top-level model, namely, the HOS1, Transmission,
and TAUpd submodel. When the train runs, it generates
information that needs to be sent to other trains, that is, the
token is transferred from the store run to Msg. At this time,
the transition trans is triggered, and the token is transferred
to the timer timer, which limits the time of the communication
process. At the same time, a token is transferred to the store
train0 and data transmission begins. The transition eNodeB
trigger indicates that the data has been transmitted to the base
station. In the most unfavorable situation, another train needs
to complete all interactive processes of roaming switching.

First, the train performs the cross-core network switching
process, and the token is transferred to the submodel HOS1
through the associated store HOS1.handover, and the store
PN.HOsucces representing the completion of the switch in
the submodel is associated with the HOsuccess store in the
top model. After the submodel process is completed, the
token is transferred toHOsuccess. Afterwards, the data is for-
warded. The data is forwarded from the source core network
to another core network. The store Transmission.data is
associated with the store data in the submodel Transmission.
In the submodel, after completing the process of data
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Figure 6: Train roaming communication scenario.

7Wireless Communications and Mobile Computing



PGWSGW
MME PGW SGW

MME
ATS
HSS

TAUTAUTAUTAU

Backbone

Figure 7: Data forwarding process.

Table 1: Graphic elements and their meanings of DSPN.

Element Symbol Meaning

Store
The store in the hierarchical model

The store associated with the previous or next level

Token Resources in the store and their quantity

Transition

Exponential transition

Fixed time transition

Immediate transition

Normal arc Directed arcs, input and output functions between locations and transitions

Suppression arc
Restrictions on transition, when there are a number of tokens corresponding to the arc weight in the store

onnected to the transition use prohibition arc, the transition prohibition triggers

Test arc
Restrictions on the transition, when there are a number of tokens corresponding to the arc weight in the store

connected to the transition test arc, the transition is allowed to trigger

Next trans Run

GenMsg

Msg

Trans

Train 0

Train

eNodeB

Interrupt

Handover

AttachTAU2. connetion

AttachTAU1. connetion
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Figure 8: Models of communication scenarios for redundancy train access unit.
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transmission and retransmission, the token enters the store
transsuccess in the top model through the associated store
PN.transsuccess, indicating that the data forwarding process
has been completed. Finally, by triggering the transition
TAUstart, the tracking area update process begins. Similarly,
the token enters the store TAU in the TAUpd submodel
through the associated store TAUpd.TAU. After the token
completes the tracking area update process in the signaling
interaction sequence in the submodel, the token is trans-
ferred to the TAUsuccess store in the top model through the
associated store PN.TAUsuccess. If the cross-core network
handover process, data forwarding process, and tracking area
update process are completed within the communication
limit time, the next round of information transmission can
begin. However, if the train fails to complete the roaming
handover process when the timer reaches the communica-
tion limit time, indicating that the cross-core network hand-
over fails, the top model triggers the timerout transition to
cause orders to appear in the associated stores HO21.fail,
TAUpd.fail, and Transmission.fail of the three submodels
Card and then empty the token in the submodel. At the same
time, the system state changes from normal to danger until
the next successful roaming switching process; the system
state changes to normal.

4. Communication Performance Test of Train
Control Data Link

The transmission performance of the train control data link
is very critical and affects the reliability of communication.

The existing reliability studies are mostly based on assumed
performance parameters. Therefore, to make the research
results of DCS reliability more in line with the actual situa-
tion, the model parameters in this paper need to be derived
from actual communication performance test results or
urban rail transit communications, the requirements for the
communication system in the specification; such analysis
results have higher practical significance. To determine the
communication quality of the wireless link and obtain the
transmission performance of the link during train operation,
this paper is based on the actual operating line of Beijing
metro line 15 to test the communication performance
parameters of the link. The test section of the operating line
is the 2 stations 1 section upstream section (including the
station line) from Maquanying to Sunhe, a total of 3.3 km,
of which the 2.3 km section east of Maquanying Station is
an underground tunnel, which is immediately adjacent to
the viaduct, with a length of 1 kilometer to Sunhe Station,
as shown in Figure 10.

The LTE-U system test in the test section of line 15
mainly includes three parts: communication room center
equipment (EPC/switch, CCTV/PIS ground equipment),
trackside base station equipment (8 sets), and on-board
equipment (TAU/switch). Test networking is shown in
Figure 11. Among them, base station 1 to base station 5 are
covered by antennas with a distance of 400~450m, one side
of base station 6 is covered by an antenna, a slotted wave-
guide covers the other side, and base station 7 and base sta-
tion 8 are covered by the slotted waveguide.

First, test the data transmission delay and handover delay
when the train is running. During the train operation, the
train is within the signal coverage of a base station for a spec-
ified period. At this stage, the data transmission delay is only
determined by the network environment and channel qual-
ity. When the train travels within the signal overlap range
of the two base stations, the handover mechanism, handover
between stations is required, and handover delay occurs.
When the train is running on the line, seven handovers occur
in a single journey, and seven handover delay data can be
obtained. To obtain more handover delay data, the train runs
back and forth between stations, and the handover delay is
measured multiple times.

Figure 12 shows the delay and handover delay results
obtained in a one-way test. At certain moments, the time
delay will be significantly increased. The test time in the
figure can be divided into eight stages, with a higher delay
as the demarcation point. Each stage indicates that the train
is within the signal coverage of an individual base station,
corresponding to eight stages. For the signal coverage of each
base station, a higher delay indicates that the train is at the
junction of the base station’s signal coverage. Therefore, there
are seven handover delays in the figure. In the subsequent
analysis, the delay and handover delay in all test data must
be separately counted.

In order to avoid mutual influence when measuring the
delay and packet loss at the same time, the delay and packet
loss tests are carried out separately. To ensure sufficient data
volume, the train runs multiple times to test and obtain
packet loss data. If the software operation is interrupted, it
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Figure 9: Models of communication scenarios of on-board terminal
handoff.
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will affect the accuracy of the test results. Therefore, discard
this set of data and perform it again to ensure the accuracy
of the measured data. In the actual test, the packet loss rate
test result is 0.497%. Figure 13 shows the test result of contin-
uous packet loss.

5. The Reliability Analysis of Train Control DCS

5.1. Reliability Analysis of Communication Scenarios for
Redundant Train Access Units. This paper uses the Monte
Carlo simulation method, and according to the reliability
definition of the communication process in 3.1, under the

condition that the parameter value of the fixed transition
timeout is different, the model is simulated. In practice, the
parameter value of timeout represents the time limit of the
signaling process performed on the train, from which the
reliability under different communication time limits can be
analyzed. The simulation obtains the reliability when the
train is switched or reconnected separately under different
timeout parameters.

According to the simulation results, as the timeout
parameter value becomes more extensive, the communication
scenario’s reliability gradually increases. When the parameter
value is 990ms, the reliability of the communication scenario
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Citee Taoyuna club

1.9 km

Figure 10: The test section of Beijing metro line 15.
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for train switching reaches 99.9928%, while when the param-
eter value is 1050ms, the reliability of the communication
scenario for train reconnection can reach 99.9902%. Simulta-
neously, the results show that the reconnection process
reduces train communication’s reliability to a certain extent,

affecting the communication between the train and other
trains.

As a comparison, consider the reliability of the com-
munication scenario when the train has only one train
access unit. According to the simulation results, when the
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Figure 12: Test results for transmission delay in the real environment.
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Figure 13: Test results for consecutive lost datagrams in the real environment.
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communication limit time is short, whether it is a switching
process or a reconnection process, the train access unit’s reli-
ability is greatly improved when the train access unit is
redundant. As it becomes larger, the reliability improvement
rate gradually decreases.

Without considering the cable transmission delay and
retransmission, the time for handover and reconnection pro-
cess is related to the wireless transmission delay, and its time
conforms to the Gamma distribution, so it can be solved by
its density distribution function to complete the wireless
under different communication limit time, the probability
of transmission. The density function is shown in

f tð Þ = tα−1λαe−λt

α − 1ð Þ! , t > 0, ð2Þ

where α is the number of signaling that needs to be transmit-
ted using the air interface during the signaling interaction.

In many cases, the reliability of the communication sce-
nario is shown in Figure 14. It can be obtained that the train
access unit has better communication reliability when there
is redundancy, and its reliability can reach 99% when the
communication limit time is 960ms, and the reliability
exceeds 99.99% when the communication limit time exceeds

1050ms. In the case of nonredundant train access units,
the communication limit time needs to be 1230ms when
the reliability reaches 99%, and when it exceeds 1710ms,
the reliability can exceed 99.99%.

5.2. Reliability Analysis of Communication Scenarios for On-
Board Terminal Handoff. According to the definition of the
communication process’s reliability, the probability of the
train being in the normal state when the parameter value of
the transition timeout is different is studied. Therefore, the
parameter value of the timeout transition in the top model
can be set to a series of values. Under different parameter
values, the Monte Carlo method simulates the model to
obtain the probability that the train is in the normal state.
According to the simulation results, the higher the com-
munication process threshold, the greater the reliability
of the communication. When the communication limit
time is 1140ms, the reliability exceeds 99%, and when
the communication limit time is 1300ms, the reliability
of the train can reach 99.99%. Simultaneously, with the
increase of the communication limit time, the improved
range of reliability gradually decreases, indicating that the
influence of the communication limit time on reliability
gradually decreases.
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Without considering the delay and retransmission of
cable transmission between ground equipment, the time for
the roaming switching communication process conforms to
the Gamma distribution, and its density function is Equation
(2). Figure 15 shows the reliability of the communication sce-
nario. It can be obtained that when the communication link
is in the best state and the communication threshold is less
than 1100ms, the reliability of the communication scenario
is higher than the reliability when the link has interference.
After the communication limit time gradually increases, the
difference in reliability gradually decreases.

6. Conclusion

This paper combines the train control DCS based on T2T
communication with the existing communication reliability
analysis methods to study the reliability of communication
scenarios. Based on the structure and principle of the train
control system based on T2T communication, the basic
structure of the train control DCS based on LTE-U commu-
nication technology is studied. The reliability of train control
DCS is defined. Simultaneously, two critical communication
scenarios of redundancy train access unit and on-board ter-
minal handoff are extracted for the T2T communication sce-
nario, and the communication process is analyzed in detail.
Use the π-tool to build a DSPN model of the scene. Besides,
the actual line’s communication performance is tested to
provide more accurate performance parameters for the
model. By setting different communication limit times, the
simulation obtained the reliability of crucial communication
scenarios. The results show that, combined with the reliabil-

ity evaluation method proposed in this paper, DSPN can bet-
ter realize the communication system models. The reliability
research of the DCS in this paper provides an essential refer-
ence for the design, implementation, and optimization of the
train control DCS based on T2T communication.
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Intelligent Transportation System (ITS) is more and more crucial in the modern transportation field, such as the applications of
autonomous vehicles, dynamic traffic light sequences, and automatic road enforcement. As the upcoming fifth-generation
mobile network (5G) is entering the deployment phase, the idea of cellular vehicle-to-everything (C-V2X) is proposed. The
same 5G networks, coming to mobile phones, will also allow vehicles to communicate wirelessly with each other. Hence,
3.5 GHz, as the main sub-6GHz band licensed in 5G, is focused in our study. In this paper, a comprehensive study on the
channel characteristics for vehicle-to-infrastructure (V2I) link at 3.5GHz frequency band is conducted through channel
measurements and ray-tracing (RT) simulations. Firstly, the channel parameters of the V2I link are characterized based on the
measurements, including power delay profile (PDP), path loss, root-mean-square (RMS) delay spread, and coherence
bandwidth. Then, the measurement-validated RT simulator is utilized to conduct the simulations in order to supplement other
channel parameters, in terms of the Ricean K-factor, angular spreads, the cross-correlations of abovementioned parameters, and
the autocorrelation of each parameter itself. This work is aimed at helping the researchers understand the channel
characteristics of the V2I link at 3.5 GHz and support the link-level and system level design for future vehicular
communications of 5G.

1. Introduction

Intelligent Transportation System (ITS) is more and more
crucial in the modern transportation field, such as the appli-
cations of autonomous vehicles, dynamic traffic light
sequences, and automatic road enforcement. Since the vehi-
cles are at high speed, the real-time and fast exchange of
dynamic information should be transmitted in a short time
from vehicle-to-everything (V2X) [1]. The V2X provides
wireless services for vehicle-to-vehicle (V2V), vehicle-to-
infrastructure (V2I), and vehicle-to-pedestrian (V2P) com-
munications. Such transferred information includes not only
small data such as the speed, the location, and the directions
of neighboring vehicles but also the big data such as video of
surrounding environments and three-dimensional (3D)
high-resolution maps. The transportation control system

can use these applications for congestion avoidance, control
performance improvement [2], overall traffic efficiency
improvement [3], and cyberattack mitigation [4].

In order to provide the reliable and low latency for the
V2X services, efforts have been made in recent years to
develop V2X communications using IEEE 802.11p [5] and
ITS-G5 [6]. Cellular vehicle-to-everything (C-V2X) commu-
nication is now regarded as another promising and feasible
solution for the fifth-generation mobile networks- (5G-)
enabled vehicular communications [7]. C-V2X will allow
vehicles to communicate wirelessly with each other, with
traffic signs, and with other roadside infrastructures by using
the same 5G networks coming to mobile phones.

In [8], the authors propose an architecture that incorpo-
rates V2V communications into C-V2X and IEEE 802.11p-
based the vehicular ad hoc networks (VANETs). For the
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frequency bands, 5.9GHz band has been standardized in the
IEEE 802.11p, while ITS-G5 is operating at 5GHz frequency
band. C-V2X will operate on the cellular networks using the
same frequency bands as 5G new radio (NR). Frequency
band for 5G NR [9] is being separated into two different
ranges, including the sub-6GHz frequency band [10] and
millimeter wave (mmWave) frequency band [11]. The very
high 5G frequency bands at mmWave, such as 24.25-
27.5GHz schemed in Europe, 24.25-27.5GHz and 37-
43.5GHz schemed in China, 27.5-28.35GHz and 37-
40GHz schemed in the United States, will allow the deploy-
ment of hotspots providing very high throughput thanks to
the large available bandwidth for operators. On the other
hand, the sub-6GHz spectrum is less complicated in the
development of infrastructure, deployment, and future net-
work enhancements. Thus, it can be quickly cleared for the
early deployment of 5G cellular networks across the globe.
Europe has awarded the trial licenses at 3.4-3.8GHz band
[12]. China is ongoing at 2.5-2.6GHz, 3.4-3.6GHz, and 4.8-
4.9GHz frequency bands [13], while Korea is planning at
3.4-3.7GHz. The United States schemes the frequency bands
of 3.1-3.55GHz and 3.7-4.2GHz. Overall, the frequency
from 2.5GHz to 5.9GHz is the main sub-6GHz frequency
band for V2X communications. Therefore, it is necessary to
thoroughly investigate the V2X channel characteristics at this
frequency band in different scenarios.

In the literature, the sub-6GHz vehicular communica-
tion channels for 5G are characterized by academia and
industry. Channel measurement is regarded as a valid
approach to describe realistic propagation information.
Many measurements have been taken in vehicular communi-
cations to characterize radio channel [14]. In vehicle commu-
nications, measurements are even more challenging due to
high mobility scenarios and more dynamic network condi-
tions [15]. The authors of [16] investigate channels under
the conditions from Line-of-Sight (LoS) to non-Line-of-Sight
(NLoS) in terms of delay spread, Doppler spread, and the
RMS delay spreads at 5.9GHz. The author of [17] present
thorough characterizations for intracar propagation based
on the practical measurement on-board an HSR at 2.4 and
5.8GHz. By considering the traffic flows and the velocity of
the vehicles, the wireless communications at 2.48GHz under
the NLoS condition are compared between the measure-
ments and proposed time-variant temporal correlation func-
tion (TCF) model in [18]. The cross-polarized channel
measurements are conducted in a small-cell street canyon
scenario at 2.6GHz [19]. It is found that the polarization does
not influence the angles of arrival. In [20], channel measure-
ments in an urban scenario are performed at 2.6GHz using a
virtual uniform linear array (ULA). In [21], the mobility
measurements are conducted in an urban macrocellular
(UMa) scenario to analyze the path loss at 2.54GHz,
3.5GHz, 4.9GHz, and 5.4GHz, respectively. Path loss,
Ricean K-factor, and angular power spectrum are analyzed.
The path loss of the measurements in an overpass scenario
is fitted by two-ray model at 5GHz [22]. The distributions
of time-varying delay spread and Doppler spread follow a
bimodal Gaussian mixture distribution in the street cross sce-
nario at 5.5GHz [23]. The authors of [24] survey the propa-

gation characteristics at sub-6GHz and mmWave bands, in
which the preferred bands for initial deployment are 3.3-
4.2GHz and 26/28GHz for 5G communications. The
authors of [25] summarize the advanced channel measure-
ments for vehicular communications at sub-6GHz frequency
band.

Channel models can be classified as stochastic and deter-
ministic ones. The geometry-based stochastic channel
models (GBSMs) with wide-sense stationary (WSS) assump-
tion for vehicular channels have been widely accepted in the
past studies [26, 27]. In [28], the GBSM combined with a
two-ray model is proposed for nonisotropic multiple-input
multiple-output (MIMO) Ricean fading channels in regular
shaped environments and is validated for V2V channel at
5.9GHz. Moreover, several measurements show that the
WSS assumption validates only in a short distance interval
and time interval [29]. For the nonstationary vehicular chan-
nel modeling, most works focus on the surrounding scat-
terers, e.g., vehicles, pedestrians [22], and traffic signs [30].
Deterministic channel models, such as ray-tracing (RT),
can provide accurate channel information in propagation
scenarios. The LoS, reflected, scattered, diffracted, and pene-
trated multipaths can be traced as rays, which contain the
amplitude, angle, and delay information. In [31], the authors
integrate the radar cross sections of the small-scale structures
(e.g., lampposts and traffic signs) into RT simulator and con-
duct extensive RT simulations for V2V channel in urban and
open space environments at 5GHz. In [32], the authors pro-
pose that RT can be utilized to detect hidden obstacles in an
external environment of a vehicle with the help of a light
detection and ranging (LIDAR) sensor. In [33], the authors
compare the RT simulations against V2V channel measure-
ments using a channel sounder in an urban scenario at
5.9GHz. The received power, delay spreads, and Doppler
spreads are characterized in LoS and NLoS conditions,
respectively.

Nevertheless, a comprehensive characterization of V2I
channel based on cellular networks at 3.5GHz frequency
band is rarely found. Due to the limits of measurement
equipments, propagation scenarios, and traveling speeds of
the vehicles, a tendency of vehicular channel characterization
is to combine the RT simulations. Thus, in this paper, we
characterize the V2I channel at 3.5GHz based on channel
measurements and simulations with the following
contributions:

(i) Dynamic channel measurements are performed in a
suburban scenario at 3.5GHz frequency with the
bandwidth of 100MHz, because 3.5GHz is the com-
mon spectrum band in Europe [12], China [13], and
other countries of the world for 5G. The transmitter
(Tx) is fixed, while the moving receiver (Rx) is carried
by a vehicle during the measurements. Double-cone
omnidirectional antennas for both Tx and Rx are uti-
lized in the measurements. The power delay profiles
(PDPs), path loss (PL), shadow fading (SF), root-
mean-square (RMS) delay spread (DS), and the
coherence bandwidth are analyzed based on the mea-
sured results
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(ii) We reconstruct the suburban scenario and conduct
the simulations utilizing the measurement-validated
RT simulator with the same configurations as the
measurement. The RT simulations breakthrough
the limits of the measurement data and expand the
measured two-dimensional (2D) channel into a 3D
channel. The electromagnetic (EM) properties of rel-
evant materials are calibrated. Then, the channel is
characterized more comprehensively with the aid of
Ricean K-factor (KF), angular spreads, and cross-
polarization ratio (XPR). Combined with the channel
parameters extracted from measurements, the cross-
correlations of the abovementioned parameters are
listed, and the autocorrelation of each parameter
itself is calculated as well. The provided key parame-
ters of this paper help to understand the V2I channel
characteristics and to support the link-level and
system-level design. These will enable the C-V2X
communications for 5G

The remainder of this paper is organized as follows. The
measurement systems and campaigns for the V2I channel are

detailed in Section 2. The analysis of the measurement results
is described in Section 3. In Section 4, the RT simulations are
conducted in the reconstructed measurement scenario.
Finally, the conclusions are drawn in Section 5.

2. Channel Measurement Campaign

In order to measure the V2I channel, a dynamic frequency
domain channel sounding method is applied in a suburban
scenario. As shown in Figure 1, this measurement system is
supported by a controlling laptop, a radio frequency (RF) sig-
nal source by NI PXIe-5673E module, a power amplifier, and
an antenna at the Tx side. At the Rx side, it is composed of a
controlling laptop, a wideband vector signal analyzer (VSA)
by NI PXIe-5668 module, a disk array, and an antenna. The
XHTF3311 global positioning system (GPS) and a rubidium
clock are utilized to ensure the synchronization of the signal
for Tx and Rx during the measurements. The carrier fre-
quency is 3.5GHz with a bandwidth of 100MHz, and the
number of frequency points is 821. The transmitting power
is 40.77 dBm by the power amplifier. The transmit signal is
a Zadoff-Chu (ZC) sequence and can provide an almost con-
stant magnitude in the frequency domain [34].

The measurement campaigns are conducted in Haidian
District, Beijing, China. We select the measurement area far
from the main road of the city and only conduct the measure-
ments in the evening so that by-passing traffics and pedes-
trians do not affect the measurements. We measure the LoS
scenario, which exists mostly in V2I channels. As shown in
Figures 2 and 3, the fixed Tx, with a height of 2.55m, is at
the intersection of the two roads. In the measurements, the
Tx transmits signal sequences continuously. In order to emu-
late a typical vehicular environment, the two crossroads are
selected in the measurements. The Rx is carried by a vehicle
with a height of 1.88m (as shown in Figure 3) forward or
reversely following the track of the red arrows. Route 1 from
north to south (approximately 210m) represents the vehicle
moving towards the fixed Tx, while Route 2 from west to east
(approximately 340m) represents the vehicle moving away
from the Tx. Either Tx or Rx is a double-cone omnidirec-
tional antenna with 0 dBi gain. The 3D radiation patterns
and the 2D radiation patterns in the horizontal plane (H-

Tx RxAntenna Antenna

GPS
Rubidium

clock

Controlling laptop

Disk array
Vector signal analyzer

Controlling laptop

RF signal source

Power
amplifier

Wireless
link

Figure 1: Main structure of measurement system.

Route1

Route2 Rx’

Rx

Tx

20 m

Figure 2: Satellite image of the measurement environment and
trajectories of moving Rx.
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plane) and elevation plane (E-plane) of utilized antennas are
shown in Figure 4.

3. Analysis of Measurement Results

In this section, the measured data are preprocessed in the fre-
quency domain and time domain. The channel characteris-
tics, including PDP, path loss, shadow fading, RMS delay

spread, and coherence bandwidth, are calculated and ana-
lyzed for the V2I channel as follows.

3.1. Preprocessing. The received signal in the frequency
domain can be expressed as follows [34]:

Y d, fð Þ = X fð ÞHTx fð ÞH d, fð ÞHRx fð Þ, ð1Þ

Tx

Rx
GPS GPS

Figure 3: Locations of Tx and Rx.
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where X ð f Þ and Y ðd, f Þ are the transmitted and received
signals, respectively. d is the distance between Tx and Rx,
and f is the operating frequency. HTxð f Þ and HRxð f Þ are
the transfer functions of the Tx and Rx equipment, such as
antennas, VSA, and cables, whileHðd, f Þ is the transfer func-
tion of the wireless channel. In order to remove the influence
of the transceivers, the reference signal measurements with
the same setting as in the channel measurements are con-
ducted in an anechoic chamber. The reference received signal
can be expressed as follows:

Y ref fð Þ = X fð ÞHTx fð ÞHref fð ÞHRx fð Þ, ð2Þ

where Href ð f Þ is the free space transfer function.
Thus, the channel transfer function (CTF) can be calcu-

lated as follows:

H d, fð Þ = Y d, fð Þ
Y ref fð ÞHref fð Þ: ð3Þ

Then, the channel impulse response (CIR) hðτÞ can be
calculated by the inverse Fourier transform:

h τð Þ = IFFT H fð Þ,Nf

� �
, ð4Þ

where τ is the time delay of the received signal and Nf is the
effective number of the measured frequency points. A Hann
window is used to suppress side lobes, and the sliding win-
dow is with the size of 20 wavelengths. A total of 4080 effec-
tive CIRs are extracted for the entire travel trajectory.

In addition, at the largest distance between Tx and Rx,
the lowest average signal-to-noise-ratio (SNR) is about
20 dB, and at most of the measurement locations, the SNR
is over 25 dB. Hence, the accurate estimation of channel
parameters is possible in the following part.

3.2. Power Delay Profile. The signal power on each multipath
against their respective propagation delay is defined by the
PDP, which is defined as:

P t, τð Þ = h t, τð Þj j2: ð5Þ

A time-varying PDP of the measurement is shown in
Figure 5. The calculated optimal threshold after filtering
noise is -95.69 dBm, which is 6 dB higher than the mean value
of the noise power and effectively separates the signal from
noise. The dynamic range is larger than 40dB. Then, the local
maximums as the “peaks” higher than the noise threshold are
identified as the “paths.” It can be seen clearly that in the
propagation environment, there are always two energy-
intensive paths. One is the LoS path, and the other is the

strongly reflected path from the ground. Besides, there are
rich multipaths in the whole scenario.

3.3. Path Loss Exponent and Shadow Fading. The local wide-
band path gain PGðdÞ can be calculated directly from the
measured CTFs in the frequency domain as follows:

PG dð Þ = 1
Nf

〠
N f

l=1
H d, f lð Þj j2

0
@

1
A, ð6Þ

where f l is the sampling frequency and Nf = 821 is the num-
ber of the measured frequency points. As can be seen from
Figure 2, the moving track of Route 1 is Rx towards the fixed
Tx, while the moving track of Route 2 is Rx away from the
fixed Tx. The environments and the length of these two roads
are not similar. In Route 1, there are buildings along the two
sides of the road, while only one side of Route 2 has buildings,
and the other side is a fence with advertisements. Thus, two
routes should be separated to analyze. To remove the effect
of small scale fading, in this paper, we use a sliding window
with the size of 20 wavelengths for averaging.

The log-distance path loss model is to fit the opposite
number of measured path gain. The change of the path loss,
along with the distance, is depicted by the path loss exponent.
This exponent and shadow fading are extracted from the
measured results by using the following expression [35]:

PL dð Þ = �PL d0ð Þ + 10n log10
d
d0

� �
+ Xσ, ð7Þ

where PLðdÞ is the path loss and d is the distance between the
Tx and Rx in m. d0 is the reference distance; we choose the
measured PL at d0 = 10m as a reference in our study. PLðd0
Þ is the media path loss at d0, and n is the path loss exponent.
By using the least-square criterion, the path loss exponent n
can be obtained. Xσ is the shadow fading, which can be
expressed as a Gaussian variable with zero mean value and
a standard deviation of σSF. The path loss exponent and the
shadow fading standard deviations based on the measure-
ments are summarized in Table 1. The fact of higher path loss
exponent n and higher σSF for Route 1 indicates a more com-
plicated environmental condition of the Route 1. There are a
large number of trees, two rows of iron fences, and concrete
walls on the side of Route 1, which cause the scattering dur-
ing the wireless propagation.

3.4. RMS Delay Spread and Coherence Bandwidth. The RMS
delay spread is one of the key parameters for a multipath
channel. It is defined in [36], namely, the square root of the

Table 2: RMS delay spread and coherence bandwidth.

RMS delay spread (ns)
Coherence bandwidth

(MHz)
μDS σDS μBc

σBc

670.34 355.69 15.83 11.10

Table 1: Measured path loss of V2I channel at 3.5GHz.

Route 1 Route 2
PL d0ð Þ n σSF PL d0ð Þ n σSF

12.15 2.60 4.91 26.11 1.66 2.19
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second central moment of the PDP as follows:

στ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

n=1τn
2 · Pn

∑N
n=1Pn

−
∑N

n=1τn · Pn

∑N
n=1Pn

 !2
vuut , ð8Þ

where στ denotes the RMS delay spread and Pn and τn denote
the power and the excess delay of the n-th multipaths, respec-
tively. The distribution of RMS delay spreads for the whole
trajectory is following a Gaussian distribution. The mean
value (μDS) of the measurement routes is 670.34 ns with the
standard deviation (σDS) 355.69 ns. It is in line with the out-
door suburban environment, where the RMS delay spread
value is 0.2-2.0μs. In [23], the RMS delay spreads around
47ns and 75ns are measured in urban and tunnel scenario,
respectively. However, sometimes, although the LoS compo-
nent exists in the channel, several significant reflected multi-
paths and scattered multipaths can still result in a large delay
spread, such as in our study.

The inversely proportional relation between RMS delay
spread στ and the coherence bandwidth Bc can be expressed:

Bc = 1κστ, ð9Þ

where κ is a constant that depends on the environment
or/and on how Bc is defined. Bc can be defined as the band-
width at which the complex correlation function has a value
of 0.5, 0.9, or even 0.95. For example, RHðΔf Þ = 0:5 means
the coherence bandwidth can be specifically denoted as
Bc,0:5 with subscript 0.5 as the threshold [37].

The frequency correlation function of the channel RHðΔ
f Þ can be obtained by setting a reasonable threshold [38]:

RH Δfð Þ =
ð∞
−∞

P τð Þe−j2πΔf τdτ, ð10Þ

where PðτÞ is the CIR at a specific time delay τ. The statistical
estimation of the mean value μBc and the standard deviation
σBc of coherence bandwidths can be obtained according to
the threshold of 0.5 in our study. The values of RMS delay

Tx

14 m

Rx

34
0 m

Figure 6: 3D model of the reconstructed suburban scenario.

Table 3: Simulation configurations.

Parameter Value

Center frequency 3.5GHz

Bandwidth 100MHz

Frequency points 821

Tx height 2.55m

Rx height 1.88m

Polarization VV, HH, VH, and HV

Tx power 40.77 dBm

Propagation mechanism LOS + up to 3rd order of reflection + scattering + diffraction
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spread and coherence bandwidths are summarized in
Table 2. The coherence bandwidth is narrower when using
the onmi-directional antennas. It is consistent with the
RMS delay spread results and the inverse relation between
these two parameters. As happens with the RMS delay
spread, the multipath propagation causes the coherence
bandwidth.

Moreover, the study on Doppler spectrum of these mea-
surement campaigns has been published in [39]. It can be
concluded that the faster the vehicle (Rx) moves, the larger
the Doppler spreads. The most significant scatterers during
the measurements are trees and billboards, whereas other
cars parked on the roadside do not significantly contribute
to the multipath propagation.

4. RT Simulation for V2I Channels at 3.5 GHZ

In order to physically interpret the measurement results, a
self-developed dynamic RT simulator of Beijing Jiaotong
University is used in this study. Supported by high-
performance computing (HPC), this RT simulator is now
furnished to an HPC cloud-based platform (CloudRT),
which contains 1600 CPUs and 10 GPUs. Parallel processing
can be implemented by a compute node or monitored by a
management node. The first premise of accurate ray-tracing
simulation is a thorough and factual description of the sce-
narios. The finer the scenarios modeled, the more accurate
the corresponding prediction is. Also, simulation time is pro-
portional to the accuracy. The simulation time for a single
snapshot in this article is about 10 seconds, and the total sim-
ulation time depends on the number of nodes selected for
parallel computing. More details of this platform can be
found in [40] and the website http://raytracer.cloud.

As shown in Figure 6, the 3D model of the suburban sce-
nario is reconstructed through SketchUp [41] and Open-
Street Map [42]. The asphalt road of Route 2 is with a
width of 14m and with a length of 340m. The height of the
office buildings on the one side is about 15-20m. In order
to simulate the channel for 100MHz bandwidth, we use the
subband RT approach. The CIR for one snapshot is gener-
ated by a number of subbands at multiple center frequency
points [43]. Based on the measurement configurations in
the same scenario, 821 frequency points are determined.
Since the relevant materials are not frequency sensitive, the
constant EM properties of them are used for all subbands at
3.5GHz. The LoS ray, reflected rays (up to third order), scat-
tered rays, and diffracted rays are traced in the simulations
for the trade-off between simulation accuracy and computa-
tional complexity. The directive scattering model [44] and
the uniform theory of diffraction (UTD) model [45] are used
in the simulations. In order to get the pure propagation chan-
nel without the influence of certain antenna pattern, the
antenna of Tx or Rx is omnidirectional antenna, which is in
line with the measurements. In addition, in order to get the
fully polarimetric information of the channel, the antennas
of Tx and Rx are with four cases of polarization: vertical-
vertical (VV) polarization, vertical-horizontal (VH) polariza-
tion, horizontal-vertical (HV) polarization, and horizontal-
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Figure 7: Path loss (measurement vs. validated and calibrated
simulation).

Table 4: Material EM properties before and after calibration.

Material name
Before calibration After calibration
ε0r ε00r ε0r ε00r

Concrete 1.06 0.65 5.60 0.05

Tempered glass 9.99 0.43 6.27 0.33

Brick 2.00 0.25 6.09 0.08

Vegetation 29.12 0.278 10.00 0.15

Stainless steel 1.00 1E07 1.00 1E07

Granite 1.25 1.79 4.25 0.78

Canvas2.94 2.94 0.04 2.61 0.45
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Figure 8: Ricean K-factor.
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horizontal (HH) polarization in the extensive RT simula-
tions. Table 3 summarizes the simulation configurations.

4.1. Validation and Calibration of RT Simulator. Several
snapshots are stochastically chosen to validate the geometry
and calibration of the EM properties of the suburban sce-
nario, where the validation and calibration processes are
according to our previous work [46]. Figure 7, as an example,
shows the comparison of path loss between the measurement
and the validated and calibrated RT simulation. The antenna
influence can be neglected with the omnidirectional antennas
both at Tx and Rx sides. Compared with the measurement
results, the difference of path loss exponent n between simu-
lation and measurement is 0.12, with the relative error 6.4%.
The difference between the shadow fading is 0.29 dB, and the

relative error is 5.6%, which proves the accuracy of the RT
simulator in channel simulation. The calibrated EM proper-
ties are summarized in Table 4, which will be used in the fol-
lowing extensive simulations.

4.2. Channel Characterization Based on Extensive RT
Simulations. The extensive RT simulations are done for more
comprehensive channel characterization. Route 2 selected as
an example, the key parameters can be supplemented to fully
describe for the V2I channel, in terms of the Ricean K-factor,
XPR, and four angular spreads (namely, azimuth angular
spread of arrival (ASA), azimuth angular spread of departure
(ASD), elevation angular spread of arrival (ESA), and eleva-
tion spread of departure (ESD)). Combined with the channel
parameters extracted from the measurements, the cross-
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correlations of the abovementioned parameters are listed,
and the autocorrelation of each parameter itself is calculated
as well.

4.2.1. Ricean K-Factor. The Ricean K-factor is defined as the
ratio of the signal power of the LoS path to the signal power
of other multipath components, which can be expressed as:

KF =
PLoS

∑P ið Þ − PLoS
, ð11Þ

where PðiÞ is the energy of all the paths of the signal during
transmission and PLoS is the energy of the LoS path. As
shown in Figure 8, most values of the K-factor are larger than
0dB. When the probability is 0.5, the corresponding value of
KF is 5.98 dB; when it reaches 0.9, the value is 18.16 dB. Such
high values indicate that the LoS component plays the lead-
ing role in the propagation scenario, while the multipaths
reflected from the surfaces of the buildings and the ground
are relatively weak.

4.2.2. Angular Spreads. The angular spread is the distribution
of the angle of arrival/departure of each multipath in 3D
environments for the Tx and Rx, respectively. Each multi-
path is assigned an azimuth angle in the horizontal plane
and an elevation angle in the vertical plane. Hence, four
values of angular spreads can be calculated as follows:

σAS =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

n=1 θn,μ
� �2 · Pn

∑N
n=1Pn

,

vuut ð12Þ

where σAS denotes the angular spread (AS), Pn denotes the

power of the n-th multipath, and θn,μ is defined by:

θn,μ =mod θn − μθ + π, 2πð Þ − π, ð13Þ

where θn is the azimuth angle of arrival (AoA)/azimuth angle
of departure (AoD)/elevation angle of arrival
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Table 5: Decorrelation length of key parameters.

λ (m) SF KF DS ASD ASA ESD ESA

Value 1.2 10.5 2.2 9.0 8.0 7.5 9.5
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(EoA)/elevation angle of departure (EoD) of the n-th ray. μθ
is:

μθ =
∑N

n=1θn · Pn

∑N
n=1Pn

: ð14Þ

Figure 9 shows the CDFs of the four angular spreads,
including ASA, ESA, ASD, and ESD, respectively. Most ele-
vation angular spreads are below 10°, which is much smaller
than azimuth angular spreads in the horizontal plane. In gen-
eral, the scattering effect in the horizontal direction is stron-
ger than it in the vertical direction, because of the multipath
components reflected from the infrastructures along the
roadside. We further analyze the variation of the angular
spreads during the vehicle moving trajectory, as shown in
Figure 10. The values of ESA and ESD are more significant
than those of ASA and ASD when the distance between Tx
and Rx is within 10m. This observation implies that multi-
paths reflected from the ground in the vertical direction are
stronger than those in the horizontal direction at the begin-
ning. As the distance increases, the values of ASA and ASD
are larger than those of ESA and ESD. Concerning the
ASA, it increases sharply to 173° due to energetic scattered
paths from the infrastructures far away from the Tx but close
to Rx.

4.2.3. XPR. The XPR is to describe the variety of the polariza-
tion for the multipath components and is calculated by its
definition as follows:

XPR = 10 log10
Pco
Pcross

� �
, ð15Þ

where Pco is copolarization defined by the received power
when Tx and Rx antennas polarize in the same manner. Con-
versely, Pcross is the power received in vertical (horizontal)
polarization and transmitted in horizontal (vertical) polari-
zation. As shown in Figure 11, the high values imply little
depolarization in such a suburban scenario. These values
are much larger than the higher frequency band in similar
scenarios, such as at 28GHz [47] and at THz band [48]. Gen-
erally speaking, the linear polarization of the antennas is suf-
ficient in such a scenario.

4.2.4. Autocorrelation and Decorrelation Distance. The auto-
correlation function of a parameter X is to describe how fast a
certain variable changes with the distance interval Δd (or
time delay τ), which can be calculated as follows:

R Δdð Þ = E Xd − μð Þ Xd+Δd − μð Þ½ �
σ2X

, ð16Þ

where E is the expected value operator. Correspondingly, the
decorrelation distance λ in (m) is expressed as:

λ = argmax
Δd>0

R Δdð Þj j < Tð Þ, ð17Þ

where T is the threshold.

The larger the threshold is set, the stricter the correlation
requirements are, and the smaller the decorrelation distance
is. The threshold is generally a practical value. The common
value of 0.9 is set in our study. Table 5 summarizes the dec-
orrelation distance of each parameter. It can be preconcluded
that the shadow fading is not self-correlated. The KF and DS
are highly self-related. The value of the decorrelation dis-
tances of the parameters mentioned above is in line with
the values provided by 3GPP 38.901 [49].

4.2.5. Cross-Correlation. We consider a wideband V2I chan-
nel, study the key parameters of the channels across
100MHz at 3.5GHz frequency band, and try to capture the
channel correlation across different parameters. The cross-
correlation coefficient of the two variables is a measure of
their linear dependence. If each variable has N scalar obser-
vations, then the Pearson cross-correlation coefficient is
defined as:

RA,B =
1

N − 1
〠
N

i=1

Ai − μA
σA

� �
Bi − μB
σB

� �
, ð18Þ

where Ai and Bi represent two different aforementioned
channel parameters and μ and σ denote the mean value
and the standard deviation of corresponding parameters,
respectively.

Combined with the measurements and simulation
results, the cross-correlations of the key parameters are sum-
marized in Table 6. It can be found that shadow fading is not
cross-correlated with other key parameters since the correla-
tions of it with other key parameters are approximately equal
to 0. Remarkably, KF is negatively correlated to the angular
spreads, since with a large value of KF, a significant compo-
nent comes from a single direction leading to smaller angular

Table 6: Cross-correlation of the channel parameters.

Parameter DS KF SF ASD ASA ESD ESA

DS 1 0.25 -0.07 0.12 -0.02 -0.09 -0.11

KF 1 -0.04 -0.61 -0.59 -0.39 -0.38

SF 1 0.01 0.02 -0.02 -0.02

ASD 1 -0.58 -0.22 0.12

ASA 1 -0.76 -0.74

ESD 1 0.99

ESA 1

Table 7: Key parameters of V2I channel at 3.5GHz.

DS
(ns)

Bc
(MHz)

KF
(dB)

ASA
(°)

ESA
(°)

ASD
(°)

ESD
(°)

XPR
(dB)

μ 670.34 15.83 6.73 117.4 2.18 10.47 1.70 28.64

σ 355.69 11.10 8.23 1.63 0.63 0.70 0.44 9.69

λ
(m)

2.2 — 10.5 9.0 8.0 7.5 9.5 —
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spreads. In the angular domain, the parameters show rela-
tively strong correlations between each other. If the variables
of interest are highly correlated, it can be used to make accu-
rate predictions.

4.2.6. Summary of the Channel Parameters by Measurements
and Simulations. The V2I channel is comprehensively char-
acterized based on the measurements and simulation
together. The group of channel parameters can be summa-
rized in Table 7. The validation results of path loss indicate
that RT can practically reflect the target scenarios. Besides,
the RT simulations can break the limits of the measurement
data. Reliable channel information can be obtained with sim-
ilar materials. Moreover, other important channel informa-
tion, such as angles, which are not captured from the
measurements easily, can be given by RT simulations.

5. Conclusion

In this paper, we comprehensively characterize the V2I chan-
nel through the combination of the measurements and simu-
lations in a suburban scenario at 3.5GHz band for 5G
communications. To begin with, the channel measurements
are conducted in a typical vehicular scenario. The track of
moving vehicle is separated into two routes, where the envi-
ronment of Route 1 is more complicated than Route 2. The
time-varying PDP, path loss, RMS delay spread, and the
coherence bandwidth are extracted from the channel mea-
surements. From the time-variant power delay profiles, it
can be clearly seen that two significant paths always exist dur-
ing the measurements. It indicates that the LoS vehicular
channel measurement generally follows the classic two-ray
models. One is the LoS path, and the other is the reflected
path from the ground. The path loss exponent n and the
σSF are extracted to describe the path loss and shadow fading,
respectively. Because of the more complicated environment
of Route 1, the values of n and σSF are larger than these of
Route 2. The coherence bandwidth is to follow the inversely
proportional relation to RMS delay spreads. As the threshold
is set 0.5, the coherence bandwidth then can be calculated
and analyzed.

Moreover, the RT simulations are conducted in order to
supply other key parameters. The high-performance self-
developed RT simulator of Beijing Jiaotong University is uti-
lized in our study. The RT simulations breakthrough the
limits of the measurement data and expand the measured
2D channel into a 3D channel. After validated and calibrated
by the measured PDPs and compared with the path loss, the
RT simulator is utilized to do extensive simulations in a
reconstructed suburban scenario. The large value of Ricean
K-factor implies the LoS leading a significant role in the
propagation. Four cases of the vertical/horizontal polariza-
tion of antennas for Tx and Rx are schemed to characterize
the fully polarimetric information of the channel. The analy-
sis of the XPR shows little depolarization in such a LoS con-
dition. The angular spreads (ASA, ESA, ASD, and ESD) are
analyzed. When the distance between Tx and Rx is within
10m, the multipaths reflected from the ground are stronger
than the multipaths reflected/scattered from the infrastruc-

tures, iron fences, and tress. As the distance increases, the azi-
muth angular spreads become larger than elevation angular
spreads. Moreover, the decorrelation distance of each param-
eter and the cross-correlations of the abovementioned
parameters are supplied. SF is neither self-correlated nor
cross-correlated with other channel parameters. KF is nega-
tively correlated to the four angular spreads, since a signifi-
cant component coming from a single direction leads to a
large value of KF but small angular spreads.

In summary, the group of channel parameters is thor-
oughly analyzed, and the V2I channel is comprehensively
characterized based on the measurements and simulations.
This study on channel characteristics at 3.5GHz can be
applied to the link-level and system-level design for the C-
V2X communications of 5G.
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As one of the mainstream technologies of vehicle-to-everything (V2X) communication, Cellular-V2X (C-V2X) provides high
reliability and low latency V2X communications. And with the development of mobile cellular systems, C-V2X is evolving from
long-term evolution-V2X (LTE-V2X) to new radio-V2X (NR-V2X). However, C-V2X test specification has not been completely
set in the industry. In order to promote the formulation of relevant standards and accelerate the implementation of
industrialization, the field test and analysis based on LTE-V2X in the industrial park scenario is conducted in this paper. Firstly,
key technologies of LTE-V2X are introduced. Then, the specific methods and contents of this test are proposed, which consists
of functional and network performance tests to comprehensively evaluate the communication property of LTE-V2X. Static and
dynamic tests are required in both line-of-sight (LOS) and non-line-of-sight (NLOS) scenarios to evaluate network
performance. Next, the test results verify that all functions are normal, and the performance evaluation indexes are appraised
and analyzed. Finally, it summarizes the whole paper and puts forward the future work.

1. Introduction

Internet of Vehicles (IoV) refers to the realization of a com-
prehensive network connection of vehicle-to-everything
(V2X) with the help of a new generation of information
and communication technology. It can improve the intelli-
gent level and autonomous driving ability of vehicles, thus
improving traffic efficiency, building new formats of trans-
portation services, and providing intelligent, comfortable,
and efficient comprehensive services for users [1]. V2X com-
munication technology is used to realize information sharing
between vehicles and the outside world and promote the
evolution of IoV to the direction of intelligence and cloud
[2]. In the future autonomous driving, V2X communication
technology is one of the important technologies to realize
environmental perception. It can complement the advan-
tages of traditional vehicle-mounted laser radar, camera,
and other vehicle-mounted equipment, so as to provide vehi-
cles with beyond-line-of-sight and complex environment

awareness that cannot be realized by radar. In this way, the
vehicle’s perception range of traffic and surroundings can
be expanded from the dimension of time and space, so that
the vehicle has the ability to make multi-information fusion
decisions [3].

At present, the main technologies for the V2X communi-
cation in the world include dedicated short-range communi-
cation (DSRC) technology based on the IEEE 802.11P
standard and V2X technology based upon the cellular mobile
communication system (C-V2X) [4, 5]. The United States
completed the formulation of the DSRC standard in 1999,
and a lot of testing work also verified the effectiveness of
DSRC, but it has obvious disadvantages like poor reliability,
hidden nodes, high delay, and intermittent V2I connectivity
[6]. From an industry perspective, widespread deployment
of DSRC requires significant investment in the network
infrastructure. In order to solve the deficiency of DSRC in
testing and industrial application, 3GPP designed C-V2X
and completed the formulation of the first stage LTE-based
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standard (3GPP Release 14) in 2016. C-V2X technology on
account of the cellular network can reuse cellular network
infrastructure, with lower deployment cost and wider net-
work coverage. It can realize the scenario where vehicles
can travel relatively fast. In dense circumstance, C-V2X sup-
ports longer communication distances, greater capacity, bet-
ter non-line-of-sight communication performance, and
congestion control. In addition, C-V2X can improve com-
munication efficiency after node synchronization through
GPS, which is also not available in DSRC system, but C-
V2X still has problems in roadside unit (RSU) information
interaction, security certificate management, and long-term
dynamic maintenance in commercial applications. From
the perspective of vertical industry, to eliminate the concerns
of related industries that C-V2X has not yet been tested on a

large scale, while improving the standard as soon as possible
and clearing the commercial technical barriers, it is also time
to prepare for testing work that complies with the C-V2X
standard to verify the performance of the C-V2X communi-
cation system [7–9].

So far, manufacturers and institutions in some countries
and regions have actively carried out technical research and
test verification for the C-V2X communication. European
countries have launched Drive C2X, C-ITS corridorl, simTD,
and other projects to test and verify applications like road
safety, traffic management, and environmental protection
[10, 11]. In February 2012, Japan released the ARIB STD-
T109 specification for 10MHz in the 700MHz band for
V2V collision safety applications. And Japan began large-
scale field testing in Hiroshima and Tokyo, respectively [1].

RSU
eNB

PC5

Uu

V2I

V2PV2V V2N

Downlink
Downlink

Downlin
k Uplink

Uplin
k

Sindlink Sindlink

Uplink

Figure 1: LTE-V2X transmission scenario.

Subframe (1 ms) Subframe (1 ms)Time

Fr
eq

ue
nc

y

SCI or TB (PSCCH or PSSCH)
SCI only (PSCCH)
TB only (PSSCH)

TB transmission
SCI transmission

PSSCH or PSCCH PSSCH or PSCCH

Subchannel

2 RBs 

n RBs

……

Subchanneln RBs

2 RBs

Adjacent1 Nonadjacent2

Figure 2: LTE-V2X resource configuration diagram.

2 Wireless Communications and Mobile Computing



Although the research of the V2X communication in the
United States mainly focuses on DSRC, its domestic SAE
(Society of Automotive Engineers) also established the C-
V2X working group in June 2017 to implement the research
on enhanced applications and direct communication [12]. In
2010, China Datang telecom technology industry group took
the lead in the research of the IoV technology for intelligent
transportation applications and proposed the LTE-V stan-
dard in 2013, which has now become the standard of 3GPP’s
LTE-V2X [3, 11]. Since 2015, China’s C-V2X industry has
developed rapidly, the standard system has been initially
established, and the industry chain has taken shape. At the
same time, enterprises related to the IoV already have a high
technical strength as well as conditions for large-scale
deployment and industrialization. Therefore, the CATRC
(China Automotive Technology Research Center), together
with CAICT (China Academy of Information and Commu-
nications Technology) [7] and other research institutes and
equipment manufacturers, has actively performed laboratory
and field test work in Wuxi, Shanghai, and other places. Test
locations cover parks, open roads, highways, etc.

C-V2X technology is a communication technology on
account of 3GPP global unified standards, including LTE-
V2X for assisted driving and 5G NR-V2X for autonomous
driving [12, 13]. In order to accelerate the large-scale imple-
mentation of the IoV industry, technologies and standards
have been continuously improved from multiple levels. As
the current C-V2X communication network technology,
LTE-V2X can meet diversified IoV application scenarios
and demands. In addition, it is assisted by TD-LTE [1, 3],
which can make the best use of resources such as LTE
deployed network and terminal chip platform, so as to save
network investment and reduce chip cost. Therefore, in order
to promote the industrialization of LTE-V2X and accelerate

its application as a comprehensive communication solution
for vehicle-road collaboration, it is necessary to implement
large-scale field tests of LTE-V2X before the formal commer-
cial use.

Although testing based on LTE-V2X has been conducted
in many parts of the world, the testing methods are not uni-
fied, and most research institutes are reluctant to publish the
final test data and results. On the other hand, as the key to
technology maturity and commercial use, the discussion and
research of evaluation methods play a vital role in promoting
technology maturity and commercial use [14, 15]. Its own
scientificity and implementability are also the key factors that
determine whether a certain technology or a certain product
can be certified in the end. Based upon the realistic field mea-
surement data, this paper is aimed at functional verification
and network performance evaluation for typical business sce-
narios in LTE-V2X networking in Chongqing, China. The
contribution of this paper can be summarized as follows:

(1) Aiming at the application scenario of direct vehicle
communication unique to LTE-V2X, this paper intro-
duces the key technologies applied in LTE-V2X in
detail from the three aspects of physical layer, resource
scheduling, and synchronization mechanism

(2) Considering the inconsistency of current IoV testing
methods, this paper provides the testing scheme of
IoV in the outfield. The test content consists of func-
tion and performance tests to comprehensively eval-
uate the communication property of LTE-V2X,
where the performance test includes the static and
dynamic tests. This paper also shows in detail the
process of testing and the deployment of field equip-
ment in typical scenarios
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(3) In the design of the intelligent transportation system,
it is required that LTE-V2X can be applied to
improve road safety and traffic efficiency. Therefore,
this paper shows the actual application results of
devices supporting LTE-V2X, so as to verify the per-
formance of LTE-V2X in the application layer. What
is more, this paper verifies and appraise the network
performance of LTE-V2X from two evaluation
indexes of delay and packet loss rate (PLR) and
exposes parts of the test data

The rest of this paper is organized as follows. Section 2
introduces the key technologies of LTE-V2X. Section 3
describes the methods, environment, and equipment for this
test. Evaluation results and analysis are presented in Section
4. Section 5 draws a conclusion and offers ideas for future
work.

2. The Key Technology

2.1. Physical Layer. LTE-V2X is an advanced information
and communication technology applied in road transporta-
tion systems, with the objective of enabling information
exchange between vehicle, human, infrastructure, and net-
work. Hence, as shown in Figure 1, LTE-V2X consists of
V2V (vehicle-to-vehicle), V2I (vehicle-to-infrastructure),
V2P (vehicle-to-person), and V2N (vehicle-to-network)
communication [15]. The vehicle establishes communication
with the vehicle, RSU, or the base station in LTE (evolved
Node B, eNB) through the on-board unit (OBU). In accor-
dance with the difference of transmission modes, LTE-V2X
can be divided into two communication methods: LTE-
V2X-Direct and LTE-V2X-Celluar. Through the PC5 inter-
face, V2X-Direct can not only use the dedicated frequency
band of IoV (such as 5.9GHz) to realize V2V, V2I, and
V2P but also share cellular spectrum resources with cellular
users. In this mode, the delay is low, and the moving speed
of the vehicle is high, but good resource allocation and con-
gestion control algorithm are needed. V2X-Cellular trans-
mits information through the Uu interface of the cellular
network and adopts the frequency band of the cellular net-
work (such as 1.8GHz) to make the V2X communication
range wider and more stable.

The physical channel of LTE-V2X can be separated into
subframes, resource blocks (RBs), and subchannels [16]. In
LTE-V2X, the subframe is the most basic time series of the

system. A resource block refers to a “physical resource unit”
that occupies a bandwidth of 180 kHz (twelve 15 kHz subcar-
riers) in the frequency domain and has a duration of 1ms in
the time domain. All control signaling and data information
of LTE are based on RBs. LTE-V2X supports variable band-
width of 10-20MHz by flexibly allocating RBs at the physical
layer. Subchannel refers to a combination of RBs with the
same subframe, and each subchannel may have a various
number of RBs. The subchannel is used to transmit data
information and control information. Data information is
transmitted in the transport block (TB) of the physical side-
link shared channel (PSSCH), and sidelink control informa-
tion (SCI) is transmitted in the physical sidelink control
channel (PSCCH). A TB contains complete data packets to
be transmitted, like beacon beacons and information transfer
protocols. A node that wants to transmit TB must also trans-
mit its associated SCI, which includes information such as
the modulation and encoding scheme used to transmit TB
and the RBs occupied. Since TB and its associated SCI must
be transmitted in the same subframe, LTE-V2X can use
either frequency division multiplexing or time division mul-
tiplexing for resources reuse. Consequently, the LTE-V2X
supports HARQ (hybrid automatic repeat request transmis-
sion) which allows the same transmission to be repeated at
time offset either on same frequency resources or different
resources to convey the same data as needed.

Clearly by inspection of Figure 2, two resource pool con-
figuration methods are defined in LTE-V2X. The first is the
adjacent PSSCH and PSCCH, and the second is the nonadja-
cent PSSCH and PSCCH. The SCI of the two resource pool
configurations both occupy 2 RBs to improve reliability,
while the TB can occupy multiple RBs. In the first configura-
tion mode, the SCI first occupies the first 2 RBs, and the TB
occupies multiple RBs afterwards, so that one subchannel
can be formed. Of course, TB can also occupy multiple sub-
sequent subchannels (depending on its size). In the second
configuration mode, the resource block is separated into
multiple pools, one of which is dedicated to SCI transmis-
sion. The remaining pool is used to transmit TB and is
divided into service subchannels [15, 16].

LTE-V2X uses single-carrier frequency division multiple
access (SC-FDMA) technology to reduce the impact of the
excessive peak-to-average power ratio (PAPR), so that it
can have a larger transmission under the same power ampli-
fier power. In order to improve the spectrum utilization ratio
under the condition of high mobility, LTE-V2X transmits an

Table 1: Specific content of functional test.

Category Mode Test contents

Traffic safety

V2V Forward collision warning

V2V Emergency brake collision warning

V2V Intersection collision warning

V2V Abnormal vehicle reminder

V2V Emergency vehicle reminder

Traffic efficiency V2I Speed guidance at intersections

Information service V2I Vehicle-mounted video player service
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OFDM waveform with a conventional cyclic prefix (CP) and
sets the subcarrier spacing to 15 kHz. The structure of the
direct link subframe based upon the PC5 interface is shown
in Figure 3. The length of each subframe T f is 1ms, and
the length of each symbol in the subframe is 71:357μs, so
each subframe of direct link can contain 14 OFDM symbols.
In a subframe, the first and last symbols are used for auto-
matic gain control (AGC) and guard period (GP), respec-
tively. What is more, in order to reduce the impact of the
Doppler effect, the design of the demodulation reference sig-
nal (DMRS) column structure in LTE-D2D (device-to-
device) is used in LTE-V2X. The DMRS in each subframe
is increased from 2 columns to 4 columns, which increases
the pilot density in the time domain, so that the channel
detection, estimation, and compensation of high frequency
in typical high-speed scenes can be effectively processed.
The remaining 8 symbols are used to transmit data informa-
tion. Moreover, LTE-V2X uses turbo codes, which can
achieve higher reliability at the same transmission distance.
LTE-V2X with turbo codes is designed to facilitate decoding
capability even at lower signal-to-noise ratio (SNR), whereas
for DSRC with convolutional codes requires higher SNR for
successful decode [17, 18].

2.2. Scheduling of Resources. LTE-V2X supports both central-
ized scheduling (mode 3) and distributed scheduling (mode
4). Mode 3 implements centralized scheduling based on the
Uu interface. The selection and coding method of the sub-
channel of the communication link are directly controlled

by the eNB in the cellular network. The eNB provides
dynamic scheduling or activated semipersistent scheduling
(SPS) according to the service type of the terminal. In order
to reduce the delay caused by signaling interaction, mode 4
provides distributed resource scheduling for vehicles. This
scheduling scheme uses a “sensing + reservation SPS”
approach, as shown in Figure 4. User equipment (UE) selects
subchannel access by itself and then perceives resource occu-
pancy by measuring received signal strength indication
(RSSI) energy in the resource pool. Resource selection mea-
sures the RSSI energy on resources available and sorts them
in descending order per energy levels. It then chooses the
lowest 20% energy resources and randomly picks resources
from these for transmission [18]. After selecting appropriate
resources, the UE will periodically send these resources a cer-
tain number of times or until resource reselection is trig-
gered. This method can be conducted without the support
of any cellular base station, taking advantage of the periodic
characteristics of V2X services. This distributed scheduling
scheme based on the PC5 interface can not only carry the
periodic V2X services waiting to be sent but also make full
use of the sensing results to avoid resource conflicts, which
helps to improve resource utilization and transmission
reliability.

2.3. Synchronization Mechanism. In LTE-V2X, there are
three synchronous sources: eNB, Global Navigation Satellite
System (GNSS), and UE. When the eNB is used as the syn-
chronization source, the nodes in the cellular coverage are
synchronized with the eNB. Some uncovered nodes can
receive the synchronization signal forwarded by the nodes
in cellular coverage, so the partially covered nodes forward
the synchronization information of the nodes in cellular cov-
erage to the nodes outside cellular coverage. In the LTE-V2X
system, communication nodes support GNSS module, which
has high timing and frequency accuracy. Therefore, nodes
that can directly obtain reliable GNSS signals are able to
directly serve as synchronization sources to provide synchro-
nization information to surrounding nodes. When LTE-V2X
shares carriers with cellular systems like LTE, the transmis-
sion signals of LTE-V2X through communication may inter-
fere with the uplink of cellular networks. In this case, eNB is
still considered as the main synchronization source, and then
eNB can broadcast the time deviation between eNB and
GNSS to UE for adjustment compensation. In general, the
synchronization source and mode are configured by the
eNB in cellular coverage, and the synchronization source is
determined by the preconfiguration mode outside cellular
coverage, so as to achieve unified synchronization timing of
the whole network [3, 12].

In accordance with the traditional LTE-D2Dmechanism,
the enhanced synchronization source priority can be sup-
ported by establishing a new connection to the sidelink syn-
chronization signal (SLSS) and the physical sidelink
broadcast channel (PSBCH) [19]. Considering the protection
of the LTE-Uu uplink transmission and ensuring the accu-
racy of the timing and frequency of the synchronization
source, the rules of the synchronization source priority
should be implemented according to the eNB or GNSS
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synchronization configuration. In other words, eNB can con-
figure to prioritize either GNSS or UE. Moreover, GNSS has
higher priority when UE does not detect any cell in any car-
rier, and UE does not detect any SLSS transmissions that are
directly synchronized to eNB.

3. Test Scheme

3.1. Method and Content. In recent years, with the gradual
improvement of the LTE-V2X standard, it is particularly
important to accelerate the implementation of standard.
Therefore, there is an urgent need to test and verify LTE-
V2X-related products, which is a necessary stage for the pop-
ularization and improvement of each standard and technol-
ogy [20, 21]. Considerable laboratory evaluations and field
tests have been conducted in many places [22]. The test
object of laboratory evaluation is module, which mainly
investigates communication protocol consistency and inter-
operability. Conformance testing includes radio frequency
consistency (signal transmission, reception, and demodula-
tion performance), radio resource management consistency,

and communication protocol consistency. The radio fre-
quency conformance test mainly examines whether the
reception, transmission, and demodulation performance of
the LTE-V2X radio frequency meet the national radio man-
agement and LTE-V2X communication requirements. The
conformance test of the communication protocol includes
the conformance test for the underlying layer protocol and
the upper layer protocol, which ensures that both parties of
the communication have a unified and unambiguous under-
standing of the protocol and the corresponding implementa-
tion. The object of the outfield test is vehicle, mainly from the
following aspects. On the one hand, it is necessary to verify
whether the designed function meets expectations. The func-
tion of the application layer of the LTE-V2X system was
tested in the open road of Chongqing Automotive Research
Institute in this paper. Specific test contents are exhibited in
Table 1, which can be divided into traffic safety, traffic effi-
ciency, and information service.

On the other hand, the performance of the communica-
tion system under diverse environments, road conditions,
and vehicle speeds needs to be examined. The verified
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performance indicators include packet reception success
probability, communication delay, and coverage. Network
measurement methods include active measurement and pas-
sive measurement. Active measurement is to send probe data
packets to the network and measure the network perfor-
mance by analyzing the changes that are affected by the data
packets. Passive measurement is to capture and analyze data
packets by arranging measurement devices in the network to
measure network performance. Passive measurement does
not send measurement packets and will not affect the normal
flow of the network, but its implementation is more compli-
cated and requires higher performance of the measurement
device. Therefore, passive measurement is more suitable for
network traffic measurement, and active measurement is
suitable for network performance measurement [22]. The
method of the performance testing is to send probe packets
to the network in this paper, and the network performance
is measured by analyzing the changes that occur when the
packets are affected during transmission, as shown in

Figure 5. Firstly, the GPS information of transmitter and
receiver should be read. Then, the OBU/RSU at the transmit-
ter actively sends the detection packets and records the send-
ing logs. The time of each data communication is 1 second.
The OBU at the receiving end receives the data packets and
records the receiving logs in combination with GPS informa-
tion, and then the statistical analysis model is used to infer
the PLR and average delay of the internal link.

Measurement of one-way end-to-end delay requires
clock synchronization, which is more difficult to achieve in
actual measurement. Therefore, the measurement of network
delay usually requires the use of round-trip time (RTT),
which is the time interval required for a packet to travel from
the source node to the destination node, so as to avoid the
problem of clock synchronization. The specific approach is
to calculate the RTT by adding a time stamp to each packet.
Before sending a message, the OBU at the transmitting end
adds a time stamp to each message and records it as TS1.
When receiving the message, the OBU at the receiving end

(a) BBU (b) Base station

(c) MEC equipment

Figure 8: Part of the equipment used in the test.
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adds the second timestamp and records it as TS2; then, it
replies with an ACK message and marks the third timestamp
as TS3. The OBU/RSU at the transmitter receives the ACK
message with the fourth timestamp, which is recorded as
TS4. Therefore, the RTT is calculated as follows:

RTT = TS4 − TS1ð Þ − TS3 − TS2ð Þ: ð1Þ

In order to test the accuracy of the results, it is necessary
to calculate a round-trip time ðTS4 − TS1Þ from the sending
end to the receiving end to the sending end and subtract the
message processing waiting time ðTS3 − TS2Þ at the receiving
end. Hence, the end-to-end delay is half of RTT.

PLR is defined as the ratio of lost packets to all packets in
the transmission, which is mainly related to network traffic,
and packet loss will be caused by network congestion.

L D, yð Þ = 1 − yð Þayb, ð2Þ

where a is the number of data packets received in a test
time window, b is the number of unreceived data packets,
D = ða, bÞ is the set of lost data packets at one time, y is the
PLR, and LðD, yÞ is the maximum likelihood function of
the packet loss rate y. Next, we take the logarithm of both

sides of equation (2),

lnL D, yð Þ = a 1 − yð Þ + by: ð3Þ

Then, we need to take the derivative of both sides of equation
(3) with respect to y and set the value of the derivative to be 0.

−a
1 − y

+
b
y
= 0: ð4Þ

Referring to the above equation, the maximum likelihood
estimation ŷ of PLR can be obtained as follows:

ŷ = b
a + b

: ð5Þ

The performance test of the outfield can be divided into
static test and dynamic test, where the static test and dynamic
test of the line-of-sight (LOS) scenario are demonstrated in
Figure 6. For the static test of LOS, a fixed-point test is imple-
mented. To put it simply, let the two cars conduct a V2V perfor-
mance test every 50 meters (straight line distance) apart and
record the data at this distance. Similarly, a V2I performance test
is performed every 50 meters apart. When the test vehicle is
unable to establish communication during movement, it is

OBU 1

OBU 2 

RSU

Base station

Figure 9: The LTE-V2X test environment.

Table 2: Base station/OBU/RSU parameter configuration.

Equipment Base station

Parameter Frequency Bandwidth Number of antennas Uplink power control/HARQ Rated transmit power

Configuration 2555~2565MHz 10MHz 2T×2R Enable 2 × 10W

Equipment OBU/RSU

Parameter Frequency Bandwidth Transmit power Message frequency Packet size

Configuration 5855~5925MHz 10MHz 23 dBm One packet/100ms 78 bytes
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considered to have exceeded the communication coverage of
V2V/V2I. For the dynamic test of the LOS, in the initial state,
one vehicle (at transmitter) keeps stationary, and the other vehi-
cle (at receiver) moves away from the stationary vehicle at
20/30/40kmph, respectively. When the relative distance between
the two vehicles exceeds their communication range, the vehicle
at the transmitter moves towards the vehicle at the receiver. The
above process needs to be repeated several times, and the com-
plete test logs are recorded in order to test the network perfor-
mance of LTE-V2X at different speeds.

The test of non-line-of-sight (NLOS) is similar to the it of
LOS, except that the two test vehicles are located perpendic-
ular to each other at the intersection. In Figure 7, for the static
test of V2V under NLOS, the fixed-point test is also imple-
mented, which means that two vehicles are tested for the net-
work performance of V2V every 50 meters in a straight-line

(a) forward/emergency brake collision warning (b) intersection collision warning

Be aware that there is a vehicle
approaching quickly in the rear.

(c) abnormal vehicle reminder

Please note that there are special
vehicles behind.

(d) emergency vehicle reminder

It is recommended to accelerate to 7 km/h in order to pass
traffic lights smoothly.

(e) speed guidance at intersections

Figure 10: Results of functional tests.

Table 3: Static test results of the LOS scenario.

Distance/m
Average
delay/ms

Maximum
delay/ms

Packet loss rate

V2V V2I V2V V2I V2V V2I

50 7 7.5 7 7.5 0.66% 0%

100 7.5 7 7.5 9 0% 0%

150 7 7.5 7 7.5 0% 0%

200 7 7.5 8 7.5 0% 0%

250 7 7 7.5 7 0% 0.15%

285 7 7 8 8 1.43% 1.10%
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distance. Dynamic testing, in which one vehicle stays at rest
while the other moves away from the stationary vehicle at
20/30/40kmph in the communication range (in this case,
the vehicle do not need to return), also requires repeated
recording of delays and PLR. The V2I test method is resem-
blance to that of V2V, which also requires the movement of
the vehicle at the receiving end. In addition, it is necessary
to evaluate the interoperability between the same equipment
of different manufacturers and different equipment of the
same manufacturer under various working conditions and
environments.

3.2. Environment and Equipment. This test took place in the
open road of industrial park in China. The OBU and its dis-
play equipment were installed inside the test vehicles, and
two antennas were installed on the roof of each vehicle. In
order to better perceive the environment, the RSU and the
camera were deployed alongside the traffic lights at the inter-
section. The equipment based on multiaccess edge comput-
ing (MEC) was deployed in the indoor baseband processing
unit (BBU) room as seen in Figure 8(c). The actual test envi-
ronment is shown in Figure 9.

The whole test system was divided into three parts: “ter-
minal,” “edge equipment,” and “V2X service platform.” The
terminal contained OBU, person, and vehicle. The edge
equipment included RSU and MEC-based device. The RSU
received messages from the V2X platform or edge device
and multicast to the terminal device in the area through the
PC5 interface [23–25]. Moreover, RSU could collect the mes-
sage from OSU to the upper layer through the PC5 or Uu
interface. The equipment based upon MEC received message
from RSU and distributed the processed message to RSU. It is
possible to reduce the end-to-end network delay in the Uu
mode by decreasing routing nodes for data transmission
through the construction of an LTE network architecture
based on MEC. The V2X cloud service platform was used
to process information from terminals and MEC-based
device, implement comprehensive scheduling and optimiza-
tion, and improve driving safety and traffic efficiency. So
far, the construction of seven LTE base stations based upon

the 2600MHz frequency band, one set of MEC equipment,
and a set of evolved packet core (EPC) network equipment
have been completed inside the industrial park [26].

The test equipment can monitor the communication sta-
tus of V2X in real time and has the recording function of
sending logs or receiving logs. During the test, the antenna
was installed vertically at the center of the roof of the vehicle.
Single antenna transmission and dual antenna reception
modes were used throughout the communication. This test
network and V2X equipment were provided by Datang [3,
11]. The parameter configuration of base station and
OBU/RSU are demonstrated in Table 2.

4. Evaluation Results and Analysis

The security class business, efficient traffic, and video play-
back business-based MEC in Table 1 were tested. Figure 10
shows the test vehicle and display device during test. It is ver-
ified that all business functions are normal. Figure 10(a) indi-
cates that when the host vehicle (HV) and the vehicle in front
of the same lane are in danger of rear-end collision or the
vehicle in front is in emergency braking, the on-board device
will send an early warning message to remind the rear host
vehicle to avoid collision. When the HV is driving to the
intersection and there is a danger of collision with a far-
away vehicle traveling sideways, the driver is alerted by warn-
ing to avoid the collision, as shown in Figure 10(b). When the
far vehicle rapidly approaches the host vehicle from the rear,
the driver of the HV is alerted, as exhibited in Figure 10(c).
While the HV is running, the emergency vehicle in the rear
issues a reminder to alert the host vehicle in front, as demon-
strated in Figure 10(d). As shown in Figure 10(e), the RSU
multicasts real-time information to the vehicle and then the
OBU reminds the driver to perform operations such as accel-
erating through or decelerating through the current vehicle
speed, position, and remaining time of signal phase.

In the performance test, the static test results of V2V and
V2I at LOS are demonstrated in Table 3 and Table 4. Table 3
indicates that different distances and LOS/NLOS have little
effect on the change of delay, and the delay is about
7~ 8ms. In the performance test of LOS, phenomenon of
packet loss in V2V and V2I is rare when the distance is less
than 250 meters, but obvious packet loss occurs when the dis-
tance is higher than 250 meters. (the site is limited to 290
meters, so the PLR at a longer distance cannot be tested.)

During the test, it is found that the NLOS has a greater
impact on the communication distance, seen as Table 4.
When the distance between V2I and V2V is larger than 70
and 75 in meters, respectively, communication cannot be
established, but there is no phenomenon of communication
failure when reaching the end of the road in the LOS. In other
words, the communication distance between V2I and V2V is
70m and 75m, respectively, in the NLOS. Besides that, it is
not difficult to find that the PLR of V2V in NLOS has
increased significantly.

After undergoing multiple dynamic tests, the test results
demonstrated in Table 5 can be obtained, which contains
the average delay and maximum delay of V2V and V2I in
the LOS and NLOS. As can be seen from Table 5, different

Table 4: Static test results of the NLOS.

Distance/m
Average
delay/ms

Maximum
delay/ms

PLR

V2V V2I V2V V2I V2V V2I

50 8 7 8.5 7.5 0.91% 0%

75 8 7.5 8 7.5 6.97% 0%

Table 5: Average and maximum delay of V2V/V2I dynamic test.

Speed km/h
Average delay /ms Maximum delay /ms
LOS NLOS LOS NLOS

V2V V2I V2V V2I V2V V2I V2V V2I

20 7.25 7.5 7.5 7.17 8 8.5 9 7.5

30 8.125 8 7.83 7.17 9 9 9 8.5

40 7.5 7.5 8 7.17 8.5 8.5 9 7.5
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scenarios and speeds have a relatively small impact on the
change of delay. The average delay is maintained at
7~ 8ms, and the maximum delay is 9ms.

The average and maximum PLR of dynamic tests are
exhibited in Figure 11. It can be seen from Figure 11 that
the maximum PLR of V2V and V2I in the LOS is not more
than 10%, and the average PLR remains around 5%~6%.
The maximum PLR of V2I and V2V in the NLOS was
28.08% and 37.00%, respectively. The average PLR of V2I was
around 17.5%, and the average PLR of V2V was above 30%.

As can be seen from Table 5 and Figure 11, the perfor-
mance of V2I in NLOS is significantly better than V2V, the
reason of which may be the difference between RSU equip-
ment and OBU equipment, which means the former has
higher antenna gain. Furthermore, by comparing dynamic
test and static test results, the PLR of the dynamic test has
an obvious increase compared with the static test, while the
change of delay is not obvious.

5. Conclusions and Future Work

On account of the LTE-V2X networking solution, this paper
conducted field testing and verification on the open road of
Chongqing Automobile Research Institute in China. Firstly,

the key technologies applied in LTE-V2X are introduced. In
the physical layer, four DMRS signals are introduced in each
subframe to counter the Doppler effect caused by high-speed
movement, and two methods of resource reuse (FDM and
TDM) and resource allocation (nonadjacent PSSCH and
PSCCH) are adopted. In terms of resource scheduling,
LTE-V2X proposes a distributed scheduling method based
on the PC5 interface. In terms of the synchronization mech-
anism, three synchronization sources including base station,
GNSS, and UE autonomy are selected. Then, it introduces the
framework of IoV testing and provides the specific methods
and contents of the test from the functions and network per-
formance that IoV needs to have. Specifically, the function of
the system is tested from three aspects of traffic safety, traffic
efficiency and information service, and end-to-end delay and
packet loss rate that are used as evaluation indexes of the per-
formance test. The results verify the effectiveness and reliabil-
ity of the application layer communication performance. We
hope the overall test scheme and test results can lay a founda-
tion for future research.

Due to space and equipment constraints, we only con-
ducted tests on open road sections and just selected delay
and packet loss rate as indicators for evaluating network per-
formance. Therefore, in future work, we hope to carry out
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Figure 11: Packet loss rate of the V2V/V2I dynamic test.
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tests on a variety of classic scenarios, such as viaducts, tun-
nels, multivehicles, and mines, and design appropriate test
methods according to specific scenarios. What is more, eval-
uation indicators can also be expanded frommultiple dimen-
sions, such as signal-to-noise rate, signal receiving power,
and data transmission rate. Certainly, it is also necessary to
implement reasonable equipment deployment on the basis
of particular scenarios. How to deploy RSU to make the net-
work performance better requires the combination of testing
in typical scenarios, semiphysical simulation in the labora-
tory, and rigorous theoretical analysis.
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As an emerging type of Internet of Things (IoT), Internet of Vehicles (IoV) denotes the vehicle network capable of supporting
diverse types of intelligent services and has attracted great attention in the 5G era. In this study, we consider the multimedia
content caching with multicast beamforming in IoV-based vehicular edge networks. First, we formulate a joint vehicle-to-
vehicle- (V2V-) assisted clustering, caching, and multicasting optimization problem, to minimize the weighted sum of flow cost
and power cost, subject to the quality-of-service (QoS) constraints for each multicast group. Then, with the two-timescale setup,
the intractable and stochastic original problem is decoupled at separate timescales. More precisely, at the large timescale, we
leverage the sample average approximation (SAA) technique to solve the joint V2V-assisted clustering and caching problem and
then demonstrate the equivalence of optimal solutions between the original problem and its relaxed linear programming (LP)
counterpart; and at the small timescale, we leverage the successive convex approximation (SCA) method to solve the nonconvex
multicast beamforming problem, whereby a series of convex subproblems can be acquired, with the convergence also assured.
Finally, simulations are conducted with different system parameters to show the effectiveness of the proposed algorithm,
revealing that the network performance can benefit from not only the power saving from wireless multicast beamforming in
vehicular networks but also the content caching among vehicles.

1. Introduction

Smart devices equipped with the capability to interact with
the physical environment and the function to communicate
with each other are prompting the Internet towards the so-
called Internet of Things (IoT) [1]. IoT holds the promise
to improve our lives and the way we interact with devices,
such as actuators, sensors, cell phones, and home automa-
tion. With the ever-increasing proliferation of IoT devices,
the worldwide multimedia traffic is anticipated to experi-
ence a rapid growth in the 5G era [2]. Different from the
legacy IoT with information exchange at the byte level,
image, audio, video, and other traffic in the 5G era are typ-
ically with a large volume of information, thereby bringing
forth the new terminology, namely, multimedia IoT
(MIoT). As an emerging type of IoT, MIoT denotes the
IoT with multimedia traffic as outputs and inputs and has
been extensively used in healthcare, smart homes,

communication-based train control system (CBTC), and
Internet of Vehicles (IoV) [3–6].

The introduction of IoV-based vehicular edge networks
and the increasing demand for IoV services have imposed
more stringent constraints on the quality-of-service (QoS)
requirements of image and video, particularly for high-
quality real-time multimedia services in fast-moving vehicles.
These constraints indeed pose challenges in exploiting the
full potential of vehicle-to-vehicle (V2V) communications,
e.g., resource allocation, multiple-input-multiple-output-
(MIMO-) based beamforming, network architecture, multi-
cast routing, and dynamic controls [7–9].

To better cope with these constrains imposed on multi-
media content retrieval in IoV-based vehicular edge net-
works, wireless content caching begins to emerge as
promising solutions [10]. By bringing multimedia contents
closer to vehicles via prefetching them from the Internet or
core networks, the traffic loads and network costs can be
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significantly reduced. In the meantime, the QoS for IoV
applications could also be improved, since lower access delay
and higher data rate are enabled by caching in edge nodes
(e.g., base stations (BSs) and roadside units (RSUs)). There-
fore, wireless content caching contributes to the agile multi-
media content distribution with a higher data rate and
enhanced broadband connectivity. On the other hand, as
the extension of unicast transmission and by exploiting the
broadcast nature of wireless channels, the point-to-
multipoint multicast transmission provides a more efficient
capacity-offloading approach, to deliver the identical content
to multiple vehicles on the same frequency band. Thus, the
integration of caching with multicasting becomes the key
enabler in IoV-based edge networks, which could not only
reduce the flow (traffic) cost in core or transport networks
but also improve the spectrum efficiency in vehicular edge
networks [11].

Besides, there have been some works related to caching-
based multicast beamforming design [12–15]. Nevertheless,
the integration of caching with multicasting in vehicular
edge networks is not smooth and still faces several chal-
lenges, due to the following observations. First, the caching
decision needs to operate at the large timescale (e.g., several
minutes), and the multicast beamforming has to be tailored
at the small timescale (e.g., several seconds) to exploit the
mobility. That is, it is a prerequisite to decouple the joint
caching and multicast beamforming to different timescales.
Second, when the edge network is confronted with IoV in
the 5G era, numerous vehicles emerge to assist the V2V
communications between each other. Thus, although with
smaller storage size compared to the BS, caching profits
in vehicles are nonnegligible, which yet has not been stud-
ied thoroughly, especially in the caching-based multicast
beamforming. Third, the cooperative multicasting necessi-
tates the clustering of vehicles (namely, deciding on which
vehicle should be picked into the cluster to serve the same
receiver), which needs to be optimized at the large time-
scale as well.

In this paper, we study the joint V2V-assisted clustering,
caching, and wireless multicast beamforming in vehicular
edge networks. The distinctive features of this work are as
follows:

The distinctive features of this work are as follows:

(1) We present a two timescale-based V2V-assisted clus-
tering, caching, and multicast beamforming problem,
with the objective of minimizing the total network
cost (involving both flow and power costs), subject
to the QoS constraint for each multicast group, and
the caching memory limitation for each vehicle. With
the two-timescale setup, different types of variables
are decoupled at separate timescales

(2) At the large timescale, we leverage the sample average
approximation (SAA) technique to resolve the joint
clustering and caching problem. We first reformulate
and relax the stochastic original problem as a deter-
ministic integer linear programming (ILP) one and
then exhibit the equivalence of optimal solutions

between the original one and its relaxed linear pro-
gramming (LP) counterpart, thereby simplifying the
computation substantially

(3) We leverage the successive convex approximation
(SCA) method to solve the multicast beamforming
problem at the small timescale. As such, the original
nonconvex problem can be transformed into a series
of convex subproblems, with the convergence
assured

(4) Simulations are executed with different system
parameters to show the effectiveness of the proposed
algorithm, as well as the convergence of the proposed
two-timescale setup. Simulation results reveal that
the system performance could benefit from both the
power saving from multicasting and the content
caching among vehicles

The remainder of this work is organized as follows. In
Section 2, we list works related to caching-based multicasting
and V2V-assisted caching, respectively. In Section 3, we pres-
ent the system model and formulate a joint clustering, cach-
ing, and multicast beamforming problem, to minimize the
total network cost subject to QoS constraints. In Section 4,
we leverage the SAA and SCA methods to solve the large-
and small-timescale problem, respectively. In Section 5, we
present and discuss the simulation results. We conclude this
paper in Section 6.

2. Related Work

Some recent studies related to caching-based multicast
beamforming and V2V-assisted caching in edge networks
are presented. We believe these works can motivate more
achievements in the academia and industrial domain.

2.1. Caching-Based Multicasting. In the literature, multicast
beamforming has emerged as an effective approach to miti-
gate the interference in cellular systems, e.g., in smart-grid
powered cellular networks [16] or in full-duplex cellular net-
works [17]. Furthermore, the integration of caching andmul-
ticasting could multicast the identical content to multiple
receivers in the same frequency band, and thus attracts sig-
nificant interests.

In particular, in the cache-enabled cloud radio access
network (RAN), Tao et al. [12] investigated the joint
design of content-centric BS clustering and multicast
beamforming for wireless content delivery. In particular,
the problem is formulated as one mixed-integer nonlinear
programming (MINLP) problem, and a sparse multicast
beamforming algorithm is proposed based on the L0 norm
approximation. In the two-tier heterogeneous networks,
Cui et al. [13] considered a random caching and multi-
casting mechanism with caching distributions as design
parameters, to enable the efficient content dissemination.
First, the successful transmission probabilities in the gen-
eral and high signal-to-noise ratio region are derived via
stochastic geometry; then, a nonconvex joint caching and
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multicasting problem is formulated to maximize the suc-
cessful transmission probability in the asymptotic region.

Also, in cache-enabled ultradense cellular networks,
Nguyen et al. [14] proposed a cooperative multicast beam-
forming approach to improve the cost-efficiency. Besides,
Zhou et al. [15] minimized the energy cost in a multicell
multigroup setup, involving caching, computing, and com-
munication resources.

2.2. V2V-Assisted Caching. As an analogous terminology to
V2V, device-to-device (D2D) caching refers to the caching
of popular contents in mobile devices. D2D could directly
deliver the content to adjacent devices, thereby offloading
the BS’s traffic. Malak et al. [18] leveraged the stochastic
geometry theory to derive the outage probability in the
presence of interference and noise, designed the distributed
caching strategy, and maximized the density of successful
receptions. Jiang et al. [19] modelled the local caching as a
backpack problem and characterized the D2D pairing as
the maximum weight matching problem in the bipartite
graph, to maximize the BS traffic offloading. In addition, Cac-
ciapuoti et al. [20] claimed that in D2D networks, caching
performance is closely related to devices’ interests and prefer-
ences in multimedia contents. In particular, content popular-
ity focuses on community interests, while device preference
reflects the difference of request probability between different
individuals. Therefore, Zhang et al. [21] designed a unified
D2D-caching utility function, not only considering the
D2D communication distance but also incorporating the
similarity of preferences among adjacent devices.

With recent advents in the IoV paradigm, Su et al. [7]
developed an edge caching mechanism in RSUs. Specifically,
involving the content access pattern, vehicle velocity, and
traffic density, the features of content requests are analysed,
followed by a model to decide whether and where to cache
the content. By proposing an analytical model, Tan et al.
[22] quantified the effects of velocity, traffic density, and
service rate on the content hit ratio. Also focusing on the
edge caching in RSUs (termed as edge nodes therein), Zhao
et al. [23] proposed one cost-efficient method to minimize
the time-averaged service response delay, by jointly studied
caching, request routing, and wireless resource allocation
over the long run in an online manner. To solve the
dynamics in IoV, Lyapunov optimization is leveraged to
make near-optimal decisions, with a stable system assured.
In addition, Xiao et al. [24] proposed one adaptive and
dynamic user-centric virtual cell scheme to facilitate the
multicasting of vehicular-to-everything (V2X) message,
followed by a max-min fair problem formulation. Further-
more, focusing on 802.11p protocols rather than 3GPP
standards, Wu et al. [25] proposed one semi-Markov deci-
sion process- (SMDP-) based formulation to maximize the
long-term reward in vehicular edge networks, by jointly
considering the transmission delay, computing delay, and
task diversity.

2.3. Discussions. Edge computing and edge caching have
attracted lots of attention [26–28]. The aforementioned
works typically solve the clustering and multicast beamform-

ing optimization at the same timescale. Nevertheless, it is
often the case that the clustering and caching execute at a
much larger timescale, while the multicast beamforming is
tailored per small timescale to exploit the fast fading of wire-
less channels. Although Qiao et al. [28] decoupled content
placement and content delivery at different timescales in
vehicular edge networks, the multicast transmission was
ignored, which possibly incurs low-spectrum efficiency. That
is, it is a prerequisite to propose a joint clustering, caching,
and multicast beamforming algorithm in vehicular edge
networks on the basis of a two-timescale setup.

3. System Model and Problem Formulation

Vehicular edge network with one BS and multiple IoV
devices is considered. The BS is equipped with L antennas,
and each vehicle has one single antenna. As shown in
Figure 1, in the context of V2V communications, the content
requesting vehicle (CRV) could not only attach to the BS via
cellular links but also associate with content caching vehicles
(CCVs) directly. The BS is indexed by j = 0, while CCVs are
denoted by J = f1,⋯, j,⋯, Jg. Furthermore, J 0 = J ∪ f0g
denotes as the set of all transmitters. Meanwhile, the CRVs
with the identical content request are categorized into
one multicast group, and all multicast groups are denoted
by S = f1,⋯, s,⋯, Sg. For each multicast group s ∈ S , its
all associated CRVs are denoted by I s, and ∪s∈SI s =I

holds, where I is the set of all CRVs. In addition, we follow
the equal content size for all contents [12], namely, each of
which is chunked and normalized to the size of one.

3.1. Two-Timescale Setup. Mixed-timescale setup in [29, 30]
is incorporated in this study. Each large timescale accommo-
dates multiple successive small timescale slots, e.g., a total of
T slots, denoted by T = f1,⋯, Tg. In addition, in each slot,
the beamformer is designed for each multicast group, to
exploit the fast fading and mobility experienced by CRVs.
As revealed in Figure 2, at the end of each large timescale,
the network operator has to decide the CCV clustering (i.e.,
the CCVs serving for the same multicast group) and the con-
tent caching for transmitters. Then, following this decision
unchanged throughout the next large timescale, the picked
content is cached in the local memory or storage in both BS
and clustered CCVs.

In this work, we assume that all multicast groups can be
admitted and satisfied with their content requests. The case
also occurs that insufficient resources cannot accommodate
all multicast groups (e.g., in [31]), which is yet beyond the
scope of this work.

Afterward, following the two-timescale setup, two types
of variables can be specified as:

(i) Large-timescale variables: xs,j ∈ f0, 1g and zs,j ∈ f0, 1g,
indicating whether or not that transmitter j belongs to
the serving cluster of group s, and whether or not that
transmitter j caches the content requested by group s,
respectively. That is, xs,j ∈ f0, 1g indicates a clustering
variable: if xs,j = 1, then transmitter j is within the clus-
ter of s; and xs,j = 0 vice versa
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(ii) Small-timescale variables: ws,0ðtÞ ∈ℂL×1 (or ws,jðtÞ
∈ℂ, j ∈ J ), denoting the per-slot multicast beam-
forming vector of the BS (or CCV j) for group s

The two-timescale setup along with its two types of vari-
ables necessitates a network cost involving both the flow and
power costs, which will be introduced in the following,
respectively.

3.2. Caching Model. At the end of large timescale, both the
clustering variable fxs,jg and caching variable fzs,jg have to
be designed for the next large timescale. It is straightforward
that if the content is not cached in the network, then it must
be retrieved via the backhaul link from the Internet, as shown
in Figure 1, thus incurring flow cost in the backhaul link or
transport networks. The data rate of fetching content from
core networks should be as least as the transmission rate of
its associated multicast group. Following the fixed transmis-
sion rate Rs in [12] for each multicast group s, the total flow
passing through the backhaul link on the BS can be repre-
sented as ∑s∈Sð1 − zs,0ÞRs. In particular, when zs,0 = 1, the
immediate transmission from the BS to CRV i does not incur
any flow cost on the backhaul link, and zs,0 = 0 vice versa.
Besides, different from the BS, CCVs could not directly
retrieve the content through the backhaul link from the
Internet or core networks. Without caching, CCVs have to
resort to the BS for the content retrieval, which would claim
a dedicated frequency band to avert the interference to CRVs,
thereby contributing to the flow cost as well. As such, the flow

cost should involve both the backhaul cost and frequency
bandwidth cost, and the latter one could be equivalently
translated to the former one in terms of fixed transmission
rate Rs. Till now, the total flow cost (on the backhaul link
and dedicated frequency band) can be represented as

CF =〠
s∈S

〠
j∈J 0

1 − zs,j
� �

Rs: ð1Þ

Then, for the clustering variable xs,j, it is irrational to
cache the requested content in transmitter j when it is not
picked to join the cluster of multicast group s. That is, zs,j
could only take value zero when xs,j = 0 holds, which can be
formulated as

zs,j ≤ xs,j,∀s, j: ð2Þ

Next, also revealed in Equation (2), zs,j tends to take value
one to save the flow cost, given xs,j = 1. Yet, finite storage size
in CCVs constrains the cached content number, namely, only
parts of contents can be accommodated in each transmitter j,
written as

〠
s∈S

zs,j ≤ Cj,∀j, ð3Þ

which indicates the caching capacity constraint Cj with a
normalized content size of one.

Internet

BS

Multicast group CCV clusterMultimedia
sensors 

Backhaul link

Multimedia 
stream

Wireless link

Caching 
function

Figure 1: System model of vehicular edge networks.

....

Large timescale: transmitter clustering
and content caching for each group

Multicast beamforming-
based content delivery

Decision momoment

Content replacement

Small timescale: multicast
beamforming for each group

Figure 2: Two-timescale setup.
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Finally, although the caching function does also incur
costs for both BS and CCVs, we only focus on the trade-off
between backhaul cost and power cost, and the study on
caching cost is beyond the scope of this work.

3.3. Multicast Model. The multicast beamforming vector is

tailored per slot. For simplicity, let wsðtÞ =
½wH

s,0ðtÞ, wH
s,1ðtÞ,⋯, wH

s,JðtÞ�H be the network-wide beamform-
ing vector for group s from all transmitters [32]. Further-
more, for each CRV i ∈I s, hiðtÞ ∈ℂðL+JÞ×1 denotes as the
aggregate channel vector from all transmitters to CRV i. As
such, the received signal-to-noise-ratio (SINR) for CRV i at
slot t can be written as

SINRi tð Þ =
hHi tð Þws tð Þ
�� ��2

∑s′≠s hHi tð Þws′ tð Þ
�� ��2 + σ2i

,∀i ∈I s, s, ð4Þ

where σ2
i is the additive white Gaussian noise power per CRV

and ∑s′≠sjhHi ðtÞws′ðtÞj
2
is the intergroup interference from

any other multicast group s′ ≠ s. For each group s, it is
ensured that the achievable data rate of any CRV i is no
smaller than its group’s fixed transmission rate Rs, namely,

B log2 1 + SINRi tð Þð Þ ≥ Rs,∀i ∈I s, ð5Þ

which can be further recast as

SINRi tð Þ ≥ 2Rs/B − 1,∀i ∈I s, s, ð6Þ

where B denotes the frequency bandwidth.
Furthermore, considering any pair of transmitter j and

multicast group s, if j does not belong to the serving cluster-
ing of s, then it is irrational to design a nonzero beamforming
vector for s. That is to say, if xs,j = 0 holds, then we have
ws,0ðtÞ = 0 (or ws,jðtÞ = 0) at any time slot t, which can be
represented as

1 − xs,0ð Þws,0 tð Þ = 0,∀s, t
1 − xs,j
� �

ws,j tð Þ = 0,∀s, j ∈ J , t:
ð7Þ

Moreover, since each transmitter is with the maximum
transmit power threshold, the peak power budget Ej per
transmitter should be imposed as

〠
s∈S

ws,0 tð Þ�� ���� ��2
2 ≤ E0,∀t,

〠
s∈S

ws,j tð Þ
�� ���� ��2

2 ≤ Ej,∀j ∈ J , t:
ð8Þ

In addition, summing over the transmit power of all
network-wide beamforming vectors, the total power cost
can be computed as

CP =
1
T
〠
t∈T

〠
s∈S

ws tð Þj jj j22, ð9Þ

which is averaged over all time slots in one large timescale. In
particular, CP is exactly defined as the time average of small-
timescale transmit power cost ∑s∈S jjwsðtÞjj22.
3.4. Problem Formulation. Finally, involving both the flow
cost and power cost, the overall cost minimization problem
can be formulated as

P 0 : min CF + ηCP

s:t: 2ð Þ, 3ð Þ, 6ð Þ, 7ð Þ, 8ð Þ
var xs,j, zs,j ∈ 0, 1f g,∀s, j,
var ws tð Þ,∀s, t,

ð10Þ

where η is a coefficient to balance the trade-off between
flow and power costs and could be regulated artificially
in line with the price of backhaul link and transmit power.

4. Joint Clustering, Caching, and Multicast
Beamforming Algorithm

In this section, we first present the challenges to solve prob-
lem P 0 and then leverage the SAA technique to decouple
the two-timescale problem into one large-timescale problem
and a series of independent small-timescale subproblems.

4.1. Algorithm Design Challenges. We desire to solve P 0 at
the end of each large timescale for the next one. Nevertheless,
it poses challenges to solve P 0 due to the following
observations:

(i) The channel vectors fhiðtÞg∀t∈T are unknown for
the operator, since all channel vectors are future
ones in the next large timescale

(ii) Both x = fxs,jg and z = fzs,jg are binary variables,
rending P 0 an MINLP problem

(iii) Even though x and z are relaxed, both Equations (6)
and (7) are still nonconvex constraints

Thus, to make P 0 tractable, an approximation approach
is a prerequisite to solve it.

4.2. SAA-Based Cost Minimization. The channel vectors
fhiðtÞg∀t∈T are exactly stochastic at each decision moment,
since they are scattered in the next large timescale and thus
unpredictable. As in [29, 30], the SAA technique is leveraged
to approximate the random variables fhiðtÞg∀t∈T , with the
basic principle assuming that fhiðtÞg∀t∈T is drawn from a
certain distribution. As such, Equation (9) can be deemed
as the time average of T random variables, and its expecta-
tion can be approximately computed as

Eĥ 〠
s∈S

ŵsj jj j22
 !

≈
1
T
〠
t∈T

〠
s∈S

ws tð Þj jj j22, ð11Þ
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where ĥ is the stochastic channel vector space, and ŵs

denotes the ĥ-based beamforming vector. Then, by leverage
the SAA, a series of samples are generated, and the expecta-
tion (11) can be approximated by its sample average. To dis-
tinguish the sample from real channel vectors per time slot, v
is utilized to denote the sample index, and a total of samples
are produced. Therefore, by substituting t with v at the deci-
sion moment of each large timescale, an approximate prob-
lem of P 0 can be recast as

P 1 : min CF +
η

V
〠
v∈V

〠
s∈S

ws vð Þj jj j22

s:t: 2ð Þ, 3ð Þ, 6ð Þ, 7ð Þ, 8ð Þ
var xs,j, zs,j ∈ 0, 1f g,∀s, j,
var ws vð Þ,∀s, v,

ð12Þ

where hiðvÞ is the v-th sample from a certain distribution,
and wsðvÞ is the hiðvÞ-based beamforming vector.

From Equation (12), it follows that P 1 turns out to be a
deterministic problem rather than a stochastic one. Never-
theless, solving P 1 still poses challenges, since both Equa-
tions (2) and (6) are nonconvex constraints. Furthermore,
small-timescale variable wsðvÞ and large-timescale variable
xs,j are still tied in Equation (7). For this problem with two
types of coupled variables, an intuitive approach is to decou-
ple them firstly and then optimize them separately. Thus, we
would propose an iterative algorithm, with the outline as
follows:

(i) First, given any feasible w, search for the optimal
fx∗, z∗g in P 1

(ii) Then, given fx∗, z∗g, search for the optimal w∗ with
the sample fhiðvÞg∀i,v

(iii) Repeat aforementioned procedures until convergence

(iv) With the acquired fx∗, z∗g, the optimal fwsðtÞg∀s,t
for problem P 0 can be obtained by solving the fol-
lowing multicast beamforming problem per slot as
follows:

P 2 : min 1
T
〠
t∈T

〠
s∈S

ws tð Þj jj j22

s:t: 6ð Þ, 7ð Þ, 8ð Þ
var ws tð Þ,∀s, t:

ð13Þ

By comparing P 1 and P 2, it reaches the conclusion that
P 1 is a large-timescale problem with sample channel vectors,
while P 2 reduces to a small-timescale one with actual chan-
nel vectors. In the next, we would separately introduce
approaches to solve them.

4.3. Joint Clustering and Caching Algorithm. Given any feasi-
ble w, any group-transmitter pair with nonzero beamform-
ing vector can be determined. Define the set
K1 = fðs, jÞ ∣ws,0ðvÞ ≠ 0 or ws,jðvÞ ≠ 0,∃v ∈V g. Following
Equation (7), if ws,0ðvÞ ≠ 0 or ws,jðvÞ ≠ 0, ∃v ∈V , then xs,j =
1 must hold. On the contrary, although ws,0ðvÞ = 0 or ws,j
ðvÞ = 0, ∀v cannot straightforwardly reach the conclusion
with xs,j = 0 from Equation (7), we can claim that xs,j = 0
holds, namely, j does not need to belong to the serving cluster
of s whenws,0ðvÞ = 0 orws,jðvÞ = 0, ∀v. Likewise, define the set
K2 = fðs, jÞ ∣ws,0ðvÞ = 0 orws,jðvÞ = 0,∀v ∈V g.

As such, the clustering variable fxs,jg is fixed given any
feasible w, and P 1 reduces to the following large-timescale
problem as

P1−I : min CF

s:t: 2ð Þ, 3ð Þ,
xs,j = 1,∀ s, jð Þ ∈ K1,
xs,j = 1,∀ s, jð Þ ∈ K2,

var xs,j, zs,j ∈ 0, 1f g∀s, j,

ð14Þ

which exactly involves only the caching variable fzs,jg, since
fxs,jg is determined.

It follows that P 1−I is a typical 0-1 ILP problem. On one
hand, the celebrated cutting-plane or branch-and-bound
methods have been extensively utilized to solve it, yet with
the computational complexity scaled with S and J . Thus,
solving it is prohibitively complicated in a larger-sized net-
work. On the other hand, there are also extensive works
(e.g., in [2]) to leverage heuristic algorithms to solve the
ILP problem. Nevertheless, the optimality cannot be ensured
in this case, and it poses challenges to analyse the gap
between the heuristic and optimality as well.

Motivated by our previous works in [33, 34], we resort to
the LP counterpart of P 1−I . If the equivalence of optimal
solutions between P 1−I and its LP counterpart can be estab-
lished, then we claim that the optimal solution to LP counter-
part is also integer-valued and optimal to P 1−I as well.

First, with relaxed zs,j, P 1−I can be recast as

P1−R : min CF

s:t: 2ð Þ, 3ð Þ,
xs,j = 1,∀ s, jð Þ ∈ K1,
xs,j = 0,∀ s, jð Þ ∈ K2,

var 0 ≤ zs,j ≤ 1,∀s, j,

ð15Þ

where the clustering variable fxs,jg is eliminated on the basis
of K1 and K2 for conciseness.

It is widely known that the optimal solution of LP must
locate on the vertex of the polyhedron for a feasible set. Thus,
what we only need to do next is to establish that any vertex of
the polyhedron of P 1−R is integer-valued. As such, the
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optimal solution to P 1−R must be integer-valued and is also
optimal to P 1−I . Henceforth, we further provide a sufficient
condition, under which the relaxed P 1−R has the integer-
valued optimal solution.

Theorem 1. If each transmitter’s storage capacity is the integer
multiplier of content size, i.e., Cj ∈ℤ, ∀j ∈ J 0, then the opti-
mal solution to P 1−R is integer-valued.

Proof. From [35], it follows that if the constraint matrix is
totally unimodular, then the optimal solution is integer-
valued and locates at the vertex of the polyhedron. There-
fore, we prove this theorem by establishing the total unim-
odularity of the constraint matrix of P 1−R. By introducing
a caching variable vector Y = fy1,0,⋯, yS,0, y1,1,⋯, yS,1,⋯,
⋯ , y1,J ,⋯, yS,JgT and a storage capacity vector C =
fC0, C1,⋯, CjgT , Equation (3) can be recast as WY ≤C, and
W turns out to be as

W = W0 W1 W2 ⋯ Wj

� �

=

1 1 ⋯ 1 0 0 ⋯ 0 ⋯ 0 0 ⋯ 0

0 0 ⋯ 0 1 1 ⋯ 1 ⋯ 0 0 ⋯ 0

∗ ∗ ⋮ ∗ ∗ ∗ ⋮ ∗ ⋱ ∗ ∗ ⋮ ∗

0 0 ⋯ 0 0 0 ⋯ 0 ⋯ 1 1 ⋯ 1

0
BBBBBB@

1
CCCCCCA

ð16Þ

where eachWj is with the dimension of ðJ + 1Þ × S. In partic-
ular, the (j + 1)-th row of Wj is all one and all zero for the
other rows. Since each column of Wj contains only one non-
zero entry belonging to f0,+1,−1g, we claim that the con-
straint matrix W meets the four subconditions of total
unimodularity in [35]. As such, W is totally unimodular, and
thus the optimal solution of P 1−R is integer-valued.

The proof is completed.

With Theorem 1, we can effortlessly solveP 1−I via classi-
cal simplex method or ellipsoid algorithm, due to the equiv-
alence of optimal solutions between P 1−R and P 1−I , thus
significantly reducing the computational complexity.
Although the classical cutting-plane or branch-and-bound
algorithm can also work for the ILP, they are only applicable
to small- and moderate-sized vehicular edge networks. When
it comes to a large-sized network, Theorem 1 exhibits more
effectiveness than legacy ones.

4.4. SCA-Based Multicast Beamforming. Once the aforemen-
tioned fx∗, z∗g is given, P 1 reduces to the following one as

P 1−S : min 1
V

〠
v∈V

〠
s∈S

ws vð Þj jj j22

s:t: 6ð Þ, 7ð Þ, 8ð Þ
var ws vð Þ,∀s, v,

ð17Þ

which is exactly the same as P 2 with the only difference in
substituting the index t in P 2 with v in P 1−S. Notice that,
P 2 is the small-timescale multicast beamforming problem
with actual channel vectors fhiðtÞg∀t∈T , while P 1−S is solved
at the large timescale with channel samples fhiðvÞg∀v∈V , just
to proceed with the algorithm iteration in solving P 1−S.
Thus, in the following, by putting P 2 and P 1−S together,
we take P 2 as a goal to find its approximation algorithm,
and do not distinguish them strictly.

Although the objective as well as constraints 7 and 8 turn
into convex ones, the nonconvex constraint 6 renders P 2 a
nonconvex one. Thus, by resorting to the SCA technique in
[12], we first recast Equation (6) as

2Rs/B − 1
� �

〠
s′≠s

hHi tð Þws′ tð Þ
�� ��2 + σ2i

 !
− hHi tð Þws tð Þ
�� ��2

≤ 0,∀i ∈I s, s, t:
ð18Þ

It is evident that the left-hand side of Equation (18) is the
difference of two convex functions. Next, by substituting the
second term with its first-order Taylor expansion, at the
ðo + 1Þ-th iteration, we have

2Rs/B − 1〠
s′≠s

hHi tð Þws′ tð Þ
�� ��2 + σ2

i

− 2R wo
s tð Þð ÞH hi tð Þ hHi tð Þws tð Þ

n o
− hHi tð Þwo

s tð Þ�� ��2
≤ 0,∀i ∈I s, s, t,

ð19Þ

which becomes a convex constraint, with wo
s ðtÞ acting as

the initial feasible solution obtained from the o-th
iteration.

Till now, at the ðo + 1Þ-th iteration, P 2 can be trans-
formed to the following one as

P 2−C : min 1
T
〠
t∈T

〠
s∈S

ws tð Þj jj j22

s:t: 7ð Þ, 8ð Þ, 19ð Þ
arws tð Þ,∀s, t,

ð20Þ

which is a convex quadratically constrained quadratic pro-
gramming (QCQP) problem and can be solved via many
mature convex algorithms effortlessly, e.g., interior-point
method [36]. At each iteration, a convex QCQP problem
needs to be solved until convergence. From Equation (19),
it follows that the obtained wo

s ðtÞ from the o-th iteration is
always feasible to the subproblem at the ðo + 1Þ-th iteration.
Besides, since the objective of P 2−C is the minimization of
power cost, wo+1

s ðtÞ must be a better solution than wo
s ðtÞ,

revealing the monotonicity of objective.

4.5. Algorithm Outline and Computational Complexity. At
the end of a large timescale, the operator has to iteratively
resolve problems P 1−S and P 1−I , until the termination
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criteria are satisfied, namely, one convergent solution is
acquired or the maximum iteration number is reached, as
described in Algorithm 1. Then, with the available fx∗, z∗g
from large timescale, the operator proceeds to tailor the mul-
ticast beamforming per slot, to solveP 2 via SCA for the opti-
mal wo

s ðtÞ.
From Algorithm 1, it follows that the SCA is a prerequi-

site at both timescales. Assume the maximum iteration num-
bers for joint V2V clustering and caching algorithm, and
SCA method reach ϱmax and omax, respectively. From [37],
it follows that the interior point method to solve each per-
iteration subproblem for P 1−S or P 2 is with the computa-
tional complexity of Φ = OððJ + LÞ3S3V3Þ or Φ = OððJ + LÞ3
S3T3Þ. Thus, the overall computational complexity reaches
Oððϱmax + 1ÞomaxΦÞ = OðϱmaxomaxΦÞ.

5. Simulation Results and Discussions

In this section, we demonstrate the performance of proposed
joint V2V-assisted clustering, caching, and multicast beam-
forming algorithm in vehicular edge networks via simulation
results. In particular, the impact of the following two param-
eters is studied: (1) the number of CCVs; and (2) the average
data rate requirement per CRV. Meanwhile, two costs are
leveraged as performance metrics: (1) total flow cost; and
(2) total transmit power cost. In addition, for performance
comparison, three benchmark schemes are also evaluated,
listed as follows:

(i) Multicast without (w.o.) V2V caching refers to the
multicast beamforming scheme proposed in [11],
which only involves the BS caching but neglecting
the V2V caching. For fair comparison, the two-
timescale setup is also used in this scheme

(ii) Unicast with (w.) V2V caching refers to the unicast
transmission scheme proposed in [23], where both
V2V and BS caching are involved. In this scheme,
each CRV is assigned an individual beamforming
vector, regardless of its requested content

(iii) Unicast w.o. V2V caching. In this scheme, each CRV
has to access the BS to fetch its requested content

5.1. Simulation Parameters. We investigate a time-slotted
wireless network consisting of one BS and 20 CRVs, with a
radius of 500m for the cell coverage. The BS is equipped with

20 antennas, and each CRV and CCV is identically equipped
with one antenna. Overall, 20 types of multimedia contents
exist in the system. The BS has a storage size of 6 contents,
while each CCV could accommodate at most 1 content. For
simplicity, we do not employ the well-known Zipf distribu-
tion in [2]; instead, each CRV equally requests any content
with a probability of 5%.

The system bandwidth is 5MHz, and the additive white
Gaussian noise power spectral is -174 dBm/Hz. The transmit
power budgets for the BS and CCV are 46dBm and 24dBm,
respectively. The path loss model is 35:3 + 37:6 log2ðdðmÞÞ,
the log-normal shadowing parameter is 8 dB, and the multi-
path channel model with Rayleigh fading is assumed [20].
Overall, 200 samples are produced to simulate stochastic
channels vectors. Besides, the Monte Carlo approach is uti-
lized, both CRVs and CCVs are uniformly distributed and
dropped in the cell coverage, and all simulation results are
averaged over 1000 droppings. In addition, the vehicle speed
follows a truncated normal distribution ranging from 15m/s
and 31m/s.

5.2. Convergence Performance. Figure 3 illustrates the conver-
gence performance of joint V2V clustering and caching algo-
rithms. In this setup, the number of CCVs is 20, and the data
rate requirement per group is 2Mbps. To overcome the
impact of η with too large or small values on the objective
of P 0 and for fair comparison, only the system power cost
is evaluated. First, it can be observed from Figure 3 that the
joint V2V clustering and caching algorithm tends to saturate
within 30 iterations. In spite of moderate convergence, the
result is acceptable since it is operated at a large timescale
and does not need to work per small timescale slot. Second,
with the increase of η, the total power cost gradually reduces.
This is because the objective ofP 0 is the minimization of sys-
tem cost; a larger η will increase the weight of power cost,
thus reducing the power proportion in the optimal value.

Figure 4 reveals the convergence of the SCA-based multi-
cast beamforming algorithm. Likewise, the number of CCVs
is 20, and the data rate requirement per group is 2Mbps. We
leverage the L2 norm on the difference of successive optimal
solutions, i.e., jjwo+1

s ðtÞ −wo
s ðtÞjj2 as the metric. As shown in

Figure 4, all settings under different values of η have good
convergence, saturating within 10 steps.

5.3. Performance Comparison. Figure 5 shows the power-flow
cost tradeoff curve of the proposed algorithm under different

Initialization: xs,j = 1, ∀s ∈ S , ∀j ∈ J 0 (Full cooperative multicasting is as the initial solution).
Repeat

Solve problem P 1−S via SCA to acquire w∗;
Obtain K1 and K2 from Equation (14);
Solve problem P 1−I via Theorem 1 to acquire fx∗, z∗g.

Until the error tolerance is met or maximum iterations are reached.
fort = 1, 2⋯ , T

Solve problem P 2 via SCA with the available fx∗, z∗g.
end for

Algorithm 1: Joint V2V-assisted clustering, caching, and multicasting algorithm.
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values of η. Similar to the result in Figure 3, when η
approaches infinity, the proportion of power cost is getting
larger, and thus the power cost decreases in the minimization
of the weighted sum. In particular, the flow cost reduces to
21W while the flow cost reaches 34Mbps, given η = 106.
On the contrary, when η approaches zeros, the proportion
of power cost gets smaller, and more weights are imposed
on the flow cost. In particular, the flow cost increases to
35W while the flow cost reduces to 18Mbps, given η = 10−6.

Figure 6 shows the impact of CCV number on the flow
cost. In this scenario, the average data rate requirement is
2Mbps, η = 103, and the CRV number ranges from 15 to
30. As shown in Figure 6, the curve is broken line-shaped,

since the flow cost must be the integer multiplier of the data
rate requirement. The flow cost reduces with the increase of
CCV number. This is because the wireless network incorpo-
rating more CCVs would introduce multiuser diversity gain
and a more flexible clustering combination. In the unicast
w.o. V2V caching scheme, the caching functions are only
available in the BS, and each CCV provided a requested con-
tent individually, thus resulting in the largest flow cost. In
addition, unicast w. V2V caching outperforms multicast
w.o. V2V caching in terms of flow cost, indicating that the
V2V caching gains overwhelm the multicasting gains in this
setting, especially when the CCV number is relatively large.

Figure 7 shows the impact of CCV number on the power
cost, with identical settings as in Figure 6. Likewise, unicast
w.o. V2V caching still gets the largest power cost compared
to the other three schemes. Meanwhile, unicast w. V2V cach-
ing is also with worse performance compared to multicast
w.o. V2V caching. This is because multicast w.o. V2V cach-
ing tends to save more transmit power than unicast w. V2V
caching, while the latter one must allocate an individual
beamformers to each CCV. The performance gap also indi-
cates the multicast gains over unicast. Furthermore, the pro-
posed algorithm gets close performance with multicast w.o.
V2V caching, only with a slightly small gap, since in this set-
ting, multicast gains overwhelm V2V caching gains.

In Figure 8, we compare the performance with different
data rate requirements Rs, ranging from 2Mbps to 3.8Mbps.
In this scenario, there are 20 CCVs, and η = 103. Figure 8
shows the flow cost is almost proportional to the data rate
requirement. In the meantime, there exists a significant gap
between the proposed algorithm and the other three schemes
(approximately 30Mbps on average compared to multicast
w.o. V2V caching), which can be explained as follows: on
one hand, the unicast transmission would result in more flow
costs, since each CRV is equipped with a CCV cluster and a
content flow; on the other hand, the multicast w.o. V2V
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caching neglects the caching functions in CCVs, thus incur-
ring the traffic congestion.

Figure 9 shows the impact of data rate requirement on
power cost, with identical settings as in Figure 8. Different
from the results in Figure 8, both the proposed algorithm
and multicast w.o. V2V almost remain unchanged with the
increase of data rate requirements. This is because in this set-
ting, sufficient power is available to support a larger data rate,
and thus multicast transmissions could save more power
than unicast. Meanwhile, the performance gap between the
proposed algorithm and multicast w.o. V2V caching reveals
that, the lack of V2V caching would incur that all CRVs tend

to access the BS, the power resource of CCVs is wasted, and
thus a worse feasible solution is produced. In addition, uni-
cast would allocate an individual beamformer to each CRV,
thus getting the worst performance.

6. Conclusions

In this study, wireless content caching along with multicast
beamforming was studied in vehicular edge networks. First,
a two-timescale setup was proposed to decouple the joint
clustering, caching, and multicast beamforming problem at
separate timescales. Next, at the large timescale, with the
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SAA technique, a theorem was verified to reveal the equiva-
lence of optimal solutions between the original ILP problem
and its relaxed LP counterpart. Then, with the SCA method,
the multicast beamforming-based power minimization prob-
lem was solved per slot. Simulation results revealed that the
network performance could benefit from not only the power
saving from wireless multicast beamforming but also the
content caching and sharing among vehicles.
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The diversified service requirements in vehicular networks have stimulated the investigation to develop suitable technologies to
satisfy the demands of vehicles. In this context, network slicing has been considered as one of the most promising architectural
techniques to cater to the various strict service requirements. However, the unpredictability of the service traffic of each slice
caused by the complex communication environments leads to a weak utilization of the allocated slicing resources. Thus, in this
paper, we use Long Short-Term Memory- (LSTM-) based resource allocation to reduce the total system delay. Specially, we first
formulated the radio resource allocation problem as a convex optimization problem to minimize system delay. Secondly, to
further reduce delay, we design a Convolutional LSTM- (ConvLSTM-) based traffic prediction to predict traffic of complex slice
services in vehicular networks, which is used in the resource allocation processing. And three types of traffic are considered, that
is, SMS, phone, and web traffic. Finally, based on the predicted results, i.e., the traffic of each slice and user load distribution, we
exploit the primal-dual interior-point method to explore the optimal slice weight of resources. Numerical results show that the
average error rates of predicted SMS, phone, and web traffic are 25.0%, 12.4%, and 12.2%, respectively, and the total delay is
significantly reduced, which verifies the accuracy of the traffic prediction and the effectiveness of the proposed strategy.

1. Introduction

Autonomous driving is one of the key scenarios in 5G net-
works. In order to achieve road safety of intelligent transpor-
tation systems (ITS), the ultrareliable and low-latency
communications (URLLC) must be guaranteed in vehicular
networks. Moreover, for vehicle-to-everything (V2X) com-
munications, the large data transmission of diversified ser-
vice requirements poses the challenges to improve the
transportation efficiency of ITS [1]. Therefore, it is urgent
to tailor the vehicular networks to cater to these different
requirements that come from different services. Along this
line of thought, multiple virtual networks are created via net-
work slicing as a feasible way to meet its diverse needs [2].

The main function of network slicing is creating multiple
logical separate networks based on public shared physic

infrastructure [3]. Specially, these logical networks are inde-
pendent with each other. Through network slicing, mobile
network operator (MNO) can allocate network resources
dynamically and flexibly to each logical network slice on
demand [4, 5] so as to support extensive use cases with vari-
ous performance and service needs. Network slicing can be
realized by software-defined network (SDN) and network
function virtualization (NFV) technologies [6], and the
future network will evolve into the flexible and programma-
ble network architecture gradually [7]. One important issue
in network slicing is the scheduling policy which allocates
limited resources dynamically to vehicles with various quality
of service (QoS) requirements according to the traffic change
and network state. Most of the existing researches about net-
work slicing focused on core networks, and the requirements
(i.e., QoS) for RAN slicing are usually assumed to be
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guaranteed perfectly. However, it may be unreasonable when
the radio access network (RAN) is not considered due to the
resource scheduling processing [8].

Through network slicing operation, multiple network
slices will share the resources of the basic network according
to their specific needs [9, 10]. The traffic characteristics of
each network slice were analyzed and predicted in [11, 12],
and the admission control decisions for network slice
requests were then studied. In [13], the problem of QoS-
aware joint admission control and network slicing was stud-
ied, and a heuristic algorithm was proposed to solve this
problem. A model for orchestrating network slices based on
service requirements and available resources was proposed
in [14]. In addition, a Markov decision process framework
was proposed to formulate and determine the optimal strat-
egy of resource allocation for the 5G networks. In [15], a
novel radio resource slicing framework for 5G networks
was proposed; then, radio resources were allocated to differ-
ent slices based on reinforcement learning. In [16], the slicing
resource allocation problem was modeled as an online win-
ner determination problem to maximize the social welfare
of auction participants. Similarly, in [17], a novel auction
mechanism-based network slicing strategy is presented in
which resources and revenue were jointly optimized. In
[18], the authors studied a simple dynamic resource sharing
policy and indicate that the slices are able to maximize their
carried loads subject to performance requirements by admis-
sion control to manage users’ performance.

However, due to the characteristics of the vehicular net-
works, such as stringent delay constraints, and complicated
communication environments [19], the general network slice
resource allocation strategy may be insufficient in such sce-
nario. Fortunately, under the complex and changeable vehic-
ular network environment, machine learning would be an
effective solution to this problem. For the dynamic nature
of 5G vehicular scenarios, reference [20] proposed an online
learning algorithm, namely fast machine learning, to solve the
problem of beam selection to achieve higher context-
awareness and adaptability in millimeter-wave vehicular com-
munications. Furthermore, in [21], the authors discussed the
prospect of managing vehicular network resources by rein-
forcement learning, and some open issues are also highlighted.
A novel resource allocation scheme based on deep learning
was proposed in [22]; the proposed scheme can optimize
resource allocations according to the changing demands and
network dynamics in SDN-based vehicular networks.

With the accumulation of cellular traffic data and the
development of machine learning and artificial intelligence
[23], the idea of traffic prediction based on machine learning
is becoming more and more popular in the field of commu-
nications [24]. In [25], the authors designed a hybrid deep
learning model for spatiotemporal prediction, where the spa-
tial dependence was modeled by autoencoder and the tempo-
ral dependence was captured by LSTM [26]. In [27], a deep
transfer learning-based prediction architecture has been pro-
posed to predict different service traffic more conveniently.
Moreover, in order to allocate resources appropriately, liter-
atures [28, 29] used the LSTM to predict future traffic in
RAN network slicing.

Motivated by the above analysis, we use machine learning
to predict the services traffic of each slice, so as to allocate
radio resources to each slice to reduce the delay. In more
detail, firstly, we propose a new radio resource management,
namely, shared proportion fairness (SPF), to keep resource
management in accordance with slicing vehicle activity, and
then, we use it for resource allocation representation. More-
over, we formulated the system delay minimization problem
of resource allocation as a convex optimization problem. Sec-
ondly, we use ConvLSTM, which combines CNN and LSTM,
to model the temporal-spatial dependency of the slice service
traffic in the vehicular communication networks. Using the
ConvLSTM for traffic prediction, we can predict different
service traffic to obtain the user load distribution. Finally,
according to the predicted results, a primal-dual interior-
point-based resource allocation strategy is used to explore
the optimal slice weight.

The rest of this paper is organized as follows. Section 2
describes the system model and assumptions. Using the
above model, the resource allocation problem is formulated
as a convex optimization problem to obtain optimal slice
weight allocation in Section 3; then, an LSTM-based resource
allocation is presented to minimize the system delay. In Sec-
tion 4, we propose a primal-dual interior-point-based
resource allocation strategy to solve the optimal slice weight
problem. Simulation results are provided in Section 5 to eval-
uate the performance of the proposed traffic prediction and
resource allocation strategy, followed by concluding remarks
in Section 6.

2. System Model

We consider the cellular network consists of B Road Side
Units (RSU) and V network slices. And the sets of RSUs
and slices are denoted by B and V , respectively. As shown
in Figure 1, RSU is virtualized into three layers, namely
RSU interface layer, RSU virtualization layer, and RSU vir-
tual resource layer. Among them, the RSU interface layer
provides related interface for each slice. The RSU virtualiza-
tion layer implements the functions of slice management,
SDN control, and slice coordination. Besides, the RSU virtual
resource layer provides the virtual resources required by each
slice, which are obtained from the resource sharing layer of
the base station. Also, the base station controls the service
traffic prediction of the entire system and schedules the
resources among slices.

System states Uv
b, Ub, and Uv represent the sets of vehi-

cles that communicate with RSU b on slice v, communicate
with RSU b, and on slice v, respectively. Specially, we use nvb
and nvdenote the cardinalities of these sets, i.e., jUv

bj = nvb,
and jUvj = nv. Further, we assume that each vehicle commu-
nicates with only one RSU and connects to one slice.

In our model, the vehicle communicates with the RSU
that provides it with the strongest SINR; thus, the downlink
SINR can be expressed as

SINRub =
PbGub

∑k∈BPkGuk + σ2 , ð1Þ
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where the spectrum of the RSU is set to 20MHz, and the
transmit power Pb is set to 44 dBm [30]. The channel gain
Gub is related to path loss, shadow fading, and fast fading.
The path loss is equals to 39 log10ðdubÞ + 25 + 20 log10ð f cÞ
[31], where dub and f c represent the distance between the
vehicle and the RSU and carrier frequency, respectively,
and we set f c = 4GHz. Shadow fading follows logarithmic
normal distribution with mean square deviation 4 dB. Fast
fading is Rayleigh distribution depending on vehicles speed.
The noise σ2 depends on the noise spectral density η = −
174 dBm/Hz and the noise figure γ = 9 dB.

According to the Shannon capacity formula, we get the
spectrum efficiency of vehicle u at RSU b, which can be
expressed as

eub = log2 1 + SINRubð Þ: ð2Þ

The limited resources of each RSU are shared by all con-
nected vehicles, so vehicle u ∈Ub can be allocated a fraction
of resources from RSU b. The allocated resources may be
some resource blocks or time slots. For simplicity, we use
f u ∈ ½0, 1� that represents the allocated resources to vehicle
u, which implies a proportion of total resources of RSU with
∑u∈Ub

f u = 1. Therefore, the transmission rate of RSU b to
vehicle u is formulated as ru = f ucu, where cu = Beub denotes
transmission rate when all resources of RSU b are allocated
to vehicle v, and B is bandwidth.

3. LSTM-Based Resource Allocation

In this section, we will describe the LSTM-based resource
allocation. The shared proportional fairness resource alloca-
tion is first introduced, which can keep resource manage-

ment in accordance with slicing vehicle activity. Then, the
system delay minimization problem is formulated as a con-
vex optimization problem. Finally, the ConvLSTM-based cel-
lular traffic prediction is proposed at the end of this section.

3.1. Shared Proportional Fairness. For each slice in vehicular
networks, we assume each slice is allocated a certain percent-
age of the radio resources, which is denoted by sv, v ∈V , so
we have sv > 0, ∀v ∈V , and ∑v∈V s

v = 1. Next, the vehicle gets
a subweight from the serving slice that depends on the num-
ber of active vehicles, i.e., for a vehicle u ∈Uv, ∀v ∈V , where
ωu = sv/nv means the subweight of vehicle u. Finally, The
RSU allocates its resource to vehicles in proportion to their
weights. Consequently, the transmission rate from RSU b to
vehicle u can be obtained and written as

ru =
ωu

∑u′∈Ub
ωu′

cu =
sv/nv

∑v ′∈V nv ′b s
v ′ /nv ′

� � cu: ð3Þ

Considering there are many vehicles on slice v at RSU b
so based on some further notations that are introduced in
Table 1, the average transmission rate provided by RSU b
to slice v is expressed as

rvb =
sv/ρv

~gb
cu: ð4Þ

According to (4), the average bit transmission delay
(BTD) of the vehicle on slice v can be given by

BTDv = 〠
b∈B

~ρvbBTD
v
b =

ρv ~ρv, ~gh iΔv

sv
, ð5Þ
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Figure 1: Network slicing framework in vehicular networks.
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where BTDv represents the average BTD of the vehicle at RSB
b on slice v. Besides, we use hx1, x2iM ≜ xT1Mx2 and kxkM ≜ffiffiffiffiffiffiffiffiffiffiffiffi
xTMx

p
that denote the weighted inner product of the vec-

tors and the weighted norm of a vector, respectively. M
denotes a diagonal matrix.

We assume the message e handling process follows the
GI/M/1/∞ queue model [32]. Among which, the random
variable of message arrival interval obeys general distribu-
tion, FðtÞ, t ≥ 0 , while FðtÞ in the different time slots is inde-
pendent and identically distributed. Its expectation
1/λ =

Ð∞
0 tdFðtÞ, λ > 0 , where λ is the arrival rate. The mes-

sage service time is exponentially distributed, i.e., GðtÞ = 1
− e−μt , t ≥ 0, and the mean value of the message service times
depends on the number of allocated resource blocks. To facil-
itate the analysis of the system delay, 1/μ0 is used to denote
the average service time when only one resource block for
the message processing. Similarly, we denote the average ser-
vice time as 1/RBv

bμ0 when RBv
b resource blocks for the mes-

sage processing.
The average waiting delay of the vehicle uvb, uvb ∈U

v
b is

given by

WDv
b =

1
RBv

b
1 − σv

bð Þ, ð6Þ

where RBv
b = ðsv/nv/∑v ′∈V ðnv ′b sv ′ /nv ′ÞÞcu, and σvb can be

obtained by solving the following equation:

ð∞
0
e−RB

v
bμ

v 1−σvbð Þt rvbρvbe−ρ
v
b+ρ

v
be

−ρv
b
t−rvbt

1 − e−ρ
v
b

dt = σv
b: ð7Þ

As a result, the average waiting delay of the vehicle on
slice v is

WDv =〠
b∈B

~ρvbWDv
b =

ρv ~ρv , ~gh iθv
svμv

: ð8Þ

According to formula hx1, x2iM1+M2
≜ hx1, x2iM1

+

hx1, x2iM2
and (5) (8), the total average delay of a vehicle on

slice v can be obtained by

Dv
Total = BTDv +WDv =

ρv ~ρv, ~gh iμvΔv+θv

svμv
: ð9Þ

3.2. Problem Formulation. In the real implementation of net-
work slicing, each slice would provide a guarantee of service
to the vehicles, that is, the total delay on slice v does not
exceed a deadline dv. In this subsection, we will explore
how to obtain the optimal solution of minimizing system
delay by allocating weight to each slice.

Considering the network with just one slice v, so we have
sv = 1, ~g = ~ρv. To satisfy the deadline dv, from (9), we can
obtain that

ρv ≤ l dv, ~ρvð Þ ≜ μvdv
~ρvk k2μvΔv+θv

, ð10Þ

where lðdv , ~ρvÞ is the acceptable maximum load of slice v.
Next, considering multislice networks, each slice has its

self-requirement. According to (9) (10), each slice would sat-
isfy the following constraint to meet their requirements: ∀v
∈V

sv ≥
ρv

l dv, ~ρvð Þ − ρv
〠
u≠v

su
~ρv, ~ρuh iμvΔv+θv

~ρvk k2μvΔv+θv
: ð11Þ

Equation (11) can be written in a simplified form, i.e.,

〠
v∈V

svhv ≥ 0, ð12Þ

where hv = ðhvu : u ∈V Þ is share coupling vector of slice v and
can be expressed by

hvu =

1, v = u

−
ρu

l du, ~ρuð Þ − ρu
~ρu, ~ρvh iμuΔv+θu

~ρuk k2μuΔv+θ
u

, v ≠ u

8><
>: ð13Þ

Table 1: Key notations.

Notation Definition Interpretation

ρv nv Overall load of slice v

ρv ρvb ≜ nvb : b ∈Bð Þ Load distribution of slice v

~ρv ~ρvb ≜ ρvb/ρ
v : b ∈Bð Þ Relative load distribution of slice v

~g ~gb ≜〠
v∈V

sv~ρvb : b ∈B
� �

Overall weight relative load distribution

δv δvb ≜ E 1/cvb½ �: b ∈Bð Þ Mean reciprocal capacity of slice v

Δv diag δvð Þ Diagonal matrix of mean reciprocal capacity of slice v

θv θvb ≜ E 1/ 1 − σv
bð Þ½ �: b ∈Bð Þ Waiting parameter of slice of slice v

θv diag θvð Þ Diagonal matrix of waiting parameter of slice v
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Our objective is to satisfy the requirements of vehicles in
each slice and minimize the system overall delay, so the
objective function is the summing average delay of all slices.
Consequently, the optimization problem can be formulated
as

min
sv

〠
v∈V

ρv ~ρv, ~gh iμvΔv+θv

svμv

s:t:C1 : 〠
v∈V

svhvi ≥ 0, i = 1, 2,⋯, V

C2 : 〠
V

i=1
si = 1

C3 : si ≥ 0, i = 1, 2,⋯, V

, ð14Þ

where sv is the optimization variable. Constraint C1 ensures
the requirements of slices can be satisfied. Constraints C2
and C3 state the weight of each slice is nonnegative and is
constrained by total resources. We can see that the problem
(14) is an inequality constrained convex optimization prob-
lem, the method to solve it is described in Section 4.

3.3. Cellular Traffic Prediction. In practice, searching the
optimal weights of each slice through minimizing the system
total delay according to the current load distribution will
cause some delay; we define that as arranging delay DARR .
To reduce the arranging delay, traffic prediction is a feasible
solution. Through traffic prediction, the system can acquire
complicated traffic information in advance to calculate the
optimal weighs for each slice. Hence, the arranging delay
can be largely reduced.

ConvLSTM neural networks are adapted to predict cellu-
lar traffic. ConvLSTM networks can not only model the
sequences information of cellular traffic accurately as same
as Long Short-Term Memory (LSTM) networks [12] but also
the local feature as same as convolutional neural networks
(CNN). In short, it can easy to capture the spatial-temporal
dependencies. Consequently, ConvLSTM networks are
appropriate for predicting slice traffic in complex vehicular
networks. This memory cell consists of cell states and three
neural network units, i.e., input gate, forget gate, and output
gate. For this specific framework, it is able to effectively store
information chronically from long-term sequences.

As shown in Figure 2, the forget gate outputs a value f t
∈ ½0, 1� to the cell according to the current input xt and past
output Ht−1, which determines what information would be
abandon in past cell status Ct−1 now. The calculation formula
of forget gate is given by

f t = σ Wx
f ∗ xt +Wh

fHt−1 + bf
� �

: ð15Þ

The input gate decides update when a new input comes to
the ConvLSTM unit through a sigmoid function, which can

be further effects present states Ct , and expressed as

it = σ Wx
i ∗ xt +Wh

i Ht−1 + bi
� �

,

Ct = f t ∘ Ct−1 + it ∘ tanh Wx
c ∗ xt +Wh

cHt−1 + bc
� �

:

ð16Þ

The output gate decides the output of this cell through a
sigmoid function. After that, the output Ht is given by

ot = σ Wx
o ∗ xt +Wh

oHt−1 + bo
� �

,

Ht = ot ∘ tanh Ctð Þ,
ð17Þ

where f t , it , ot , Ct , xt , andHt denote the output of forget gate,
the output of input gate, cell status, cell input, and cell output,
respectively, andWx

i ,W
x
f ,W

x
c ,W

x
o ,W

h
i ,W

h
f ,W

h
c ,W

h
o , bf , bi,

bc, and bo are the parameters of the LSTM network. The
functions σð∙Þ and tanh ð·Þ are sigmoid function and hyper-
bolic tangent function, respectively. In the above equations,
the notation ∗ denotes the convolution operation, and the
notation ∘ denotes the Hadamard product. Different from
the common LSTM networks, the inputs or outputs in the
ConvLSTM unit are all three-dimensional tensors. More spe-
cifically, the citywide service traffic data can be treated as a
matrix or picture. Then, previous multiple service data are
fed into the ConvLSTM networks to obtain future results.
So, the multiply operation of common LSTM networks is
replaced by convolution operation in ConvLSTM. The neural
network can be accomplished via updating various parame-
ters in each iteration, e.g., Wx

i , W
x
f , W

x
c , W

x
o, W

h
i , W

h
f , W

h
c ,

Wh
o , bf , bi, bc, and bo, so that the networks can minimize

the error between forecasted values and ground trues.

4. A Primal-Dual Interior-Point Method-Based
Resource Allocation Algorithm

In Section 3, the LSTM-based resource allocation is pre-
sented to minimize the system delay. Then, we will explore
how to obtain the optimal slice weight of resources in
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Figure 2: LSTM cell structure.
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problem (14) and apply the LSTM in resource allocation
processing.

The resource allocation strategy includes two phases: the
first phase is service traffic prediction by using machine
learning described in the preceding section, and the second
phase is the optimizing procedure that based on the primal-
dual interior-point method. Based on the predicted results
in the first phase, the slice weight distribution process can
be performed in advance so that the delay is decreasing
obviously.

Considering there are inequality constraints in the con-
vex optimization problem (14), so it can be solved by the
primal-dual interior-point method. We will transform the
inequality constrained optimization problem as an equality
constrained optimization problem so that the central path
of this problem can be found. Therefore, we rewrite the prob-
lem (14) as

min 〠
vϵV

ρv ~ρv , ~gh iμvΔv+θv

svμv
+ 〠

V

i=1
−
log ∑vϵV s

vhvið Þ
t

� �
+ 〠

V

i=1
−
log si

� �
t

s:t: 〠
V

i=1
si = 1 i = 1, 2,⋯, V :

:

ð18Þ

For simplicity, let f0ðxÞ =∑vϵV ðρvh~ρv , ~giμvΔvv+θ
v /svμvÞ ,

ϕðxÞ =∑V
i=1ð−log ð∑vϵV s

vhvi ÞÞ +∑V
i=1 − log ðsiÞ , where x = ½

s1, s2,⋯,sV ,−f0ðxÞ� is the optimization variable. Considering
the equivalent problem

min t f0 xð Þ + ϕ xð Þ
s:t: Ax = 1

: ð19Þ

Due to the number of slices is three in the simulation set-
ting, so x = ½s1, s2, s3,−f0ðxÞ� and A = ½1, 1, 1, 0�. According to
reference [33], the Newton step Δy is given by the modified
KKT equations

∇f0 xð Þ + 〠
m

i=1
λi∇

2 f i xð Þ Df xð ÞT AT

−diag λð ÞDf xð Þ −diag f xð Þð Þ 0

A 0 0

2
66664

3
77775

Δx

Δλ

Δv

2
664

3
775 =

∇f0 xð Þ +Df xð ÞTλ + ATv

−diag f xð Þ − 1/tð Þ1
Ax − 1

2
664

3
775 =

γdual

γcent

γpri

2
664

3
775,
ð20Þ

Input: Initial x0, λ0, scale factor k, residual error ϵ f eas, duality gap error ϵ, J times observed load distribution bρ t−J+1, bρ t−J+2,⋯, bρ t

Output: Optimal solution x∗t+1,⋯, x∗t+K
Phase 1: Predict service traffic
Training the ConvLSTM networks to obtain parameters Wx

i , W
x
f , W

x
c , W

x
o , W

h
i , W

h
f , W

h
c , W

h
o , bf , bi, bc, bo

According to J times observed load distribution predict K sequences in the future ~ρt+1,⋯, ~ρt+K = argmax
ρt+1,⋯,ρt+K

pðρt+1,⋯, ρt+K ∣ ~ρt−J+1,

~ρt−J+2,⋯, ~ρtÞ
Phase 2: To obtain optimal slice weight
while True do

Calculate initial value of the surrogate gap η← f ðxÞTλ
iffkγpri < ϵ f easkg&&fkγdual < ϵ f easkg&&fkbηk < ϵgthen

break
end if
Determine t← 2kV/η
Compute primal-dual search direction Δypd
Determine initial step length s0 = min f0:99, min f−λi/Δλi ∣ Δλi < 0gg
while min f f iðx + sΔxÞ∣ = 1,⋯,2Vg > 0do

Ensure satisfy the constraint condition s← βs
end while
whilekγtðx + sΔx, λ + sΔλ, v + sΔvÞ < ϵ f eask2 > ð1 − αsÞkγtðx, λ, vÞk2

do
Determine backtracking search step length s← βs

end while
Update search direction y ← y + Δypd

end while

Algorithm 1: Resource allocation algorithm based on the primal-dual interior-point method.
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where λi = −ð1/t f iðxÞÞ，i = 1,⋯, 2,

xð Þ =
f1 xð Þ
⋮

f2V xð Þ

2
664

3
775 ð21Þ

is the inequality constrained function of the original prob-
lem,

Df xð Þ =
∇f1 xð ÞT

⋮

∇f2 xð ÞT

2
664

3
775 ð22Þ

is its derivative matrix. γdual and γpri are dual residual and
primal residual, respectively, and these residuals are used
for the termination condition in the primal-dual interior-
point method. The solution of (20) is the current primal-
dual search direction Δypd = ðΔxpd, Δλpd, ΔvpdÞ .

The step length can be obtained by backtracking line
search which is based on the norm of the residual. Through
continuous iteration, the best solution will be returned when
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Figure 3: The comparison of traffic with and without prediction for three types of service. (a) SMS. (b) Phone. (c) Web.
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the present state satisfies the termination condition; the
details are elaborated in Algorithm 1.

5. Performance Evaluation

In this section, we present numerical experiments to illustrate
the performance of the proposed traffic prediction and
resource allocation strategy. We use the cellular traffic dataset
[34] of Milan, Italy, to train our neural networks; this dataset
contains three categories of service traffic, i.e., SMS, phone,
and web traffic, and we can deem it as three slices. The area
of Milan is divided into a grid overlay of 100 × 100 squares;
the dataset records 1000 samples of each square with a tem-
poral interval of one hour. We choose the 800 samples from
this dataset as the training set, the rest of the samples as the
testing set. In the simulation setting of ConvLSTM, the neu-
ral network is set to three layers, and each layer has three
ConvLSTM cells. In the training stage, we set the learning
rate as 0.01, batch size as 32. After 100 times iteration, the
trained model is used to predict the three types of service traf-
fic. Then, the primal-dual interior-point resource allocation
strategy is used to solve the optimal slice weight allocation
according to the predication. In simulation parameters, we
set scale factor k = 2, residual error ϵfeas = 10−6, and duality
gap error ϵ = 10−8.

Figure 3 shows the difference between predicted traffic
and real traffic in a certain cell. The vertical axis of Figure 3

is the number of user access for service, and the horizontal
axis of Figure 3 is the temporal dimension. It can be seen
from Figure 3 that the temporal activities of three services
show a strong daily pattern and follow weekly-periodic prop-
erties. Besides, the traffic volume expresses a slight difference
among the three services. Specifically, the number of web
access is always larger than that of the other two services. It
can be seen that the service traffic shows a strong daily pat-
tern. The average error rates of SMS, phone, and web traffic
are 25.0%, 12.4%, and 12.2%, respectively.

Figure 4 shows the network slicing delay with and with-
out prediction when slice weight is fixed, and the default of
arranging delay DARR was set to 20ms. The system delay also
exhibits daily characteristics. Further, we can get that the
more the number of user access, the greater the total average
delay of the system. It can be seen that the periodicity of ser-
vice traffic is mapped dynamically to system delay
completely. Using the service traffic prediction, the slice
weight can be distributed on average 15.33ms in advance.

The predicted results express system load distribution in
the future; the optimal slice weight can be solved accordingly.
In Figure 5, we present the optimal slice weight under various
times. Especially, at the 12th, 36th, 60th, and 84th time slots,
the optimal slice weights of SMS are 0.3011, 0.3028, 0.3001,
and 0.3076, respectively; the slice weights of phone and web
traffic are 0.3032, 0.3059, 0.3018, and 0.3015; and 0.3957,
0.3913, 0.3982, and 0.3819. The results clearly show that the
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Figure 5: Optimal slice weight allocation at different times of three types of slice. (a) SMS. (b) Phone. (c) Web.
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optimal resource allocation problem is resolved under differ-
ent times; the optimal slice weight is dynamic and varies with
the service traffic pattern.

From the above results, it can be seen that the traffic pre-
diction can be used to predict the service traffic in the future,
so the user load distribution can be obtained. Therefore, the
slice weight can be distributed in advance to save arranging
delay. Furthermore, the primal-dual interior-point-based
resource allocation strategy can calculate the current optimal
slice weight distribution.

6. Conclusions

For slicing resource allocation problem in vehicular net-
works, this paper proposes an LSTM-based resource alloca-
tion, which contains two phases, i.e., traffic prediction
phase and resource allocation phase. Moreover, we use
ConvLSTM to capture the spatial-temporal dependencies of
service traffic of each slice. Therefore, the user load distribu-
tion is obtained through traffic prediction. Then, based on
the predicted user load distribution, we propose a primal-
dual interior-point-based resource allocation strategy to
solve the optimal slice weight problem for minimizing the
system total delay. The resource allocation strategy proposed
in this paper can make the slice weight be allocated in
advance, thus greatly saving the delay. Moreover, with the
development of AI, the research field of wireless communica-
tion will be impacted deeply. In the future, we will investigate
the implementation of resource allocation with machine
learning methods in vehicular network slicing.
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With the rapid developments of wireless communication and increasing number of connected vehicles, Vehicular Ad Hoc
Networks (VANETs) enable cyberinteractions in the physical transportation system. Future networks require real-time control
capability to support delay-sensitive application such as connected autonomous vehicles. In recent years, fog computing
becomes an emerging technology to deal with the insufficiency in traditional cloud computing. In this paper, a fog-based
distributed network control design is proposed toward connected and automated vehicle application. The proposed architecture
combines VANETs with the new fog paradigm to enhance the connectivity and collaboration among distributed vehicles. A case
study of connected cruise control (CCC) is introduced to demonstrate the efficiency of the proposed architecture and control
design. Finally, we discuss some future research directions and open issues to be addressed.

1. Introduction

Nowadays, networking technology has become the key ele-
ment in various application areas with the increasing number
of connected devices. Networked control systems (NCSs),
which consist of spatially distributed sensors, actuators, and
controllers in the close-loop communication network, are
the powerful enablers to meet the demands for both informa-
tion dissemination and data analysis [1, 2]. This characteris-
tic of distributed architecture design makes NCSs easier to
implement, maintain, and share information resources,
meeting the requirements of future connected system [3].
With the development of wireless communication technol-
ogy, the transmission rate and reliability of information
exchange through wireless link gradually meet the needs of
future NCSs. In particular, the use of wireless communica-
tion eliminates unnecessary wiring among system compo-
nents and can be upgraded easily [4]. Therefore, in wireless
networked control systems (WNCS), such as wireless sensor
networks and wireless multihop networks, more flexible sys-
tem architecture design, more easily resource utilization, and
increased safety can be achieved [5].

However, the usage of wireless networks in the data
transmission introduces message delay and packet loss which
cannot meet the emerging requirements for real-time control
applications [6]. For example, higher requirements are
emerged such as sufficiently reliability and low latency. Previ-
ous cloud-based architecture has a high response delay and is
not suitable for delay-sensitive applications. Delays may
cause the performance degradation and even more serious
safety issues. In addition, for real-time control applications,
the requirements of transmission reliability and stability
introduce further research challenges. The complex network
structures, large network scales, flexible communication
topologies, and variable communication environments can
also destabilize a WNCS and degrade system performance.
In addition, traditional single-controller-based closed-loop
control architecture is difficult to meet the needs of real-
time control applications [7–10]. In order to improve overall
system performance and efficiency, multicontroller design is
adopted with the advantages in modularity, scalability, and
robustness. With the growing number of connected vehicles
require more communication, computing, and storage
resources in the network.
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Considering the current situation of WNCS, traditional
cloud-based system architectures have pronounced limita-
tions with extracommunication cost and waste on network-
ing resources. Therefore, it is necessary to introduce edge
computing and use cooperative features of wireless networks
to optimize system performance and stability [11, 12]. In this
case, all underlying distributed controllers are able to share
information within a certain neighboring area and cooperate
to make decisions alleviating computation burden and design
complexity [13]. Fog computing expands the cloud comput-
ing paradigm, which is seen as a promising technique to
spread the computing resources from the cloud computing
servers to the edge in order to balance the load [14]. The inte-
gration of cloud, fog, and edge nodes at the lowest perception
layer takes the advantages of low latency and flexible network
topology [15]. Among all the service types, the WNCS based
on fog computing provides a new solution for the develop-
ment of real-time control applications. Fog computing makes
it available for the central data processing and storage on-line
at the cloud and distributed caching and computing
resources at the edge [16].

In recent years, with the increasing number of vehicles on
the road, intelligentization and networking of vehicles have
been widely concerned by automobile manufacturers and
research institutions [17, 18]. With the new round of techno-
logical revolution from the Internet to the Internet of Things
(IoT) [19], the construction of Intelligent Transportation
Systems (ITSs) has become a tendency to deal with the seri-
ous problems of traffic safety and road congestion [20–22].
In order to achieve safe, energy-saving, and efficient control,
the ability of flexibly information sharing, environmental
awareness, intelligent decision-making, coordinated control,
and execution is needed among vehicles [23]. Applying
WNCS technologies to the intelligent control of vehicles
can strengthen the information exchange, make full use of
system resources, and promote the realization of ITS. Since
fog platform can provide computing, storing, and network-
ing services, it is considered as a promising solution in the
connected vehicles scenario [24–26].

In the safety aspect, the collision avoidance (CA) system
plays a vital role in preventing the driver-caused accidents
[27, 28]. Especially in the cruise control problem, applying
wireless communication among vehicles, rather than
completely relying on sensors equipped on each vehicle, has
the potential to provide better system performance [29, 30].
In order to deal with above challenges, more flexible design
for the vehicular platoon becomes an emerging trend. Con-
nected cruise control (CCC), as a potential solution, has been
proposed to hold a smooth traffic flow with flexible connec-
tivity structure and communication topology [31, 32].

Recently, advanced driver assistance systems (ADAS)
have attracted widespread attention in order to improve the
flow rate and safety of the traffic flow [17, 33]. In the cruise
control problem, the CA technology plays a vital role in pre-
venting traffic accidents, and the use of wireless communica-
tion technology to replace sensors directly equipped between
traditional vehicles can further provide better system perfor-
mance [28, 30]. Therefore, the design of more flexible vehicle
platoon system based on wireless communication technology

has become as an emerging trend [27, 29]. The CCC system,
guarantee a stable traffic flow through flexible communica-
tion topologies and connection structures, has become a
potential solution for future development [31, 32]. In this
paper, we investigate the CCC system as a case study by
implementing the proposed architecture. The main contribu-
tions of this paper are listed as follows.

(i) We propose a novel fog-based distributed network
architecture toward real-time control applications.
The critical system variables involved within the
communication and control system that may influ-
ence system performances are analyzed

(ii) We formulate the CCC problem as a case study of
the proposed fog-based distributed network archi-
tecture, and the control scheme is analyzed thor-
oughly with the cloud, fog, and connected vehicles.
Then, a linear quadratic optimization problem is
formulated to regulate vehicle's longitudinal motion
when the time delay is considered

(iii) Based on the fog control nodes, the whole vehicle
system can successfully split into multiple distrib-
uted vehicle platoons that each has an automated
vehicle at the tail. Then, a two-step control scheme
is proposed to solve the optimal CCC problem. (i)
At the offline step, a backward recursion approach
is used to derive the optimal control gain. (ii) At
the online step, the optimal control strategy can be
real-time calculated based on the current system
states and local cached information

(iv) In a distributed control scheme, the optimal CCC
strategy can be derived as a linear function of current
platoon state information and the last control
strategy

The remainder of this article is organized as follows.
We propose a novel fog-based distributed network archi-
tecture toward real-time application in the following sec-
tion. Next, a practical case study is provided to validate
the high efficiency of the proposed architecture. After-
ward, some discussions are presented in future research
directions and open issues. Finally, the conclusion is
made.

2. Proposed Architecture

With the recent revolution in wireless networking applica-
tions, such as IoT, Tactile Internet [34], and Vehicular Ad
Hoc Networks (VANETs) [35], fog computing becomes a
promising enabler to carry out a massive amount of commu-
nication, computation, storage, and networking services
between edge devices and traditional center cloud servers
[36]. More specifically, fog computing is more suitable for
real-time control applications with the advantages of low
latency, location awareness, wider geographical distribution,
wider range of mobility, suitable for more nodes, and support
for network heterogeneity [37].

2 Wireless Communications and Mobile Computing



2.1. Overall Architecture Design. In this paper, we propose a
fog-based distributed network architecture toward real-time
control applications. Figure 1 depicts the overall system
model consisting of three logical layers, the cloud, distributed
fog, and edge smart devices. The cloud can serve multiple fog
nodes, and a fog node can serve several dozens of edge nodes.
The edge nodes can be sensors, embedded smart devices,
mobile terminals, and vehicles. Each fog node can not only
act as an independent service provider but also work together
with other fog nodes to achieve collaborative control and ser-
vices to edge nodes. The fog layer can be further classified
into two categories, determined by their capability. Normal
fog nodes are governed by the more powerful nodes. In the
proposed architecture, the fog nodes have the ability of com-
municating, processing, and caching to complete two
kinds of functions. On the one hand, the fog nodes realize
the control of the edge local network, such as resource
allocation and transmission path planning [38]. On the
other hand, the fog nodes act as remote controllers, gener-
ate control strategies in real time according to the state
information of the controlled platform and network char-
acteristics to implement close-loop feedback control.
Therefore, the fog nodes can both govern the wireless net-
work as well as the real-time control of the controlled plat-
form, which can effectively avoid entirely relying on the
cloud. This scheme relieves the problem of high latency, and
the usage of distributed cooperative control alleviates the
transmission instability caused by wireless channels in tradi-
tional single-controller systems. The above fog-based system
architectures can be applied to delay-sensitive systems in
smart grid, vehicular network, wireless sensor and actuator
network, and smart medical systems.

Figure 2(a) shows the typical WNCS model with the con-
trolled plant, sensors, actuators, controllers, and relay nodes.
Compared with the architecture in Figure 1, the plant along
with sensors and actuators is seen as the edge node; the
routers and controllers are seen as the fog nodes. The plant
states are sampled at periodic intervals by the sensors capable
of wireless communication. In order to realize the closed-
loop control, each packet consisting of the plant states is
transmitted to the controller over the wireless link; the con-
troller computes the control signal based on the sensor mea-
surements, then sent it to the actuator to ensure desirable
dynamic and steady-state response.

2.2. Critical System Variables. In the proposed system, there
are several critical variables involved with the combination
of control system and wireless communication as shown in
Figure 2(b). The practical physical systems are continuous-
time systems where typical WNCS considers a discrete-time
plant model with digital controllers. In the WNCS, periodic
sampling is widely used, and shorter sampling period
increases the network traffic causing higher message delay
and message loss probability.

In particular, the network-induced delays mainly consist
of the communication delays among sensors, controllers, and
actuators, varying with communication channel quality.
With different applications using various communication
networks, the delays may possess diverse characteristics such
as random or deterministic, constant, or time-varying. The
uncertainty of delays significantly degrades the system per-
formance. In addition, inevitably channel fading or shadow-
ing in the dynamic wireless communication increases the
packet loss probability, and retransmission is unfitted in

Cloud

Internet

Fog

Wireless
link

Smart
devices

Figure 1: Overall system model of fog-based WNCS.
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real-time applications. In this case, seamless channel and
bandwidth managements are required to optimize the net-
work performance. In WNCS, the communication channel
is often seen as an uncertain linear system with additive
Gaussian noise. In order to design control strategies with par-
tial state observation, estimation of the unknown variables
based on measurements observed over time can be used.

In the proposed architecture, novel design is needed to
optimize the system performance of control and communi-
cation. Since the raw sensor data in local networks are con-
verged into the fog nodes with unavoidable invalid data, the
fog nodes are responsible of filtering and temporarily storing
the data. Fog nodes are also capable of the management of
the local network with resource allocation, transmission path
planning, and congestion control. In addition, the dynami-
cally changes of nodes result in the time-varying network
topology. In this case, it is difficult to maintain the system sta-
bility with single centralized controller [8]. In the modern
control system, multiple distributed controller collaboration
can enhance the control performance and provide better sys-
tem stability.

3. Case Study: Connected Cruise Control

Today’s automakers, Internet and leading technology com-
panies are striving to develop innovative technologies to pro-
vide a fully integrated and highly intelligent vehicle
experience. Electric and self-driving cars, the advanced state
of artificial intelligence (AI) technology, and connectivity
through wireless communication are revolutionizing the
future of mobility [39, 40]. Connected vehicles are the emerg-
ing tendency in automobile manufacturing industries pro-
viding advanced quality of service (QoS) and attractive
performance enhancements. The VANET has been widely

perceived as a promising concept for the realization of ITS
with both safety and efficiency promotion. Vehicle-to-
vehicle (V2V) and vehicle-to-infrastructure (V2I) communi-
cations are implemented in VANETs to support road safety,
navigation, entertainments, and other application services.

In this section, we further investigate the system architec-
ture toward real-time autonomous driving applications. In
particular, to fulfill low latency requirements, traditional
cloud-based network architecture may be insufficient with
the growing number of vehicles. Based on the fog-based
WNCS architecture shown in Figure 1, Figure 3 presents its
application in the vehicular network scenario. In this archi-
tecture, vehicles are seen as edge devices equipped with sen-
sors and On Board Units (OBUs). The perception of real-
time traffic conditions is fulfilled by roadside sensors and
vehicle’s onboard sensors. Vehicles are capable of wireless
communication broadcasting their kinematic data and trans-
portation information in the local network. Each vehicle
plays the role of packet sender, receiver, or even router within
their reach via wireless medium. Rather than moving at ran-
dom, vehicles tend to move in an organized fashion with the
slowly varying network topology. RSUs and RSU controllers
(RSUCs) are seen as fog nodes to provide more powerful
packet transmission and computing functions as well as stor-
age capabilities in the network in a timely, highly efficient,
and coordinated way. RSUs are managed by the RSUC which
has more resources for computing, storage, and communica-
tion through Internet to the cloud. The traditional core cloud
facilitates the large-scale data processing and storage on-line
and provides global view with big data and AI technology.

3.1. Problem Formulation and Control Design. As one of the
widely used applications of Automatic Driving Assistance
Systems, cruise control systems can effectively improve road
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Figure 2: (a) WNCS model. (b) Timing diagram for the control loop over a wireless communication network.
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traffic efficiency, reduce traffic accidents, improve vehicle fuel
economy, and promote the realization of the ITS [41]. The
CCC system, as an integration of the sensor-based cruise
control system and wireless communication, can make full
use of system resources to effectively avoid collision along
with smooth drive [31]. Figure 4 depicts the considered sce-
nario where vehicles generally move at a relatively constant
speed, such as following a paved highway, and can be con-
trolled as a whole platoon. The vehicular platoon consists
of two kinds of vehicles: the human-driven vehicles and the
connected and automated vehicles (CAVs). The CAVs are
able to communicate with each other within a designated
area through V2V communication and communicate with
RSUs through V2I communication [20, 42]. The system is a
location-based distributed control system, and the connectiv-
ity structure is basically stable or changing slowly. The local
wireless network includes a RSU and vehicles governed by
the RSU, and the transmission path through V2V and V2I
is planned dynamically in RSUs to collaborate the resources
and balance the load. The close-loop control of the CAV is
realized with the collaboration of the cloud, fog, and vehicles.
The cloud can provide big data processing and storage capa-
bility which is connected through the Internet. The fog,
namely, the RSUs and RSUCs, brings powerful communicat-
ing and computing capabilities to the connected vehicles via
V2I communication. The RSUs are responsible for local
information processing and filtering, thereby effectively
relieving the workload on the cloud, making it more suitable
for real-time control applications. The large amount of mov-
ing vehicles is capable of sensing the real-time traffic infor-
mation. In particular, at each sampling interval, the state
information of all vehicles in the platoon is sent to the RSU.
Then, the vehicle platoon model is formulated, and the opti-
mal control strategy for the CAV is calculated by the RSU.
The cooperative control is achieved by the information shar-

ing among the RSUs of the control strategies. In addition, the
transmission path through V2V and V2I is planned dynam-
ically in RSUs to allocate the resources and balance the load.
Finally, the control signal is downloaded to the CAV to reg-
ulate the longitudinal motion based on its real-time states,
and the close-loop control is realized.

In this subsection, the optimal control design is investi-
gated for the CCC system with communication delays in a
heterogeneous platoon including CCC and human-driven
vehicles. First, the mathematical model of the vehicle dynam-
ics for the connected vehicles is formulated. Here, we investi-
gate the longitudinal control of CAVs where the velocity and
distance between two consecutive vehicles are considered.
The CAV’s dynamics is formulated as

_hj tð Þ = vj+1 tð Þ − vj tð Þ,

_vj tð Þ = uj t − τð Þ, ð1Þ

where ujðtÞ, namely, the acceleration, is the control signal of j
-th CAV, τ is the time delay introduced by the V2V commu-
nication, and vjðtÞ and hjðtÞ are the velocity and headway,
respectively.

The behavior of the human-driven vehicle can be formu-
lated as [31, 43].

_hi tð Þ = vi+1 tð Þ − vi tð Þ, ð2Þ

_vi tð Þ = αi V hi tð Þð Þ − vi tð Þð Þ + βi vi+1 tð Þ − vi tð Þð Þ, ð3Þ
where VðhÞ denotes the range policy, βi and αi are the system
parameters determined by the human driver, and viðtÞ and
hiðtÞ are the velocity and headway of i-th human-driven
vehicle.

Fog 1
Fog 2

RSUC
RSU

RSU

Cloud

12I
V21
V2V

Figure 3: Fog-based vehicular network scenario.
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Considering n vehicles in the whole system as shown in
Figure 4, we assume there are m CAVs, and then, the whole
system can be split into m vehicular platoons with single
CAV in each platoon. The j-th vehicular platoon has nj vehi-

cles that ∑j nj = n. We define the state vector as x =
½~h1, ~v1,⋯, ~hn, ~vn�

T
, where ~h and ~v denote the state errors to

the desired states h∗ and v∗ Then, base on (1) and (3), themath-
ematical model for the whole system can be formulated as

_x tð Þ = Ax tð Þ + Bu t − τð Þ, ð4Þ

where the control signal u is an m-dimensional vector corre-
sponding to m CAVs, and the coefficient matrices can be
expressed as

A

A1

A2

⋱

Am

2
666664

3
777775, =

B1

B2

⋮

Bm

2
666664

3
777775, ð5Þ

and the block matrices are

Aj =

0 −1 0 1 0 0 ⋯ 0 0
0 0 0 0 0 0 ⋯ 0 0
0 0 0 −1 0 1 ⋯ 0 0
0 0 Γ2 Φ2 0 β2 ⋯ 0 0
⋮ ⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮ ⋮

0 0 ⋯ ⋯ 0 0 ⋯ 0 −1
0 0 ⋯ ⋯ 0 0 ⋯ Γnj

Φnj

2
666666666666664

3
777777777777775

,Bj = 0, 1, 0,⋯,0½ �T , ð6Þ

where Γi = αi f
∗,Φi = −αi − βi, and i = 2, 3,⋯, nj.

Then, the corresponding discrete-time system model can
be formulated as

xk+1 = Akxk + B1
kuk + B2

kuk−1, ð7Þ

where

xk = x kTð Þ, uk = u kTð Þ, Ak = eAT ,

B1
k =

ðT−τ
0

eAtdtB, B2
k =

ðT
T−τ

eAtdtB,
ð8Þ

and T is the sampling period, and τ is the network-induced
delay. Here, the short-delay case is considered that τ is
smaller than the sampling period.

The objective is to design an optimal control strategy to
reduce energy consumption and improve traffic capacity. In
the uniform traffic flow, each vehicle is tracking the desired
velocity and headway. Thus, in order tominimize the deviations
of CAV’s headway, velocity, and acceleration, the optimization
problem of the control system is typically designed as

min JN = xTNQxN + 〠
N−1

k=0
xTk Qxk + uTk Ruk
� �

,

s:t:xk+1 = Akxk + B1
kuk + B2

kuk−1, ð9Þ

whereN is the finite time horizon andQ and R are the symmet-
ric positive definite weight matrices. Solving the optimization
problem, we can obtain the control signals for the CAVs to reg-
ulate their longitudinal motion.

In the proposed architecture, RSUs and RSUCs can pro-
vide powerful communicating and computing capabilities in
a coordinated way, enabling connected vehicles in the local

Cloud

Internet

RSU RSU

Local
network

Vehicle platoon

V2V communication
network

#1 #2 # n–1 # n

RSUC

h1 hn–1

𝜈n–1 𝜈n𝜈C 𝜈2

The controlled CAV

Figure 4: A platoon of connected vehicles.
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wireless network to interact with each other. Here, vehicles
tend to move in an organized fashion in order to maximize
the throughput of the traffic flow. Therefore, a uniform
desired velocity is to be realized for the whole system. Since
the RSUs can share the local information with each other,
the desired states for the traffic flow can be determined by
the RSUCs with global view. Then, with multiple RSUs
implemented in the system to provide seamless experience
for all vehicles, we can split the whole system into several
parts with a single RSU serving one corresponding vehicular
platoon. In this case, when each platoon reaches the desired
states, the total cost can beminimized, and the traffic capacity
is maximized. Thus, the whole system can split intom vehic-
ular platoons as x = ½x1, x2,⋯, xm�T . In particular, each vehi-
cle platoon has multiple vehicles with a CAV at the tail, and
other vehicles are human-driven. For the given j-th vehicular

platoon, there are total nj vehicles that we have xj =
½~h1, ~v1,⋯, ~hnj

, ~vnj
�T .

In this case, for the decentralised control system, the opti-
mization problem in (9) can be equivalent to a noncoopera-
tive control game for each vehicle platoon as

min J j,N = xTj,NQjxj,N + 〠
N−1

k=0
xTj,kQjxj,k + uTj,kRjuj,k

� �
,

s:t:xj,k+1 = Aj,kxj,k + B1
j,kuj,k + B2

j,kuj,k−1, ð10Þ

where for CAV j, j = 1, 2,⋯,m; Aj,k, B
1
j,k, and B2

j,k are the 2
nj × 2nj, 2nj × 1, and 2nj × 1 coefficient matrices as parts of
the original 2n × 2n matrix Ak, 2n × 1 matrix B1

k, and 2n × 1
matrix B2

k in (7), respectively; the control signal ujðtÞ is for
the j-th CAV; and Qj and Rj are the corresponding symmet-
ric positive definite weight matrices.

In order to solve the optimal control strategy uj,k, we

define a new state vector zj,k = ½xj,k, uj,k−1�T , and we have

zj,k+1 = Fj,kzj,k +Gj,kuj,k, ð11Þ

where the coefficient matrices are

Fj,k =
Aj,k B2

j,k

0 0

" #
,

Gj,k =
B1
j,k

I

" #
: ð12Þ

Then, by using zk, we can rewrite the optimization prob-

lem in (10) as

min J j,N = zTj,N �Qjzj,N + 〠
N−1

k=0
zTj,k �Qjzj,k + uTj,kRjuj,k

� �
,

s:t:zj,k+1 = Fj,kzj,k +Gj,kuj,k,
ð13Þ

where

�Qj =

Qj 0 ⋯ 0
0 0 ⋯ 0
⋮ ⋮ ⋱ ⋮

0 0 ⋯ 0

2
666664

3
777775: ð14Þ

Then, as a part of cost function J j,N , the residual cost
function is defined as

V j,k = zTj,N �Qjzj,N + 〠
N−1

i=k

zj,i

uj,i

" #T �Qj 0
0 Rj

" #
zj,i

uj,i

" #
: ð15Þ

Based on our previous works [44], the residual cost func-
tion can be derived as a quadratic function of platoon states
that

V j,k = zTj,kHj,kzj,k: ð16Þ

Then, the optimal control strategy is derived as

uj,k = −Wj,kzj,k, ð17Þ

where

Wj,k = GT
j,kHj,k+1Gj,k + Rj

h i−1
GT

j,kHj,k+1Fj,k,

Hj,k = FT
j,kHj,k+1Fj,k + �Qj −WT

j,kG
T
j,kHj,k+1Fj,k,Hj,N = �Qj:

ð18Þ

The optimal controller design can be summarized as in
Algorithm 1. The message flows for the control system are
shown in Figure 5. In particular, numerous RSUs are seen
as multiple remote controllers in the WNCS model. CAVs
equipped with sensors and actuators connect to RSUs
through wireless link. This distributed and collaborate design
promotes the system reliability and stability. Fog nodes deal
with real-time responsiveness while the cloud server focuses
on delay-tolerate data processing and storage.

The control scheme is designed in the following steps.
First, at each sampling interval, the state information of the
whole platoon is captured by vehicles and uploaded to the
RSUs via V2I communication. The RSUs are responsible
for local information processing and filtering. To enhance
the capacity and efficiency of the system, the selected traffic
flow information is transmitted to the cloud server. Based
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on the historical and real-time data with global insight, the
cloud employs a powerful AI to learn the generic trends of traf-
fic flow in the near future. In the cloud, the desired speed of
vehicles can be determined to realize dynamic traffic flowman-
agement. The computing results in the cloud are then down-
loaded to the RSUs. Then, the vehicle platoon model and the
optimal control problem are formulated in the RSUs. The off-
line part of the control strategy proposed in Algorithm 1,
namely, the coefficient Wj,k, can be calculated by the RSU
which is then transmitted to the CAV. Finally, the real-time
control signal is computed by the on-board controller based
on the coefficientWj,k and the real-time measurements of vehi-
cle’s states, namely, the on-line part of Algorithm 1, to regulate
vehicle’s longitudinal motion. In the next time period, the
updated vehicle states are feeded back to the RSU to realize
the close-loop control.

3.2. Simulations and Results. In this subsection, we provide
simulations of the connected vehicle system to study the per-
formance of the proposed control scheme. Here, the typical
scenario of the three-vehicle platoon is considered [31, 43],
which can be easily extended to more vehicle scenarios. In
particular, each platoon consists of 2 normal human-driven
vehicles and a single CAV at the tail. In addition, in order
to validate the performance of the distributed control, 3 dis-
tributed platoons with different initial states are considered
in the simulation, which can also be easily extended to more
complex distributed control system. For the first platoon, the
initial states for the CAV are set to be hð0Þ = 12 [m] and vð
0Þ = 5 [m/s]. For the second platoon, the initial states for
the CAV are set to be hð0Þ = 15 [m] and vð0Þ = 8 [m/s]. For
the last platoon, the initial states for the CAV are set to be
hð0Þ = 25 [m] and vð0Þ = 20 [m/s]. The global desired veloc-
ity for the traffic flow is set as v∗ = 15 [m/s], and the desired
intervehicle distance is set to be h∗ = 20 [m]. The sampling
periods and communication delays are different in each pla-
toon, which are set as T = 0:2s, τ = 0:1s; T = 0:2s, τ = 0:3s;

and T = 0:4s, τ = 0:3s to verify the effectiveness of the pro-
posed algorithm when the communication topology changes.

Figures 6 and 7 show the headway h and velocity trajecto-
ries v of the CAVs in 3 different vehicle platoons, respec-
tively. It can be seen that the CAVs’ velocity and headway
are tracking the desired states in the presence of various time
delays, and the remained state errors are close to almost zero.
Figure 8 shows the acceleration u of the CAVs, all of which go
down to near zero within about 5 seconds. The results depict
that all 3 CAVs gradually reach the same desired states with
the proposed control strategy. Therefore, all of the 3 platoons
can simultaneously track the desired velocity no matter what
the initial states are. This indicates that the proposed network
architecture and control algorithm can regulate the uniform
traffic flow with multiple distributed controlled vehicle
platoons.

4. Future Research Challenges and Open Issues

Current research has achieved great success in the design of
low latency and high efficiency network system, but many
of the technologies are not fully resolved in practical applica-
tions. In the following, we conclude the most talked key
research directions and challenging issues to be addressed.

4.1. Tradeoff between Communication and Control. Based on
the analysis of the critical system variables involved with
wireless communication, it is obvious that the condition of
the communication network directly influences the control
performance. In the existing research of WNCS, due to the
complexity of the control system itself, researchers often sep-
arate the design of communication network and control
strategies independently. However, in practical applications,
the network characteristic tends to change dynamically, and
the corresponding control strategies also need to be changed.
If the network resource management and control strategy
optimization can be jointly designed, the performance and
the system stability can be further improved. In the indepen-
dent design from the control aspect, control strategies are
normally carried out with certain communication require-
ments, which results in the loss of serviceability in other envi-
ronments. Even the communication system can satisfy the
control requirements, predefined communication variables
may result in the waste of wireless resources with low system
efficiency. Therefore, it is essential to jointly design more
integrated control algorithms that consider both communi-
cation and control so that the whole system can be compati-
ble with various delay-sensitive and safe-critical applications.
However, in order to realize the integration of control sys-
tems with communication, multiple interaction and coordi-
nation among system components should be reevaluated.
For example, higher information rate brings better control
performance, which at the same time leads to traffic conges-
tion and increases computational burden. In the view of
resource allocation of communication networks, since the
wireless resource consumption observably increases with
growing QoS requirements, the joint design approach may
use various communication techniques to satisfy different
QoS requirements. In the case study, we consider the

Off-line:
1: Initialize Hj,N = �Qj, j ∈ ½1,m�
2: fork =N − 1 : −1 : 0 do.
3: Calculate Wj,k using

Wj,k = ½GT
j,kHj,k+1Gj,k + Rj�−1GT

j,kHj,k+1Fj,k
4: Calculate Sj,k using

Hj,k = FT
j,kHj,k+1Fj,k + �Qj −WT

j,kG
T
j,kHj,k+1Fj,k:

5: end for
On-line:
1: Determine the desired states h∗, v∗
2: Initialize xjð0Þ, uj,k = 0, k ≤ 0
3: for =k = 0 : 1 : N − 1do
4: Update zj,k = ½xj,k, uj,k−1�T
5: Calculate uj,k using uj,k = −Wj,kzj,k
6: end for

Algorithm 1. Optimal CCC strategy.
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network-induced delay and packet dropout in the design of
the control strategy. Further research is needed in the con-
troller design with other consideration such as transmission
path planning, energy consumption, and resource allocation.
In addition, the dynamic nature of the vehicles results in the
time-varying network topology. In this case, it is difficult to
maintain the system stability, and the controller design
remains challenging.

4.2. Security and Privacy Problems. Security issues should be
carefully considered in the whole system, including radio
access, data transmission, and controller design. However,
current solutions based on classic secrecy and authentication
methods do not meet the needs of real-time control applica-
tions. Existing centralized security protection protocols
might not be applicable in the distributed network system
and may bring significant delay in delay-sensitive applica-
tions. Therefore, it is a great challenge to achieve both high
security and control performance under limited resources.
In the connected vehicle scenario, the sensor-based and
V2X-enabled automated vehicles rely heavily on electronic
equipments with sensitive personal information needed to
be kept secure, such as the position data, social network
information, and multimedia records. In this case, some spe-
cific procedures need to be taken into consideration to avoid
potential cybersecurity attacks [45]. Therefore, information
security and privacy problems need further investigation.

4.3. Application Considerations. In the whole network, fog
not only acts as middle-ware between the cloud and edge
but also provides quick and efficient control services.
Depending on the type of service, the fog servers take the
responsibility of deciding the kind of tasks to be processed
locally and that to be offloaded to the cloud [12]. In particu-
lar, fog has relatively weaker storage and computation
resources than the cloud, so whether a certain application’s
data are stored locally or transmitted to the cloud becomes
a problem. In addition, what kind of network structure is
suitable for what type of applications, what kind of commu-
nication technology will be used between fogs, and how
cooperation will be realized between fogs are major research
issues that need further investigation. Different use cases

V2I: vehicles upload sensor data to RSUs

RSU: collect vehicle state information

RSU:
Caching vehicle states and control strategies

Regulate transmission path of V2V/V2I
Collaborate locally and controlled by RSUC

Uploading

Downloading

Internet

Cloud:
Receive and store vehicles states

Globally vehicle data analysis
Overall regulation of the traffic flow

Compute and download control information

Vehicles: onboard sensors collect motional data

V2V: forward sensor data to other vehicles

Vehicles: receive control strategy and actuate RSU: compute control strategy based on system states

V2I: RSUs download control strategy to vehicles

V2V / V2I
communication

Vehicles:
Platoons running at a constant speed

Collaborate through V2V communication

Figure 5: The procedure of CCC.
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come with diverse requirements. How to customize the net-
work to provide corresponding network resources with spe-
cific control applications remains challenging.

With the removal of wiring in WNCS, permanently
power supply is often removed, so additional limitations on
the energy consumption of the system components arise.
The tradeoff between control performance and network life-
time should be considered thoroughly. More fog nodes mean
more energy consumption, less computing resource result in
longer time delay. How to address the tradeoff in energy con-
sumption and computation in order to improve the perfor-
mance of green communications also needs further research.

5. Conclusion

In this paper, we propose a novel fog-based distributed
network architecture toward real-time control applica-
tions. Three logical layers, the cloud, distributed fog,
and edge smart devices, are considered. We discuss the
critical system variables of communication and control
systems, including sampling period, message delay, mes-
sage dropout, and noisy channel. Fog enriches the net-
work resources making real-time control possible. A
case study of CCC is introduced to demonstrate the fea-
sibility of the proposed architecture in the field of vehic-
ular networks. The optimal control design for the CAV is
proposed to realize uniform traffic flow. Simulations indi-
cate that the performances are improved with the low
latency and real-time control capabilities. Finally, we dis-
cuss some future research directions and open issues to
be addressed.
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A vehicular cloud (VC) can reduce latency and improve resource utilization of the Internet of vehicles by effectively using the
underutilized computing resources of nearby vehicles. Although the task offloading of the VC enhances road safety and traffic
management on the Internet of vehicles and meets the low-latency requirements for driving safety services on the Internet of
vehicles business, there are still some key challenges such as the resource allocation mechanism of differentiated services
(DiffServ) and task offloading mechanism of improving user experience. To address these issues, we study the task offloading
and resource allocation strategy of the VC system where tasks generated by vehicles can be offloaded and executed cooperatively
by vehicles in VC. Specifically, the computing task is further divided into independent subtasks and executed in different
vehicles in VC to maximize the offloading utility. Considering the mobility of vehicles, the deadline of tasks, and the limited
computing resources, we propose the optimization problem of task offloading in the VC system in the cause of improved user
experience. To characterize the difference in service requirements resulting from the diversity of tasks, a DiffServ model focusing
on the pricing of a task is utilized. The initial pricing of a task is tailored by the characteristics of the task and the uniqueness of
the network status. In this model, tasks are sorted and processed in order according to task pricing, so as to optimize resource
allocation. Numerical results show that the proposed scheme can effectively increase the resource utilization and task
completion ratio.

1. Introduction

In a vehicle network [1], the cloud composed of vehicles with
strong computing power is called VC [2]. The task offloading
of the VC [3] has a significant impact on the performance of
the Internet of vehicles [4], which enhances vehicle road
safety and traffic management by effectively utilizing the
underutilized computation resources of nearby vehicles and
reduces traffic congestion and accidents, thus improving the
network performance of the Internet of vehicles. The pro-
cessing of emerging message-type safety applications in the
vehicle network requires a large amount of computing
resources, such as 4K/8K ultrahigh real-time traffic video
streaming, multiview video stitching processing of autono-
mous vehicles, and AR-assisted applications related to safety
warnings. However, the collaborative scheduling of informa-
tion and data by offloading computing tasks to the vehicular
cloud can effectively enhance the utilization of computing

resources due to the limited computing resources of vehicles.
At the same time, due to its proximity to users and rich
computing resources, the vehicular cloud can meet the low
delay requirements for safe driving on the Internet of vehicles
business, which is a key technology in the existing Internet of
vehicles.

Owing to the fast-moving characteristics of vehicles,
computing resources of vehicles are dynamic. For example,
the connection of mobile vehicles can be connected or dis-
connected at any time, which will bring about unstable com-
puting resource availability. Accordingly, in order to ensure
the offloading of the task, the task should be offloaded within
vehicle contact time [5]. In vehicular cloud computing, task
offloading is inseparable from efficient resource allocation
technology. Resources involved in the entire process of off-
loading the task of the vehicle to the vehicular cloud are
mainly divided into the communication resources and the
computing resources [6]. [7–9]. For the task offloading of
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VC, Wu et al. assume that each vehicle task can be divided
into several independent subtasks, and then, the task alloca-
tion problem is solved [10]. Under the condition of ensuring
user service experience, Liu et al. study how to allocate lim-
ited computing resources to maximize the economic benefits
of MEC service providers when vehicles offload tasks to MEC
servers [11]. In order to solve the users’ selfishness, Liu et al.
have established a kind of new type of computing sharing
market in the vehicle network [12]. Several other works, such
as [13, 14], use the method of task replication to allow a task
to be executed by multiple vehicles so as to maximize the
possibility of completing the task before a given deadline
and improve the reliability.

In recent years, game theory has become an incentive
mechanism to analyze and allocate resources. A game model
can effectively capture the interaction between users and
servers [15], so game theory has become a way to analyze
and allocate resources [16]. For the sake of creating greater
social and economic benefits in the process of resource man-
agement, a pricing strategy as an effective way of network
resource management on the basis of game theory is pro-
posed, in [16]. The forementioned research believes that the
pricing mechanism is an effective way to improve resource
utilization. However, how to use the pricing mechanism to
distinguish different services in the VC system in game the-
ory has not been well explored. It also can be seen from the
above literatures that most of the resource allocation process
VC system does not DiffServ. That is to say, the relationship
between default services is equal. Unlike the resource man-
agement [17] scheme that considers the priority of a task in
the general VC computing scenario, we propose a game
theory-based DiffServ resource allocation mechanism that
DiffServ through a task’s differentiated pricing. In other
words, the higher the initial pricing of the task, the higher
the service requirements of the business. The initial pricing
of a task mainly involves two factors, namely, the urgency
of the task vehicle and the network condition around the
task. Finally, we maximize the offloading utility of tasks in
the VC system and consider the mobility of vehicles and meet
task delay constraints to maximize the completion of tasks.
The main contributions of our paper are summarized as
follows.

(i) To meet the requirements of the diversity of tasks
while effectively using computing resources, we pro-
pose a resource allocation mechanism for differenti-
ated services and offload each task according to the
pricing order

(ii) To improve the completion ratio of whole tasks in
the vehicular cloud system, a task offloading mecha-
nism that maximizes the offloading utility is pro-
posed and considers the mobility of vehicles and
the deadline of tasks

(iii) To address the problem of task offloading and resource
allocation, a distributed resource allocation algorithm
and Lagrange dual method are used, respectively

2. System Model

We consider a dynamic traffic scenario in which the vehicle
can be either a service requester or a service provider in a
finite two-way straight road. Let i ∈ ð1, 2,⋯,MÞ be the group
of M TaVs (task vehicles). We use three parameters ðdi, ci,
Tdeadline
i Þ to indicate the generated task of TaV i, by which

di (in bits) specifies the data size of the task, where ci = κdi,
ci (in CPU cycles per bit) is the computing resource required
to processing the task, κ is the mapping between CPU cycles
and task size, and Tdeadline

i is the deadline for task execution.
When the task processing delay exceeds the deadline, the task
processing fails. f i0 indicates the local computing ability of
TaV i. At the same time, j ∈ ði, 2,⋯,NÞ is denoted as a group
of vehicles with free resources, which is called SeVs (service
vehicles), where the computing resource of SeV j is defined
as Fmax

j . Figure 1 depicts a simple example of a vehicular
cloud system. Here, TaV 1, TaV 2, and TaV 3 form a vehic-
ular cloud with SeVs within their covering radius, respec-
tively. It is assumed that the communication radius of each
vehicle is Z.

2.1. Task Offloading Model. Since the size of the output task is
usually much smaller than the size of the input task, we can
ignore the return time in offloading [18, 19]. Each TaV first
offloads the computing task to one or more surrounding

TaV 1

TaV 3

TaV 2

SeV

SeV

SeV

SeV

SeV

SeV
SeV

SeV

Z

Z

Figure 1: Vehicular cloud system model.
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SeVs for processing and then handles the size of the remain-
ing task by itself to ensure that the task is completed within
the deadline. The total offloading delay for SeV j to process
the size of a task assigned by TaV i is given as

Tij =
dij
Rij

+
cij
f ij

, ð1Þ

where dij is the task size of the TaV i offloading to SeV j, Rij is
the transmission rate of TaV i to SeV j, cij is the required
computation resource to complete task dij, and f ij is the
computing resource provided by SeV j to TaV i.

2.2. Local Processing Model.When the task is not completely
offloaded, the size of the remaining task is processed locally,
and the local processing delay is expressed as follows:

Ti0 =
ci −∑N

j=1 cij
f i0

: ð2Þ

2.3. Mobility Model. Assuming that the initial position of
TaV i and the initial position of SeV j is, respectively, ðxTaVi

, yTaVi
Þ and ðxSeV j

, ySeV j
Þ, the speed of each vehicle is defined

as vTaVi
, vSeV j

∈ ½vmin, vmax� that the vehicle maintains a uni-

form linear motion during task processing, so the motion
angle θ = f0, πg, after moving the time slot Δt, the position
of the TaV i is changed to xΔtTaVi

= xTaVi
+ vTaVi

Δt cos θ,
yΔtTaVi

= yTaVi
+ vTaVi

Δt sin θ. The position of SeV j is changed

to xΔtSeV j
= xSeV j

+ vSeV j
Δt cos θ, yΔtSeV j

= ySeV j
+ vSeV j

Δt sin θ.

According to Euclid’s theorem, after TaV i and SeV j move
through the time slot Δt, the distance between the two vehi-
cles is

s =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xΔtTaVi

− xΔtSeV j

� �2
+ yΔtTaVi

− yΔtSeV j

� �2r
: ð3Þ

Communication between each other can be achieved
only when SeV j is within the communication radius Z of
TaV i. The connection time between vehicles is predicted as
follows:

Z2 = x
Tre
i j

TaVi
− x

Tre
i j

SeV j

� �2
+ y

Tre
i j

TaVi
− y

Tre
i j

SeV j

� �2
: ð4Þ

2.4. Offloading Utility Function. Considering all the TaVs in
the VC system, the total offloading utility obtained of offload-
ing TaVs to SeVs can be defined as

U = 〠
M

i=1
ui − Cið Þ, ð5Þ

where ui is denoted as the offloading revenue of TaV i and Ci
is the offload cost of the TaV i.

The total offloading revenue obtained by TaV i for
offloading tasks to the VC is expressed as follows [20]:

ui = αi 〠
N

j=1
log2 1 + dij

� �
, ð6Þ

where αi represents the task offloading revenue weight
parameter of TaV j, and its value is greater than zero.

The transmission cost required by TaV i to offload tasks
to the VC is expressed as follows:

Ci = χ〠
N

j=1
dij, ð7Þ

where χ is the unit transmission cost required for transmiting
1Mb data to any SeV.

With the aim of maximizing the task offloading of TaVs
in the VC system, the following optimization is formulated
P1:

max
dij

U

s:t: C1 : Tij ≤ Tdeadline
i ,∀i ∈M,∀j ∈N

C2 : 〠
N

j=1
dij ≤ di,∀i ∈M,∀j ∈N

C3 : dij ≥ 0,∀i ∈M,∀j ∈N

C4 : Tij ≤ Tre
ij ,∀i ∈M,∀j ∈N:

ð8Þ

C1 means that the processing delay of each subtask is
limited by the deadline of the task. C2 and C3 ensure that
the size of total tasks offloading is not greater than the gener-
ated task size and the size of offloading is positive. C4 indi-
cates that TaV i and SeV j should not spend more time on
task processing than the connection time between the two
vehicles.

3. Computing Resource Allocation Based on
Game Theory

For the sake of enabling SeVs to share their own resources to
others, we propose an incentive method which is based on
game theory as well as introduce a paid resource allocation
strategy. The offloading delay for TaV i to offload the task
to SeV j in the process of task offloading is as follows:

Tij =
di
Rij

+
ci
f ij

: ð9Þ

With the purpose of simplifying the problem, we will
consider Rij as a fixed value. According to (9), the delay for
task offloading is affected by computing resources provided
by SeV j to TaV i. It is impossible for SeV j to provide com-
puting resources to TaV i for free because of the selfishness of
vehicles. According to messages exchanged between vehicles,
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we design a distributed incentive mechanism for resource
allocation. The specific details are shown as follows.

3.1. Utility and Cost Functions

(1) With the aim of maximizing utility of SeV j, the fol-
lowing optimization problem is formulated:

max
f i j

V j = δj ln 1 + pi f ij
� �

− ccj f ij

s:t: C1 : f ij > 0

C2 : f ij ≤ Fmax
j ,

ð10Þ

where ccj represents the unit resource cost price of SeV j; δj is
the willingness of SeV j, with δj ≥ 1; pi represents the bid for
TaV i; C1 indicates that the resources provided by SeV j are
larger than zero; and C2 indicates that the total resources
provided by SeV j are not larger than the maximum
resources provided by itself.

Theorem 1. For any price given by each TaV, there must be a
unique Nash equilibrium solution in the noncooperative game
between SeVs.

Proof. The first-order derivative of V j with respect to f ij is
expressed as follows:

∂V j

∂f ij
=

δjpi
1 + pi f ij

− ccj: ð11Þ

The second-order derivative of V j with respect to f ij is
expressed as follows:

∂2V j

∂f ij
2 = −

δjpi

1 + pi f ij
� �2 : ð12Þ

As the values of all parameters in (12) are positive, the
second-order derivative of utility function is lower than zero,
namely, ∂2V j/∂f ij

2 < 0. Therefore, the utility function of SeV
j is a concave function with maximum value. The corre-
sponding optimal solution f ij = δj/ccj − 1/pi can be obtained
by ∂V j/∂f ij = 0, and there is a unique Nash equilibrium in
the noncooperative game between SeVs given the price of
the TaV.

(2) In order to maximize economic benefits, we should
minimize offloading cost. With the aim of minimiz-
ing cost function of TaV i, the following optimization
problem is formulated:

min
f i j

pi 〠
N

j=1
f ij

s:t: C1 : f ij ≥ 0

C2 : fmin
i < 〠

N

j=1
f ij ≤ fmax

i

C3 : Pmin ≤ pi ≤ Pmax,

ð13Þ

where C2 means that the total computing resources provided
by SeVs are larger than the minimum required resources fmin

i
, but it is smaller than the maximum required resources f max

i .
C3 indicates that the bids of TaVs are larger than the lowest
price Pmin, but it is smaller than the highest price Pmax.

3.2. TaV Pricing Rules. This section defines the concept of
“pricing” for tasks by their service requirements, for the
purpose of solving the problem of resource allocation.
The pricing function is used to classify tasks requested
by TaVs and further distinguish the priority of tasks.
The definition of the pricing function of the TaVs task
mainly involves two factors, namely, the urgency of the
task and the network conditions around the TaV. Accord-
ingly, the pricing of the TaV is obtained by the urgency of
the task and the network status around the TaV. Then, the
urgency of the task is related to the size of the task gener-
ated by the TaV and the deadline of the task. The network
condition around the TaV is related to the number of
requests received and the number of answers received in
the previous slot.

3.2.1. Distribution of the Number of Vehicles within the TaV
Coverage. Owing to the stability of the network, the network
condition of the previous and the next moment is
unchanged. Suppose that TaV i and SeV j are randomly dis-
tributed on the road. Then, it is known that the TaV kðk = iÞ
receives Rk requests and Sk responses at the previous time.
According to the conditional probability, the distribution
function of the number of TaVs mk and the distribution
function of the number of SeVs nk in the coverage area is
obtained.

(a) Distribution function of the number of TaVs mk
within the coverage of TaV k is expressed as follows:

P
mk

Rk

� �
= P mk, Rkð Þ

P Rkð Þ = P mk, Rkð Þ
∑∞

mk=Rk
P mk, Rkð Þ

=
CRk
mk
P1

Rk 1 − P1ð Þmk−Rk

∑∞
mk=Rk

CRk
mk
P1

Rk 1 − P1ð Þmk−Rk
,

ð14Þ

where (mk, Rk) indicates that there are totallymk TaVs within
the coverage of TaV k, among which TaV k receives Rk
requests, and P1 indicates the probability of any TaV sending
out requests.
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(b) Distribution function of the number of SeVs nk
within the coverage of TaV k is expressed as follows:

P
nk
Sk

� �
=
P nk, Skð Þ
P Skð Þ =

P nk, Skð Þ
∑∞

nk=Sk P nk, Skð Þ

=
CSk
nk
PSk
2 1 − P2ð Þnk−Sk

∑∞
nk=Sk C

Sk
nk
PSk
2 1 − P2ð Þnk−Sk

,
ð15Þ

where (nk, Sk) means there are a total of nk SeVs within the
coverage of TaV k, among which TaV k receives Sk responses,
and P2 means the probability that any SeV will respond to a
TaV after receiving it.

3.2.2. Average Number of Vehicles within the Coverage of TaV
k

(a) The average number of TaVs within the coverage of
TaV k is expressed as follows:

E mkð Þ = 〠
∞

mk=Rk

mkP
mk

Rk

� �
ð16Þ

(b) The average number of SeVs within the coverage of
TaV k is expressed as follows:

E nkð Þ = 〠
∞

nk=Sk

nkP
nk
Sk

� �
ð17Þ

3.2.3. Remaining Resources within the Coverage of TaV k.
Suppose that the resource requirements of each TaV obey
the normal distribution of Q1 ~ ðμ1, δ21Þ and the resources
provided by each SeV obey the normal distribution of Q2 ~
ðμ2, δ22Þ, the remaining resources around TaV k obtained by
(16) and (17) are expressed as follows:

Qk = E nkð ÞQ2 − E mkð ÞQ1: ð18Þ

On account of the independence of Q1 and Q2, we can
obtain the mean and variance value of Qk:

E Qkð Þ = E nkð Þμ2 − E mkð Þμ1, ð19Þ

D Qkð Þ = E nkð Þ2δ22 − E mkð Þ2δ21: ð20Þ
According to (19) and (20), we can get the distribution of

the remaining resources Qk. In other words, a new normal
distribution is expressed as follows:

F Qkð Þ = 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πD Qkð Þp ðQk

−∞
e− t−E Qkð Þð Þ2/2D Qkð Þð Þ: ð21Þ

3.2.4. Initial Pricing of TaV k. According to (21), the remain-
ing resources covered by TaV k are expressed as follows:

E Qkð Þ = E nkð Þμ2 − E mkð Þμ1: ð22Þ

The initial pricing of TaV k [21] is

Pk =
λk Pmid − Pminð Þ + Pmin, E Qkð Þ ≥ 0,

−λk Pmax − Pmidð Þ + Pmid, E Qkð Þ < 0,

(
ð23Þ

λk =
2
π

arctan
fmin
k

E Qkð Þ

 !
, ð24Þ

where fmin
k means the minimum resources obtained by TaV k

, fmin
k = dk/Tdeadline

k . From the pricing function, we can see
that when the surrounding remaining resources are greater
than zero, the price will be raised by the lowest price; other-
wise, the price will be raised by the middle price.

After getting the best initial pricing, we develop a dis-
tributed resource allocation algorithm. The algorithm
dynamically changes the price of the TaV to ensure the
maximum utility of the SeV, and the TaV can obtain
resources to meet its needs. The algorithm is introduced
in detail in Algorithm 1. Firstly, the TaV sends the busi-
ness request (including the price); meanwhile, all vehicles
within the coverage of the TaV will receive the request
message. Then, the SeV that received the request message
maximizes its utility to obtain the size of computing
resources that can be provided (Steps 4-14 of Algorithm 1).
Next, the SeV sends a response (resources that the SeV
can be provided) to the TaV; meanwhile, the TaV receives
the response and adds up resources provided by SeVs.
Finally, if the sum of the total resources provided is
greater than the maximum resource demand of the TaV,
the price will be reduced; otherwise, the price will be
increased if the total resources provided are less than the
minimum resource demand of the TaV. Otherwise, the
price is the optimal price, and the optimal resource alloca-
tion result of the SeV is obtained (Steps 15-30 of
Algorithm 1).

4. Task Allocation of Vehicular Cloud System

This section is aimed at solving the problem of task allocation
of the VC system. Because the second-derivative of U for dij
in equation (5) can be obtained ∂2U/∂dij

2 < 0, the objective
function of optimization problem P1 is the concave function
of variable dij. Since the constraints C1, C2, C3, and C4 in P1
are all convex sets, the optimization problem P1 is a convex
optimization problem. In the end, the optimal dij is obtained
by Lagrange theory.
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The Lagrangian function of optimization problem P1 is
defined as follows (without considering dij ≥ 0):

L dij, ϖ, σ, ψ
� �

=U + 〠
M

i=1
〠
N

j=1
ϖij Tdeadline

i −
dij
Rij

−
κdij
f ij

" #

+ 〠
M

i=1
σi di − 〠

N

j=1
dij

 !

+ 〠
M

i=1
〠
N

j=1
ψij Tre

ij −
dij
Rij

−
κdij
f ij

 !
,

ð25Þ

where ϖ, σ, ψ are the Lagrangian multipliers.
According to the original optimization problem P1, a

Lagrangian dual problem can be obtained as follows:

P2 : min
ϖi j,δi ,ψi j

max
dij

L dij, ϖ, δ, ψ
� �

: ð26Þ

For the optimization problem P2, it can be decomposed
into a maximum task assignment problem and a minimum

Lagrangian factor update problem, which can then be solved
through iteration. The maximized part of the optimization
problem P2 is expressed as follows:

P21 : max
dij

L ϖ, σ, ψð Þ: ð27Þ

Since the optimization problem P1 is a convex optimi-
zation problem, according to the KKT condition, the opti-
mal solution of the optimization problem P21 is equal to
the optimal solution of the optimization problem P1. By
solving equation ∂Lðϖ, σ, ψÞ/∂dij = 0 and considering con-
straint dij ≥ 0, the optimal task assignment dij is obtained
as follows:

dij =

0, dij ≤ 0,
α

ln 2 χ + 1/Rij + k/f ij
� �

ϖij + ψij

� �
+ δi

� � − 1, dij > 0:

8>><
>>:

ð28Þ

1: Initialization: The cost price ccj of the SeV j and the maximum resource it can provide are Fmax
j ; the TaV i the required computing

resource is f i
min < f i ≤ f i

max

2: For t=0, TaV i to set the price piðtÞ, and send it to the vehicles within the coverage
3: fort = 1, 2, 3:⋯do
4: fori = 1, 2,⋯,Mdo
5: for j = 1, 2,⋯,Ndo
6: According to ∂V/∂f ij = 0, compute f ij
7: fork = 1 : ido
8: a = a + f kj
9: end for
10: Ifa > Fmax

j then

11: f ij = 0
12: end if
13 end for
14: end for
15: If∑N

j=1 f ij ≥ f i
maxthen

16: decrease the price, piðt + 1Þ = piðtÞ − v
17: else
18: if∑N

j=1 f ij ≤ f i
minthe

19: increase the price, piðt + 1Þ = piðtÞ + v
20: else
21: piðt + 1Þ = piðtÞ
22: end if
23: Ifpiðt + 1Þ == piðtÞthen
24: break
25: else
26: report the new price piðt + 1Þ
27: back to 3
28: end if
29: end if
30: end for

Algorithm 1: Distributed resource allocation algorithm.
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The Lagrange multipliers updating problem of P2 is
expressed as

P22 : min
ϖi j ,σi ,ψi j

L dij, ϖ, σ, ψ
� �

: ð29Þ

It can be seen from the above analysis that P22 is also
a convex problem, so the gradient descent method is used
to update the Lagrangian multipliers ϖij, σi, ψij, and the
Lagrangian multipliers ϖij, σi, ψij are all nonnegative real
numbers.

We denote ϖðtÞ
ij , σ

ðtÞ
i , ψðtÞ

ij as the Lagrangian multipliers of

the tth iteration, and then, the Lagrange multipliers ϖðt+1Þ
ij ,

σðt+1Þi , ψðt+1Þ
ij of the ðt + 1Þth iteration can be obtained as fol-

lows:

ϖ
t+1ð Þ
ij =max 0, ϖ tð Þ

ij − τ tð Þ Tmax
i −

dij
Rij

−
cij
f ij

 !( )
, ð30Þ

ψ
t+1ð Þ
ij =max 0, ψ tð Þ

ij − τ tð Þ Tre
ij −

dij
Rij

−
cij
f ij

 !( )
, ð31Þ

σ
t+1ð Þ
i =max 0, σ tð Þ

i − τ tð Þ di − 〠
N

j=1
dij

 !( )
, ð32Þ

where τðtÞ = τð0Þ/
ffiffi
t

p
is the tth update step length. In order to

ensure the convergence of the algorithm, this update step
length [22] is considered.

The task allocation algorithm can be divided into the fol-
lowing four steps: (1) Initialize the Lagrange multipliers. (2)
According to the given Lagrange multipliers, solve the opti-
mization problem P21 through KKT conditions to obtain
the optimal task allocation result; update the Lagrange multi-
pliers with the method in formula (30)–(32). (3) Get the task
allocation result by the convergence condition of Lagrange
function. (4) Judge whether the task has been completely
allocated; if it has been completely allocated, return the allo-
cation result; otherwise, judge whether the remaining unallo-
cated task can be executed locally. If possible, the rest of the
tasks are executed locally and the task assignment results
are returned. Otherwise, the task cannot be completed on
time, and the task assignment will fail. In Algorithm 2, the
task allocation algorithm will be described in detail.

5. Numerical Results

The numerical results given in this section show that the pro-
posed algorithm improves the resource utilization and total
task completion ratio in the VC system.We evaluate and com-
pare the effects of different vehicle speed, vehicle density, task
size, and number of TaVs on the performance of the proposed
scheme and other baseline schemes. We will compare the pro-
posed resource allocation scheme in this paper (PRAS) with

Require:α, di, χ
Ensure:dij, ∀d
1: Define t for counting iteration, initialize t = 0, define ε as convergence threshold
2: Initialization ϖij, σj, ψij

3: According to ϖij, σj, ψij and (28), compute dij

4: According to (25), compute Lðd∗ðtÞij , ϖðtÞ, σðtÞ, ψðtÞÞ , let LðtÞ = Lðd∗ðtÞij , ϖðtÞ, σðtÞ, ψðtÞÞ
5: According to (30)(31)(32), compute ϖðt+1Þ

ij ,σðt+1Þj , ψðt+1Þ
ij

6: According to (25), compute Lðd∗ðtÞij , ϖðtÞ, σðtÞ, ψðtÞÞ, let LðtÞ = Lðd∗ðtÞij , ϖðt+1Þ, σðt+1Þ, ψðt+1ÞÞ
7: whilejLðt+1Þ − LðtÞj > εdo

8: According to ϖðt+1Þ
ij , σðt+1Þj , ψðt+1Þ

ij , compute dðt+1Þij

9: LðtÞ = Lðt+1Þ

10: d∗ðtÞij = d∗ðt+1Þij

11: Repeat steps 5, 6
12: t = t + 1
13: if∑N

j=1 d∗ij ~ = dithen

14: d∗i0 = di −∑N
j=1 d∗ij

15: ifTi0 ≤ Tmax
i then

16: d∗i0 and d∗ij
17: else
18: d∗i0 = 0 and d∗ij = 0
19: end if
20: else
21: d∗i0 = 0 and d∗ij
22: end if
23: end while

Algorithm 2: Task assignment algorithm based on Lagrange theory.
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two benchmark schemes, including (i) LCS (Lowest Cost
Scheme): the server bids by the network conditions, and the
buyer always chooses the server with the lowest unit price,
and (ii) HRS (Highest Revenue Scheme): the buyer bids by
resource requirements, and the server always provides services
to the buyer with the highest unit bid. In addition, the pro-
posed offloading scheme in this paper (POS) is compared with
the benchmark scheme by three different comparison
methods: (i) LPS (Local Processing Scheme); (ii) AOS (Aver-
age Offloading Scheme): TaVs distribute tasks to the sur-
rounding SeVs equally; and (iii) UOS (Unified Offloading
Scheme): TaVs consider its own computing resources and
assign the task equally to the surrounding SeVs and itself.

In this paper, the MATLAB simulation platform is used
to verify the proposed algorithm. Vehicles are randomly dis-
tributed to a two-way lane with a length of 1000m and a
width of 50m. Furthermore, the computation capacity and
task size of the vehicle follow normal distribution. Relevant
simulation parameters are given in Table 1.

5.1. Effect of the Number of TaVs. Figure 2(a) shows resource
utilization for different algorithms when the number of TaVs
varies from 10 to 20, where the resource utilization ratio is
equal to the ratio of the resources used by TaVs to the total
resources of SeVs in the system. It is observed from
Figure 2(a) that the resource utilization monotonically
increases with the number of TaVs, and the growth rate grad-
ually decreases; in other words, increasing the number of TaVs
from 10 to 14 makes more TaVs benefit from the resources of
SeVs than that from 16 to 20. The reason is that the available
resources are no longer enough to respond to the requests of
new TaVs with limited computation resources. As a result,
the resource utilization gradually increased slowly. Further-
more, it can also be observed that PRAS can obtain higher
resource utilization than HRS and LCS. When the number
of TaVs is more, it can better reflect the superiority of PRAS.
This is because the number of TaVs increases, and the more
TaVs compete for limited computing resources, the probabil-
ity of successful acquisition of resources by TaVs is reduced.
For the sake of obtaining better resource utilization, compared
withHRS and LCS, PRAS further optimizes the network status
and DiffServ of different tasks based on resource allocation. In
other words, PRAS adopts a differentiated pricing strategy.
Compared with HRS which only considers network condition
and LCS which only considers its own condition, PRAS con-
siders the condition of the TaV, including whether the TaV
has urgent tasks and whether the network around the TaV is
busy. Therefore, the total resource utilization rate of the net-
work is improved. In addition, when the number of TaVs is
less than 12, the HRS and PRAS have the same resource utili-
zation as the computing resources are sufficient and both two
algorithms can provide the resources required for TaVs.

Figure 2(b) depicts the task completion ratio of different
algorithms where the number of TaVs varies from 10 to 20,
where the task completion ratio is equal to the number of
tasks successfully completed within the deadline over the
total number of tasks in the system. It can be seen from
Figure 2(b) that POS can achieve a relatively higher task com-
pletion ratio compared with the three baseline schemes. This

is because UOS and AOS do not consider mobility of vehicles
and task deadline constraints. However, the proposed
scheme jointly optimizes mobility of vehicles and the dead-
line of the task, which is conducive to making full use of
resources. Hence, more tasks can be offloaded and task com-
pletion is significantly increased. In addition, since LPS does
not consider the choice of SeVs, the increase in the number of
TaVs does not affect the task completion ratio of LPS.

Figure 3 shows the price for different task sizes of the TaV
when the number of TaVs varies from 10 to 20. It is observed
from Figure 3 that the price monotonically increases with the
number of TaVs, and the price also monotonically increases
with task size. The reason is that increasing the size of tasks
and the number of TaVs will reduce the TaV surrounding
idle resources. The price function of the TaV is a piecewise
function of the surrounding remaining resources. When the
remaining resources of the TaV are greater than zero, the
price is increased based on the lowest price. When the
remaining resources around the TaV are greater than zero,
the price is increased based on the middle price.

5.2. Effect of Vehicle Density. Figure 4 shows the resource uti-
lization and task completion ratio of the VC system versus
the vehicle density. Numerical results demonstrate that vehi-
cle density is inversely related to resource utilization and pos-
itively related to the task completion ratio. This is because the
number of SeVs increases with increasing vehicle density,
and resource utilization decreases due to the constant num-
ber of TaVs. Moreover, with the increase in the number of
SeVs, there will be more available resources around TaVs
and more computation tasks can be offloaded to SeVs, which
will lead to the improvement of the task completion ratio. On
the contrary, when the vehicle density in the system is con-
stant, the resource utilization increases and the task comple-
tion ratio decreases with the increase of the number of TaVs.
As the number of TaVs increases, more TaVs compete for
limited resources, which will lead to the increase in resource
utilization. The reason is that when the number of TaVs
increases to a certain extent, the resources of SeVs are fully
utilized but still cannot meet resources required for the exces-
sive growth of the number of TaVs. In the end, the size of
total offloading is no longer changed and the task completion
ratio is reduced.

Table 1: Simulation parameter.

Parameter Value

v 80 − 120½ � km/h

Z 300m

R 5Mb

Tmax 1 ~ 3 s

Fmax
j N 4 ∗ 1010, 0:5 ∗ 1010

� �
(CPU cycle/s)

f i N 2 ∗ 1010, 1 ∗ 109
� �

(CPU cycle/s)

d 3, 7½ � (Mb)

k [15] 18000 cycles/bit

M +N 20 − 30½ �
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Figure 2: (a) Resource allocation versus the number of TaVs. (b) Task completion ratio versus the number of TaVs.
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5.3. Effect of TaV Speed. Here, we make comparison of TaV
speed performance under different schemes. Figure 5 shows
offloading utility and task completion ratio for different algo-
rithms when TaV speed varies from 80 km/h to 120 km/h. It
can be concluded that the task completion ratio and offload
utility of POS, UOS, AOS, and LPS all decrease with increas-
ing speed from Figures 5(a) and 5(b). As the speed of TaVs
increases, the contact time between TaVs and SeVs becomes
shorter, and the size of offloading task data decreases. There-
fore, the offloading utility and task completion ratio decrease.
Then, by comparing POS with other schemes, it can be seen
that the task completion ratio and offload utility of POS are
optimal. This is because POS optimizes the mobility of vehi-
cles, the deadlines of TaVs, local computing resources of
TaVs, and the service differentiation of different types of
tasks. The resource allocation is superior to other schemes,
and task allocation is also more reasonable than other
schemes. Hence, the task completion ratio and offloading
utility of POS are superior to other solutions. In addition,
with the decrease of the task size processed by SeVs, the task
offloading time is shortened and the success rate of task off-
loading is increased accordingly. What is more, since the
choice of SeVs is not considered, LPS is not sensitive to the
increase of speed on the task completion ratio of LPS.

5.4. Effect of Task Size. Figure 6(a) shows offloading utility
versus the task size of TaVs. Numerical results demonstrate

that task size is positively related to offloading utility. The
numerical results show that when the task size is less than
4Mb, the offloading utility of AOS is optimal and the offload-
ing utility of POS is close to UOS. Since POS and UOS pro-
cess a part of tasks locally, the size of offloading tasks is
reduced, resulting in lower offloading utility than AOS.
Moreover, it can be seen from Figure 6(a) that when the sizes
of tasks are greater than 4Mb, the offloading utility of POS is
the highest. It can also be obtained that with the increase of
task size of TaVs, the offloading utility of POS, HRS, and
LCS first increases rapidly and then slowly increases. This is
because the number of SeVs remains unchanged. When the
task size of TaVs begins to increase, the offloading utility
increases rapidly. However, with the increase of the size of
the task to a certain extent, the resources of SeVs are fully uti-
lized, which still cannot meet the resource requirements of
the excessive increase in TaVs’ task size, so the growth trend
of offloading utility gradually slows down.

We also compare the task completion ratio in terms of
the task size in Figure 6(b). It is interesting to see that the task
completion ratio decreases with the increase of the task size.
The reason is that as the sizes of the tasks processed by each
vehicle increases, the risk of task exceeding the deadline also
increases due to the constant deadline. As a result, the task
completion rate is reduced. In addition, it can be seen that
the UOS and AOS methods do not take the task processing
time beyond the deadline into account, which results in the
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Figure 3: Price versus the number of TaVs.
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Figure 4: (a) Resource allocation versus vehicle density. (b) Task completion ratio versus vehicle density.
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Figure 5: (a) Offloading utility versus TaV speed. (b) Task completion ratio versus TaV speed.
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Figure 6: (a) Offloading utility versus task size. (b) Task completion ratio versus task size.
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task offloading success rate lower than the POS, and the task
completion rate is lower than the POS. What is more, LPS is
executed locally without computational offloading, so it takes
more time than the offloading mode.

6. Conclusion

In this paper, we investigate the joint task offloading and
resource allocation mechanism in the VC system and maxi-
mize the total offloading revenue of tasks under the con-
straints of task completion deadlines and rapid vehicle
movement characteristics. Considering the different types
of services required by tasks in VC, this paper proposes a
resource allocation model based on differentiated services
and designs the pricing function of a task. Its pricing relies
on the size of the task, the deadline for the task, and the num-
ber of requests and responses received by the vehicle that
generated the task in the previous time slot. Furthermore,
considering the mobility of vehicles, the deadline of tasks,
and the limited computing resources, the centralized
Lagrange dual method is used to solve the task offloading
problem of the VC system. The simulation results show that
the optimization effect of DiffServ offloading strategy is sig-
nificantly improved, and the resource utilization and task
completion ratio are significantly increased.
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Mobile robot localization has attracted substantial consideration from the scientists during the last two decades. Mobile robot
localization is the basics of successful navigation in a mobile network. Localization plays a key role to attain a high accuracy in
mobile robot localization and robustness in vehicular localization. For this purpose, a mobile robot localization technique is
evaluated to accomplish a high accuracy. This paper provides the performance evaluation of three localization techniques
named Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF), and Particle Filter (PF). In this work, three localization
techniques are proposed. The performance of these three localization techniques is evaluated and analyzed while considering
various aspects of localization. These aspects include localization coverage, time consumption, and velocity. The
abovementioned localization techniques present a good accuracy and sound performance compared to other techniques.

1. Introduction

Accurate localization is a very important aspect of several
wireless sensor networks (WSNs) and Internet of Things
(IoT) applications. These applications included underwater
navigation, indoor positioning, bridges monitoring, indus-
trial monitoring, health monitoring, and security systems
[1–4]. For the improvement of localization accuracy, a vari-
ety of localization techniques have been investigated in the
previous work. However, in this paper, the authors focused
on three basic localization techniques named Extended Kal-
man Filter (EKF-) based localization, Unscented Kalman Fil-
ter (UKF-) based localization, and Particle Filter (PF-) based
localization.

In the early period, Kalman Filter (KF) is used in an iter-
ative manner that considers the prior information of the
noise features to compensate for and to filter out the noise.
But still, the issues arise during localization when attempting
to model the noise that is only an approximation and does
not specify the noise real distribution [5–7]. KF is only appli-

cable for the linear stochastic procedures; however, for the
nonlinear procedures, the EKF can be applied. The supposi-
tion of these two methods (KF and EKF) is that noise and
process measurements are self-governing and with a normal
probability distribution [8].

The authors analyzed the pertinency of the KF to the
mobile robot self-positioning in [9–11]. These algorithms
are only appropriate for linear systems. On the other hand,
for robot self-positioning, EKF provides an alternative to
the Bayesian filter. Therefore, in [12], the author proposed
an EKF approach for the localization of four-wheel encoders
and laser range-finder nodes. EKF is basically used for the
nonlinear functions, which apply the Taylor series expansion
to linearize the measurement models. Thus, the first-order
nonlinear functions of the Taylor series is used. In the pre-
dictable statistics of the subsequent distributions, this linear-
ization often encourages higher error. This is particularly
obvious when the systems are vastly nonlinear, and it can
lead to the deviation in the filter. Besides, the UKF does not
estimate the nonlinear method, and the actual nonlinear
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model is applied to the observation models. UKF basically
estimate the distribution of random variables [13] by apply-
ing the scaled unscented alteration method. For the autono-
mous robot localization or Autonomous Underwater
Vehicles (AUV) localization, the EKF and UKF performance
is equated in [14]. The author concludes that the UKF perfor-
mance is better concerning numerous characteristics such as
average localization accuracy relative to the EKF. Besides
this, UKF does not involve applying the Jacobian matrix;
therefore, the UKF precision is higher.

The PFs have taken further consideration by the investi-
gators because of their advantages against the EKF and the
UKF [15]. PF can solve the issue of a measurement system
that is affected by the non-Gaussian noise and accomplish
the localization globally in the case in which there is no prior
knowledge about the target [16]. The PFs are easier in imple-
mentation as compared to the EKF, but also exist some disad-
vantages such as letdown due to sample penury and
substantial computational load. The letdown due to the sam-
ple penury occur more commonly and resultantly causes the
failure of the PF algorithm. To address this issue, various PFs
have been investigated such as Markov Chain Monte Carlo
(MCMC) move step and Regularized PF (RPF) [17]. The
proposed approaches cannot prevent it completely but can
mitigate the sample penury. If the conventional PF flops
because of the sample penury, it is unable to return to the
normal conditions. Furthermore, a Hybrid Particle/Finite
Impulse Response (FIR) Filter (HPFF) is investigated to solve
this issue [18–21]. FIR filters are more stable as compared to
other filters and robust, but FIR filters characteristically drop
inaccuracy to the PF in the case of nonlinear systems [22–25].
Therefore, PF is applied as an elementary filter, which is sus-
ceptible to failure and deviation. The FIR filter is applied to
recuperate the PF by restarting and reorganizing.

1.1. Contributions of This Work. This work aims to propose
an effective vehicular localization technique for the mobile
robot. For this purpose, the authors introduced three locali-
zation techniques. The proposed techniques’ performance is
better in simulation concerning the abovementioned locali-
zation techniques in the literature. The contributions of this
paper are divided into the following three phases.

(1) EKF-based localization

(2) UKF-based localization

(3) PF-based localization

The performance of the abovementioned techniques is
evaluated and analyzed in different scenarios. While consid-
ering numerous aspects of localization, the accuracy of these
techniques is higher. A variety of vehicular localization tech-
niques are investigated in the literature to analyze the presen-
tation of the proposed techniques. These techniques are
evaluated while considering numerous aspects of localization
such as accuracy, time consumption, vehicle velocity, cover-
age area, and localization coverage. Furthermore, the presen-
tation of the proposed localization techniques is compared
with each other’s and also with other localization techniques.

1.2. Organization. The rest of the paper is sorted as follows.
The related work is detailed in Section 2, and Section 3 pre-
sents the proposed techniques used for localization. The sub-
sections of Section 3 present the proposed EKF, UKF, and PF
localization techniques. Section 4 presents the discussion on
the simulation results and comparison while Section 5 con-
cludes the work.

2. Related Work

In order to expand the performance of mobile robot localiza-
tion, several approaches have been introduced [26–28] to
address vehicular localization [29] issues and errors of the
NLoS environment. The method in [30] uses two receivers,
and the Frequency Difference of Arrival (FDoA) signals to
approximate the moving emitter velocity. There is a nonlin-
ear measurement error which is occurred by the RF system
noise in the geolocation environment with the Time Differ-
ence of Arrival (TDoA) [31, 32] and FDoA. For this problem,
the authors proposed the iterated dual-EKF approach to rec-
ompense for the nonlinear estimation error. Using the iter-
ated dual-EKF approach, the parameter estimation (PE)
filter updates model uncertainties caused by exterior noises
and has a higher convergence rate of the system parameters
by the iteration method.

EKF is a traditional technique for positioning estimation
[33, 34]. EKF extends models of nonlinear functions in the
Taylor series close to the estimation state and shortens them
to consider the linearization of the model in the first order. In
the Line-of-Sight (LoS) environment, EKF based on the lin-
ear models achieves higher accuracy. But, if the channel is
in the NLoS environment, the EKF shows a high error in
localization because of measurement data deviation [35].
For mobile node localization, a variety of NLoS approaches
have been presented [36–40]. The method of unscented
transformation is used for the standard KF to produce the
UKF, which attains a better estimation than the other
methods. Another method is presented for the positioning
of targets named Adaptive Iterated Unscented KF (AIUKF)
which combines the adaptive factor and iterative approach
to improve the localization performance. A PF localization
approach based on the Monte Carlo technique is used for
the positioning which exploits random sample group infor-
mation for the approximation of the state Probability Density
Function (PDF). Therefore, the performance of the PF-based
localization in non-Gaussian is much better while demand-
ing a high number of sample points. The authors collected
all metrics of the range and obtained the final estimation of
the state on the basis of position estimation of the fusion sub-
group. But on the other hand, in the NLoS, the authors find
discarding and detecting the range calculation from the bea-
con nodes. However, most of the above methods perform
accurately only in a particular noise distribution field, which
is not authentic.

Perhaps, EKF is a well-known procedure for estimating a
noisy measurement of the nonlinear system state. EKF is
based on the nonlinear maps of the system around the esti-
mated route. It is also based on the idea that the noises of
measurement, input noise, and initial state are Gaussian. It
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is acknowledged that the EKF is likely to deviate, mostly
because of bad primary estimates and higher noises, but
our experience does not know of any testable convergence
conditions. The estimation divergence is extra probable when
measurements are lost due to communication faults [41, 42],
which is a communal disorder in mobile robotics.

In recent years, UKF was developed to tackle some prob-
lems such as the need for Gaussian noises and the properties
of poor approximation [43]. The basic idea of UKF is to find
a transformation that allows a random vector having a length
of n to approximate the covariance and mean when it is
changed by the nonlinear map. It can be achieved by calculat-
ing a set of 2n + 1 points, known as σ-points, based on the
innovative vector mean and variance, transforming those
points through the nonlinear map and then resembling the
transformed vector mean and variance from the transformed
σ-points. The authors investigated that the EKF estimate is
precise to the first order, while in the case of Gaussian noises,
the UKF is precise to the third order. Similarly, for the EKF,
the covariance of the estimate is precise to the first order and
second order for the UKF.

A procedure of tracking through PFs is presented in [44]
to produce a probability distribution over the targeted area.
The procedure applies the recursive Bayesian filters which
are based on the sequential MC technique of sampling to esti-
mate the location of the target posterior distribution by
applying another distribution that can be prior arbitrary.
PF begins with a regularly primed set of particles. Then,
according to a movement model, all particle positions are
modified. The authors considered the measure in the ðx, yÞ
space that follows an arbitrary walk model for the representa-
tion of the human movement. The xðt + τÞ = xðtÞ + φðτÞ
shows a random path of the user, where φ denotes the
random parameter which characterizes the probability of fol-
lowing a known direction in the tracking procedure next
phase. In the measures achieved from the tags deployed in
RFID, the model also takes into consideration the error
model.

A statistical method named Kullback-Leibler Distance
(KLD) sampling is presented to increase the efficiency of
the PFs by adapting the sample sets size on-the-fly [45].
The approach is used to link the error of approximation
which is introduced by the PF sample-based illustration.
The method selects a smaller number of samples if the den-
sity is observant to a small part of the state space, and rising
samples if the uncertainty of the state is high. The mobile
robot localization problem is used to test and demonstrate
the approach to the adaptive PF. The localization of robots
is the problem of estimating the position of a robot relative
to the map of its operation area. This issue has been identified
as one of the most important mobile robotics challenges
which come in diverse essences. The simplest problem with
localization is position tracking, where the primary location
of the robot is determined, and location pursues to exact
small, gradual errors in the robot’s odometry. The global
localization is another stimulating problem for mobile
robots, where a robot does not have prior knowledge
about his position, but it has to be decided from scratch,
instead.

Following the above discussion, it is reflected that to pres-
ent efficient and accurate localization techniques, the issue of
vehicular localization with limited features is previously
important. Most of the previous localization techniques
focused only on the vehicle localization accuracy while ignor-
ing several aspects such the vehicle velocity, time consump-
tion, and coverage. Besides this, we must take into account
the positioning of the mobile robot in a precise manner.
The author, therefore, considers three localization techniques
named EKF, UKF, and PF in this paper. The proposed tech-
niques are evaluated on the basis of their performances. The
authors consider several aspects for localization such the
vehicle velocity, time consumption, accuracy, and localiza-
tion coverage.

3. Proposed Techniques of Localization

This section discusses the proposed localization techniques
based on EKF, UKF, and PF. In the next pages, the proposed
localization techniques are examined. Table 1 shows the
notations used in this work.

3.1. Extended Kalman Filter-Based Localization. EKF is typi-
cally implemented by substitution of the KF for nonlinear
systems and noise models. The models of observation and
state transformation are nonlinear functions, but these can
be differentiable functions. The observation and state transi-
tion models [46] are delineated as

xk = f xk−1, ukð Þ +wk, ð1Þ

zk = h xkð Þ + vk: ð2Þ
In the above equations, wk and vk denote the process and

observation noises and zero-mean Gaussian with the covari-
ance Qk and Rk, where xk and xk−1 are the current and previ-
ous robot state, while uk represents the input vector.

The state covariance is calculated as

Pk =
Pxv

Pxvl

Plxv
Pll

" #
=

Pxvxv
Pxvl1

⋯ Pxvl1

Pl1xv
Pl1l1

⋯ Pl1ln

⋯ ⋯ ⋯ ⋯

Plnxv
⋯ ⋯ Plnln

2
666664

3
777775, ð3Þ

where Pk is the covariance of the estimated n × nmatrix. Pre-
diction and update states are the two stages of the EKF algo-
rithm. To calculate the prediction state

x̂k∣k−1 = F × x̂k−1∣k−1 + Bk × uk, ð4Þ

where F denotes the state transition and Bk denotes the input
matrix. Covariance from equation (3) will become

Pk∣k−1 = F × Pk−1∣k−1 × FT +Q, ð5Þ

where Pk∣k−1 and Pk−1∣k−1 are the current and previous states.
Q represents a covariance matrix for the noise process. The
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origination vector and covariance matrix for the EKF update
state is

~Yk = Zk − h X̂k

� �
,

Sk =Hk × Pk∣k−1 ×HT
k + Rk,

ð6Þ

where hðX̂kÞ is the predictable estimations, Sk denotes the
covariance matrix of ~Yk, andHk is the predictable estimations
Jacobian matrix. To calculate the subsequent state vector:

x̂k∣k = X̂k∣k−1 + Kk × ~Yk:

Kk = Pk∣k−1 ×HT
k × S−1k ,

Pk∣k = In − Kk ×Hkð Þ × Pk∣k−1,

ð7Þ

where Kk is the Kalman optimal gain and Pk∣k denotes the
covariance matrix subsequent state. To apply the prediction,
motion, and observation models, the state vector is computed
as

Xk = x y yaw v½ �T : ð8Þ

Therefore, the state transition matrices F and B are calcu-
lated as

F =

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0

2
666664

3
777775,

B =

dt:cos x 3ð Þð Þ 0

dt:sin x 3ð Þð Þ 0

0 dt

1 0

2
666664

3
777775,

ð9Þ

In the same way, the measurement noise R is calculated as

R =
cos θð Þ sin θð Þ
−sin θð Þ cos θð Þ

" #
: ð10Þ

The Jacobian of themeasuring system’s motionmodel and
covariance can be computed as

JF =

1 0 0 0

0 1 0 0

−dt:sin x 3ð Þð Þ dt:u 1ð Þ:dt:cos x 3ð Þð Þ 1 0

dt:cos x 3ð Þð Þ dt:sin x 3ð Þð Þ 0 1

2
666664

3
777775,

P0 =

σ2x 0 0 0

0 σ2y 0 0

0 0 σ2vx 0

0 0 0 σ2vy

2
666664

3
777775,

ð11Þ

where σ2
x denotes the standard deviations of the estimated x, y

locations and P0 is the state information vector. The value of

Table 1: Index of notation.

Notation Description

T Time interval

φ Random parameter

Xk Current state

Xk−1 Previous state

Zk Observation model

f Prediction state function

h Prediction measurement function

Pk/k−1 Current state covariance

Pk−1/k−1 Previous state covariance

Q Covariance matrix of the process noise

R Covariance matrix of the measurement noise

h X
_

k

� �
Predictable estimation

Sk Covariance matrix of ~yk
Hk Predictable estimation Jacobian matrix

Kk Kalman optimal gain

Pk/k Covariance matrix subsequent state

F&B State transition matrices

δ2x Standard deviation

x, y Denote locations

P∘ State information vector

H Output measurement matrix

vk−1 Process noise

nk Measurement noise

w Weights

x° Sigma point

xi Sigma point where i = 1, 2,⋯, 2n
xest Estimation state

xtru True state

n Dimension of x

sk Set of particles

p 2k/xik
� �

Importance factor

f k xkð Þ Positive state function

Ts Robot sampling time

p xk/z1 : kð Þ Successive approximation

δ :ð Þ Dirac function

N Denote the samples
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the standard deviation, in this case, depends on certain vari-
ables such as the accuracy of GPS and the distance as shown
in Figure 1. Thus, the measuring system Jacobian can be writ-
ten as

H =

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

2
666664

3
777775, ð12Þ

where H is the output measurement matrix and the Jacobian
matrices of the state equation. The localization results of the
EKF algorithm is shown in Figure 1.

3.2. Unscented Kalman Filter-Based Localization. UKF is a
nonderivative filtering approach that immediately propa-
gates the mean measurement covariance and the state esti-
mates. Therefore, it precisely represents the allied
distributions by any nonlinear transformations that include
the measurement and state dynamics. In the process model,
because of the nonlinearity in the state functions of the veloc-
ity, unscented approximation to the finest filtering explana-
tion can be derived by implementing two steps of
measurement and time update. In the implementation of
the two phases, an unscented transform is approved for the
sigma points formation. Furthermore, for the derivation of
UKF, the Jacobian matrix calculation is not required as
required for the EKF technique. The technique can proceed
in the following way. Provided a nonlinear system with a dis-
crete time-system model [47, 48]:

xk = f xk−1, vk, uk−1ð Þ,
yk = h xk, nk, ukð Þ,

ð13Þ

where vk−1 and nk show the process noise and measurement
noise. Further, to compute the sigma points, time, and mea-
surement update, the xk estimates can be calculated. A set of
test points and its related weights w at time k − 1 is utilized
for sigma points measurement such as x0, k − 1 = xk−1, where
x0 denotes the sigma point at state:

xest = 0 0 0 0½ �T , ð14Þ

where xest is the estimated state. The state will be true if xtru
= xest. The corresponding weights for the sigma points can
be calculated as

xi,k−1 = xk−1′ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n + λð Þ × Pk−1

ph i
i
,

xi,k−1 = xk−1′ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n + λð Þ × Pk−1

ph i
i−n

,
ð15Þ

where xi denotes the sigma points and i = 1, 2,⋯, 2n. Nor-
mally, the weights w are characterized as

wm =
λ

n + λ

� �
,

wc =
λ

n + λ

	 

+ 1 − α2 + β
� �� �

:

ð16Þ

Similarly, at t = 0, the weights wm and wc can be written
as

wm
0 =

λ

n + λ

� �
,

wc
0 =

λ

n + λð Þ + 1 − α2 + βð Þ ,

wm
i =wc

i =
1

2 n + λð Þ ,

ð17Þ

where the dimension of x represented by n and λ = α2ðn + k
Þ − n is the parameter of scaling. Moreover, α is applied to
find the sigma points spreading around the state variable x‵

mean, and k is the second scaling parameter. To compute
the prediction of sigma points with observation and motion
model, the covariance and mean will become

xi,k∣k−1 = f xi,k−1ð Þ,

�x‵ = 〠
2n

i=0
wm

i xi,k∣k−1,

pk′ = 〠
2n

i=0
wc

i xi,k∣k−1 − �x‵
h i

xi,k∣k−1 − �x‵
h iT

+Qk,

_xi,k∣k−1 = x0:2n,k∣k−1 x0,k∣k−1 + v
ffiffiffiffiffiffi
Qk

p
x0,k∣k−1 − v

ffiffiffiffiffiffi
Qk

ph i
i
:

ð18Þ

With supplementary points gained from the process
noise covariance matrix square root, the sigma points were
increased.

_yi,k∣k−1 = h _xi,k∣k−1
� �

,

�y‵ = 〠
2na

i=0
_wm
i
_Yi,k∣k−1,

pyy,k = 〠
2na

i=0
_wc
i
_Yi,k∣k−1 − �y‵k

h i
_Yi,k∣k−1 − �y‵k

h iT
+ Rk,

pxy,k = 〠
2na

i=0
_wc
i _xi,k∣k−1 − �x‵k
h i

_yi,k∣k−1 − �y‵k
h iT

,

ð19Þ
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Figure 1: Localization comparison of EKF. In this phase, for all four iterations, the velocity is v = 1m/s and time is t = 60 sec. In the legends,
the red dashed line represents the EKF localization, where the green is the dead reckoning (DR), the pink solid line is the ground truth (GT),
the blue color asterisks denote the GPS signals, and the blue line denotes the error ellipse (EE) during localization.
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where Rk denote the covariance matrix. The Kalman gain can
be computed to update the state and the covariance.

kk = pxy,k × p‵
1
yy,k,

�xk = �x‵ + kk yk − �y‵
� �

,

pk = p‵k − kk × pxy,k × kTk ,

ð20Þ

By considering the primary estimation state, i.e., x‵0 = E½
x0� and p0 = E½ðx0 − x‵0Þ × ðx0 − x‵0Þ

T �

R =
cos θð Þ sin θð Þ
−sin θð Þ cos θð Þ

" #
,

xk+1 = Fxk + Bvk,

ð21Þ

where R denotes the covariance matrix for measuring noise
and F and B can be calculated as

F =

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0

2
666664

3
777775,

B =

dt:cos x 3ð Þð Þ 0

dt:sin x 3ð Þð Þ 0

0 dt

1 0

2
666664

3
777775,

H =

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

2
666664

3
777775:

ð22Þ

In the above equations, F and B denote the state matrices
of transition, while H represents the observation model out-
put measurement matrix. The localization results of the UKF
technique is presented in Figure 2.

3.3. Particle Filter-Based Localization. The authors analyzed
the performance of the PF-based localization technique in
this part. As similar to the tracking method, a PF is imple-
mented to construct a probability distribution over the field
of the targeted area of operation. This technique uses a recur-
sive Bayesian filter based on the sampling of MC to calculate
the target location subsequent distribution by applying
another distribution which can be random a priori [40].
The PF approach is less intensive computationally in com-
parison to the EKF and UKF techniques. Besides this, in con-
trast to the KF, PF can avoid any supposition related to the
intrinsic prominent attribute of the process and uncertainty
related to the node information. The PF required an opti-

mum interval of average but does not include the statistics
on noise. Moreover, when the robot is traveling during the
process of localization, the sensor particles in the surround-
ing of the robot can communicate with the robot and transfer
information to the robot [45]. The mobile robot can receive a
range of data from RFID that its position is known. The loca-
tion of a robot in a regular PF can be defined by vector xk
= xk yk½ �t . At the first step, the state estimation vector is
xest = 0 0 0½ �t with an estimate �xk of xk. As mentioned
in equations (1) and (2), the prediction and measurement
models are calculated. Let’s suppose, to describe a group of
particles at instant k time:

sk = xik,w
i
k

� �
∣ i = 1, 2, 3,⋯, ns

� �
,

wi
k =

p xik ∣ z
k, uk

� �
p xik ∣ uk, xk−1
� �

p xk−1 ∣ zk−1, ut−1
� � ,

wi
k =

ηp zk ∣ xik
� �

p xik ∣ uk, xk−1
� �

p xk−1 ∣ zk−1, uk−1
� �

p xik ∣ uk, xk−1
� �

p xk−1 ∣ zk−1, uk−1
� � ,

wi
k = ηp zk ∣ x

i
k

� �
,

ð23Þ

where sk is the set of particles, the numerator is the target dis-
tribution, and the denominator is the distribution proposal.
Moreover, η is the constant and pðzk ∣ xikÞ denotes the impor-
tance factor. For the state function, f kðxkÞ is supposed to be a
positive function where the PF algorithm produces the sam-
ples from f kðxkÞpðxk ∣ zk, ukÞ where at the initial stage, the
samples are at position f0ðx0Þ.

To calculate the innovative samples, a random particle
xik−1 is computed from Xk−1 and being distributed for n in
relation to f k−1ðxk−1Þpðxk−1 ∣ zk−1, uk−1Þ. At state xik ~ pðxk ∣
uk, xik−1Þ, the importance weights w can be written with the
f kðxkÞ function.

wi
k =

f k xik
� �

p xik ∣ z
k, uk

� �
f k−1 xik−1

� �
p xik ∣ uk, xk−1
� �

p xk−1 ∣ zk−1, ut−1
� � ,

wi
k =

f k xik
� �

ηp zk ∣ xik
� �

p xik ∣ uk, xk−1
� �

p xk−1 ∣ zk−1, uk−1
� �

f k−1 xik−1
� �

p xik ∣ uk, xk−1
� �

p xk−1 ∣ zk−1, uk−1
� � :

ð24Þ

To replace the constant of proportionality, the above
equation can be written as

wi
k ∝ p zk ∣ xik

� �
×

f k xik
� �

f k−1 xik−1
� � : ð25Þ

The particle motion can be anticipated at the time k by
applying the particles that contain the robot position or loca-
tion, such as xik = f ðxik−1Þ +wk.

xik = xik−1 +
vk × Ts × cos θk
vk × Ts × sin θk

" #
+wk: ð26Þ

7Wireless Communications and Mobile Computing



The state �xk∣k−1 estimate objectives can also be delineated
by �xk∣k−1 = f ð�xk−1∣k−1Þ.

pk∣k−1 = 〠
ns

i=1
wi

k × xik − �xk∣k−1
� �

× xik − �xk∣k−1
� �T +Q: ð27Þ

In the above equation, Ts is the robot sampling time,
Q represents the covariance matrix, whereas the weight is

represented by w. The successive approximation pðxk ∣
z1:kÞ and the state �xk∣k estimation can be calculated by:

p xk ∣ z1:kð Þ ≈ 〠
Ns

i=1
wi

k × δ xk − xik
� �

, ð28Þ

�xk∣k = E xk ∣ z1:k½ �, ð29Þ
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Figure 2: Localization comparison of UKF. In this phase, for all four iterations, the velocity is v = 1m/s and time is t = 60 sec.
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�xk∣k =
ð
xk × p xk ∣ z1:kð Þdxk ≈ 〠

Ns

i=1
wi

k × xik, ð30Þ

pk∣k = 〠
Ns

i=1
wi

k × xik − �xk∣k
� �

× xik − �xk∣k
� �T , ð31Þ

where δð:Þ is the function of Dirac delta. In the above
equation, the subsequent approximation is set as a subse-
quent function which is approximated by N samples set
[49].

F =

1 0 0

0 1 0

0 0 1

2
664

3
775, ð32Þ

B =

dt:cos x 3ð Þð Þ 0

dt:sin x 3ð Þð Þ 0

0 dt

2
664

3
775: ð33Þ

As mentioned above in equations (32) and (33), F and
B denote the motion and measurement model state transi-
tion matrices.

4. Simulation Discussion and Comparison

In the above sections, the authors investigated the localiza-
tion performance of the proposed EKF, UKF, and PF tech-
niques. Each technique of localization performs well in its
context; however, their efficiency differs from one another
in some factors. A separate simulation is conducted for each
localization technique, but some parameters are consistent
through different iterations in these approaches. These
parameters include such as those of the first case; the velocity
is chosen as v = 1m/s and the time is T = 10 sec as presented
in Figures 1, 2, and 3, respectively. Table 2 shows the param-
eters used in the simulations. Furthermore, the initial time is
chosen to be t = 0 and t = 60 sec which represent the end
time, while the global time is chosen to be dt = 0:1 sec. For
navigation, Dead Reckoning (DR) is the method of measur-
ing one’s current location by using a previously defined loca-
tion, using speed and course estimates over time. On the
other hand, Ground Truth (GT) is required for real-time
localization. The first case state vector is xEst = 0 0 0½ �t
where the true state can be xTru = xEst. At the initial stage,
the observation vector is calculated in such way z =
0 0 0 0½ �t ; also, the matrix of covariance Q for motion
and covariance matrix for observation R are calculated.
While calculating Q and R, the sigma points are calculated.
For the PF technique, the function f kðxkÞ is used to calculate
the importance of weightswi. The subsequent approximation
pðxk ∣ z1:kÞ and the state estimation �xk∣k are calculated in
equations (28) to (31). The Jacobian matrices F of the state
equation calculated in equation (32) and Jacobian of motion
model JF is calculated in equation (33). The coverage area in
all three methods is almost similar, while the localization
accuracy is varying. Besides this, the time consumption for

all three techniques is dissimilar as can be seen in Table 3
where the velocity and time are reserved constant during four
iterations.

In the next step, the velocity v is varied to v = 2, v =
3, v = 4, v = 5, v = 6,⋯, v = 10 m/s. By the variable speed,
the coverage range is enlarged as shown in Figures 4 and
5. The velocity variation is considered for the EKF and
UKF techniques similarly, but the effect is different in each
technique. The coverage of localization in the UKF-based
technique is higher (see Figure 5) than the EKF algorithm
(see Figure 4). In this phase, the localization coverage is
higher, but unfortunately, the localization accuracy is also
affected. When the robot is traveling with a higher speed
during the process of localization, the mobile robot has a
lower communication with the sensors in the surrounding,
but if the robot is traveling with a lower speed, the process
of communication is more reliable and convenient as com-
pared to the case of high speed. Therefore, the author con-
cludes that the proposed techniques are more accurate and
reliable for lower velocities.

Furthermore, the proposed localization techniques’ per-
formance is evaluated in different scenarios. The perfor-
mance is assessed by varying the time of T in all three
techniques of localization. However, the velocity is kept con-
stant in all three approaches as can be seen in Table 4. By
changing the time T , the localization performance is also
varying as can be seen in Figures 6, 7, and 8. In the case of
EKF-based localization, by changing the time T , the localiza-
tion coverage is decreasing as shown in Figure 6. Secondly, in
the case of UKF-based localization, by varying the time T , the
localization coverage is decreasing as presented in Figure 7.
Similarly, by changing the time of T in the PF-based localiza-
tion, the coverage area is decreasing gradually. It shows that
the time T is inverse proportional to the coverage area of
localization in all three techniques of localization. However,
the time consumption is different in all three techniques as
can be seen in Table 4. Among all three localization
approaches, PF is the lowest time consumer as compared to
other approaches. To compare the time consumption of
our proposed PF technique with other techniques, the
authors in [50] presented a PF technique Wi-Fi target local-
ization. The technique is used to solve the localization prob-
lem of radio source by applying the RSSI measurements. The
technique exploits the behavior of wireless signals in free
space which obtains the estimates of positions from the signal
strength. The authors considered the time-varying strategy to
evaluate the performance of localization. The time is enlarged
to T = 1 sec, T = 20 sec, T = 50 sec, and T = 100 sec, but
unfortunately, by increasing the time more and more, the
performance is gradually decreasing. However, in our pro-
posed localization techniques, by varying the time T , the per-
formance is still much better as compared to the other
techniques.

As mentioned before, every method performs well in
its domain, but concerning some aspects, their perfor-
mance is varying. To compare the proposed methods,
the authors evaluated their performance while considering
several factors such as localization coverage, time con-
sumption, and localization accuracy. In the PF algorithm,
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the time consumption is lower than in the EKF and UKF
algorithms as shown in Table 3. Moreover, UKF is less
time consuming as compared to the EKF technique. How-
ever, the localization accuracy of EKF and UKF is higher
than the PF localization technique. In comparison with
other techniques, the performance of the proposed tech-
nique is better than the previous as investigated in the lit-
erature. A number of localization approaches are
presented by the researchers [14, 43, 51, 52]. Each
approach focused on the localization performance, but a
limited number of aspects are considered such as most
of them focused only on the accuracy of localization.
However, our proposed methods consider several aspects
at once such as the localization coverage, localization accu-
racy, and consumption of time. Therefore, to the best of

the author’s knowledge, the proposed techniques are per-
forming well in comparison with other techniques in this
field.

5. Conclusion

To conclude, in this paper, the authors addressed three local-
ization strategies based on EKF, UKF, and PF techniques.
The authors evaluated the efficiency of the proposed tech-
niques of localization by considering many factors such as
the scope of localization, the accuracy of localization, and
time of consumption. Basically, two steps are used to investi-
gate the proposed localization techniques. Firstly, the authors
kept the velocity of the robot constantly i.e., v = 1 m/s, and
the process is repeated for four iterations as shown in
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Figure 3: Localization comparison of PF technique. In this phase, for all four iterations, the velocity is v = 1m/s and time is t = 60 sec.
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Figures 1, 2, and 3. In the second case, the velocity of the
robot is varied to v = 2 m/s, v = 3 m/s, and so on. As a result,
the localization scope often differs by changing the velocity of
the robot, as shown in Figure 4 (EKF) and Figure 5 (UKF).
Furthermore, the authors evaluated the time consumption
of the proposed localization techniques. Among all these
techniques, the PF’s time consumption is lower compared
to the localization techniques of EKF and UKF as shown in
Table 2. However, the localization accuracy of EKF and
UKF is better than the PF-based localization. Finally, the pro-
posed methods are compared with each other’s and also with
other standard approaches. Therefore, the proposed localiza-
tion methods performed better as compared to the other
techniques as mentioned in the above section of comparison.

Table 2: Parameters used in simulations.

Parameters Values

Time (T) 10 sec

Initial time (t) 0 sec

Final time (t) 60 sec

Global time (t) 0.1 sec

Initial velocity (v) 1.0m/s

Updated velocities (v) 1, 2, 3,...,10m/s

Degree to radian 180°

Yaw rate 5 deg/sec

Sigma points (i) i = 1, 2, 3,⋯, n
α 0.001

β 2

κ 0

Prediction covariance matrix (Q) 0.1

Observation covariance matrix (Q) 1

Neff 1.0

Total range 360°

Weights (wi) i = 1, 2, 3,⋯, 2n

Table 3: Comparison of the time consumption by EKF, UKF, and
PF localization techniques.

Velocities Iterations TimeEKF TimeUKF TimePF

V1 = 1m/s

1 6.7431 sec 5.9950 sec 5.5588 sec

2 6.7009 sec 5.9716 sec 5.5312 sec

3 6.6051 sec 5.9627 sec 5.5436 sec

4 6.4641 sec 5.9503 sec 5.5521 sec

V2 = 2m/s 1 6.3744 sec 5.9005 sec -

V3 = 3m/s 1 6.3919 sec 5.9609 sec -

V4 = 4m/s 1 6.3835 sec 5.9306 sec -

V5 = 5m/s 1 6.1829 sec 5.9171 sec -

V6 = 6m/s 1 6.2834 sec 5.7584 sec -

… … … … …

V10 = 10m/s 1 6.2380 sec 5.8450 sec -
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Figure 4: EKF localization with velocity v = 5m/s.
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Figure 5: UKF localization with velocity v = 5m/s.

Table 4: Performance comparison of EKF, UKF, and PF
localization algorithms by varying the time T .

Time (T) Velocity (V) TimeEKF TimeUKF TimePF
T = 10 sec V = 1m/s 6.3845 sec 5.9253 sec 5.5112 sec

T = 30 sec V = 1m/s 6.5245 sec 5.7664 sec 5.3805 sec

T = 60 sec V = 1m/s 6.6377 sec 5.7263 sec 5.7213 sec

T = 90 sec V = 1m/s 6.9117 sec 5.7601 sec 5.1393 sec

T = 120 sec V = 1m/s 6.2887 sec 5.8666 sec 5.2038 sec

11Wireless Communications and Mobile Computing



Y 
(m

)

X (m)

255 100-10 -5 2015

-5

0

10

5

15

20

25

Localization based on EKF

EKF
DR
GT

GPS
EE

(a)

Y 
(m

)

X (m)

5 100-5 2015

0

10

5

15

Localization based on EKF

EKF
DR
GT

GPS
EE

(b)

Figure 6: Localization performance of EKF with (a) T = 30 sec and (b) T = 90 sec.
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Figure 7: Localization performance of UKF with (a) T = 30 sec and (b) T = 90 sec.
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In the future, the authors will perform more experiments
to study the effects and performance of these localization
methods. In addition, our future study will also have a look
on the performance of these localization techniques in com-
bination with the simultaneous robotic localization and
mapping.
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