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Dedicated bus lanes (DBLs) have been widely utilized to ensure public transport priority. To improve overall road efficiency,
various control methods of multiplexing DBL are developed and discussed. In this study, we focus on the control method which is
based on the connected-automated vehicle (CAV) technology, and the proposed method is validated by using microscopic traffic
simulation.-e simulation results show that two proposed control methods of multiplexing DBL can reduce the average delay and
the average number of stops and increase the travel speed. In comparison, the real-time control method based on the CAV
technology offers better effects than the improved signal light control method.

1. Introduction

Under the conditions of the shortage of urban road re-
sources and the high cost of infrastructure construction,
one or more lanes have been set up on existing urban
roads with traffic signs and markings as DBL for public
buses, which has become one of the effective measures to
ensure public transport priority in many big cities [1]. 89%
of cities in Europe, including cities which have smaller
numbers of DBL, own DBL. Some large cities in China,
including Beijing, Shanghai, Guangzhou, Shenzhen,
Qingdao, Kunming, Hangzhou, Wuhan, Xi’an, Shi-
jiazhuang, and so on, have also built a large number of
DBLs [2].

Although DBL can improve bus operation efficiency,
there are two main problems: one is the reduction of total
road capacity and the other is the low utilization rate of
DBL, leading to a waste of road resources. Numerous re-
search studies have attempted to multiplex these road
resources, which might be potentially wasted. A commonly
used method is to restrict the time for DBL so that only
buses can use them during certain periods of the day
(morning and evening peak hours), and other vehicles are

not allowed to enter during these periods, and during the
rest of the time, the DBL is used as a general lane for all
vehicles. However, this solution does not take into account
dynamic traffic demands of road resources for various types
of vehicles. When other vehicles are prohibited from en-
tering the DBL, there are still some spare road resources
that could be utilized; during the period of mixed use of
buses and other types of vehicles on DBL, the lack of ef-
fective control measures for other types of vehicles is easy
to affect the efficiency of bus system, and the public
transport priority cannot be guaranteed. Viegas first pro-
posed the concept of intermittent bus lanes (IBLs), which
determine whether a certain section of the lane becomes a
DBL according to whether the bus presents or not: when
the bus approaches a certain section of the lane, this lane
becomes a DBL; when the bus leaves this section, the lane
becomes a normal lane and is open to all types of vehicles
[3, 4]. Eichler et al. found that bus lanes with intermittent
priority (BLIPs), unlike dedicated ones, do not significantly
reduce street capacity [5].

With the advanced technologies of vehicle to everything
(V2X), Internet of vehicle (IOV), and CAV, the control
method and the logic of designing DBL can be improved
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dramatically. For instance, the roadside units can be set up
near the bus lane to collect and upload the real-time bus
positioning data and traffic operation data to the central
control platform and then the dynamic control strategy for
different vehicles could be implemented by combining the
the real-time data and the control algorithm [6].

In practical situations, CAV technology will firstly be
used in commercial vehicles [7], which include buses,
freight vehicles (logistic, express delivery, and so on), etc.
What is strikingly noticeable is that the operation char-
acteristics (speed and acceleration) of these vehicles are
relatively similar. -e mixed use by slow-moving vehicles
and fast-moving vehicles is one of the most important
reasons that limit the road capacity to reach the designed
level [8], and slow-moving vehicles, such as buses or trucks,
will cause “movement bottleneck” phenomenon [9, 10]. A
possible scenario in the near future is that the commercial
vehicles have already popularized CAV technologies, while
other types of vehicles are still in a state of human driving.
In this case, considering to multiplex the DBL for these
slow-moving vehicles would have the following three ad-
vantages: the first is that multiplexing DBL will reduce the
occurrence of moving bottleneck [11]; the second is that the
efficiency of the DBL under the premise of ensuring public
transport priority will be improved; the third is that the
CAV freight vehicles can be investigated as the basis of DBL
multiplexing technology, which is favourable for the effi-
ciency of DBL.

Zhu [12] compared DBL with IBL by using a cellular
automaton traffic flow model, and the results proved that
when the traffic flow was low, opening the DBL to general
vehicles significantly improved the efficiency of road traffic.
Zyryanov and Mironchuk [13] used the microscopic traffic
simulation model to evaluate the effects of different traffic
volume and bus priority signals on the IBL and found that
the IBL can increase the travel speed of public buses and
other vehicles even when the traffic volume increased. Wu
et al. [14] explored the benefits of BLIP. Yang andWang [15]
compared the influences of DBL and IBL on the buses and
adjacent traffic, and the results showed that IBL performs
better than DBL because it has less negative impact on other
vehicles. Joskowicz [16] studied the following issues: the
configuration method of dynamic traffic signs on the IBL,
the data collection, the queuing time of public buses on the
IBL, and the effect of IBL on road capacity. Dong and Zhao
[17] developed a “time division multiple” method of DBL
which can calculate the appropriate time period for other
vehicles to “borrow” the bus lane. Chiabaut and Barcet [18]
assessed the impact of IBL on the public traffic and suggested
that the IBL system could be a promising strategy; when it is
combined with the traffic signal priority, the average bus
travel time is significantly reduced. Song et al. [19] suggested
a shared lane of DBL and right-turn-exclusive lane to reduce
the impact of DBL on traffic conditions.

-e studies mentioned above have focused on the
impact of multiplexing DBL on the traffic flow, and the
effect of different types of vehicles as the main

multiplexing subject was neglected; moreover, the con-
trol device such as traffic signal is the main DBL mul-
tiplexing control device, and the limitations of such
device and method also affect the performance of DBL
multiplexing. If CAV and other advanced technology can
be applied to DBL multiplexing, the application effect of
IBL can be enhanced at a lower cost while ensuring bus
priority.

Regarding the highly controllable and self-control
achievable character of CAVs, which are similar to buses,
this study takes the CAVs as the DBL utilization subject. On
the basis of the existing multiplexing control method, the
new method which combines signal light and CAV tech-
nology is proposed. -en, the traffic simulation will be used
to evaluate and compare the impact of the two imple-
mentation methods on the road traffic [20]. Considering the
need of secondary development and research conditions in
this study, we select PTV Vissim and Python as the traffic
simulation tools.

2. Control Methods of DBL Multiplexing

2.1.Method 1: Improved Signal Light ControlMethod. In this
method, as the signal detection and control device, the
roadside units were set from the upstream intersection
beside the DBL at intervals of distance L, the position and
speed of CAVs and buses were collected in real time, and
they were uploaded to the central control platform. -e
platform returned the control signal to the roadside units
according to the control strategy. -e CAVs thus fol-
lowed the instruction of roadside units to enter or exit
the DBL. Figure 1 shows the sketch map of this method.
-e control strategy was divided into flowing five steps
[17].

(1) Taking the i-th roadside unit as the center of a circle
and using R as the radius to search for the closest bus
to the upstream of the unit, which is called the
approaching bus, the distance to the i-th roadside
unit is Dbus(i) (according to the distance to the
upstream intersection, from near to far,
i � 1, 2, . . . , n, where n is the total number of
roadside units on the utilizing road section).

(2) Assuming that the CAV is allowed to travel on the
DBL between the i-th and the (i+1)-th roadside unit
at the moment t, the roadside unit i-th will broadcast
the signal “CAVs are allowed to enter,” and the
holding time of this signal is the DBL multiplexing
time; at the end time, the roadside unit i-th will
broadcast the signal “CAVs are prohibited from
entering,” at the same time, CAVs on the DBL must
exit.

(3) -e travel time of the CAV between i-th and (i+1)-th
units is calculated as

Tcav �
L

vcav
+ Tborrow + λ1Tlight + Treturn, (1)
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where Tlight is the predicted waiting time for the
signal lights at the downstream intersection; vcav is
the speed of the CAV; Tborrow is the minimum time
required for the CAV to enter the DBL; Treturn is the
minimum time required for the CAV to exit the
DBL; Tborrow and Treturn are affected by many factors
such as individual driver differences, roads, and
weather; and λ1 indicates the introduced coefficient,
assuming that there are two following scenarios：
when there is no intersection between i-th and (i+1)-
th units, λ1 � 0; when there is an intersection, λ1 � 1.

(4) -e travel time of the approaching bus from the
current position to the (i+1)-th unit searched at the
i-th unit is calculated as

Tbus �
Dbus(i) + L

vbus
+ λ2Tlight, (2)

where vbus is the speed of the approaching bus; λ1
indicates the introduced coefficient, assuming that
there are two following scenarios： when there is no
intersection between i-th and (i+1)-th units, λ1 � 0;
when there is an intersection, λ1 � 1.

(5) Determine whether to allow CAVs to multiplex DBL.

-emethodology is further illustrated through the use of
two scenarios.

-e first scenario is to take the i-th roadside unit as the
center of a circle and use R as the radius to search for the
closest bus to the upstream of the unit. If no approaching bus
is found, the CAV will be allowed to enter the DBL between
units i-th and (i+ 1)-th, the roadside unit i-th will broadcast
the signal “CAVs are allowed to enter DBL.”

-e second scenario is to take the i-th roadside unit as
the center of a circle and use R as the radius to search for the
closest bus to the upstream of the unit. If the approaching
bus is located, the formula is

Tbus ≥Tcav + Tmin + Thead, (3)

where Thead is the minimum headway between the CAV and
the bus on DBL (specified as 1.5 seconds to 2 seconds)
(defined by numerous studies) and T min is the minimum
time for the CAV using the DBL (too short will cause
frequent lane changing, whereas too long will affect the bus
priority). Figure 2 shows the flowchart of this method.

2.2. Method 2: Real-Time Control Method Based on CAV
Technology. In this method, the real-time position and
speed data of CAVs is known, taking the CAV as the center
of a circle, R as the radius, according to whether there is an
approaching bus within the search radius, comparing the
moving characteristics of the approaching bus with the CAV
to decide whether the CAV is allowed to enter the DBL, the
steps are as follows. Figure 3 shows the sketch map of this
method.

(1) If there is no approaching bus in the searching area,
the CAV is allowed to enter the DBL.

(2) If there is one and only bus in the searching area, it is
necessary to judge whether the CAV is allowed to
enter or is forced to leave.-e judgment method is as
follows:

Tborrow ≤Tbus − Thead �
Dbus

vbus
− Thead, (4)

Bus
CAV

Car
RSU

A B C

D E

O
N
LY

BU
S

O
N
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S
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N
LY
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S

O
N
LY
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Figure 1: -e sketch map of method 1.
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where Tborrow is the minimum time required for the
CAV to enter the DBL; Tbus is the time required for
the bus to travel from the current position to the safe
headway with the smallest distance from the CAV on
the DBL; Thead is the minimum headway safety time
when the vehicle changes lanes; Dbus is the distance
from the bus’s current position to the headway safety
position of the CAV on the DBL; and vbus is the speed
of the bus.

(3) If there are multiple buses in the searching area, the
closest bus is determined as an approaching bus.
Since the premise of multiplexing DBL is to ensure
the bus priority and not cause interference to the
buses, if there are multiple buses within the search
radius, it is considered that the duration of

multiplexing the DBL must exceed all the buses
within the search radius. -e judgment method is as
follows:

Tborrow ≤Tdsbus − Thead �
Ddsbus

vdsbus
− Thead, (5)

where Tdsbus is the time required for the closest bus to travel
from the current position to the safe headway with the
smallest distance from the CAV on the DBL; Thead is the
minimum headway safety time when the vehicle changes
lanes; vdsbus is the speed of the bus; and Ddsbus is the distance
from the bus’s current position to the headway safety po-
sition of the CAV on the DBL. Figure 4 shows the flowchart
of this method.

3. Simulation Experiment Design

In this study, Vissim and Python were used to verify and
compare the impact of the two DBL multiplexing control
methods mentioned above on traffic flow.

3.1. Objective Function. -e travel speed and road capacity
are important indices of road performance evaluation. -is
study takes the travel speed of the CAV Vcav as the opti-
mization goal.

F R, Tmin(  � Min Vcav( . (6)

CAVs are allowed
to enter DBL

Exist or not

Take the roadside unit as the
center of a circle, search

approaching bus

Zero

Exist

Equation (3)

Yes

CAVs are allowed to
enter DBL

No

CAVs are not
allowed to enter

DBL

Exit

Re-search

DBL multiplexing
allowed time Tmin

Figure 2: -e flowchart of method 1.

Bus
CAV

A

DfDbus

O
N
LY

BU
S

B

Figure 3: -e sketch map of method 2.

4 Journal of Advanced Transportation



3.2. Constraints

3.2.1. Bus Volume. -e purpose of setting up DBL is to
ensure bus priority. Compared with normal lanes, buses can
get a better driving environment with DBL. When the bus
traffic volume on the bus lane is greater than the volume on
the adjacent normal lane, the driving environment of the bus
on the DBL is actually inferior to that of the normal lane, and
the bus lane loses its multiplexing significance.-e following
constraints must be met between the bus flow and other
vehicles’ flow:

Qbus <
Q1ane

n1
, (7)

where Qbus is the bus volume of the DBL; Q1ane is other
vehicles volume; and n1 is the quantity of normal lanes in the
road section.

3.2.2. Saturation of DBL. According to the U.S. “Highway
Capacity Manual” and the literature research summary
[21], when the saturation on the DBL is greater than 0.7,
the lane will be congested, the effect of multiplexing DBL
will decrease sharply, and the bus delay will significantly
increase. In this research, the following saturation
constraint was set:

Qbus + Qcav

Cbus
< 0.7, (8)

where Qbus is the bus volume of the DBL; Qcar is the CAV
volume of multiplexing DBL; and Cbus is the capacity of the
DBL.

4. Simulation Results and Analysis

A road network in Shijingshan District, Beijing, is estab-
lished in the Vissim, as shown in Figure 5. -e chosen
experimental road section is 2,300m long from east to west,
and the nearside lane is the DBL. -e experimental road
section is a long-distance road with four intersections. Seven
roadside units are set next to the DBL: three roadside units
are set on the east of intersection 1, with distance of 100m,
400m, and 700m, respectively; two roadside units are set on
the east of intersection 2, with distance of 50m and 300m;
one roadside unit is set on the east of intersection 3, with
distance of 80m; and one roadside unit is set on the south of
intersection 4, with distance of 50m.

Figures 6–8 show the phase and time of the four in-
tersections on the experimental road; the simulation time is
3,600 s; the time required for the CAV to enter the DBL,
Tborrow, is 15 s; the time required for the CAV to exit the
DBL, Treturn, is 12 s; the minimum safety headway time
during lane changing, Thead, is 2 s; the minimum time for
using the DBL, Tmin, is 30 s [22]; and the search radius, R, is
20m. Considering the background of multiplexing DBL is
the road traffic has reached saturation, the single lane input
volume is set as q� 1,800 pcu/h. -e average delay, average

CAVs are allowed
to enter DBL

Number of
bus

Take the CAV as the center of a
circle, search approaching bus

Zero

One

Equation (4)

Yes

CAVs are allowed to
enter DBL

Exit

Re-search

N o

CAVs are not
allowed to enter

DBL Multiple

Equation (5)

Yes

No

CAVs are not
allowed to enter

DBL

DBL multiplexing
allowed time Tmin

Figure 4: -e flowchart of method 2.
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number of stops, and travel speed are selected as the in-
dicators for the effect evaluation of multiplexing DBL.

-ree simulation experiments were conducted: normal
use of DBL (normal), multiplexing DBL by CAV controlled
by signal light (method 1), and multiplexing DBL by CAV
controlled by real-time situation (method 2). Figures 9–11
show the average delay, the average number of stops, and the
travel speed of different vehicles in the three situations.

-e simulation results showed that the two control
methods were implemented under the premise of bus pri-
ority. Both method 1 and method 2 can reduce the delay of
CAVs and other vehicles most of the time.

As shown in Figure 9(b), method 2 had a greater effect on
the delay reduction of CAVs than method 1. -e reason was
that method 2 is more flexible in real-time monitoring and
judgment of the vehicle position than the roadside unit
signal light in method 1. Figure 9(a) shows that both
methods increase the average delay of other vehicles at
specific time. -e merging lanes of CAVs had impacted on
other general vehicles.

Figure 10 shows that under the premise of the average
number of bus stops did not significantly increase, both
methods can reduce the number of stop times of CAVs and
other vehicles most of the time, while method 2 performed
better than method 1.

-rough the analysis and verification of visualized
data, the results in Figure 11 showed that both method 1
and method 2 have improved the travel speed of CAVs
and other vehicles, and the priority of buses was not
intervened.

During the simulation experiment period, the travel
speed of CAVs and other vehicles without control methods
was 44.7 km/h and 36.4 km/h, respectively. In method 1, the
travel speed of CAVs and other vehicles was 47.3 km/h and
37.8 km/h, respectively, whereas the numbers were 48.8 km/
h and 39.9 km/h in method 2. Compared with the normal
situation, method 1 increased the travel speed of normal
vehicles and CAVs by 5.8% and 3.8%, respectively, and
method 2 increased that of normal vehicles and CAVs by
9.2% and 9.6%, respectively. -e improvement effect of
method 2 was clearly greater than that of method 1. -e
reason was that the real-time detection used by method 2
was more flexible than the roadside unit signal light control,
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and method 2 maximized the use of road resources under
the premise of ensuring the priority of buses.

5. Conclusion

-is paper investigated the multiplexing of DBL for CAVs
through the microscopic traffic simulation model; two
different control methods were implemented under the same
road condition, and traffic volume was analyzed. -e results
indicated that

(1) Both methods could improve the driving perfor-
mance of CAVs and other vehicles, and the efficiency
of DBL and the capacity of roads are increased under
the premise of ensuring bus priority.

(2) -e real-time control method based on the CAV
technology is more efficient than the improved signal
light control method, which fully shows that with the
development of the CAV technology, the method
with CAVs as the main control subject will be more
flexible and effective.

(3) -e multiplexing DBL control method for CAVs
proposed in this paper can be used as a transition
plan from the existing signal light control method
to the future application of CAVs. -e future
study will mainly focus on two parts: exploring
the traffic flow characteristics of mixed CAVs and
human-driving vehicles; investigating the effects
of DBL multiplexing on the bus priority signal
control.
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Automated vehicles (AVs) are believed to have great potential to improve the traffic capacity and efficiency of the current
transport systems. Despite positive findings of the impact of AVs on traffic flow and potential road capacity increase for highways,
few studies have been performed regarding the impact of AVs on urban roads. Moreover, studies considering traffic volume
increase with a mixture of AVs and human-driven vehicles (HDVs) have rarely been conducted.)erefore, this study investigated
the impact of gradual increments of AV penetration and traffic volume on urban roads. )e study adopted a microsimulation
approach using VISSIM with aWiedmann 74 model for car-following behavior. Parameters for AVs were set at the SAE level 4 of
automation. A real road network was chosen for the simulation having 13 intersections in a total distance of 4.5 km. )e road
network had various numbers of lanes from a single lane to five lanes in one direction.)e network consists of a main arterial road
and a parallel road serving nearby commercial and residential blocks. In total, 36 scenarios were investigated by a combination of
AV penetrations and an increase in traffic volumes. )e study found that, as AV penetration increased, traffic flow also improved,
with a reduction of the average delay time of up to 31%. Also, as expected, links with three or four lanes had a more significant
impact on the delay. In terms of road capacity increase, when the penetration of AVs was saturated at 100%, the road network
could accommodate 40% more traffic.

1. Introduction

Automated vehicles (AVs) are almost commercially ready for
the public in many countries. Boston consulting group [1]
predicts that manufacturers will introduce AVs into the car
market by 2025 and that by 2035 they will have a 10% share of
the market. Litman [2] estimates that 80∼100% of cars on the
roads by 2045 will be AVs, while Bansal and Kockelman [3]
predict that the market share of AVs will be between 24% and
87%. Regardless of the detailed figures in the predictions, it is
certain that AVs will fill up the roads within 20 years.

In terms of mobility, AVs will bring a fundamental
revolution to our life. People will not need to drive and
therefore will be free from the stress of driving. )ey can
enjoy their time pursuing other activities in their car.

Transport planners and policymakers believe that AVs have
great potential for resolving many traffic-related problems,
e.g., traffic congestion. )e traditional solution to mitigate
traffic congestion is capacity expansion. However, building
more roads is not a feasible solution, as there is little space
available for roads in urban areas [4].

AVs can drive accurately on roads and with better
sensing ability than humans. Specifically, they require a
much smaller gap, or shorter headway, than human-driven
vehicles (HDVs), since they have more information about
the surrounding driving environment and a slower reaction
time delay [5–8]. Vehicle-to-vehicle (V2V) communication
will allow vehicles to form platoons [6, 9]. )ese techno-
logical advances will be able to increase traffic flow efficiency
and road capacity.
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However, there are still gaps in the estimation of im-
provement by AVs depending on road categories and the
relative proportion of AVs and HDVs. According to pre-
vious studies, AVs can improve traffic flow [10–12], con-
sequently, allowing increased road capacity [13, 14] of up to
50% in uninterrupted flow [5, 6, 8]. However, another study
reports that the improvement will not be significant (or
could even worsen) until a penetration rate of 40% is
achieved [15]. Most of the previous studies report the impact
of AVs on highways, but the impact on urban roads is rarely
reported. )e final objective of AV technology is to allow
AVs to run on all roads, regardless of road environment or
category. While highways are relatively easy for AVs, vehicle
movements on urban roads are restricted by the environ-
ment, such as traffic signals at intersections, so the impact of
AVs will be different on urban roads. )erefore, studies are
necessary to investigate the impact of AVs on traffic flow on
urban road networks.

)is study aims to investigate and predict the impact of
AVs on traffic flow in three aspects. First, the study focuses on
urban roads, with their characteristic interrupting traffic flow.
Second, it will investigate the impact of penetration rate
changes of the AVs (a mixed condition of AVs and HDVs).
)ird, it will investigate the impact of AVs on road capaci-
ty—how much more traffic the current road network can
accommodate by introducing AVs. In addition, the study
focuses on AVs at level 4 of vehicle automation by the Society
of Automotive Engineers (SAEs) [16]. )e SAE defines level 4
as embodying a high degree of automation. In level 4, the cars
do not require human intervention in most circumstances.

2. Literature Review

)e following sections summarize the previous studies that
investigated the impact of AVs and their methods.

Several studies reported that AVs improve traffic flow
and increase road capacity. )ese improvements would get
larger as the AV penetration rate increased [7, 17–20].
Talebpour et al. [18], in a study for a four-lane highway using
simulation modeling, found that traffic flow improved for
AV penetration above 30%. Similarly, Van Arem et al. [19]
noted that the impact of AVs was noticeable when the
penetration rate exceeded 40%. )ey also reported that road
capacity was increased when the penetration rate exceeded
50%. Likewise, Jones and Philips [20] reported that vehicles
with Cooperative ACC (CACC) would improve traffic flow
when the penetration rate exceeded 40%.

In contrast, Calvert et al. [21], in the study about the impact
of Adaptive Cruise Control (ACC), simulated a motorway of
19 km with three lanes. )ey found that an improvement in
traffic flow was only identified at a penetration rate above 70%.
Moreover, there was a small drop in road capacity up to a
penetration rate of 80%. A study by Tientrakool et al. [22]
found that road capacity significantly improved after the ve-
hicle penetration rate with CACC exceeded 85%.

)ere are a few studies that deal with urban roads. Lu
et al. [17] focused on the impact of AVs on urban road
capacity using a microsimulation model. )ey found a 16%
increase in road capacity with an artificial grid network at an

AV penetration rate of 100% while a 23.8% increase for the
real road network in Budapest, Hungary. Yongseok Ko et al.
[7] investigated the impact of AVs on travel time savings at
the macrolevel. )ey reported that AVs reduced travel time
from a penetration rate of 20% in the Seoul Metropolitan
area. On the other side, the reduction in travel time started
from a penetration rate of 60% in an interregional network.
)ey concluded that AVs were more effective on congested
roads. However, the study by Friedrich [13] reported a
contrast from the findings of Ko et al. )ey concluded that,
at an AV penetration rate of 100%, road capacity increased
by 40% in urban areas compared to 80% on highways.

)ere are also a few studies regarding the impact of AVs
at intersections. Zohdy and Rakha [23] and Bichiou and
Rakha [24] investigated the impact of Cooperative Auto-
mated Vehicles (CAVs) on a signalized intersection and a
roundabout.)ey focused on the cooperative and connected
function of AVs and modeled a single intersection. )ey
found that there was a 70∼80% reduction in delay.

Meyer et al. [25] and Park et al. [26] noted the possibility
of increased car use demand and consequent lack of road
capacity.)ey argued that travel demand by kids, the elderly,
and the handicapped would rapidly increase, as well as
moving from public transport use to car use since there
would be no burden to drive themselves.

In terms of methods for AV-related studies, transport
simulation modeling is a significant approach to evaluate the
impact of AVs [27]. )e majority of the previous studies
adopted a simulation modeling approach based on traffic
[7, 13, 17–22, 24, 25]. Some of them were studied at the
macroscopic level [7, 13, 25], while many of them were in-
vestigated at the microscopic level [17–22, 24]. However, with
low penetration of AVs, there are no available definitive
characteristics of trafficmade upmainly of AVs. As part of the
mainstream, AVs are still being tested, so a microscopic
modeling approach is useful as it reflects detailed and different
behaviors between AVs and HDVs in a model [8, 27–33].

3. Methods

)e study adopted a microsimulation approach, since our
primary concern is to assess the impact of AVs based on
their behavior, and no AVs currently run on roads, except
for a few test cars. )e study also took a real-world road
network in South Korea. An artificial road network can be
helpful to identify the impact of AVs; however, this will have
limitations regarding reflecting real road situations.

3.1. Study Area and Data Collection. A road network was
selected to reflect the numbers of lanes and traffic flows of
newly developed cities of Korea (Figure 1). )e central area
of the Bundang district in Seongnam city was selected. )e
area has mixed land uses of mass residential blocks with
commercial and business blocks nearby.)e road network is
4.5 km in total length with 13 intersections and from one
lane to five lanes in one direction. In Figure 1, No. 6 and No.
7 are T-intersections with median barriers. So, the left-turn
movement from all intersection approaches is prohibited.
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)e selected site has a main arterial road (from No. 1 to
No. 9) connecting northern and southern areas of Seongnam
city, and a road section in parallel with the arterial road
(from No. 10 to No. 15) serves commercial and residential
blocks. Moreover, the arterial road section is the main
commuting route for Seoul. All the roads have well-designed
pedestrian paths but there are no bike lanes on the roads.
)erefore, bike traffic was not considered as only 1.8% of
transport demand is served by bicycles [34].

In terms of the composition of lanes of road links, the
arterial road section fromNo. 1 to No. 9 has four or five lanes
in each direction (eight or more lanes in both directions).
Only one link starting from No. 2 to No. 3 has five lanes.
Links from No. 8 to No. 14 and from No. 9 to No. 15 have
three lanes in each direction. A link fromNo. 10 to No. 4 also
has three lanes. Links fromNo. 6 to No. 12 and fromNo. 7 to
No. 13 have a single lane in each direction. All the remains
have two lanes in each direction (mainly a road from No. 10
to No. 15).

Data collection was conducted to reflect the traffic
conditions found in a real road network. It was carried out
for three weekdays in July 2020. )e team recorded traffic
flows using video cameras for two hours from 7 am to 9 am
at each intersection of the network. )e volume of traffic

passing the intersections in each direction, queue lengths,
and traffic signal changes were recorded. )e traffic counts
were used as input traffic data for modeling and the cali-
bration and validation of modeling HDVs, while the traffic
signal data were used to check the traffic signal data provided
by the city council.

)e arterial road section had 1,904 vehicles per hour on
average in the northbound direction and 1,414 vehicles per
hour in the southbound direction, while the parallel section
had 202 vehicles per hour in the northbound direction and
216 vehicles per hour in the southbound direction.
According to the arterial level of service for urban street class
III by Highway Capacity Manual [35], links of the arterial
road had a level of service that ranged from B to D while
links of the parallel road had a level of service of D or F. )e
traffic signal cycles ranged between 120 s and 180 s.

3.2. Simulation Environment. As discussed in the Literature
Review section, microsimulation trafficmodeling is themain
approach for AVs-related studies, especially focusing on
traffic performance [32, 33]. VISSIM provides two car-fol-
lowing models: Wiedemann 74 and Wiedemann 99. )e 74
model is suitable for urban roads, while the 99 model is
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Figure 1: Layout of the road network.
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better for motorway traffic [36]. As our interest is on the
impact of AVs on urban roads, the 74 model was deployed.

VISSIM allows users to set parameters for behaviors of
car-following, lane changing, and drivers’ characteristics.
Various parameters were modified to model the movements
of AVs. Default values of the parameters for AVs in VISSIM
are at the SAE level 3 of automation [28]. However, as
mentioned in the introduction, this study set AVs at level 4
of SAE and the values of parameters for them were derived
from previous studies [28, 30, 37, 38].)e SAE defines level 3
and level 4 as high driving automation. In level 3, human
drivers usually do not need to drive, but they have to be able
to drive when driving is requested. In level 4, human drivers
never need to take over driving.

Table 1 shows the various parameters used. )e pa-
rameters for car-following and lane change for AVs were set
to reflect more aggressive and sensitive behaviors of AVs
than humans [38]. Cooperative lane change was also allowed
for AVs. In terms of driver characteristics, it was assumed
that AVs could communicate with other AVs and more
easily obtain information about the traffic situation ahead
and behind. )e desired speed of AVs was fixed at 50 km/h,
but it ranged from 48 to 58 for HDVs.)e study assumed the
HDV had 10% of driver errors, causing unnecessary conflicts
of HDVs on the roads. In the model, platooning features
were allowed only for AVs. )e parameter values for HDVs
used the default values of VISSIM.

3.3. Scenarios and Run. )e study assumed that the pene-
tration of AVs increases and traffic volumes also increase,
due to increased demand for car use. )e study considered
six different rates including 0%, 20%, 40%, 60%, 80%, and
100% for each.

36 scenarios were developed and run for analysis by a
combination of AV penetration rate and traffic volume
increase, 6 cases for AV penetration rate and 6 cases for
traffic volume increase (Figure 2). )e base scenario, with
the penetration rate of 0% and traffic volume increase of 0%,
represents a current traffic environment with no AVs and no
traffic volume increase. As expected, the penetration of 100%
represents a fully AV environment and a traffic volume
increase of 100% means that traffic volumes double.

Simulation runtime was set at 2 hours, including a
warm-up period of 15 minutes before and after the simu-
lation. In addition, all scenarios were run ten times with
different seed numbers to obtain reliable outputs [39].

Four network performance indicators (average travel
time, average vehicle speed, average delay, and stop fre-
quency at intersections) were used to assess the impact of
AVs and the increase in traffic volumes on urban roads.

A set of 4 virtual detectors were installed at the start of
each link (Figure 3). )e detectors measured vehicle speed
and travel time in all directions (forward, left turn, and right
turn). Delays were calculated from the measured travel time
and free-flow time for links.

3.4. Calibration. Calibration was carried out using traffic
volumes, collected to accurately represent the field

conditions. )e process was only for the base case since the
exact behaviors of AVs are still unavailable in many areas.

)e calibration was performed with all the parameters
for HDVs. )e more sensitive parameters were identified
and given priority for modification. Minimum headway,
safety distance reduction factor, desired speed, and driver
errors were the most sensitive.

After every modification, the model was run 10 times.
)e calculated traffic volumes and field observed traffic
volumes were then compared for each intersection of the
network. After many repetitions, the final difference was
within 15% on average. However, not all the differences in
the traffic counts for each direction at the intersections were
within 15%. )e difference along main corridors was gen-
erally within 15%. On the other hand, the minor corridors
had much larger differences.

4. Results and Discussions

4.1. Change in Traffic Flow by the Penetration Rates of AVs.
In this section, results from the scenarios only with increased
AV penetration rate are presented (no traffic volume
increase).

Overall, AVs improved traffic flow over the whole
network (Table 2).)e reduction of delay time was especially
significant. As the penetration rate increased from 0% to
100%, the average travel time and average delay of the
network decreased by 17% (from 229.99 s to 189.75 s) and
31% (from 126.65 s to 87.74 s), respectively. )e average
vehicle speed increased by 21% (from 22.08 km/h to
26.71 km/h).

)e three indicators above were investigated at an in-
dividual link level. Detailed results for delay are presented
(Figure 4) since they are clearer. As expected, delay im-
provement was not uniform, some links had a greater re-
duction, while others experienced an increase.

In general, the links with more lanes had greater im-
provement (reduced delay). However, for the links with two
lanes, the delay was less reduced than for the links with a
single lane. Another interesting point was that the left-turn
traffic had better improvement in a delay overall, especially
for single lane links.

)e links with three or more lanes have a dedicated lane
for left turns, while the links with a single and two lanes do
not. For single lanes, vehicles drive one by one at inter-
sections with a simple green light for all directions, so that
AVs can improve traffic flow in general. On the other hand,
for links with two lanes, there would be a conflict between
vehicles turning left and those moving forward, depending
upon traffic signal phase settings.

In terms of stop frequency at intersections (Table 3),
vehicles made 2.67 stops on average for the penetration of
0% and 2.1 stops for the 100% penetration. )e stop fre-
quency decreased, as the penetration rate increased, for both
AVs and HDVs, with HDVs stopping slightly less than AVs.
HDVs stopped 2.67 times for the penetration rate of 0% and
1.85 times for the penetration rate of 80%. AVs stopped 2.4
times for the penetration rate of 20% and 2.07 times for the
penetration rate of 80%.
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Table 1: Parameters for modelling AVs and HDVs.

Parameters AVs HDV

Car-following (Wiedemann 74) Standstill distance (m) 0.5 1.5
Headway time (s) 0.5 0.9 ± 0.2

Lane change

Min. headway (m) 0.2 0.5
Safety distance reduction factor (%) 30 60

Cooperative lane change Min. speed difference(km/h) 10 N/A
Max. collision time (s) 10 N/A

Driver characteristics

Look ahead distance (m) Min. 0 5
Max. 500 100

Look back distance (m) Min. 0 5
Max. 500 50

Desired speed (km/h) Lower bound 50 48
Upper bound 50 58

Driver errors (%) 0 10

Automated driving/platooning possible

Max. number of vehicles 7 N/A
Max. desired speed (km/h) 50 N/A

Max. distance for catching up to a platoon (m) 30 N/A
Gap time (s) 0.2 N/A

Minimum clearance (m) 2 N/A
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Interestingly, the stop frequency for AVs increased
slightly to 2.1 stops for the penetration rate of 100%, though
there is no significant difference between 2.07 and 2.1.
Further analysis found that the stop frequency for AVs
increased at a penetration rate of 84%. )e difference be-
tween HDVs and AVs in the stop frequency seems to be
influenced by the value of the parameter of desired speed.
)e desired speed of AVs was set at 50 km/h, but the speed of
HDVs varied from 48 to 58 km/h, so HDVs could drive more
quickly and aggressively with a small violation of traffic
signals.

4.2. Impact of AV Penetration Rate and Traffic Volume In-
crease on Traffic Flow. )is section details the effect of AV

penetration rate and traffic volume increase on traffic flow.
)e impact on average travel time, average vehicle speed,
and the average delay is presented in Figure 5.

Average travel time, average vehicle speed, and average
delay increased dramatically as traffic volume increased.
However, this was suppressed by an increase in the AV
penetration rate. For example, as the traffic volume increased
and the penetration rate remained at 0% (orange line), the
average travel time increased by 158% (from 229.99 s to
592.24 s). On the other hand, when the traffic volume in-
creased and the penetration rate remained at 100% (dark
blue line), the average travel time increased by 91% (from
189.75 s to 362.95 s). In terms of the average delay, the
changes were more significant. When the penetration rate
was 0% and traffic volume increased, the average delay
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Figure 4: Reduction in delays of the links by lane numbers at 100% penetration rate.

Table 2: Summary of road network performance by AV penetration rate.

Penetration rate (%) Avg. travel time (s) Avg. delay time (s) Avg. vehicle speed (km/h)
0 229.99 126.65 22.08
20 213.18 109.71 23.88
40 204.21 100.88 24.92
60 198.95 95.91 25.56
80 194.46 91.82 26.12
100 189.75 87.74 26.71
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increased by 336% (from 109.71 s to 478.65 s), while at the
penetration rate of 100%, it changed by 209% (from 87.74 s
to 271.15 s). )e change of the average speed also showed a
similar pattern, where the increase of AV penetration rate
dramatically mitigates worsening traffic conditions by traffic
volume increase.

In addition, the distances between the lines on the y-axis
were getting greater as the traffic volumes increased (x-axis)
and then getting narrower again. For example, as traffic
volume increased from 0% to 100% by 20%, differences
between the average travel time for the penetration rate of
0% and of 100% were 40.24 s, 132.75 s, 239.43 s, 249.41 s,
244.48 s, and 229.28 s, respectively. At the penetration rate of
60%, the mitigation effect by AVs on travel time increase by
traffic volume was most intensive.

Automated vehicles reduce the pressure from increased
traffic volumes. )is means that, without building more
roads, road network capacity will increase as the number of
AVs increases. For example, in the graph of average travel

time in Figure 5, the red dotted line is the current average
travel time of the network (229.99 s). )e red dot line can be
set as a limit of upper acceptable travel time for worsening
traffic flow by increased traffic volumes. In the graph of
average travel time in Figure 5, when the penetration rate
was 100%, the average travel time was still below the red dot
line. )is means the road network can accommodate 50%
more traffic volume.

4.3. Discussion: AVs, Traffic Flow, and Road Capacity. So far,
the results indicate that introducing AVs will have the
potential to improve traffic flow, even on urban roads. For
the case study areas, the travel time decreased by 17% when
the penetration rate was 100%. )ey also showed that traffic
flow could be improved, even with a low penetration rate.
When the penetration rate was 20% without traffic increase,
the average travel time decreased by 7% and the average
delay decreased by 13%, while the average speed increased by
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Figure 5: Traffic flow by AV penetration rate and traffic volume increment.

Table 3: Stop frequency at intersection by AV penetration.

Penetration rate (%) HDVs AVs Average
0 2.67 — 2.67
20 2.19 2.4 2.23
40 2.03 2.17 2.09
60 1.96 2.1 2.04
80 1.85 2.07 2.03
100 — 2.1 2.1
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8%. )is improvement will be possible due to shorter
headway, better sensor system, and less errors of AVs
compared to HDVs. Probably, it will be because of the
parameter setting for more aggressive driving behaviors,
based on assuming better and more accurate driving ability
of AVs.

However, there is still a debatable point. Some studies
report that traffic flow will become worse with a low or
medium AV penetration rate, between around 20% and 70%
[5, 7, 8, 15, 28].)e studies considering vehicles on highways
with ACC emphasized that AVs would make it possible to
reduce headway between vehicles and that this will lead to an
improvement in traffic flow and even road capacity. Con-
versely, few studies were performed for urban roads. Lu et al.
[17] investigated the impact of AVs on urban roads. )ey
found that, with a penetration increase from 0% to 100%,
there was an improvement of 16% in traffic flow in an ar-
tificial grid network, while an improvement of 23.8% was
found for the real-world network.)eir study did not show a
negative impact on the traffic volume at a low AV pene-
tration rate and indicated that the impact of AVs would
differ depending on road categories.

)e study found that road capacity will increase by AVs
even on urban roads. A few other studies showed a similar
capacity increase by 20∼25% in the urban roads (interrupted
flow) due to an increase in the AV penetration rate
[13, 17, 24]. However, 20∼40% increase in road capacity on
urban roads seems rather low compared to the increase of
80% on highways (uninterrupted flow) [40]. )is will be due
to traffic signals at the intersections and the intersections
themselves. Vehicles on urban roadsmust wait for their right
of way at an intersection. Halting at an intersection and
waiting for a green signal causes delay, regardless of AVs or
HDVs. Under a mixed condition of AVs and HDVs, traffic
signals will be necessary at most intersections. Although all
vehicles on roads will be AVs in the future, they would wait
for their turn to pass through an intersection. )is would
reduce the benefit of AVs on urban roads.

5. Conclusions

)e study investigated the impact of AVs on traffic flow and
road capacity. )e study adopted a case study with a real-
world network and a microsimulation approach using
VISSIM to simulate the accurate behaviors of vehicles, in-
teractions among vehicles, and movements by traffic signals
in an urban road network.)e team collected traffic data on-
site and traffic signal data from a local council. )e pa-
rameters were set for AV behaviors at SAE level 4, based on
previous studies [28, 30, 37, 38]. However, a few possible AV
features, for example, V2V communication, were not
implemented in the simulation. A total of 36 scenarios were
simulated. Among them, 6 scenarios were to consider the
increase of only AV penetration rate from 0% to 100%, with
20% increment. )e other 30 scenarios took account of both
the AV penetration rates and traffic volume increase (also
from 0% to 100%, with a 20% increment).

As expected, AVs have the potential to improve traffic
flow and reduce the burden of traffic volume increase. )e

results showed that AVs improved traffic flows by decreasing
travel time and delay and increasing vehicle speed. As the
penetration rate increased, the improvement also increased.
For the penetration of 100%, there was an average travel time
saving of 17%, delay reduction of 31%, and vehicle speed
improvement of 21%. Analysis at the link level indicated that
the links with three or more lanes had more traffic flow
improvement than the links with one or two lanes.

)e study also found that AVs reduce worsening traffic
flow. However, if using AVs leads to increased demand for
car use, AVs will become a potential risk regarding traffic
management. However, when all the vehicles are AVs, the
current road network could afford 40%more traffic, without
building extra roads and worsening traffic conditions.

Although there is huge interest and investment in AV-
related technologies, it is still unclear how AVs would im-
prove the future transport system. Most of the previous
studies investigated the impact of AVs in the case of
highways. However, despite most car use taking place in
urban areas, studies for urban roads have rarely been done.

)is study indicated that even a low penetration rate of
AVs can improve traffic flow on urban roads. Moreover, as
AVs can improve road network capacity by 40%, transport
planners or policymakers should consider AVs for planning
transport systems for the future, probably over 15 or 25 years
With car-sharing trends and shared automated vehicles
(SAVs), planners need to rethink issues around car use and
road capacity. Probably, there will be an overcapacity of
current road networks for car use demand in the future. In
that case, city planners need to redesign roads for cities or to
find another use for the spare capacity achieved by using
AVs.

Although the study tried to investigate the impact of AVs
on urban roads, there were many limitations. )e param-
eters in the model need to be more accurately calibrated. For
example, the 15% error in passing traffic counts, between
model-generated counts and field data, was relatively large
and could be improved on. )e calibration was also carried
out focusing on main corridors, so minor corridors were not
as well-calibrated. )e study assumed the homogeneous
behavior of AVs. In the study, AVs were set to drive more
aggressively than HDVs because they were believed to have
better sensors and more accurate steering ability. However,
another possible behavior is being more cautious to reduce
the possibility of accidents. Another limitation was the
changes in vehicle behaviors by interactions between AVs
and HDVs, in that AVs will influence HDVs under a mixed
condition of AVs and HDVs. Ramati et al. [41] reported that
human drivers’ behaviors will change when they are fol-
lowing AVs. )ey found that human drivers felt more
comfortable with following AVs than HDVs. However, our
study assumed that HDVs were not affected by the existence
of AVs and the increased penetration, so the next step will be
to reflect human drivers’ behavior changes by introducing
AVs in microscopic simulation models [41]. )ere was a
debatable point regarding the improvement of traffic flow at
low penetration rates, around 20∼40%. Many researchers
forecast a confusing period as AVs and HDVs will be mixed
on roads for a long time. )e study did not show such a
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result, although this could be a matter of parameters or
calibration.
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+is study develops an algorithm to detect the risk of collision between trucks (i.e., yard tractors) and pedestrians (i.e., workers) in
the connected environment of the port. +e algorithm consists of linear regression-based movable coordinate predictions and
vertical distance and angle judgments considering the moving characteristics of objects. Time-to-collision for port workers
(TTCP) is developed to reflect the characteristics of the port using the predictive coordinates. +is study assumes the connected
environment in which yard tractors and workers can share coordinates of each object in real time using the Internet of +ings
(IoT) network. By utilizing microtraffic simulations, a port network is implemented, and the algorithm is verified using data from
simulated workers and yard trucks in the connected environment. +e risk detection algorithm is validated using confusion
matrix. Validation results show that the true-positive rate (TPR) is 61.5∼98.0%, the false-positive rate (FPR) is 79.6∼85.9%, and the
accuracy is 72.2∼88.8%.+is result implies that the metric scores improve as the data collection cycle increases.+is is expected to
be useful for sustainable transportation industry sites, particularly IoT-based safety management plans, designed to ensure the
safety of pedestrians from crash risk by heavy vehicles (such as yard tractors).

1. Introduction

Technologies, educational programs, and policies designed
to prevent industrial accidents have been widely imple-
mented, and accidents are on the decline in various in-
dustrial sectors. However, accidents are still common at
ports. According to the Korea Maritime Institute, the ac-
cident rate for port workers stood at 9.46 per thousand as of
2017, double the average of 4.84 for all Korean industries.
+is is 1.5 times greater than the rate in the transportation
sector, in which traffic accidents occur more frequently. Port
activities involve manual tasks associated with binding and,
depending on the type of cargo, loading and unloading, and
storage methods. Collisions, falling objects, and falling ac-
cidents occur frequently in ports [1]. +e severity of an
accident is higher compared to those in the industrial sector
in general because heavy equipment is involved. +e most
frequent and accidental accident is collision. At a port, most

heavy equipment emits a warning sound to prevent colli-
sions in advance. +is makes it difficult for the operator to
recognize access equipment (such as yard tractors), and
accidents in these circumstances can be fatal. In the yard area
of a port, there are two main cases of collision that can occur
between workers and trucks (Table 1).

Collisions between workers and equipment in port yards
are similar to pedestrian-vehicle crashes on roads, which
constitute a leading concern in traffic safety. Multiple al-
gorithm-based technologies have been developed to avoid
collisions, including the forward crash warning system
[2–5]. +e concept of time-to-collision (TTC), which is used
frequently in these algorithms, is defined in relation to the
preceding and following vehicles [6]. +e following equation
[7, 8] provides a mathematical description of the concept:

TTC �
h − L

VF − VP

, (1)
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where h is the space headway and L is the length of the
preceding vehicle. VF and VP refer to the speeds of the
following and preceding vehicles, respectively. +e TTC
assumes that the preceding vehicle maintains a constant
speed. As a result, traditional TTCs are limited in their
ability of expressing dynamic situations in which speed
changes rapidly on real roads. To address this shortcoming,
researchers have developed complementary algorithms such
as inverse TTC, time-exposed TTC, and time-integrated
TTC, for use in collision-risk detection technologies [9–13].

TTC is used not only in detection algorithms as an
indicator of real-time collisions, but also in assessing safety
levels based on trajectory [14]. TTC is a representative in-
dicator for the assessment of safety, and indicators such as
postencroachment time (PET) and the deceleration rate to
avoid a crash are used for analysis [15, 16]. In 2003, Yang
et al. developed a hydraulically based system for use in a
rear-end collision warning and avoidance [17]. In the car-
following situation, the warning system was designed with a
condition-space-based approach. In 2018, Wu et al. devel-
oped an algorithm to determine the risk of a rear-end
collision using real-time data. Unlike previous research, the
Wu et al. study developed collision-prevention algorithms
by processing real-time data that can be used in connected
vehicle environments [18]. In 2019, Wu et al. used PETas an
indicator for a safety analysis of the conflicting section
between the bicycle road and the vehicle driveway. +e
authors analyzed the mechanical behavior between bicycles
and vehicles to develop an algorithm that estimated crash
risks and triggered a warning alarm [19]. In 2006, Oh et al.
proposed a method of determining the risk of rear-end
crashes using loop-detector data and applying the concept of
a safe stopping distance. +e relationship between the
preceding and following vehicles in a collision can be
expressed mathematically [20]. In 2016, Lee and Yeo de-
veloped a collision-warning algorithm based on a multilayer
perceptron neural network. An algorithm was proposed to
provide collision-warning information by predicting the
right of influence and deceleration of passage time and

utilizing segment information collected by a roadside
communication unit [7]. In 2020, Yue et al. conducted a
study from the vehicle’s perspective using a pedestrian-to-
vehicle (P2V) driving simulator to predict and avoid pe-
destrians in pedestrian-vehicle collisions. Research has been
conducted to improve P2V technology from the driver’s
perspective, which differs from the pedestrian’s perspective,
to increase pedestrian safety [21]. In 2019, Wu et al. pro-
posed a system of risk assessment for pedestrian-vehicle
collisions. Using data collected from Lidar and other sensors,
they predicted pedestrian crossing intentions using a tra-
jectory prediction model and analyzed risks based on a
dynamic Bayesian network [22].

Other studies developed vehicle-to-vehicle communi-
cations systems that assume a smooth communications
environment and perform a rear-end collision-risk analysis
based on intervehicle information and collected commu-
nications [23–25]. Sensor-based studies that prioritize near-
field networks to determine accident risks are already being
used throughout the industry. However, research on long-
distance communication using global positioning satellite
(GPS) data is still being carried out with an eye to com-
mercialization as it requires technical improvements, such as
less battery maintenance and superior GPS reception. In
2017, Chen et al. calculated alternative safety indicators, such
as TTC and PET between vehicles and pedestrians, to assess
safety at intersections under specific conditions and times
[26]. +e study featured an analysis of traditional TTC
problems and P2V relationships by applying formulas. In
2019, Li et al. attempted to predict the maneuverability of
adjacent vehicles through inferences based on probability
methodologies such as Bayesian networks. +e resulting
dynamic features have been presented and are considered
significant advancements in terms of real-time risk man-
agement [27].

Most TTC-based algorithm technologies have been
approached from a vehicle perspective [7, 17, 21, 23,
26, 28, 29] and little relevant research has been conducted
to help pedestrians avoid collisions with vehicles [26, 30]. In

Table 1: Examples of collision-risk situations between pedestrian and truck.

No. Situation Visualization

1
+e worker is working or waiting in the yard.+e yard tractor is driving on the road
at normal speed and approaching the worker’s location. +e worker is not aware of

the approaching tractor.

2
+e worker is on the move. +e yard tractor is driving on the road at normal speed
and approaching the worker’s location. +e worker is not aware of the approaching

tractor.
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this study, a vehicle-collision avoidance algorithm is pro-
posed from the perspective of the pedestrian (worker). In a
port, devices can be distributed to workers to facilitate the
collection and management of data. +e device is developed
using IoT-based GPS technology and can determine the real-
time location of workers and equipment. +ese IoT-based
collision-risk detection technologies are expected to be
applied first in traffic environments that guarantee the safety
of pedestrians. +e algorithm technology described in this
study is expected to play an important role in planning
pedestrian traffic safety measures in future sustainable pe-
destrian-oriented traffic environments.

+e purpose of this study is to develop detection tech-
niques that can predict pedestrian collision risks using
connected technology under special conditions, such as low-
traffic ports or nonsignal intersections.+emovable objects of
the port terminal travel in a designated direction through a
designated road, but pedestrians cannot specify the direction
of progress due to their characteristics. Considering this, in
this study, the speed, direction, and location of the equipment
are defined by the change in relative distance as predictions. A
collision-risk detection algorithm is developed reflecting the
defined concept, which is validated using microtraffic sim-
ulations. With reference to the performance of the device that
can be applied to the field, a simulation scenario with different
data collection cycles is designed. Validation of the algorithm
was performed by considering differences in risk detection
accuracy on a collection cycle basis.

2. Methodologies

2.1. Prediction of Relative Space. In this study, risk indicators
were calculated based on traditional TTC concepts. Tradi-
tional TTCs are used not only for crash risk detection, but
also for conflict-based safety analysis at intersections and
certain other sections. +is study used a risk detection
methodology using latitude and longitude coordinates. +e
relative distance is then calculated to determine the risk as in
the following equation. Euclidean distances were used to
calculate the distance between coordinates:

lr �

�������������������

xp − xe 
2

+ yp − ye 
2



, (2)

where lr is the distance between port worker and equipment
and (xp, yp) and (xe, ye) are the coordinates of the port
worker and equipment (based on geographical distances),
respectively. +is study produced a changing relative dis-
tance-based TTC between worker and equipment. Alter-
native safety indicators were then proposed to respond to
and avoid expected collisions. Considering the spatial
characteristics of the port, a general straight section pre-
dicted future coordinates using a linear regression model. In
many previous studies of collision-warning algorithms, the
perception reaction time (PRT) is assumed to be between 0
and 2.5 s [31–33]. In this study, response time is set in
consideration of the PRT by taking into account the vehicles,
the work of the port workers, and mobility characteristics.
+e movement of the equipment is predicted for more than
10 s from detection and recognition of, and response to,

collision risk, and verification of the researchmethodology is
carried out.

A criterion of 10 s for detecting accident risks is set given
the characteristics of the port container yards. A one-yard
block is compartmentalized so that it can accommodate 15
containers (20 ft) horizontally and six vertically. A block is
90m wide and 15m long. +e speed limit of moving
equipment (such as yard tractors) in the port is 30 km/h
(8.3m/s). +e maximum distance the equipment can travel
in 10 s is therefore 83m. Because the width of a one-yard
block is 90m, the time of 10 s in the algorithm is the
maximum prediction time to ensure that all movement up to
the next direction selection can be predicted. Because the
port is a difficult working environment to recognize
approaching equipment, collision accidents caused by low
speeds continue to occur. For example, if a yard tractor
moves at a speed of 5 km/h, it can travel 13.9m in 10 s. Due
to the reduction of the hazard radius and sudden acceler-
ation and deceleration behavior, it is necessary to select the
forecast range for the next 10 s. In this study, a comple-
mentary TTC is proposed based on predicting a minimum
collision distance with workers within 10 s. +e minimum
relative distance based on recursive algorithms can be found
in the following equation:

lr,t �

�����������������������

xp,t − xe,t 
2

+ yp,t − ye,t 
2



, (0< t< 10 s), (3)

where lr,t is the relative distance between worker and
equipment at any time t and (xp,t, yp,t) and (xe,t, ye,t) are the
coordinates of port worker and equipment, respectively, at
any time t. +e collision risk is calculated based on the
minimum value among the relative distances calculated by
location information within 10 s of the future.

In order to use the collected position coordinates for
analysis, a transformation work is required. Because the
latitude and longitude coordinates used in this study are
spherical coordinates, they should be converted to Cartesian
coordinates to obtain relative distances. +e haversine
formula is used to convert orthogonal coordinates to the
Cartesian system, and the relative distance is calculated after
conversion. In this study, a regression model with recursive
concept is developed to predict location coordinates. In
other words, it is a method of using historical location in-
formation to produce future forecast information. In Fig-
ure 1, the recursive concept is illustrated.

When the current time is t0 and the historical coor-
dinates recorded before t seconds are supplied, a linear
regression model can be constructed with the slope de-
pendent on the amount of change and the regression co-
efficient and dependent variables as the predicted
coordinates. +e y-axis coordinates (latitude) and x-axis
coordinates (longitude) were predicted by building sepa-
rate equations as follows:

ypredicted,e,t �
ye,t − ye,t+1 

xe,t − xe,t+1 
· xpredicted,e,t + e

� f′(t) · xpredicted,e,t + e,

(4)
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where ypredicted,e,t and xpredicted,e,t are the predicted y-axis
(latitude) and x-axis (longitude) coordinates of equipment,
respectively. e is a residual, and f′(t) is the regression
coefficient of the prediction model, such that

dt �
axpredicted + bypredicted + c




������
a
2

+ b
2



�
f′(t) · xpredicted,t − ypredicted,t + e




������������

f′(t)
2

+(− 1)
2

 ,

(5)

x �
−b ±

�������
b
2

− 4ac


2a
θt � a sin

dt

lr
  ×

180°

π
, (6)

where dt is the vertical distance between the predicted di-
rectional line of the moving equipment and the worker. θt is
the degree between the equipment and the worker (Figure 2).

2.2. Time-to-Collision for Port Workers (TTCP). +e relative
distance (lr) from the current time to the predicted coor-
dinates after 10 s has been aggregated to define the time at
which lr is minimal, as seen in equation (7). In addition,
changes in lr and relative velocity (vr) between the forecast
coordinates for a worker and equipment can provide a real-
time rate of change (vl,Δt) of the current relative speed. +e
time-to-collision for port workers (TTCP) can be calculated
using the relationship between relative distance and real-
time rate of change:

TTCP � tmin − t0 �
lr,t

lr,t2
− lr,t1

 / t2 − t1( 
�

lr,t

vr,Δt
, (7)

where tmin is the time at which the relative distance between
objects for the future 10 s is minimum. t0 is current time. lr,t

is relative distance, and vr,Δt is the relative distance reduction
rate at time t. TTCP is the time calculated for the rate at
which the relative distance and relative velocity can be
obtained through the prediction coordinates and the relative
velocity is reduced by the amount of change in this indicator.
It is the time taken to minimize lr,t from the worker, as-
suming that the worker’s presence is recognized within a
certain relative distance and that the worker moves in the
predicted direction at the current speed for 10 s. +e set 10 s
is the maximum value that can detect all accessible objects.
In this study, the TTCP threshold to determine the presence
or absence of a dangerous situation is set to 4 s. According to
Yue et al., given a brake reaction rate of 1.25 to 1.5 s (from
the previous study), a TTC of 2 s is considered a serious
precrash accident [21]. In addition, given a brake response
speed and the worker’s response speed of 2.5 s, a TTC of 4 s is

considered dangerous. +erefore, in this study, when the
proposed TTCP is 4 s, the situation is considered dangerous
(precrash situation). Because the maximum travel distance
for 4 s at a design speed of 30 km/h is approximately 33.3m,
this is almost consistent with the relative distance-based risk
assessment standard of 30m.

2.3. Development of a Crash Risk Detection Algorithm for Port
Workers. To detect accident risks in real time by combining
the proposed alternative safety indicators such as TTCP
requires defining and classifying various behaviors of
workers and equipment. In this study, given the basic
characteristics of accidents occurring within the port, di-
rectly relevant variables were derived and considered in the
algorithm. Factors judged important and reflected in the
development of algorithms are work status, location (place),
distance from objects (relative distance, lr), vertical distance
(dt), degree (θt, and approach direction (vr.

According to Layton and Dixon (2012), the stopping
sight distance is 31.2m at a design speed of 30 km/h, and the
typical emergency stopping distance is 14.2m on dry road
surfaces (with a response time of 2.5 s) [31]. By referring to
this standard, yard trucks within 30m of the worker and
approaching the worker’s direction were detected as dan-
gerous objects. In this study, an algorithm was developed by
largely dividing it into two stages based on these criteria.+e
first is the “risk situation judgement algorithm” that detects
objects approaching within a relative distance of 15m. +e
second is “collision-risk detection algorithm,” which de-
termines the designated TTCP criterion according to vertical
distance (dt) and angle (θt. Collision-risk detection algo-
rithm is performed only for objects determined to be
dangerous by risk situation judgement algorithm. +e de-
veloped algorithm is shown in Figure 3.

Figure 4 provides a diagram of the algorithm to deter-
mine the risk of collision at a port. It is the process of
calculating the indicators according to changes in the

(xt-3,yt-3) (xt-2,yt-2) (xt-1,yt-1) (xt+1,yt+1) (xt+2,yt+2) (xt+3,yt+3) (xt+...,yt+...)
Observed coordinates Predicted coordinates

t-3 t-2 t-1 t+1 t+2 t+3 t+...t
FuturePresent

(xt,yt)

Past

Prediction

Coordinates

Time

Figure 1: A recursive algorithm for predicting coordinates by time.

Figure 2: Illustration of the distance between the tractor’s pre-
dicted directional line and a worker.
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relative space between trucks and workers. +is figure ex-
presses a simple situation for understanding. In practice, the
change in speed of the object can be reflected to detect
changes in the TTC according to the speed.

2.4. Data Description. +is study assumes a situation in
which the real-time locations of workers and equipment are
collected using IoTdevices. +is allowed us to derive the risk
of a collision accident between workers and equipment in a
port yard in the form of a TTC-based risk index and de-
tection using the collected data. Technical research is cur-
rently being carried out at the port in anticipation of the
introduction of IoT devices. To implement and evaluate
accident-risk detection technologies in an IoT communi-
cation environment, a virtual environment is established
using microtraffic simulations. Previous studies used data
collected from actual roads [12, 34], where it is difficult to
ensure a fully controlled environment for experimentation
and implement the desired scenario. +us, in this study,
simulation analyses were performed that enabled the full
implementation of the planned risk scenario. In this study,
the risk of a collision within a port is divided into scenarios.

+e actual environment and working characteristics were
classified and analyzed to capture all possible situations
between workers and equipment in the simulation network,
and the risk of collision at the port is separated into four
distinct scenarios. Trace data on workers and equipment
were collected for each scenario using VISSIM, amicrotraffic
simulation program. +e simulation time is set to a total
length of 1,200 s for the collection of data, and analysis is
performed by dividing the collection cycle into three cate-
gories, considering the communication performance of an
actual IoT device.

+e period for the analysis is set to 1Hz, 2 Hz, or 10Hz.
To simulate the movement of equipment and yard tractors
in the port, movement at the actual port is analyzed and
the average speed is below 30 km/h. Network settlement
and verification efforts were not carried out because the
objective is to detect the risk of collision between workers
and equipment in certain situations without considering
intervehicle interactions and delays in traffic. +e spatial
background applied in this study is Busan Sinseondae Pier
(Figure 5). +e same spatial network is established using
Google and Kakao maps, and photos are taken at real-
world sites.

Space Relative
space

Time Time

TTCP TTCP

t1 t2 t1

lr,1

lr,2

t2

Δl

Δl
Δt

Δt

Figure 4: Risk detection algorithm with TTCP.
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Figure 3: Risk detection algorithm with TTCP.
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3. Results and Discussion

Algorithm verification is carried out to detect the risk of a
collision between a worker and equipment within the port
using trajectory data collected in the analysis network and
VISSIM. +e analysis is performed by dividing the data into
three scenarios according to the frequency of the infor-
mation collection. Simulation experiments were conducted
according to the information collection cycle. To evaluate
the risk detection performance of the algorithm, the risk
situation is defined as follows:

(1) If the relative distance is within 30m and the relative
distance is decreasing, the relative velocity (vr) is
positive and the mobile device is approaching

(2) Relative distance within 15m

In this study, the confusion matrix is used to evaluate the
detection performance of the algorithm. As a criterion for
determining the accuracy of the predicted value, the above
two situations were set as the actual class (Table 2). +e
confusion matrix is used to compare the number of true and
false predicted values and actual values. +e simulation
results of algorithm are classified into four categories to
evaluate detection accuracy as follows:

True positive (TP): the algorithm predicted that a
situation is dangerous, and it is true
False positive (FP): the algorithm predicted that a
situation is dangerous, and it is false
False negative (FN): the algorithm predicted that a
situation is normal, and it is false
True negative (TN): the algorithm predicted that a
situation is normal, and it is true

True positive rate (TPR) � recall(sensitivity)

�
TP

TP + FN
,

(8)

False positive rate (FPR) � 1 − specificity

�
FP

FP + TN
,

(9)

accuracy �
TP + TN

TP + FN + FP + TN
. (10)

True-positive rate (TPR), also called sensitivity, refers to
how accurately the algorithm classifies dangerous situations
(TP + FN), as seen in equation (8). False-positive rate (FPR)
indicates how accurately the algorithm classifies normal
situations (TN+FP), as seen in equation (9). Accuracy is an
indicator that considers both TP and TN, which can most
intuitively represent the performance of the algorithm [35],
as seen in equation (10).

+e numbers of samples according to the data collection
cycle were 12,811 (1Hz), 25,147 (2Hz), and 137,254 (10Hz),
respectively. +e confusion matrix and metric scores are
presented in Tables 3‒6. +e metric scores of 1Hz show
61.5%, 79.6%, and 72.2%. +is score is the smallest of three
data collection cycle scenarios. Compared to other cycles,
1Hz has a longer prediction unit. +erefore, this result is
seen as an increase in error within the prediction unit. For
2Hz, the data were every 0.5 s; the metric score shows 91.8%,
85.9%, and 87.5%. Finally, for 10Hz and the shortest col-
lection cycle, the metric score shows 98.0%, 85.4%, and
88.8%. It is obvious that the score of 10Hz has the greatest
accuracy among the cycles, which suggests that the shorter

Apron Container
Yard 

Figure 5: Study area (Sinseondae Pier, Busan Port Terminal).

Table 2: Confusion matrix.

Classification Actual class
Dangerous Normal

Prediction Dangerous True positive (TP) False positive (FP)
Normal False negative (FN) True negative (TN)
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the collection cycle, the better the performance of the
algorithm.

In summary, sensitivity analysis and comparative studies
have been conducted to verify the performance of the al-
gorithm. Sensitivity analysis shows the performance of al-
gorithms associated with data collection cycles, which means
that shorter collection cycles are better in terms of detection
accuracy of algorithms. Considering current technical level
such as battery and equipment size, it is difficult to supply
equipment with 10Hz. +erefore, it is necessary to establish
equipment and servers that can provide an appropriate data
collection cycle in consideration of the realistic conditions of
the industrial site.

4. Conclusions

+is study developed and verified an algorithm to detect the
risk of collision accidents between port workers and
equipment. A risk indicator represented by TTC is selected
to provide detection of the risk of collision due to equipment
in situations specified by various conditions in the port.

Traditional TTCs are the simplest collision-detection re-
placement safety indicators and only detect hazardous sit-
uations if certain conditions are met. Various studies have
suggested improving TTCs to compensate for these prob-
lems. +e purpose of this study is to develop an algorithm
that considers the characteristics of pedestrian behavior by
calculating the TTC between workers and equipment, not
TTCs, in the situation of the next lane.

As a result, the algorithm shows 61.5–98.0% TPR,
79.6–85.9% FPR, and 72.2–88.8% Accuracy depending on
the collection cycle.+e algorithm validation results indicate
that the metric scores increase as the collection cycle is
shortened. +is means that the better the performance of
individual IoT devices available in the field is, the better the
risk detection level of the algorithm can be. Based on these
analysis results, this study argues for the need to introduce
smart port equipment following technical improvements.
Because it is an algorithm developed considering the spatial
characteristics of ports, it is significant in terms of safety
improvement in industrial sites.

However, some limitations exist in this study. First, since
it is a simulation-based algorithm study assuming conditions
in the field, further verification using real-world field data is
required. Second, improvements are needed on the
threshold baseline setting of stopping sight distance and
TTC. In this study, the criteria for studies conducted in
general traffic flow environments were utilized. +erefore,
the stopping sight distance and TTC settings that are op-
timized for a port environment are needed [30, 36]. +ird,
the accuracy improvement of the algorithm can be per-
formed by utilizing various prediction and verification
methodologies. In this study, predictive method is used for
real-time contextual judgement and algorithm optimization.
However, since machine learning-based positional coordi-
nate prediction studies have been conducted, various pre-
diction methodologies need to be reviewed to improve the
accuracy of algorithms [37]. In addition, studies of collision-
prevention methodologies using similar techniques can be
applied to improvements [38–40]. Future research will be
considered verifying algorithms using device data collected
in the field and improving services after introduction. It is
expected to help prevent accidents between equipment and
pedestrians at ports and other industrial sites.
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Table 3: Results (data acquisition cycle� 1Hz).

Classification Actual class
Dangerous Normal

Prediction Dangerous 3,220 1,545
Normal 2,013 6,032

True-positive rate (TPR)� 0.615; false-positive rate (FPR)� 0.796;
accuracy� 0.722.

Table 4: Results (data acquisition cycle� 2Hz).

Classification Actual class
Dangerous Normal

Prediction Dangerous 6,249 2,588
Normal 561 15,748

True-positive rate (TPR)� 0.918; false-positive rate (FPR)� 0.859;
accuracy� 0.875.

Table 5: Results (data acquisition cycle� 10Hz).

Classification Actual class
Dangerous Normal

Prediction Dangerous 35,967 14,661
Normal 724 85,901

True-positive rate (TPR)� 0.980; false-positive rate (FPR)� 0.854;
accuracy� 0.888.

Table 6: Metric scores for algorithm (data acquisition cycle� 1, 2,
10Hz).

Data acquisition cycle
(Hz)

True-positive
rate

False-positive
rate Accuracy

1 0.615 0.796 0.722
2 0.918 0.859 0.875
10 0.980 0.854 0.888
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&e potential use of privately-owned autonomous vehicles (AVs) for the evacuation of carless households threatened by
hurricanes is underexplored. Based on 518 original survey responses from South Carolina (SC) residents, an ordered logistic
model was developed to determine the willingness of individuals to temporarily share their AVs for evacuation without their
presence. &e model results indicated that respondents who (a) were unemployed, (b) had experience giving disaster relief
assistance, (c) took regular religious trips and were more comfortable with AVs (d) delivering packages and (e) being purchased
and shared for income in the next five years were more willing to share for evacuation. Respondents who (a) were aged 65 or older,
(b) had income below per year, and (c) had less than two social media accounts were less willing to share. &e model was applied
to a state-wide synthetic population to simulate a disaster scenario in SC under different AV market penetration (p) scenarios to
determine the potential use of AVs for evacuation assistance. Monte Carlo simulation results indicated that the percentage of
households that can be evacuated increased linearly with respect to p, by 5.5% for every 1% increase in p until p was nearly 20%.
When p was 30% or higher, the number of shared AVs was sufficient to evacuate all households in need. &erefore, in SC, if
privately-owned AVs are widely available, they could serve as a viable alternative or be used to supplement the traditional
evacuation programs that rely on buses.

1. Introduction

In recent years, the southeastern U.S. has experienced strong
hurricanes, from Hurricane Joaquin creating historic flood
levels in Columbia, South Carolina in 2015 [1] to Hurricane
Irma causing mass evacuations and hundreds of deaths [2]
and Hurricane Florence causing record-setting flooding in
the Carolinas [3]. &e intensity and frequency of these
storms are expected to increase [4].&e coastal population in
the southeast is growing faster than any other region in the
U.S. [5], indicating the potential for greater destruction from
future storms. Combined with millennials having less desire
to obtain a driver’s license and own a vehicle, these factors
point to the greater need for government-assisted evacua-
tions in the future [6]. &is study explores a potential future

government-assisted evacuation transportation system that
relies on privately-owned, self-driving autonomous vehicles.

Hurricane Katrina (2005) highlighted deficiencies in the
evacuation plans for vulnerable populations, including the
carless [7]. Since then, the topic of evacuating the vulnerable
population, specifically the carless, elderly, and special needs
population, has grown in interest [8, 9]. Evacuation plans
have evolved to address these segments of the population.

Currently, government-assisted evacuations for the
carless and vulnerable populations typically rely on buses,
which have high capacities to meet the potential demand for
assistance. Across the country, transportation and emer-
gency management agencies estimate an average of 6–10% of
their population is classified as special needs and could use
some form of assistance when ordered to evacuate for a
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hurricane [10].&ose who could need assistance because of a
lack of a readily-available vehicle represent approximately
8.7% of U.S. households, with this number expected to grow
in the near future [11, 12]. South Carolina (SC) estimates
that 5% of its population, or 49, 000 residents, within
evacuation zones would need assistance evacuating for a
strengthening, category 5 storm. Currently, the State’s plan
primarily involves transporting these evacuees by school
buses to local shelters [13].

Transit is not the only option available to households
lacking a reliable personal vehicle. Carpooling with peers is
one alternative. In a study of Hurricane Lili evacuees, Lindell
et al. [14] found that 9% obtained rides from family or
friends. Based on a study using surveys from New York City,
the largest transit commuting city in the U.S., researchers
found a near-even split in carpooling (8% and 14%) and
transit evacuation (12% and 16%) [15].

Other forms of shared vehicles for evacuation assistance
have been considered recently. In the past five years, Uber
and Lyft have helped people evacuate by offering ride
vouchers [16]. In 2020, Florida’s Emergency Management
Agency mentioned the use of Uber and Lyft to transport
evacuees instead of mass transportation to minimize the
spread of COVID-19 [17].

&e potential future system envisioned in this paper goes
beyond currently deployed technologies and is based on
privately-owned autonomous vehicles (AVs). Upon a gov-
ernment official’s announcement of receiving an official
request for assistance from the public, some AV owners
from around the state (or other geographic areas) would
voluntarily and temporarily allow their vehicles to be used to
assist with preimpact evacuation in designated evacuation
zones, regardless of whether they would share their AVs for
normal conditions. &us, our use of the term “shared”
(focusing on a temporary arrangement without the owner
present) is slightly different from the mainstream inter-
pretation of shared vehicles. &e objective of this study is to
explore the system’s feasibility of using privately-owned AVs
as a viable alternative or as a supplement to the traditional
evacuation programs that rely on buses from the public’s
willingness to share perspective (for this potential AV
ownership future) and an evacuee demand coverage per-
spective for a hurricane in SC. To this end, this paper
presents an ordinal logit model developed from original
survey responses from SC residents to (1) determine the
public’s willingness to let state and/or federal agencies use
their AVs to assist others in evacuations and (2) identify
factors that affect their willingness. &e model is then ap-
plied to a synthetic SC population and used with simulation
to determine what percentage of the critical transportation
need (CTN) population can be evacuated, incorporating
both the predicted level of the public’s willingness to share
their AVs and different AV market penetration levels.

&e remainder of this paper is divided into six sections.
Section 2 reviews selected research on assisting carless
evacuees and future AV adoption projections. Section 3
provides an overview of the survey data used to develop the
ordinal logit model. Section 4 describes the ordinal logit
modeling process, synthetic household generation, and

simulation modeling background. Section 5 is the experi-
mental design section, describing the factors tested during
the simulation process. Section 6 discusses the results of the
modeling process and experiments, including factors af-
fecting willingness to share and the percentage of the CTN
population that could be evacuated at different AV market
penetration levels. Section 7 presents conclusions and future
directions.

2. Literature Review

Many studies investigated the use of public transit vehicles
and school buses to assist with mass evacuation. For ex-
ample, Bish [18] developed an optimization model for re-
gional evacuation planning as a variant of the vehicle routing
problem. He assumed that the evacuees arrived at pre-
determined pickup locations at constant rates. Swamy et al.
[19] implemented a simulation model which considered the
dispatching of a given number of buses, stochastic arrivals of
evacuees, queueing effects, and transport of evacuees to
shelters. Naghawi andWolshon [20] modeled and simulated
transit-based evacuation strategies for the evacuation of the
CTN population.

However, Renne et al. [7] stated that most cities do not
have a sufficient number of buses to evacuate the entire CTN
population. Moreover, buses cannot provide door-to-door
services, which is an important consideration for those who
cannot afford a ride to the pickup point. For these reasons,
the recent work on mass evacuation of the CTN population
has considered the use of ridesharing. Wong et al. [16]
concluded that public agencies could leverage shared re-
sources to assist with evacuation. &eir study, which used
survey responses from recent Hurricane Irma evacuees on a
hypothetical future disaster, reported that 29.1% of evacuees
would be willing to offer a ride to another evacuee before the
evacuation process and 23.6%would be willing to offer a ride
during the evacuation process. Li et al. [21] studied the
utilization of shared vehicles for emergency evacuation
under no-notice evacuation scenarios with limited time
horizons.&ey performed numerical simulations to quantify
the improvements in the total distance traveled and number
of people evacuated. Naoum-Sawaya and Yu [22] addressed
a problem in which individuals with vehicles are instructed
to pick up others along their routes to evacuate the maxi-
mum number of individuals within a limited time. A mixed
integer programming model was proposed to model the
problem. Lu et al. [23] proposed a two-phase model that
optimized trip planning and operations by integrating ride-
sharing processes for short-notice evacuation situations.
&eir model jointly optimized the driver-rider matching and
transfer connections among shared vehicle trips. &ese
studies assumed the active participation of the vehicle’s
driver/owner who was in the same area as the individuals
needing assistance.

Many researchers consider AVs to be the next revolution
in transportation. Bansal and Kockelman projected anywhere
from 25% to 87% adoption of level 4 AVs, the lowest level AV
able to drive without a human, by 2045 [24]. Another study
projected that AVs would account for 20%–40% of the entire
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vehicle fleet by the 2040s [25]. Yet another study projected
anywhere from 15–90% adoption of AVs by 2050, depending
on annual price reductions [26]. &e most prominent cause
for the slower adoption of AVs was considered to be the high
cost [27]. &e adoption increase with cost reduction was
thoroughly discussed in [24]. AV adoption from a technology
trust and ethics perspective was discussed in [28]. According
to the study, human-machine interaction/integration needs
significant investment to be able to achieve full trust in au-
tonomous vehicles. Incidents in AVs or in other co-pilot-
using systems indicated that sensor failures could lead to
catastrophic events. However, there are additional factors to
consider, such as increased risks in the case of incidents,
complex nonuniform surroundings with ever-changing user
behaviors, cyber vulnerabilities, and higher road construction
costs [27, 29].

AV ownership was investigated by several researchers.
AVs are expected to be expensive, and in the most optimistic
scenario, only 35% of the survey respondents were willing to
use shared AVs, while others prefer personal ownership
[30, 31].&is is partly understandable, given the convenience
of accessibility and being able to leave items in the vehicle.
However, shared vehicles are predicted to be maintained
better, to have higher security and to have less liability [27].
Regardless, Robinette et al. [31] showed that AV technology
would reduce ownership by 1.1 vehicle but would result in a
13% increase in vehicle miles traveled (VMT) as unoccupied
vehicles. &is would also result as an increase in trans-
portation energy usage and cause higher emissions. In [32],
the authors discussed possible consequences of AV intro-
duction with driving behavior and ownership changes. With
personal AVs, the authors argued longer as well as unoc-
cupied trips could be preferred by the owners. &e authors
also argued shared AVs can drive overall lower cost for
vehicles. Redistribution of vehicles would also increase the
number of trips per day. Many studies projected that AVs
will be shared when implemented, similar to Uber and Lyft
today [25, 33, 34]. &ese shared AVs could provide a
transportation option that is significantly less expensive than
taxi services and is convenient for citizens in urban areas
[35]. However, to date, few studies have examined the
potential use of self-driving AVs shared by the public to
assist with mass evacuation and/or the potential of inte-
grating shared-AVs into evacuation assistance systems.

AVs are expected to be widely adopted in the next 20–30
years indicating a need to examine their potential uses for
evacuation. &ough recent advances in technology point
toward adoption in the near future, relatively little has been
studied regarding their potential use in evacuation situa-
tions. However, for connected vehicles (CVs), Yin et al.
designed an application that helps vulnerable households
evacuate by providing pickup time and location options,
optimizing route guidance to reduce congestion, and lo-
cating food and fuel along their route [36]. Our study ex-
plores the use of temporarily shared AVs to assist SC CTN
households evacuate from a hurricane. &e integration of
shared AVs could aid in the service gap (e.g., door-to-door
service) that public transit vehicles do not provide. Without
the limitation of only picking up evacuees from a few

selected pickup points, shared AVs could provide more
personalized pickups for the vulnerable population that has
challenges reaching those pickup points.

&is study addresses gaps in extant knowledge. First, it
builds on the limited body of work addressing the potential
use of AVs for evacuation by considering self-driving AVs
rather than vehicles shared by driver-owners. &is requires
an examination of willingness to share a personally-owned
vehicle without being physically present. Second, the
potential of a self-driving AV assistance program to re-
place a bus-based system is examined, addressing issues
associated with insufficient resources and last-mile issues
as well as the established preference for using personal
vehicles to evacuate rather than transit-based options (see
for example [37]).

3. Survey Data Overview

To gauge the public’s willingness to share their future,
driverless AVs to help evacuate an area before a hurricane
makes landfall, the research team developed a survey; the
survey questions were formed and guided by three focus
group sessions. &is survey was implemented using Qualtrics
Panels and distributed to SC residents across the state. A total
of 1, 050 responses were received, split evenly between two
scenarios: evacuation (used in this manuscript) and disaster
relief. &e age and gender splits of the respondents were
representative of SC demographics, according to the Amer-
ican Community Survey (ACS) [38]. However, the sample
had an intentionally slightly higher number of individuals
with income above the median and higher number of indi-
viduals with education above a high school degree. &is slight
oversampling was performed to adequately capture demo-
graphic categories more likely to be able to afford future AVs
[25, 34, 39]. After data cleaning, the final dataset used for the
ordered logit model had 518 responses.

&e survey placed respondents in a scenario where they
considered temporarily sharing a personally-owned, driv-
erless AV for use in an evacuation, where their local area was
not affected. &e Likert-type question of how willing (ex-
tremely willing (15%), willing (21%), somewhat willing
(23%), neither willing nor unwilling (10%), somewhat un-
willing (7%), unwilling (10%), and extremely unwilling
(14%)) respondents were to share in this context was used as
the dependent variable in an ordinal logit model. &e ex-
tremely willing/willing and extremely unwilling/unwilling
categories were combined to condense the data to five or-
dered categories. However, this does not affect any ordered
categories not involved in the category combination [40]. To
determine factors associated with greater willingness to
share, the survey also asked respondents about existing
travel habits, current vehicle technology, general technology
adoption, experience with the sharing economy, experience
giving and volunteering, experience with natural disasters,
comfort with autonomous vehicles, and demographic
characteristics. Table 1 provides summary statistics of se-
lected variables and the single-variable ordered logit models
between the variable and willingness to share a personal
vehicle for evacuation assistance.
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4. Methodology

&e methodology consisted of two major components: es-
timating the availability of AVs to transport evacuees from
SC coastal evacuation zones and determining the degree to
which these AVs met the anticipated evacuee demand.

4.1. Estimating AV Availability. Estimating the AV avail-
ability involved two steps. First, an ordered logit model was
developed from the survey data. Second, this model was
applied to a synthetic population generated based on Census
data. &e dependent variable for this model was a five-point
Likert-type question asking respondents to rate their will-
ingness to share a personally-owned AV to help others
evacuate from a hurricane. Ordered logit models containing
multiple explanatory variables can be written as in the
following equation:

ln πj  � αj − β1x1 + β2x2 + · · · + βnxn( , (1)

where x1, x2, . . . , xn are the explanatory variables,
πj � p(score≤ j)/p(score> j), αj is the intercept of the logit

j, and β1, β2, . . . , βn are the regression coefficients of each
explanatory variable [41]. &e ordered logit model’s pro-
portional odds assumption was tested using the Parallel Line
Test, which ensured that the slope coefficients were the same
across all categories [42, 43]. &e model was created using a
manual forward stepwise process [44] with the variables’
entering order based on the p-values arising from ordered
logit models developed using each variable individually (see
Table 1). Improvement to the model was determined by an
increase in the McFadden Pseudo R-Square value as well as a
95% confidence level that the parameter estimates were
significantly different from zero. &is process was repeated
until reaching the individual variable significance level of
0.25, as recommended for large sample sizes [45].

&e ordered logit model (see Table 2) was then applied to
a synthetic population of SC to obtain a spatially distributed
number of AVs available for evacuation assistance. &e
population synthesis process expands a seed population
sample to match the marginal distribution desired charac-
teristics of the control. In this study, the seed population was
obtained from the 2018 Public Use Microdata Sample
(PUMS) [46] and the regional control was set to the number

Table 1: Summary statistics of selected variables and relationship with evacuation sharing variable

Variable Total n Min Max Mean S. dev Parameters S. err
Dependent variable
Willingness to share AV for evacuation 518 1 5 3.409 1.603 — —
Independent variables
Demographics
Gender: womenfemale 518 0 1 0.494 0.500 0.038 0.158
High income (> $100, 000 per year) 518 0 1 0.288 0.453 −0.120 0.175
Household size 512 1 5 2.740 1.207 0.010 0.066
Educated with a 4-year degree or more 518 0 1 0.508 0.500 0.008 0.158
Age 65 or older 518 0 1 0.168 0.374 −0.754∗∗∗ 0.213
Income under $15, 000 per year 518 0 1 0.077 0.267 −0.504∗ 0.296
Unemployed 518 0 1 0.071 0.258 0.646∗∗ 0.320
Race: white/caucasian 518 0 1 0.689 0.463 0.011 0.171
Living in urban area 518 0 1 0.110 0.313 0.202 0.255
Technology
Use of ride-hailing services 8+ times in past year 518 0 1 0.168 0.374 0.671∗∗ 0.219
0 or 1 social media accounts 518 0 1 0.214 0.411 −0.886 ∗∗∗ 0.195
High comfort in AV deliveries in 5 years 518 0 1 0.514 0.500 0.993∗∗∗ 0.163
High comfort in sharing AV for income in 5 years 518 0 1 0.108 0.311 1.144∗∗∗ 0.280
High number of technology features on newest vehicle 501 0 1 0.158 0.365 −0.279 0.220
Evacuation experience
Household evacuation experience 518 0 1 0.322 0.468 0.105 0.170
Experience evacuating with friends/family 167 0 1 0.144 0.352 1.925∗∗∗ 0.498
Received evacuation assistance from friends/family 167 0 1 0.329 0.471 1.346∗∗∗ 0.321
Giving and volunteering
Giving to charitable causes more than once per year 518 0 1 0.635 0.482 0.382∗∗ 0.165
Volunteering more than once per year 518 0 1 0.508 0.500 0.527∗∗ 0.160
Experience giving any disaster relief assistance 518 0 1 0.629 0.483 1.070∗∗∗ 0.168
Experience giving to assist friends/family in disaster relief efforts 518 0 1 0.259 0.438 0.514∗∗ 0.184
Takes religious trips during a typical week 518 0 1 0.334 0.472 0.458∗∗ 0.170
Commuting
Commuting by single-occupancy vehicle 335 0 1 0.833 0.374 −0.281 0.267
Commute length 324 10 60 23.386 13.825 −0.005 0.007
Regular weekly commute schedule 335 0 1 0.684 0.466 −0.126 0.213
Note: ∗∗∗p< 0.001, ∗∗p< 0.05, and ∗p< 0.1.
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of people in each subcounty using ACS 2018.&e PUMS data
was contained in the Public Use Microdata Areas (PUMA),
which are geographic units containing no fewer than
100,000 people each. &e desired spatial resolution for this
study was the subcounty area, which was smaller than the
PUMA. &e PopulationSim package in the Python envi-
ronment bridged the gap between the two geographic levels
and produced the synthetic population at the subcounty
level [47]. &e resulting synthetic population had 1, 894, 711
households which was the exact number from the 5-year
estimates of households from 2014–2018 ACS data. De-
mographic variables age, income, and employment status,
statistically significant in the ordered logit model, were also
generated for each household during the population syn-
thesis process.&ese variables were then recoded into binary
indicator variables for model application. Other non-
demographic variables needed for the model were generated
using the observed distribution from the survey (see Ta-
ble 1). Based on equation (1), the probability of each out-
come was calculated using the following equation [40]:

p(score � j) � πj − πj−1. (2)

4.2. Estimating the Ability to Meet Evacuation Assistance
Demand. To determine how many critical transportation
need households (CTNH) could be evacuated from the
evacuation zones using AVs shared by the public, a Monte
Carlo simulation model was developed. &e simulation
model required the following input data: percentage of SC
citizens willing to share their AVs to assist with evacuation
(output from the ordered logit model using a synthetic SC
population), percentage of AV market penetration (see
Table 3), total population in an evacuation zone [48], total
population in a nonevacuation zone [49], percentage of the
CTN population that needed to be evacuated [50], distri-
bution of time for which an AV would be available (survey
data from this study), average speed of AVs during evac-
uation [51], shelter locations [50], average number of people
per household [52], a GIS map of SC at the subcounty level
[53], and a GIS map of evacuation zones [48].

&e model’s primary output was the covered demand
ratio (CDR), which was obtained by dividing the number of

CTNH evacuated from the evacuation zones using AVs by
the total number of CTNH. Figure 1 presents the logic
implemented in the Monte Carlo simulation model which
was implemented with the following assumptions:

(1) AVs were only available in the nonevacuation region.
(2) One household had only one AV.
(3) One AV evacuated one CTNH in a single trip.
(4) All AVs available in a subcounty started and ended

their trips at the centroid of that subcounty.
(5) All evacuees in an evacuation zone were picked up at

the centroid of that evacuation zone.

As shown in Figure 1, in Step 1, the model read the input
data mentioned above. Among the input data were the
CTNH that need to be evacuated from an evacuation zone
(shown in gray in Figure 2) and brought to a shelter located
in the nonevacuation zone (shown in white in Figure 2). In
this study, the evacuation zones considered were those
defined by the South Carolina Emergency Management
Division based on their vulnerability to hurricanes. In all,
there were 20 zones in the evacuation region. Instead of
using the exact home address of the CTNH as the pickup
location, without loss of generality, this study used the
centroid of the zone as the pickup location.&e start and end
location of each AV were also assumed to be at the centroid
of the nonevacuation zone. &e spatial scale chosen for the
nonevacuation zone was the census county division level,
referred to as “subcounties” hereafter. &is was chosen to be
consistent with the spatial scale used by the logit model.
Subcounties consist of incorporated cities, boroughs, and
towns. Geographically, a subcounty is larger than a census

Table 2: Ordinal logit regression model.

Parameter estimate Standard error Significance
Age 65 or older −0.531 0.228 0.020
Income under $15, 000 per year −0.728 0.333 0.029
Unemployed 1.219 0.357 0.001
Takes religious trips during a typical week 0.374 0.178 0.035
0 or 1 social media accounts −0.540 0.213 0.011
High comfort in AV deliveries in 5 years 0.747 0.172 0.000
High comfort in sharing AV for income in 5 years 0.604 0.296 0.042
Experience giving any disaster relief assistance 0.886 0.180 0.000
Number of responses 518
McFadden Pseudo R-Square 0.072
Adjusted McFadden Pseudo R-Square 0.067
Parallel line test (0.549) Pass
Number of variables 8

Table 3: Covered demand ratio for different scenarios.

Year
Scenario 1∗ Scenario 3∗ Scenario 6∗ Scenario 8∗

p CDR p CDR p CDR p CDR
2025 11.1 0.575 5.2 0.290 15.1 0.694 19.4 0.875
2030 19.7 0.891 10.3 0.540 27.2 0.999 33.8 1
2035 28.6 0.999 15 0.752 38.3 1 44.2 1
2040 37 1 19.2 0.888 45.7 1 74.7 1
∗as numbered in [24]; p �% market penetration rate.
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block but smaller than a county. In all, there were 265 zones
in the nonevacuation region. &e shelter locations were
actual locations, not centroids of nonevacuation zones. In
Step 2, the model calculated the number of AVs available in
the nonevacuation region and the number of CTNH in the
evacuation region requiring assistance. &e number of AVs
available in each subcounty was calculated using equation
(3). &e sum of this number for all subcounties in the
nonevacuation region gave the total number of AVs avail-
able in SC for evacuation. &e number of CTNH in each
evacuation zone was calculated using equation (4). &e sum
of this number for all evacuation zones gave the total
number of CTNH:

n �
p

100
  ×

s

100
  × h, (3)

where n � number of AVs available in a subcounty,
p � percentage of AV market penetration, s � percentage of
households willing to share their AVs for emergency
evacuation, and h � number of households in a subcounty:

np �
pp

hs
  ×

pc

100
 , (4)

where np � number of CTNH in an evacuation zone,
pp � total population in an evacuation zone, hs � average
persons per household of the evacuation zone, and
pc � percentage of CTN.

In Step 3, the time (i.e., duration) for which each AV was
available was obtained from a discrete distribution; this
distribution was generated from survey response data (see
Figure 3). In Step 4, given the AV time availability, the

Step 1: Read input
data

Step 2a: Identify the
number of AVs

available

Step 3: Obtain a
random varaite from
distribution for AV

time availability

Step 4: Calculate the
maximum distance

available for AVs

Step 5a:
Randomly

select one AV

'Available distance' =
Maximum disatnce

Is
‘Available

distance’ sufficient to 
evacuate nearest

CTNH?

Go to Av’s origin

Step 6: Calculate
covered demand

ratio

Covered
demand ratio

Step 5c: Go to
nearest shelter

location

'Available distance' =
'Available distance' -
distance covered to
evacuate the CTNH

Step 5b: Go to
nearest CTNH

location

All CTNHs
are evacuted?

Step 2b: Identify the
number of CTNHs to

be evacuated

No

yes

yes

All AVs
are used?

No

No

Yes

Figure 1: Logic of the Monte Carlo simulation model.
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maximum distance (in miles) for which an AV was available
was calculated using the following equation:

d � t × v. (5)

In Step 5, an AV was randomly selected from the pool of
available AVs. Available distance for the selected AV was the
maximum distance calculated using equation (5). If the
available distance was sufficient to evacuate the nearest
CTNH, then the model simulated the AV going to the
nearest CTNH and dropping the CTNH off at the nearest
shelter. When the AV was at the shelter location, the model
determined if the AV’s remaining available distance was
sufficient to evacuate another nearest CTNH. If not, it
returned to its owner at its original location. If sufficient
time/distance remained, the AV was assigned to the next
nearest CTNH and dropped that CTNH off at the nearest

shelter. &is process for the selected AV was repeated until
its time/distance availability was exhausted. &e model then
selected another AV and repeated this process until either all
CTNH were evacuated or no more AVs were available. In
Step 6, the CDR was calculated using the following equation:

CDR �
Number of CTNHevacuated

Total number of CTNH
. (6)

5. Simulation Scenarios

To determine what percentage of the CTNH could be
evacuated (i.e., CDR) at the predicted public’s willingness to
share their AVs to assist with the evacuation, the developed
Monte Carlo simulation was used. &e model was run for
four AV market penetration scenarios obtained from Bansal
and Kockelman [24]. &e AV market penetration for future
years under each scenario is shown with the results in Ta-
ble 3. Scenario 3 represented the most conservative estimate
of AV market penetration whereas Scenario 8 represented
the most optimistic. &ese scenarios were based on the
projected annual increase in the willingness to pay (WTP),
annual drops in technology price, and changes in govern-
ment regulations. Scenario 1 was with constant WTP, 10%
drop in the technology price, and no regulations. Scenario 3
was with 0% but no-zero WTP, 10% drop in the technology
price, and no regulations; in this scenario, the tenth per-
centile WTP (among nonzero WTP individuals) for the
individual’s household-demographic cohort was used.
Scenario 6 was with 5% annual increase in WTP, 10% drop
in the technology price, and with regulations. Scenario 8 was
with 10% annual increase in WTP, 10% drop in the tech-
nology price, and with regulations [24].

&e experiments assumed a category 5 hurricane. As
such, the percentage of CTN used was 5% based on findings
from the State of South Carolina CTN Evacuation Opera-
tions Plan [13]. &e SC population was assumed to be 5.1
million, and the number of occupied homes was assumed to
be 2.3 million based on the most recent Census data [54].
&e time for which an AV was available was randomly
drawn from the developed discrete distribution shown in
Figure 3. It was assumed that 70% of the evacuees evacuated
during the day and 30% evacuated during the night [55].&e
average speed for the AV during evacuation was assumed to
be 20mi/hr during the day and 40mi/hr during the night
based on archived speeds along SC highways during the past
six hurricanes [50].

6. Results and Discussion

6.1. Ordered Logit Model Results. &e final ordered logit
model contained 518 observations and had an adjusted
McFadden Pseudo R-Square of 0.067, within the 0.012 to
0.138 range found in previous studies [56]. In this model,
negative coefficients signified a lower willingness to share
[40]. &e model shown in Table 2 had eight statistically
significant variables with age 65 or older, income under
$15, 000 per year, and 0 or 1 social media accounts being
negatively associated with willingness to share, meaning that

Shelter locations
Evacuation region
Non-evacuation region
(at sub-county level)

Figure 2: South Carolina evacuation region map layers’ source
[48, 53].

Entire day
84 (34%)

13-24 hours
9 (4%)

9-12 hours
37 (15%)

5-8 hours
66 (26%)

1-4 hours
48 (19%)

Less than 1
hour

6 (2%)

Less than 1 hour
1-4 hours
5-8 hours

9-12 hours
13-24 hours
Entire day

Figure 3: Discrete distribution of AV time availability (n � 250).
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individuals with these characteristics were less likely to share
their AVs to assist with evacuation. Being unemployed,
taking regular religious trips, having high comfort in AV
deliveries in five years, having high comfort in sharing an AV
for income in 5 years, and having any experience giving for
disaster relief were positively associated with willingness to
share.

&e model in Table 2 was then applied to the synthetic
population. &e probability of selecting a 5, which repre-
sented the maximum willingness to share an AV, was
recorded for each household in SC.&is probability was then
aggregated based on each subcounty. &e overall probability
of selecting a 5 for all subcounties had a mean of 32.02% and
standard deviation of 0.6%.

6.2. Simulation Modeling Results. &e results of the simu-
lation experiments, averaged over 15 runs, are shown in
Table 3. At the projected AV penetration level in 2025, 29%
(scenario 3) to 87.5% (scenario 8) of the CTNH could be
evacuated. By 2040, 88.8% could be evacuated in the most
pessimistic scenario and 100% in the most optimistic sce-
nario. It should be noted that these projections were done in
2017 [24]. At the present time, year 2020, it is clear that the
deployment of level 4 AVs is still many years away from
becoming a reality.

Figure 4 shows the relationship between the covered
demand ratio (CDR) and AV market penetration (p).
&ese results indicated that the CDR increased linearly
with respect to AV market penetration, up to about 20%,
beyond which the relationship resembled a concave
function. For scenarios 1, 3, and 8, CDR was approxi-
mately 0.9 at 20%AVmarket penetration.&at meant 90%
of the CNTH could be evacuated if the AV market
penetration was 20%. For scenario 6, at 20% market
penetration, approximately 85% of the CNTH could be
evacuated. At 30% AV market penetration and beyond,
the number of shared AVs was sufficient to evacuate all the
required CTNH. &ese results were in agreement with the
Pareto principle [57]: 80% of CTNH could be evacuated
with 20% AV market penetration.

Figure 5 provides four alternative models that could be
used to determine what market penetration level would be
needed to be able to cover a certain evacuation demand:
polynomial, logistic, exponential, and hyperbolic tangent.
Based on the root mean squared errors (RMSE), the lo-
gistic and polynomial regression models performed
equally well and were superior to the exponential and
hyperbolic tangent. &e logistic regression model had a
more complex form compared to the polynomial model,
but its advantage was that it could be used for any
0≤p≤ 100%. &e polynomial regression model can only
be used when p≤ 28%. &e logistic regression model can
be used to derive important insight. Specifically, for each
additional 1% increase in AV market penetration, there
was a 5.5% increase in CDR. &e CDR increased linearly
with respect to AV market penetration up to about 20%.
Beyond 20%, AV market penetration had less effect on the
covered demand ratio:

CDR �
−19.89p

3
− 1.59p

2
+ 5.58p, p≤ 28%

1.0, o.w.

⎧⎨

⎩ (7)

A 3rd order polynomial model was given in equation (7)
which was able to express the CDR within 1.2% RMSE.

CDR �
e
6.43p

− e
− 6.43p

e
6.43p

+ e
−6.43p

, 0≤p≤ 100%. (8)

&e hyperbolic tangent (tanh) model in equation (8) can
estimate CDR within 3.2% RMSE.

CDR � 1 −
9.96

1 + 4.330.73+0.08p−0.00234p2+0.00021p3 , 0≤p≤ 100%.

(9)

&e logistic regression model in equation (9) can esti-
mate CDR within 1.2% RMSE.

CDR � 1 − e
− 18.01p

− 18.01pe
− 18.01p

, 0≤p≤ 100%.

(10)
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Figure 4: Effect of AV market penetration on CDR.
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Figure 5: AV market penetration versus CDR models.
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&e exponential model in equation (10) can estimate
CDR within 2.6% RMSE.

7. Conclusions

&is manuscript explored voluntarily, temporarily shared,
privately-owned, and driverless autonomous vehicles for
assistance with hurricane evacuations. Using original survey
data from South Carolina residents, an ordered logit model
was developed to determine the willingness to share pri-
vately-owned autonomous vehicles and factors affecting this
willingness to share. &e model’s significant variables in-
dicated that respondents aged 65 or older, respondents with
income under $15, 000 per year, and respondents with 0 or 1
social media accounts were less likely to share their AVs to
assist with evacuation. On the contrary, being unemployed,
taking regular religious trips, having high comfort in AV
deliveries in five years, having high comfort in sharing an AV
for income in five years, and having any experience giving
for disaster relief were positively associated with willingness
to share.

When the ordered logit model was applied to the syn-
thetic SC population, approximately 32% of households
were willing to share their AVs to assist with hurricane
evacuation. Based on this estimate, a Monte Carlo simula-
tion model was used to determine the ability of the AV
sharing system to meet CTNH needs for evacuations. When
the AV market penetration was 30% or higher, the model
indicated that the number of shared AVs would be sufficient
to evacuate all households in need, given the potential AV
ownership future examined in this study.

&is study suggests that such a future evacuation as-
sistance system has the potential to be successful, although
many details will have to be considered in the future and
initial trials would have to be run in conjunction with
current methods of transporting vulnerable populations. It is
important to note the potential limitations on the use of this
paper’s results. First, AVs are not widely owned yet, ne-
cessitating that the survey be stated preference for a novel
topic; thus, there was the potential for overenthusiasm in
volunteering to share personally owned, driverless AVs as
well as possible complications in fully understanding the
survey topics. Second, multiple possible AV ownership
futures exist, some of which include a shift from personally
owned vehicles to subscription service, which would impact
the availability of AVs for evacuation assistance. To manage
the length of the paper, this study addressed only one po-
tential future here, but future efforts will explore the sub-
scription service as well with the public’s tolerance for
service delays. &ird, current populations and demographics
were used, which may or may not conform with those
corresponding to the future AV market penetration rates.
Fourth, the details of how evacuation travel assistance could
be requested were not part of this study; this would have to
be determined in the next step of more rigorously identifying
the demand side of the issue and the matching of demand
with the available supply. Fifth, the evacuation speeds were
assumed to be 20mi/hr during the day and 40mi/hr during
the night. Sixth, it was assumed that one AV can evacuate an

entire household. Seventh, for simplicity, the centroid of the
evacuation zone was assumed to be the CTNH pickup lo-
cation, and the centroid of the nonevacuation zone was
assumed to be the starting and ending locations of AVs.

In addition to those mentioned above, a number of
research areas could be pursued in the future. First, the
survey could be applied to other states or hurricane-prone
counties to determine the feasibility of this type of the system
in other disaster-prone areas. Also, future surveys of this
type could delve into potential limitations on sharing such as
compensation desires as well as comfort levels of those
potentially needing this evacuation assistance. Future studies
could also examine different potential AV ownership sce-
narios and incorporate the system into larger evacuation
simulations.
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Resource sharing (RS) integrated into the optimization of multi-depot pickup and delivery problem (MDPDP) can greatly reduce
the logistics operating cost and required transportation resources by reconfiguring the logistics network. *is study formulates
and solves an MDPDP with RS (MDPDPRS). First, a bi-objective mathematical programming model that minimizes the logistics
cost and the number of vehicles is constructed, in which vehicles are allowed to be used multiple times by one or multiple logistics
facilities. Second, a two-stage hybrid algorithm composed of a k-means clustering algorithm, a Clark-Wright (CW) algorithm, and
a nondominated sorting genetic algorithm II (NSGA-II) is designed. *e k-means algorithm is adopted in the first stage to
reallocate customers to logistics facilities according to the Manhattan distance between them, by which the computational
complexity of solving the MDPDPRS is reduced. In the second stage, CW andNSGA-II are adopted jointly to optimize the vehicle
routes and find the Pareto optimal solutions. CW algorithm is used to select the initial solution, which can increase the speed of
finding the optimal solution during NSGA-II. Fast nondominated sorting operator and elite strategy selection operator are utilized
to maintain the diversity of solutions in NSGA-II. *ird, benchmark tests are conducted to verify the performance and ef-
fectiveness of the proposed two-stage hybrid algorithm, and numerical results prove that the proposed methodology outperforms
the standard NSGA-II and multi-objective particle swarm optimization algorithm. Finally, optimization results of a real-world
logistics network from Chongqing confirm the applicability of the mathematical model and the designed solution algorithm.
Solving the MDPDPRS provides a management tool for logistics enterprises to improve resource configuration and optimize
logistics operation efficiency.

1. Introduction

With the advancement of information technology and In-
ternet of *ings, the logistics industry is playing an in-
creasingly important role in the development of modern
businesses [1, 2]. However, national and local governments
worldwide are focusing on the environmental impacts of
logistics and the efficient use of resources [3, 4]. In a logistics
network, customers send out a series of requests for delivery
and pickup services, and logistics service providers (LSPs)
design service plans and arrange vehicles for these requests
to deliver or pickup goods [5, 6]. Efficient logistics service
plan can improve the operation efficiency of LSPs and re-
source utilization [7, 8]. *erefore, making an effective lo-
gistics service plan with resource sharing (RS) is essential,

which not only helps to reduce the operating cost for lo-
gistics facilities but also promotes the development of green
logistics and provides better logistics services for consumers
[9, 10].

In this study, a multi-depot pickup and delivery problem
with RS (MDPDPRS) combines components from three
subproblems: multi-depot vehicle routing problem
(MDVRP) with pickups and deliveries (MDVRPPD),
MDVRP with pickups and deliveries and time windows
(MDVRPPDTW), and RS [11–13]. However, one of the
difficult challenges in solving this problem is how to handle
pickup and delivery activities among multiple depots
through RS [14, 15]. In the traditional MDVRPPD, each
vehicle performs only one type of activity in the service
route, which may be delivering or picking up goods [16–18].

Hindawi
Journal of Advanced Transportation
Volume 2021, Article ID 5182989, 22 pages
https://doi.org/10.1155/2021/5182989

mailto:zouyajie@tongji.edu.cn
https://orcid.org/0000-0001-7511-8888
https://orcid.org/0000-0003-3638-060X
https://orcid.org/0000-0002-4821-6551
https://orcid.org/0000-0002-3505-168X
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5182989


In addition, the traditional MDVRPPDTW and single-depot
vehicle routing problem with pickups and deliveries mostly
only consider the optimization of logistics operational costs
[19, 20]. *erefore, MDPDPRS focuses on how to support
and achieve the efficient utilization of transportation re-
sources with RS strategy, and optimizes the logistics
network.

With regard to RS, it is often jointly adopted with
collaboration or cooperation between LSPs to optimize
the logistics networks with multiple depots [21, 22]. RS
strategy supports the sharing of customer information
and transport resources to improve the resource config-
uration among logistics facilities to optimize the logistics
network [23, 24]. Here, the sharing of customer infor-
mation is often enabled by customer clustering, whereas
the sharing of transportation resources is related to the
use of shared transportation equipment [25, 26].

As for MDVRPPD, it is a crucial logistics issue with ex-
tensive applications, especially in reverse logistics [27]. *ree
basic types of vehicle routing problems exist in reverse logistics
[28]. *e first type is the vehicle routing problem with mixed
deliveries and pickups, which involves customers with delivery
demands, pickup demands, and delivery and pickup demands
[29]. Vehicle routing problem with simultaneous delivery and
pickup is the second type, which requires all customers to have
both delivery and pickup demands [30]. *e third type is the
common MDVRPPD, which includes delivery and pickup
customers in the logistics network [19, 31–33]. In this study, the
consideration of customer service time windows makes
MDVRPPD realistic.

In this study, the MDPDPRS can be formulated into a bi-
objective mathematical model to minimize the total logistics
operating cost and number of vehicles [32, 34]. On the basis of
the multi-depot and RS properties of MDPDPRS, a two-stage
hybrid algorithm is proposed to find the Pareto optimal so-
lution. In the first stage, a k-means algorithm is adopted to
reconfigure resources through customer clustering; thus, the
MDVRPPDTW is simplified for solving [35].*e second stage
focuses on finding the Pareto optimal solution for the bi-ob-
jective optimization problem [23, 36]. *e Clarke-Wright
(CW) algorithm, which is good at constructing the initial
solution of vehicle routes, and the nondominated sorting ge-
netic algorithm (NSGA-II), which is known for its capability of
finding the Pareto solution, are adopted to optimize the vehicle
routing in the second stage [33, 37, 38].

*e remainder of this study is arranged as follows. Section 2
reviews the relevant literature. Section 3 elaborates the specifics
of the MDPDPRS. Section 4 explains the bi-objective math-
ematical model for the MDPDPRS. Section 5 presents the
designed methodology for solving the MDPDPRS. Section 6
analyzes the performance and application of the proposed
model formulation and solution algorithm in a real-world case
study compatible to the MDPDPRS. Finally, Section 7 sum-
marizes the conclusions and discusses potential future research.

2. Literature Review

MDPDPRS is mainly related to the MDVRPPD,
MDVRPPDTW, and RS strategy [18, 36]. MDVRPPD and

MDVRPPDTW are the extension problems of MDVRP and
MDVRPTW with respect to the logistics service type of
customer demands, responsively [39, 40]. In the widely
studied MDVRP and MDVRPTW, the service types of
customers are either deliveries or pickups [16, 33, 41].
However, in a real-world logistics network with multiple
depots, customers with distribution and pickup demands
often exist simultaneously and the service time windows are
the additional characteristics of customers; this issue is
abbreviated by scholars as MDVRPPD [11, 13]. *erefore,
MDVRPPD and MDVRPPDTW have begun to attract the
attention of scholars, and the difference between the two
issues is mainly whether customers’ service time window
feature is considered [42, 43]. In the MDVRPPDTW, the
optimization of vehicle routes focuses on the confirmation of
customers’ service time windows and the integration of
vehicles’ delivery and pickup activities, which are suitable
with the factors that LSPs must consider if optimizing ve-
hicle routes [44, 45]. *e adoption of RS into the optimi-
zation of logistics network is also a current trend [12]. *us,
the MDPDPRS in this study integrates vehicles’ distribution
and pickup arrangement with the RS strategy to optimize the
MDVRPPDW.

In contrast to the MDVRP, the MDVRPPD studies
customers with delivery and pickup demands [35, 42]. *e
MDVRPPDTW is an extension of MDVRPPD, which
considers the characteristics of customer service time
windows [46, 47]. Many scholars have studied MDVRPPD
and MDVRPPDTW considering diverse aspects and pro-
posed different mathematical models and algorithms
[30, 48]. In terms of models, many of the proposed math-
ematical models reflect the characteristics of their problem
studied by different constraints, including capacity, time
windows, and priority constraints [29, 49]. Ropke et al.[50]
established a standard three-index model based on the
characteristics of customer time window and designed an
accurate algorithm to solve it. Gribkovskaia et al.[19] studied
the vehicle routing problem with deliveries and pickups
considering the number of times a customer has been visited
and proposed a mixed integer linear programming model.
Chen et al.[31] established a comprehensive mathematical
model to minimize the transportation costs for unpaired
vehicle routing problem with deliveries and pickups in a
multi-factory production network. Conversely, hybrid
heuristics algorithms (e.g., genetic algorithm and adaptive
large neighborhood search algorithm) and exact algorithms
based on column generation are commonly designed to
solve MDVRPPD and MDVRPPDTW [50–52]. *e pro-
posed model and solution methodology in the above studies
provide abundant reference for solving the basic MDVRPPD
and MDVRPPDTW. However, few studies have optimized
MDVRPPDTW with RS strategy [32, 34].

Customer clustering analysis is a research aspect that
groups customers based on their characteristics (e.g., loca-
tion and time window), and common clustering algorithms
include k-means clustering, parallel clustering, and fuzzy-
based customer clustering [53–56]. In comparison with
other customer clustering algorithms, k-means clustering is
widely adopted to solve vehicle routing problems [57, 58].
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Xu et al.[59] proposed an enhanced ant colony algorithm
based on k-means clustering to solve dynamic vehicle
routing problems and achieved good optimization results.
Hakim et al.[60] designed a cluster-based method to solve a
vehicle routing problem with limited vehicle capacity, and
their calculation results proved the effectiveness of that
method. Mourelo Ferrandez et al.[61] reduced the calcula-
tion difficulty of truck-drone in tandem delivery network by
k-means clustering algorithm. Wang et al.[35] proposed a
hybrid heuristic algorithm based on three-dimensional k-
means clustering and improved reference point NSGA-II to
solve the multi-objective optimization model. *erefore,
cluster analysis can simplify the difficulty of solving vehicle
routing problem [62, 63].

At present, the construction of multi-objective optimi-
zation model and multi-objective optimization algorithm is
the research hotspot of finding the Pareto solution of vehicle
routing problems, and scholars have designed different al-
gorithms [38, 64]. NSGA-II and multi-objective particle
swarm optimization (MOPSO) algorithm are two common
multi-objective algorithms [65, 66]. NSGA-II adopts a ref-
erence point strategy to maintain population diversity [67].
Srivastava et al. [68] proposed a NSGA-II to solve the multi-
objective optimization model for MDVRPTW and verified
that the method is superior to the latest method of that
problem through a real-world case study. Maadanpour
Safari et al.[69] adopted NSGA-II, multi-objective simulated
annealing (MOSA), and MOPSO to optimize the proposed
three-objective mathematical function and concluded that
NSGA-II was superior to MOSA according to the results of
their examples. Shafiei Nikabadi et al. [70] formed a multi-
objective model for the route selection of freight fleet, op-
timized it with NSGA-II and MOPSO, and considered that
MOPSO was superior to NSGA-II. *erefore, NSGA-II and
MOPSO are two commonly typical multi-objective opti-
mization algorithms that can find Pareto solutions [71].

Many scholars have adopted the cooperation and RS
strategy to optimize the multicenter logistics network
[11, 17, 24]. Zhang et al. [15] believed that in the collabo-
rative e-commerce truck carrier, participants can share
transportation resources and customer demands to maxi-
mize the total profit of the whole alliance and improve
vehicle utilization. Wang et al. [14] adopted the cooperation
strategy to optimize the MDVRPPDTW with minimization
of the operating cost of the transportation network and the
total number of vehicles. Deng et al. [21] allowed the ca-
pabilities of the logistics facility, the vehicle resources, and
the customer information to be shared through RS strategies,
and they proved that this strategy can improve the utilization
of logistics resources. In the study of Nourinejad et al. [72],
vehicles can be used multiple times to reduce fleet size by
extending vehicle reservation time. Li et al. [73] adopted the
resource-sharing strategy to significantly optimize the lo-
gistics network and maximized the utilization of resources.
*erefore, the adoption of RS strategy not only helps op-
timize the logistics costs but also improves the utilization of
resources to protect the environment [22, 74].

In summary, the existing literature has provided rich
reference materials about MDVRPPD, MDVRPPDTW, and

RS, including model formulations and solution algorithms.
However, the existing literature related to MDPDPRS has
the following limitations. (1) Few studies on MDPDPRS
have considered RS, MDVRPPD, and MDVRPPDTW. (2)
*e fact that a vehicle can be used multiple times on a
working day is insufficiently considered in the proposed
mathematical models. (3) Most of the proposed solution
algorithms in the existing literature only address how to
solve MDVRP, MDVRPPD, and MDVRPPDTW, and RS
has not been incorporated into the designed algorithms. (4)
Most of the existing literature focuses on raising problems
and designing algorithms but neglects testing the proposed
methods with practical cases.

In consideration of the aforementioned shortcomings,
the main contributions of this study to MDPDPRS are as
follows: (1) Characteristics of RS, MDVRPPD, and
MDVRPPDTW are comprehensively incorporated to enrich
the research onMDPDPRS. (2) On the basis of RS, this study
proposes and tests that vehicles can be used multiple times
and that customer information can be shared to save the
transportation resources of logistics networks, which are
considered in the proposed mathematical model. (3) A two-
stage algorithm is designed to combine RS with vehicle
routing optimization to optimize the logistics network. (4)
Benchmark and real-world cases are utilized to test and
verify the performance and applicability of the proposed
model and solution algorithm in this study.

3. Problem Statement

RS is an effective strategy that can optimize logistics oper-
ation costs and resource allocation in a multicenter logistics
network with pickups and deliveries [21, 35]. In this study,
the logistics network consists of multiple distribution centers
(DCs), multiple pickup centers (PCs), and multiple cus-
tomers. *e logistics network before and after optimization
with RS, which is composed of DC1, DC2, DC3, PC1, PC2,
and 52 customers (marked C1, C2, . . ., C52), is shown in
Figure 1. *e numerical number near the line represents the
time distance between two elements (including facilities and
customers).

In Figure 1(a), the unreasonable arrangement of vehicle
routes and the nonsharing of resources are the main reasons
for the higher operating costs of the logistics network. First,
staggered driving and long-distance service are the two most
significant unreasonable arrangements, and they cause ad-
ditional travel costs. Second, vehicles that violate customers’
time windows often occur. Arriving early and arriving late
are generating penalty costs. Finally, the nonsharing of
resources between facilities results in the capacity of facilities
and transportation resources being left unused. For example,
the vehicle no longer works after returning from C2 to DC1
in the service route DC1⟶ C25⟶ C6⟶ C1⟶ C2
⟶ DC1.

In Figure 1(b), the logistics network is optimized
through the sharing of customers and transportation re-
sources among facilities. First, the reallocation of customers
between facilities facilitates the rearrangement of vehicles,
which can avoid staggering and long-distance service.
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Figure 1: Continued.
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Second, vehicle resources can be better configured through
sharing amongmultiple facilities. For example, V1 is used by
DC3 and DC1. V2 and V3 have also implemented distri-
bution and pickup services. *e repeated use of vehicles
prevents resources from being idle. Finally, the situation of
vehicle violating the customers’ time window is avoided.

To clearly demonstrate the discounts that RS brings to
logistics network optimization, six indicators are counted,
namely, total travel cost (TTC), total penalty cost (TPC),
total maintenance cost (TMC), total fixed cost (TFC),
number of vehicles (NV), and total operating cost (TOC),
which are listed in Table 1. *e unit time travel cost using a
vehicle can be set to $10/h, and the unit time penalty cost for
waiting or late can be set to $20/h, and the maintenance cost
using a vehicle in a working period can be defined as $100,
and the fixed cost of a facility being used in a working period
can be set to $200.

In Table 1, the gap of TOC and NV in the initial and
optimized logistics network is $1880 and 7, respectively,

which are highly significant. Before optimization, TTC
($1500), TPC ($440), and TMC ($1400) are the main ele-
ments that cause additional logistics costs. In the optimized
logistics network, the penalty costs are avoided, and the
reduction in the number of vehicles also reduces the
maintenance costs with RS. In addition, the travel costs of
vehicles are also greatly reduced.*erefore, RS is an effective
strategy for optimizing the logistics network of the
MDPDPRS.

4. Mathematical Model for MDPDPRS

4.1. Assumptions and Notations. Some necessary assump-
tions can ensure the usability of the mathematical model
[75] and those assumptions are listed as follows
[14, 30, 36, 42, 49, 50].

Assumption 1. In a working period, the demand and co-
ordination of customers are stable and known.
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Figure 1: Logistics network optimization diagram of MDPDPRS. (a) Initial logistics network before resource sharing. (b) Optimized
logistics network with resource sharing.
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Assumption 2. Centralized transportation among logistics
facilities is performed by trucks.

Assumption 3. *e vehicles can be used multiple times by
the same or different logistics facilities.

*e relevant notations and their descriptions are listed in
Table 2.

4.2. Mathematical Model. A bi-objective mathematical
model that minimizes the logistics operational costs
(Equation (1)) and the number of vehicles (Equation (2)) is
formed to solve the MDPDPRS. In Equation (1), the logistics
operation cost is composed of four parts, which are marked
by the TTC (Equation (3)), TPC (Equation (4)), TMC
(Equation (5)), and TFC (Equation (6)). In Equation (2),
c∈SF

h∈CU
xvch represents the shared times of vehicle v.

MinTOC � TTC + TPC + TMC + TFC, (1)

MinTNV � 
v∈V

min 
c∈SF


h∈CU

xvch, 1
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (2)

TTC � T × 
v∈V


c∈CU ∪ SF


h∈CU ∪ SF

xvch × dch × fv × Pv

+ T × 
b∈B


o∈SF


w∈SF


f∈SF

xbowf × dwf × fb × Pb,

(3)

TPC � T × 
v∈V


c∈CU


f∈SF


k∈Rv

xvcfk

× PE × max Ec − Avck, 0  + PL × max Avck − Lc, 0 ( ,

(4)

TMC � 
v∈V

Mv

W
min Rv, 1  + 

b∈B


o∈SF


w�o


f∈SF

Mb

W
× xbowf,

(5)

TFC � 
f∈SF

zf × If

W
. (6)

Subject to


v∈V


f∈SF


k∈Rv

xvcfk � 1, ∀c ∈ CU,
(7)

Rv � 
c∈SF


h∈CU

xvch, ∀v ∈ V,
(8)


f∈SF

xvcfk �1, ∀v ∈ V, k ∈ Rv, c ∈ CU,
(9)


h∈CU

xvch − 
h∈CU

xvhc � 0, ∀v ∈ V, c ∈ CU,
(10)


c∈SF


h∈CU

xvch � 
h∈CU


n∈SF

xvhn, ∀v ∈ V,
(11)


w�o,f∈SF o{ }

xbowf � 
w�o,f∈SF\ o{ }

xbofw, ∀b ∈ B, o ∈ SF,

(12)


w∈SF

xbowf − 
w∈SF

xbofw � 0, ∀b ∈ B, o, f ∈ SF, (13)


c∈CD

xvcfk × Q
D
c ≤CV, ∀v ∈ V, f ∈ SF, k ∈ Rv, (14)


c∈CP

xvcfk × Q
P
c ≤CV, ∀v ∈ V, f ∈ SF, k ∈ Rv, (15)


f∈SF

xbof · Qof ≤Cb, ∀b ∈ B, o ∈ SF,
(16)

Qof � 
c∈CD

xcof × Q
D
c , ∀o, f ∈ D, (17)

Qof � 
c∈CP

xcfo × Q
P
c , ∀o, f ∈ P, (18)


v∈V


c∈CD


k∈Rv

xvcfk × Q
D
c ≤Cf, ∀f ∈ SD,

(19)


v∈V


c∈CP


k∈Rv

xvcfk × Q
P
c ≤Cf, ∀f ∈ SP,

(20)

Ef ≤Gvfk ≤Lf, ∀v ∈ V, c ∈ SF, k ∈ Rv, (21)

Avck + tcf ≤Gvf(k+1), ∀v ∈ V, c, f ∈ SF, k ∈ Rv, (22)

Ec ≤Avck ≤ Lc, ∀v ∈ V, c ∈ SF ∪CU, k ∈ Rv, (23)

Eh × xvch ≤ Avck + tch(  × xvch ≤Lh × xvch,

∀v ∈ V, c ∈ CU, h ∈ CU ∪ SF, k ∈ Rv,
(24)


c,h∈SF ∪CU

xvch × tch ≤Tv, ∀v ∈ V,
(25)


c,h∈CU,r≠ h

xvcfk × xvch � 
c∈CU

xvcfk − 1,

∀v ∈ V, f ∈ SF, k ∈ Rv,

(26)


f,w∈SD\ o{ }

xbowf ≤ 
f∈SD\ o{ }

xbof − 1, ∀b ∈ B, o ∈ SD,
(27)


f,w∈SP\ o{ }

xbowf ≤ 
f∈SP\ o{ }

xbof − 1, ∀b ∈ B, o ∈ SP,
(28)

xvcfk � 0, 1{ }, ∀v ∈ V, c ∈ CU, f ∈ SF, k ∈ Rv, (29)
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xcof � 0, 1{ }, ∀c ∈ CU, o, f ∈ SF, (30)

xvch � 0, 1{ }, ∀v ∈ V, c, h ∈ CU ∪ SF, (31)

xbof � 0, 1{ }, ∀b ∈ B, o, f ∈ SF, (32)

xbowf � 0, 1{ }, ∀b ∈ B, o, w, f ∈ SF, (33)

zf � 0, 1{ }, ∀f ∈ Sf. (34)

Constraint (7) ensures that each customer is served once.
Constraint (8) counts the shared times of vehicle v. Con-
straints (9)–(11) ensure that flow conservation is achieved on
each customer. Constraints (12) and (13) are the flow balance
constraints of the truck. Constraints (14)–(16) ensure that
the loading quantity of each vehicle and each truck cannot

Table 1: Comparison of MDPDPRS before and after optimization.

TTC ($) TPC ($) TMC ($) TFC ($) NV TOC ($)
Gap

NV TOC ($)
Initial 1500 440 1400 1000 14 4340 7 1880Optimized 760 0 700 1000 7 2460

Table 2: Notations and description.

Set Description
SD Set of DCs, the total number of DCs is ND
SP Set of PCs, the total number of PCs is NP
SF Set of DCs and PCs, SF�SP∪ SD
CD Set of delivery customers
CP Set of pickup customers
CU Set of all customers, U�CD∪CP
V Set of vehicles, the total number of vehicles is NV
B Set of trucks, the total number of trucks is NB

Parameters
Qc

D Delivery demand of customer c, c ∈CD
Qc

P Pickup demand of customer c, c ∈CP
[Ec,Lc] Service time window of customer or logistics facility c, c ∈CU∪SF
dch Travel distance between customer or facility c and customer h. c, h ∈CU∪SF
tch Travel time of a vehicle driving from customer or facility c to customer h. c, h ∈CU∪SF
PE Waiting penalty coefficient of arriving earliness (unit: dollars/unit time)
PL Tardiness penalty coefficient of arriving delay (unit: dollars/unit time)
W Number of working periods in a year
T Number of working days in a working period
Tv Maximum travel time of vehicle v, v ∈V
Tb Maximum travel time of truck b, b ∈B
fv Fuel consumption rate of vehicle v per km (unit: gallon/miles)
fb Fuel consumption rate of truck b per km (unit: gallon/miles)
Pv Gasoline price (unit: dollars/gallon)
Pb Gasoline price (unit: dollars/gallon)
Cv Capacity of vehicle v, v ∈V
Cb Capacity of truck b, b ∈B
Cf Capacity of facility f, f ∈ SF
Mv Annual maintenance cost of vehicle v, v ∈V
Mb Annual maintenance cost of truck b, b ∈B
If Annual fixed cost of facility f, f ∈ SF
Rv *e total service route number of vehicle v, v ∈V
Gvfk *e departure time of vehicle v from facility f in the kth service route. v ∈V, f ∈ SF, k ∈Rv

Avck *e arriving time of vehicle v at customer or facility c in the kth service route, v ∈V, c ∈CU∪SF, k ∈Rv

Qof *e number of transported goods from facility o to f, o, f ∈ SF
Variables

xvcfk
xvcfk � 1 if customer c is served by vehicle v departing from DC or PC f in the kth service route of vehicle v; otherwise, xvcfk � 0,

v ∈V, c ∈CU, f ∈ SF,k ∈ v
xcof xcod � 1 if the facility providing logistics service for customer c is changed from facility o to f; otherwise, xcod � 0, c ∈CU,o, f ∈ SF
xvch xvch � 1 if vehicle v travels directly from facility or customer c to h; otherwise, xvch � 0, v ∈V, c,h ∈ SF∪CU.
xbof xbof � 1, if the goods transported from facility o to f is carried by truck k; otherwise, xbof � 0, b ∈B, o, f ∈ SF
xbowf xbowf � 1, if truck k departs from facility o and travels directly from facility w to f; otherwise, xbowf � 0, b ∈B, o, w, f ∈ SF
zf zf � 1 if facility f agrees to share resource, otherwise, zf � 0, f ∈ SF.
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exceed their capabilities. Constraints (17) and (18) count the
quantity of transshipment goods between logistics facilities.
Constraints (19) and (20) guarantee that the total service
quantity of each facility does not exceed its capacity.
Constraints (21) and (22) require that the departure time
and return time of each vehicle must meet the service time
window of its served facility. Constraints (23) and (24)
ensure that each vehicle must provide services for customers
within the customers’ service time window. Constraint (25)
requires that the total working time of each vehicle does not
exceed its maximum working time. Constraints (26)–(28)
are used to eliminate the sub-tours of each vehicle and truck.
*e constraints of relevant binary variables are listed in
Constraints (29)–(34).

5. Solution Methodology for MDPDPRS

MDVRPTW and MDVRPPDTW are typical NP-hard prob-
lems [12, 18, 41]. Multi-objective optimization algorithm and
two-stage algorithm are often designed in combination to solve
MDVRPPDTW [14, 23, 36]. Here, a two-stage algorithm with
customer clustering first and then vehicle routing optimization
is designed to solve MDPDPRS. *is two-stage hybrid algo-
rithm is composed of k-means, CW, and NSGA-II algorithms,
and named KCW-NSGA-II. In the first stage of KCW-NSGA-
II, customers and resources are reconstructed by the k-means
clustering algorithm [57, 58]. *e main purpose of the second
stage is to optimize vehicle routes and find the Pareto optimal
solution. *e CW algorithm is adopted to construct the initial
solution for NSGA-II [33, 37, 64, 65, 67].

*e designed algorithm flow is illustrated in Figure 2.
Here,Gen is the current number of iterations;MaxGen is the
maximum number of iterations; r is the number of iterations
of the current internal re-optimization mechanism, which is
between clustering and vehicle routing optimization; and
MaxR is its maximum number of iterations.

In Figure 2, the two-stage characteristics of customer
clustering first and vehicle routing optimization later are clearly
demonstrated. First, a k-means customer clustering mecha-
nism based on Manhattan distance is designed. *e clustering
results are checked, updated, and saved after finishing the
reallocation of all customers. Second, the CW algorithm is
adopted to design the initial population and initial feasible
solution, which accelerates the speed and possibility of NSGA-
II algorithm to find the Pareto optimal solution.*ird, the elite
strategy and genetic operation of NSGA-II are used to itera-
tively optimize the generated initial solution to find the Pareto
optimal solution, which is mainly embodied in the change of
Gen. Fourth, a regulatory re-optimization mechanism between
customer clustering and vehicle routing optimization is set up
to maintain gene stability during genetic operation, and this
mechanism is implemented by the re-updating of r. Finally, if
Gen is updated to MaxGen, then the iterative optimization of
the algorithm is finished and the found Pareto optimal solution
is outputted.

5.1. K-Means Clustering Algorithm. Customer clustering is
an important measure to reduce the complexity of solving
MDVRPPDTW [36]. K-means algorithm is widely used to

solve MDVRPTW due to its simplicity and efficiency
[14, 21]. *e k-means clustering pseudocode based on
Manhattan distance is listed in Algorithm 1.

5.2. CW Algorithm. A common and effective way to con-
struct the initial solution of VRP is the CW savings algo-
rithm, which is actually a greedy heuristic algorithm
[33, 37, 76]. *e service time windows of customers and the
capacity of vehicles are the main constraints to construct the
initial solution [77, 78]. *e pseudocode of the CW algo-
rithm designed in this study is listed in Algorithm 2.

5.3. NSGA-II. NSGA-II is a multi-objective optimization
algorithm based on GA, which searches the Pareto optimal
solution for multi-objective optimization [38, 64, 68]. Fast
nondominated sorting operator, individual crowding dis-
tance operator, and elite strategy selection operator are the
three key designs of NSGA-II [33, 65]. Here, we suppose that
the population is P and n individuals exist, and the indi-
vidual objective function value of individual i is xi.

5.3.1. Fast Nondominated Sorting Operator. *e key design
of NSGA-II is to find the Pareto optimal solution. To en-
hance the possibility of finding the Pareto solution, the fast
nondominated sorting operator stratifies the population P
according to the quality of individual solutions
[33, 64, 65, 67]. *is method is a cyclic process of grading
based on population fitness. Here, the nondominated so-
lution set and the rank value assigned to the individual are
the two indicators for fast nondominated sorting. Assume
that Fi represents the nondominated solution set, and ir
represents the rank value of individual i. *en, the pseu-
docode of the fast nondominated sort operator is shown in
Algorithm 3.

5.3.2. Crowding Distance and Its Comparison Principle.
*e crowding distance is designed to drive the population to
converge to the Pareto optimal solution and maintain the
diversity of the population, which is mainly for individuals
in the same nondominant layer [38, 64, 68]. We assume that
n individuals exist in the nondominant level of SF, and the
objective function value of individual i is xi. *en, the
crowding distance is calculated as

L(i) �
∞, i � 1 or i � n,

xi− 1 − xi+1


, i � 2, 3, . . . , n − 1.

⎧⎨

⎩ (35)

In Equation (35), |xi− 1 − xi+1| represents the sum of the
distance between individuals i − 1 and i + 1 in each direction
of the objective function. Here, the objective function values
of individuals need to be sorted before calculating the
crowding distance. If the rank values of individuals i and j
are ir and jr, then the crowding distance is L(i) and L(j),
respectively. *e individual crowding comparison strategy
based on crowding distance and nondominated ranking
results is as follows.
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Input:*e datasets, including logistics facility and customer information, such as the coordination, time windows, and demands
Output: *e clustering results
(1) Step 1: Select k objects as the initial clustering center
(2) Step 2: Calculate the Manhattan distance between each customer and each clustering center
(3) Step 3: (Re-)Assign each customer to their closest clustering center
(4) Step 4: If some customers need to be adjusted among the clustering results, then enter Step 3; otherwise, go to Step 5
(5) Step 5: Update the clustering centers
(6) Step 6: Output the clustering results

ALGORITHM 1: Procedure of k-means algorithm.

K-means clustering algorithm NSGA-II

Generate the initial population
with CW algorithm

Gen = 2

Gen = Gen + 1
r = r + 1

Operate fast nondominated sorting

Calculate crowding distance

Input datasets, including
information of DCs, PCs,

and customers

Calculate the spatial
distance matrix from each
customer to each facility

Assign each customer to
the closest DC or PC

according to demands
and distance

Output the
clustering results

Start

Merge parent and
offspring populations

Execute the roulette
wheel selection crossover,

mutation, and local
search operations

Stop

Select excellent individuals and
construct a new parent population

Output Pareto
optimal solutions

Gen ≤ MaxGen?

Initialize relevant
parameters and set Gen = 1,

r = 1, MaxGen, MaxR

r ≤ MaxR?

r < 2?

No

Yes

No

Yes

No

Yes

No

Check if the new 
population needs to

be adjusted.

Yes

Check if customers
need to be adjusted

among clusters

Yes
No

Set logistics facilities as
the initial clustering centers

Generate the new population 

Figure 2: Algorithm flowchart of MDPDPRS.

Journal of Advanced Transportation 9



(1) If ir> jr, then individual i is the best one. If ir< jr, then
individual j is the best one.

(2) If ir � jr, then the individual with the most crowded
distance is the better one.

5.3.3. Elite Strategy Selection Operator. To prevent the
Pareto optimal solution from being lost in the iteration
process, an elite strategy selection operator is designed,
which selects the optimal solution by nondominated sorting
and crowding distance between the parent and offspring
populations. Suppose that the current iteration is t and the
parent population is Pt, the offspring population isQt, and Rt
is composed by Pt and Qt. First, a fast nondominated sorting
is performed for Rt, and the crowding distance is then
calculated. On the basis of the crowding distance and the
nondominated layer, N individuals with high-quality solu-
tion is selected to form a new population Pt+1.

6. Empirical Analyses

6.1. Algorithm Comparison. *e standard NSGA-II, GA-
PSO, and MOPSO are adopted for comparison to verify the
applicability and effectiveness of the proposedKCW-NSGA-II
algorithm in solving MDPDPRS [38, 64–66, 68, 79]. *e
benchmark dataset C-mdvrptw (consisting of instances of 20
groups) is utilized for the test, which is mainly obtained from
the website. Networking and emerging optimization and their
related characteristics are listed in Table 3. To meet the
characteristics of the research object in this study, depots are
regarded as logistics facilities, and customers are divided into
two types, that is, those with distribution demands and those
with pickup demands.

In Table 3, the number of customers and logistics fa-
cilities in each instance is different. *e first instance
comprises four facilities and 48 customers, whereas Instance
10 includes six facilities and 288 customers. In addition, the
loading capacity of vehicle used in each instance is
differentiated.

Relevant parameters are properly unified to mitigate
their effects on algorithm performance. *ese parameters
are set as follows [38, 64–66, 68, 79]: (1) parameters about
GA: population size popsize� 200, selection possibility
sp� 0.6, crossover possibility cp� 0.9, mutation possibility
mp� 0.2; (2) parameters about PSO: popsize� 200, inertia
weight iw� 0.85, the personal learning confidences pc� 2,
and social learning confidence gc� 3; and (3) other relevant
parameters: maximum number of generation genmax� 1200
and velocity of vehicle v � 5. *e costs, number of vehicles
(NV), and computation time (CT) are calculated to verify
the performance of the algorithms and the numerical results
are listed in Table 4.

*e numerical results shown in Table 4 demonstrate that
the proposed algorithm KCW-NSGA-II performs better
than the other three algorithms. First, the average cost of the
four algorithms is $2584, $2944, $2746, and $3025, re-
spectively. By contrast, the costs and the number of vehicles
optimized by KCW-NSGA-II are the most economical

solution compared with the other three algorithms in each
instance. Second, the value of t-test also shows that the
KCW-NSGA-II is significantly different from the other three
algorithms. In addition, the proposed algorithm can obtain
the optimal solution quickly. *erefore, the proposed al-
gorithm KCW-NSGA-II outperforms the other three al-
gorithms. Moreover, this algorithm can be adjusted to
address problems such as VRPMDP, VRPSDP, and PVRP.

6.2. Data Source and Relevant Parameter Setting. As an
inland international logistics hub and an open highland,
Chongqing is a new first-tier city in China. *erefore, as our
numerical experiments, the logistics network adopted from
Chongqing is appropriate to verify the applicability of this
study. Six logistics facilities (i.e., DC1, DC2, DC3, PC1, PC2,
and PC3) and 220 customers are the main elements of this
real-world logistics network. *e information and charac-
teristics of these elements are listed in Table 5, and the spatial
allocation information is plotted in Figure 3.

In Table 5, the number of customers served by the six
logistics facilities is 27, 36, 39, 46, 31, and 41, respectively. In
Figure 3, an obvious feature is that the customer allocation of
each facility is relatively dispersed. *e service area edge of
each facility is not a clear division. In Table 6, the initial
vehicle routes for the logistics network are shown, including
the specific information of each service route.

In Table 6, the total number of vehicles used in the initial
logistics network is 33, and the number of vehicles used at
each facility is 5, 6, 6, 6, 4, and 6, respectively. In addition,
some vehicles return to their origin early, such as V9, V10,
V17, and V18, indicating that these vehicle resources are
underutilized. *e service vehicle routes of DC1 and the 27
customers it serves in the logistics network are shown in
Figure 4.

In Figure 4, the service routes of V3, V4, and V5 are
relatively complex. V5 performs delivery services for cus-
tomers C23, C22, C6, C16, C2, and C5. However, these
customers may be closer to DC3 on the basis of the per-
spective of spatial distribution. *erefore, optimizing this
logistics network is necessary. *e values of the relevant
parameters used in this real-world case study are shown in
Table 7 [38, 64, 65, 68].

6.3. Optimization Results. Clustering customers to optimize
resource allocation is the first step in optimizing the logistics
network. *e customer clustering results of this logistics
network by k-means algorithm are shown in Figure 5.

In Figure 5, the service relationship between customers
and facilities is optimized by clustering. Each customer is
covered by the logistics facility that is located close to that
customer. On the whole, the service area of each logistics
facility has been obviously allocated. For example, C23, C22,
C6, C16, and C2 are served by DC1 before clustering;
however, they are also served by DC3. Statistical analysis of
customers whose service relationship has changed like those
five customers is the key to handle centralized trans-
portation. *e details of the amount of goods transferred
among facilities are shown in Figure 6.
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In Figure 6, the amount of goods shipped from DC1 to
DC2 is zero; thus, the initial customers of DC1 are not
allocated to DC2 with clustering. *e amount of goods
transported from DC2 to DC1 is 170, which indicates that
the service relationship of some customers has changed from
DC2 to DC1. Here, the spatial distance between DC1 and
DC2 is 33.07 km. *e centralized transportation service
routes of the truck are listed in Table 8.

In Table 8, T1 and T2 serve three routes. At the end of
each service route, the trucks should return to their origin.
*e activity of T1 occurs early on each workday, and that of
T2 occurs late on each workday. Table 9 shows the optimized
vehicle service routes.

In Table 9, the number of vehicles used jointly by the
six logistics facilities is 12. Some of the vehicles are used
multiple times within and between the facilities. For
example, V1 performs the route DC1⟶ C86⟶ C13

⟶ C20⟶ C11⟶ C4⟶ C12⟶ C7⟶ C5⟶ C1
⟶ C25⟶ C3⟶ C8⟶ DC1 and the route DC3⟶
C73⟶ C97⟶ C42⟶ C2⟶ C82⟶ C29⟶ C16
⟶ C40⟶ DC3, which occur in DC1 and DC3, re-
spectively. V10 provides service for PC2 and PC3 suc-
cessively. V2, V4, and V6 are shared in DC1, DC2, and
DC3, respectively.

To clarify the effect of the proposed model and al-
gorithm, the gap of the cost and the number of vehicles in
the initial and optimized logistics network are counted
and listed in Table 10. Here, the TOC of the logistics
facility includes the TTC, TFC, TPC, and TMC. Cen-
tralized transportation is a special project generated by the
sharing of customer information and transportation re-
sources among facilities. *erefore, the costs of central-
ized transportation should be jointly borne by all the
facilities participating in the sharing. Similarly, given that

Input: *e datasets of customer and facility information including location, time window, demand, and other relevant parameters
Output: *e initial feasible solution
(1) Step 1: Mark the initial distance saving values with numbers 1, 2, 3, . . ., (n-1)
(2) Step 2: Assign vehicles to each customer
(3) Step 3: Calculate the distance savings of new vehicle routes, which are formed by any two routes
(4) Step 4: Sort the distance savings in descending order
(5) Step 5: If new vehicle routes meet the time window and capacity constraints, then go directly to Step 6; otherwise set n�n+1 and

return to Step 5
(6) Step 6: Generate a new vehicle route with two vehicle routes whose distance savings are maximum
(7) Step 7: Update the distance savings value through the fusion of vehicle routes
(8) Step 8: Generate new vehicle route with two vehicle routes whose distance savings are maximum
(9) Step 9: n� 1
(10) Step 10: If new vehicle routes meet the time window and capacity constraints, then go directly to Step 11; otherwise, return to

Step 7
(11) Step 11: n� n+1
(12) Step 12: Generate new vehicle route with two vehicle routes whose distance savings are maximum
(13) Step 13: If there exists a route that serves only one, then go back to Step 7; otherwise enter Step 14
(14) Step 14: Output the service route of each vehicle

ALGORITHM 2: Procedure of CW algorithm.

Input: Initial population P
Output: *e nondominated sorting results of population P
(1) Step 1: Setting PP�P, rank�1, F�1
(2) Step 2: for F�1:n
(3) Step 3: for i�1:n
(4) Step 4: for j�1:n && j≠i
(5) Step 5: Compare the solution quality of xi and xj, and determine the dominant and nondominant relationships of i and j.

End
(6) Step 6: If xi is superior to all xj, then the individual i is considered to be a nondominant individual, and the nondominant ranking

value of i is rank
End

(7) Step 7: *e nondominant individuals found in the above steps constitute set SF, which is regarded as the F-level nondominant
layer of the population P

(8) Step 8: PP�PP\SF, ir�ir+1
(9) Step 9: If PP is an empty set, then enter Step 10, otherwise continuous this cycle
(10) Step 10: Stratify population P
(11) Step 11: End

ALGORITHM 3: Procedure of the fast nondominated sorting operator.
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the vehicle is shared and some vehicles are used multiple
times, the maintenance of the vehicles should be co-paid
by all facilities.

In Table 10, the fixed costs of each facility are stable, which
are $315, $427, $533, $578, $612, and $590, respectively. Re-
ducing the travel, penalty, and maintenance costs is the main
objective of optimizing the logistics operating cost.*e TOC of

the initial logistics network is $25473, whereas the optimized
TOC is $16614, which indicates that the logistics network is
significantly improved. Transportation resources are greatly
saved, as the number of vehicles before and after optimization
is 33 and 14, respectively. *e gap of TTC before and after
optimization is shown in Figure 7, which can directly prove the
optimization effect of vehicle routes.

Table 3: Characteristics of benchmark datasets.

Instance Datasets Maximum loading capacity
Number of
depots Number of customers

DCs PCs Delivery demands Pickup demands
1 C-mdvrptw-pr01 200 2 2 24 24
2 C-mdvrptw-pr02 195 2 2 48 48
3 C-mdvrptw-pr03 190 2 2 72 72
4 C-mdvrptw-pr04 185 2 2 96 96
5 C-mdvrptw-pr05 180 2 2 120 120
6 C-mdvrptw-pr06 175 2 2 144 144
7 C-mdvrptw-pr07 200 3 3 36 36
8 C-mdvrptw-pr08 190 3 3 72 72
9 C-mdvrptw-pr09 180 3 3 108 108
10 C-mdvrptw-pr10 170 3 3 144 144
11 C-mdvrptw-pr11 200 2 2 24 24
12 C-mdvrptw-pr12 195 2 2 48 48
13 C-mdvrptw-pr13 190 2 2 72 72
14 C-mdvrptw-pr14 185 2 2 96 96
15 C-mdvrptw-pr15 180 2 2 120 120
16 C-mdvrptw-pr16 175 2 2 144 144
17 C-mdvrptw-pr17 200 3 3 36 36
18 C-mdvrptw-pr18 190 3 3 72 72
19 C-mdvrptw-pr19 180 3 3 108 108
20 C-mdvrptw-pr20 170 3 3 144 144

Table 4: Comparison results of the four algorithms.

Instance
KCW-NSGA-II NSGA-II GA-PSO MOPSO

Cost NV CT Cost NV CT Cost NV CT Cost NV CT
1 1033 4 71 1178 4 77 1298 5 82 1593 5 98
2 1787 8 72 1724 9 91 2172 10 93 2115 8 119
3 2742 17 110 3121 18 133 2879 18 103 3309 18 127
4 3216 20 129 4027 21 146 3371 21 171 3579 21 184
5 3693 18 181 3827 22 239 3835 22 217 4121 30 264
6 3569 15 306 3671 23 290 4008 24 301 4577 33 298
7 1687 7 85 2386 9 83 1767 8 97 2044 14 79
8 2093 12 95 2394 13 141 2181 12 114 2361 12 147
9 2614 19 218 4010 22 210 2653 20 203 3167 30 240
10 3123 24 258 3355 24 311 3277 25 277 3459 29 325
11 1118 4 77 1405 5 74 1190 6 85 1754 11 101
12 2068 10 94 2692 11 96 2394 11 88 2135 11 114
13 2570 18 97 2655 18 103 2690 22 119 3282 28 99
14 3028 21 162 3564 24 186 3108 23 162 3620 25 172
15 3709 22 209 4117 26 240 3812 27 241 4272 33 248
16 3993 25 262 4072 25 305 4154 28 301 4366 34 339
17 1578 7 69 1763 7 87 1665 7 65 1652 7 126
18 2324 12 66 2428 12 110 2430 14 109 2635 19 166
19 2440 20 212 2790 21 206 2493 22 202 3029 22 241
20 3295 23 186 3692 25 316 3546 25 213 3421 26 309
Average 2584 15 148 2944 17 172 2746 18 162 3025 21 190
t-test − 13.95 − 3.73 − 3.29 − 6.44 − 4.76 − 3.41 − 8.60 − 4.84 − 5.31
p-value 9.8E-12 7.2E-04 1.9E-03 1.8E-06 6.8E-05 1.5E-03 2.8E-08 5.7E-05 2.0E-05

12 Journal of Advanced Transportation



Figure 3: Spatial distribution of DCs, PCs, and their customers.

Table 5: Characteristics of the logistics network.

Symbol Description Number of served customers Mark of customers

DC1 and its customers 27 C1 - C27

DC2 and its customers 36 C28 - C63
DC3 and its customers 39 C64 - C102
PC1 and its customers 46 C103 - C148
PC2 and its customers 31 C149 - C179
PC3 and its customers 41 C180 - C220

Table 6: Distribution routes of DCs and pickup routes of PCs in the initial logistics network.

Facility Vehicle Departure
time

Arriving
time Route

DC1

V1 162 689 DC1⟶C19⟶C1⟶C17⟶DC1
V2 0 906 DC1⟶C13⟶C7⟶C20⟶C12⟶DC1
V3 159 619 DC1⟶C8⟶C25⟶C11⟶C3⟶C4⟶C10⟶DC1
V4 33 730 DC1⟶C27⟶C24⟶C21⟶C9⟶C26⟶C14⟶C15⟶C18⟶DC1
V5 0 924 DC1⟶C23⟶C22⟶C6⟶C16⟶C2⟶C5⟶DC1

DC2

V6 0 1037 DC2⟶C42⟶C45⟶C48⟶C34⟶C35⟶C50⟶C54⟶DC2
V7 30 1016 DC2⟶C58⟶C39⟶C41⟶C47⟶C37⟶C30⟶C43⟶C40⟶DC2
V8 0 1014 DC2⟶C46⟶C61⟶C28⟶C59⟶C36⟶C32⟶C62⟶C52⟶C60⟶DC2
V9 0 319 DC2⟶C63⟶C51⟶C49⟶DC2
V10 35 823 DC2⟶C56⟶C55⟶C38⟶C53⟶DC2
V11 10 1196 DC2⟶C31⟶C33⟶C44⟶C29⟶C57⟶DC2

Journal of Advanced Transportation 13



In Figure 7, the initial TTC of DC1, DC2, DC3, PC1, PC2,
and PC3 is $2210, $3581, $3730, $4900, $3067, and $3506,
respectively. *e optimized TTC of each facility is $2047,
$1738, $1134, $2064, $2025, and $2361, respectively. *e

difference of TTC before and after optimization is relatively
obvious. Although the transportation cost generated by the
centralized transportation is $1651, the logistics network is still
significantly optimized on the whole.

V1

V2

V3

V4

V5

Figure 4: Initial vehicle service routes of DC1.

Table 6: Continued.

Facility Vehicle Departure
time

Arriving
time Route

DC3

V12 121 1002 DC3⟶C83⟶C98⟶C95⟶C77⟶C73⟶C93⟶C75⟶DC3
V13 92 831 DC3⟶C79⟶C89⟶C92⟶C69⟶C101⟶C90⟶C68⟶DC3
V14 109 1176 DC3⟶C86⟶C99⟶C78⟶C82⟶C100⟶C64⟶DC3
V15 0 865 DC3⟶C102⟶C81⟶C85⟶C76⟶C70⟶C80⟶C97⟶C88⟶DC3
V16 0 936 DC3⟶C74⟶C67⟶C84⟶C87⟶C71⟶C72⟶C91⟶C65⟶C96⟶DC3
V17 0 295 DC3⟶C94⟶C66⟶DC3

PC1

V18 0 353 PC1⟶C114⟶C145⟶C119⟶PC1
V19 19 891 PC1⟶C117⟶C125⟶C121⟶C120⟶C130⟶C113⟶C128⟶C111⟶C118⟶PC1
V20 4 992 PC1⟶C115⟶C144⟶C116⟶C123⟶C140⟶C122⟶C106⟶C139⟶C124⟶PC1
V21 95 1103 PC1⟶C135⟶C104⟶C136⟶C103⟶C147⟶C142⟶C141⟶C143⟶C112⟶PC1
V22 138 951 PC1⟶C148⟶C133⟶C146⟶C107⟶C131⟶C137⟶C138⟶PC1
V23 0 1055 PC1⟶C134⟶C132⟶C105⟶C127⟶C129⟶C126⟶C110⟶C109⟶C108⟶PC1

PC2

V24 0 883 PC2⟶C165⟶C162⟶C153⟶C151⟶C170⟶C168⟶C158⟶PC2
V25 37 1067 PC2⟶C149⟶C179⟶C174⟶C176⟶C169⟶C166⟶C159⟶0
V26 0 1115 PC2⟶C156⟶C172⟶C167⟶C157⟶C155⟶C152⟶C163⟶C150⟶PC2
V27 18 819 PC2⟶C171⟶C178⟶C160⟶C161⟶C164⟶C177⟶C154⟶C173⟶C175⟶PC2

PC3

V28 202 1031 PC3⟶C192⟶C201⟶C182⟶C184⟶PC3
V29 127 918 PC3⟶C220⟶C183⟶C193⟶C214⟶C207⟶C217⟶C205⟶C202⟶C180⟶PC3
V30 0 720 PC3⟶C206⟶C211⟶C209⟶C212⟶C200⟶C215⟶C196⟶PC3
V31 23 1121 PC3⟶C191⟶C185⟶C187⟶C188⟶C216⟶C199⟶PC3
V32 217 674 PC3⟶C181⟶C213⟶C219⟶C203⟶C195⟶C210⟶PC3
V33 66 918 PC3⟶C204⟶C198⟶C194⟶C197⟶C186⟶C208⟶C218⟶C190⟶C189⟶PC3
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Table 7: Relevant parameter setting.

Parameter Numerical value Parameter Numerical value
PE $35 per hour Cb 1000
PL $35 per hour Cf 2000
W 52 Mv $13000
T 7 Mb $20000
Tv 10 hour [IDC1, IDC2, IDC3, IPC1, IPC2, IPC3] [$315, $427, $533, $578, $612, $590]
Tb 15 hour Population size 300
fv 0.363 gallon per miles Maximum generations 1000
fb 0.566 gallon per miles Crossover probability 0.8
Pv $6.18 per gallon Mutation probability 0.2
Pb $6.18 per gallon Travel speed of vehicle 40
Cv 200 Travel speed of truck 60

Customers in this area
are served by DC1

Customers in this area
are served by DC2

Customers in this area
are served by DC3

(a)

Figure 5: Continued.
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6.4. Analysis and Discussion. *e optimization of the lo-
gistics network is divided into four cases based on the RS
strategy to analyze the influence of RS on the optimization

of the logistics network. In Case 1, customer information
and transportation resources are privately owned by each
logistics facility. In Case 2, RS is adopted by DCs (i.e.,
DC1, DC2, and DC3). Correspondingly, in Case 3, the
members participating in RS are PCs (i.e., PC1, PC2, and
PC3). In Case 4, all six facilities receive the RS strategy.
Transportation resources can be used jointly by DCs and
PCs in Case 4. Table 11 and Figure 8 show the numerical
optimization results of the logistics network in the four
scenarios.

In Table 11 and Figure 8, Case 4 outperforms Cases 2
and 3 in most aspects. First, the TOC of Cases 2 and 3 is
$17038 and $16977, respectively, which are larger than

Customers in this area
are served by PC1

Customers in this area
are served by PC2

Customers in this area
are served by PC3

(b)

Figure 5: Customer clustering results with k-means algorithm. (a) Customer clustering results with DCs as cluster centers. (b) Customer
clustering results with PCs as cluster centers.

(∗, #): ∗ is the number of transported goods, # is the distance between facilities

DC1

DC3DC2
(130, 22.33)
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.07

)
(0,

 33
.07

)

(100, 19.20)
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PC1

PC3PC2
(220, 15.13)

(80
, 4

5.4
3)

(10
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45
.43

)

(230, 35.22)

(170, 35.22)

(200, 15.13)

Figure 6: Description of transmissions and distances among facilities.

Table 8: Optimized truck routes of centralized transportation.

Truck Service routes

T1
DC1⟶DC2⟶DC1

DC2⟶DC3⟶DC1⟶DC2
DC3⟶DC2⟶DC1⟶DC3

T2
PC1⟶PC2⟶PC3⟶PC1
PC2⟶PC3⟶PC1⟶PC2
PC3⟶PC2>PC1⟶PC3
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$13020 in Case 4. Second, the number of vehicles and the
TMCs of Scenario 4 is 14 and $539, respectively, which
indicates that Case 4 is more conducive to saving re-
sources. Finally, the gap of TOC between Cases 4 and 1 is
$8859. *erefore, if the six logistics facilities adopt RS
simultaneously, then the logistics costs can be optimized
better and the transportation resources can be saved
considerably.

6.5. Management Insights. In this study, the RS strategy
optimizes the logistics network significantly by reallocating
customers, including the logistics operation costs and the

number of vehicles. *erefore, the management insights
obtained in this study are as follows:

(1) In a multi-depot, large-scale logistics network with
pickups and deliveries, customer information,
facility capacity, and transportation resources can
be shared to amplify resource utilization by in-
troducing RS strategies. RS is not only conducive
to the operation of logistics facilities, including the
use of logistics costs and transport resources, but
also conducive for providing customers with more
convenient logistics services. In a logistics network
with vehicle sharing, vehicles are used multiple
times within and between facilities to avoid idle

Table 10: Comparison before and after optimization.

Facility
Initial Optimized Gap
TOC NV TOC

NV TOC NV
TTC TFC TPC TMC TTC TFC TPC TMC

DC1 2210 315 27 179 5 2047 315 0

429 12 8859 19

DC2 3581 427 55 214 6 1738 427 0
DC3 3730 533 44 214 6 1134 533 0
PC1 4900 578 65 214 6 2064 578 0
PC2 3067 612 22 143 4 2025 612 0
PC3 3506 590 33 214 6 2361 590 0
Centralized transportation − − − − − 1651 − 0 110 2
Total 25473 33 16614 14 − −

Table 11: Comparison results of the four cases.

Cases TTC ($) TPC ($) TFC ($) NV TMC ($) TOC ($)
Gap

NV TTC ($) TOC ($)
Case 1 20994 246 3055 33 1178 25473
Case 2 17038 120 3055 23 841 21053 10 3956 4420
Case 3 16977 126 3055 24 876 21034 9 4017 4439
Case 4 13020 0 3055 14 539 16614 19 7974 8859
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Figure 7: Comparison results of TTC before and after optimization.
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vehicle resources. In addition, the sharing of
customer information helps facilities provide lo-
gistics services to customers with higher quality.
*erefore, participating actively in RS is remark-
ably necessary for LSPs.

(2) From the perspective of local traffic management
departments and environmental departments, the
optimization of the logistics network through RS not
only reduces transportation resources but also re-
lieves the local traffic pressure. In addition, the ef-
ficient use of resources promotes the development of
green environment. *erefore, local government
departments can actively support and give incentive
policies to promote RS among local logistics facilities
to optimize the logistics network and ease the traffic
environment. Moreover, the effective sharing
mechanism in the multicenter logistics network with
pickups and deliveries can enhance the efficient
operation of the logistics system and promote the
green and sustainable development of the local in-
telligent logistics system.*erefore, the introduction
of RS can promote the construction and develop-
ment of local smart and green urban logistics with
the incentive of departments and the active partic-
ipation of facilities.

7. Conclusions

*is study handles the MDPDPRS, which optimizes the
logistics network by sharing customer and transportation
resources. *e reconfiguration of resources and customers
improve the operating efficiency of the logistics network.*e
main contributions of this study include the following as-
pects. First, the MDPDPRS is modeled as a bi-objective
mathematical model to optimize the total logistics operating
cost and number of vehicles. Second, a two-stage hybrid
algorithm is designed to solve the MDPDPRS, which

contains the k-means, CW, and NSGA-II algorithms. *ird,
the application of the proposed mathematical model and
methodology are improved by the numerical result of a real-
world case study and benchmark.

In view of the shared transportation resources and
customers’ information, a two-stage algorithm is designed,
which initially clusters customers to reconfigure the re-
sources and then optimizes the vehicle routes. On the one
hand, k-means algorithm, which clusters customers based
on Manhattan distance, helps reduce the difficulty of solving
MDPDPRS and enables vehicle resources to be used in a
centralized manner multiple times. On the other hand, the
combination of CW and NSGA-II algorithms improves the
global searching capability and the speed of the algorithm in
finding the Pareto optimal solutions.

*e numerical results of a real-word case study, which is
obtained in Chongqing, China, is discussed and analyzed to
improve the application and performance of the designed
mathematical model and methodology in solving practical
problems similar to the MDPDPRS. *e gap of the logistics
operating costs and number of vehicles before and after the
optimization are $8859 and 19, respectively, which verify the
effectiveness of the model and methodology proposed in this
study. In addition, the algorithm comparison results of
benchmarks (from C-mdvrptw datasets) verify that the
proposed KCW-NSGA-II algorithm is superior to the
standard NSGA-II, GA-PSO, and MOPSO. *e results of
numerical discussion on the four cases in which different RS
strategies are adopted prove that RS is helpful to optimize
logistics costs and save transportation resources.

In this study, the bi-objective mathematical model and
methodology of MDPDPRS are designed, which provide
references for the reconfiguration of resources and the
optimization of logistics operation costs. In view of the
limitations of the current study and the dynamic develop-
ment of the logistics industry, further research can be
considered from the following aspects. (1) *e dynamic
change in customer demands and customer satisfaction are
the two aspects that the realistic LSPs focus on, and these
aspects can be added into the study of MDPDPRS. (2)
Constructing a dynamic mathematical programming model
and designing an exact algorithm to find the exact solution
of MDPDPRS are worthy of research. (3) Exploring the
approaches to realize RS in a large logistics network and the
means to reduce the effect of logistics transportation on the
environment can be considered in the study of MDPDPRS.
(4) Considering the cost sharing mechanism under the RS
mechanism to promote the formation of collaboration and
maintain its stability can enrich the study of MDPDPRS.
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