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Microgrid is a power system that includes various energy sources (e.g., solar panels and wind turbines), where a number of device
status and sensing data are collected and transmitted by smart sensors. Based on sensing-as-a-service in microgrid, sensor owners
and sensor data consumers can efectively perform data sharing operations. However, the state-of-the-art sensor data sharing
works in microgrid have the following two limitations: (i) cannot support fne-grained authorization for sensor owners and sensor
data consumers and (ii) fail to simultaneously consider confdentiality and authenticity for sensor data sharing. To address the
problems, in this article, we propose a lightweight privacy-preserving sensing data sharing system with fne-grained authorization
in microgrid. Technically, we employed attribute-based signature methodology to design a fned-grained authorization
mechanism for sensor data users. Moreover, a lightweight hyper elliptic curve-based signcryption scheme is employed to provide
confdentiality and authenticity for sensor data sharing. To clarify the feasibility of our proposed system, we implement the system
and evaluate the performance. Te experimental results show that the system achieves small communication and time overhead,
as well as highly acceptable gas consumption of smart contract.

1. Introduction

With the access of multiple energy sources and numerous
power loads, the traditional power system is rapidly
evolving into a microgrid [1]. Specifcally, a microgrid is
a self-sufcient power system that includes distributed
power sources, energy storage devices, transmission grids,
and user loads. Due to the rapid development and wide
employment of 5G and Internet of Tings (IoT) [2], the
microgrid system can perform measurement operations
(e.g., data collection, data transmission, and data analysis)
based on smart IoT devices. Hence, the information of
microgrid operation status, equipment status, and energy
data are efectively sensed and monitored by these smart
sensors, which provides a guarantee of safe operation for
microgrid. According to an IHS analysis, the smart grid or
microgrid-related sensor market has grown nearly tenfold
between 2014 and 2021, reaching 350 million dollars,
which is expected that there will be 41.6 billion IoT
sensing devices by 2025.

Tere are amounts of sensors and connected devices that is
deployed inmicrogrid, which is followed by the large-scale data
perception and processing tasks. Tis motivates the employ-
ment of Sensor-as-a-Service (SaaS) [3] into the microgrid (as
illustrated in Figure 1), which is driven and infuenced by cloud
computing service. In SaaS, sensor owner can collect, packet,
and process sensing data, thus data consumers can reuse and
acquire sensing data with relatively low cost. As a result, sensor
owners and data consumers can securely and efectively per-
form data sharing and trading [4]. Since the fairness of data
sharing and transactions in traditional SaaS model only relies
on the service provider. Once the trust of service providers is
lost, the security and fairness of data sharing may become
a serious challenge.

In data sharing service, the primary security goal and
fairness is to ensure that the real identities of users and
transmitted data are not leaked, and third-party involvement
should be avoided as far as possible in the transaction
process to maximize the interests of both parties. To achieve
data privacy and fairness, blockchain [5] was introduced into
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data sharing services. Blockchain is a decentralized platform
that combines peer-to-peer networks, cryptographic protocols,
distributed data storage, and consensus mechanisms, where
a number of transactions that used for recording data in-
teraction is created and packaged into a block and added to the
blockchain byminers. After that, every peer node can verify the
validity of data transactions through cryptographic algorithms
and consensus protocols. Due to these positive characteristics,
blockchain technology has been extensively researched and
deployed in practical data sharing services [4, 6–9].

Te recent proposed blockchain-based data sharing systems
[6, 7, 9] considered diferent properties of privacy-preserving in
data sharing services, such as fairness, anonymity, and trace-
ability. To enable users more willing to participate in data
sharing, Samuel et al. [8] combined access control module with
diferential privacy and thus gave a blockchain-based fair data
sharing for deregulated smart grids. By combining the advan-
tages of IoT and SaaS in smart city, Lin et al. [4] presented an
efective blockchain-based data sharing system based on sym-
metrical encryption and signature, Paillier encryption, and
Σ-protocol. Nevertheless, these blockchain-based data sharing
systems cannot be directly used in microgrid driven by sensing-
as-a-service. Tis is because of the following reasons:

(i) Te sensor devices in microgrid are usually
equipped with more constrained computation and
storage resources

(ii) Te number of sensor owners and data consumers
are large that require fne-grained access control
strategies

(iii) Te shared sensor data is usually provided with
either data confdentiality guarantee or data au-
thenticity guarantee

1.1. Our Results

1.1.1. Motivation. To address the problems, we proposed an
efective blockchain-based sensor data sharing system in

microgrid, which considers practical efciency and security
requirements. Generally, the service provider can perform
fne-grained authorization over data user registration and
achieve lightweight enhanced privacy-preserving of data
confdentiality and data authenticity for the shared
sensor data.

In particular, the contributions of this work can be
summarized as follows:

(1) Fine-grained authorization. To enable the system to
perform fne-grained authorization to sensor owner
and data consumers, we design a fne-grained au-
thorization mechanism based on attribute-based
signature for user registration. In particular, a reg-
istered user is granted with a corresponding number
of pseudonyms. As a result, not only the real identity
of the user is preserved, but also the fne-grained
access control of user registration is realized.

(2) Enhanced privacy-preserving data sharing. To pro-
vide enhanced privacy guarantee for the blockchain-
based data sharing platform, we use a lightweight
hyper elliptic curve-based signcryption scheme to
achieve both confdentiality and authenticity for the
shared sensor data. In particular, we employed a key
encapsulation mechanism into our sensor data
sharing system, where the sensor data is encrypted by
AES and the key of AES is signcrypted by the
lightweight hyper elliptic curve-based signcryption
scheme.

(3) Reputation-based sensor owner selection. To prevent
much manual intervention for a sensor owner se-
lection, we employed a blockchain platform with
constructing an efective and efcient sensor owner
selection model based on reputation calculation. In
particular, we designed smart contracts and for-
mulate a reputation calculation function for each
sensor owner, where the function considers the
following factors, such as transaction frequency,

Microgrid
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Figure 1: Relationship among sensing as a service model, microgrid, and internet of things.
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positive and negative reviews, and the real-time
nature of reviews.

In addition, we write the codes and deploy the corre-
sponding smart contracts in Remix Rem. Particularly, we
designed 8 functions in smart contracts and evaluate their
gas cost, where the cost is all below 2.0 × 106Gwei. More-
over, we evaluate the communication cost and computa-
tional overhead of AES, attribute-based signature, and
signcryption that are used in our proposed system, where the
cost is highly acceptable due to simple AES and lightweight
hyper elliptic curve-based signcryption scheme.

1.1.2. Organization. Section 2 reviews some background
knowledge and Section 3 formalizes the system model and
security requirements. In Sections 4 and 5, we presented the
construction and security analysis of the proposed sensor
data sharing system in microgrid. Section 7 surveys recent
related works and Section 8 fnally concludes this work.

2. Preliminaries

2.1. Blockchain and Smart Contract. Blockchain is a decen-
tralized distributed ledger that can record, store, and update
data in a distributed manner. Transactions, in a blockchain,
are the most basic activities that miners create, record, and
approve in a block. Miners who with accounting rights send
the blocks they create to each peer node in the system via
a consensus algorithm. When received by other nodes,
blocks are verifed for hash, signature, and transaction
validity, and after the consensus is formed, they are added
locally. Furthermore, when the preparatory conditions are
met, smart contracts execute, which are stored on the
blockchain. Tey typically act as protocols enforced by
specifc rules that are predefned by computer code and
replicated and enforced by all network nodes.

2.2. Attribute-Based Signature. Li et al. [10] initiates the
notion of attribute-based signature (ABS), in which a sensor
owner can sign messages with any policy that composed up
of a number of attributes. Correspondingly, only the
specifed policy is revealed to the public while the user’s
identity is kept in privacy.

(1) ABS.Setup:Tis algorithm takes a security parameter
λ as input and generates a public parameter PP and
a master key MK.

(2) ABS.KeyGen: Tis algorithm takes PP andMK and
a data user’s attributes Γ as inputs and generates
a private key SKΓ for the user.

(3) ABS.Sign: Tis algorithm takes PP, a message M,
a data user’s SKΓ, a policy Λ that accepts Γ, and
fnally signs the message M to output a signature δ.

(4) ABS.Verify: Tis algorithm takes PP and δ and at-
tributes Γ as inputs, and outputs 1 if δ is a valid
signature.

2.3. A Signcryption Scheme Based on Hyper Elliptic Curve.
Te work in [11] gave a highly efcient signcryption scheme
based on hyper elliptic curve, where the signcryption al-
gorithm and unsigncryption algorithm are described as
follows:

(i) Signcryption (k, da, m, Pb, Pa)

(a) Randomly selects an integer k ∈ [1, n − 1]

(b) (K1) � h(ϕ(kD))

(c) (K2) � h(ϕ(kD))

(d) C � EK2
(m)

(e) Compute r � hK1
(m‖bind info)

(f ) Compute s � (K/(r + da)) mod n

(g) Compute R � rD

(1) Tus, the signcrypted transmitted text
is (c, R, s).

(ii) Unsigncryption (Pb, Pa, db, h, c, R, s)

(a) Compute (K1, K2)

(b) (K1) � H(ϕ(s(Pa + R)))

(c) (K2) � H(ϕ(s(db(Pa + R))))

(d) Compute m � DK2
(c)

(e) Compute r � hK1
(m‖bind info)

(f ) Check rD�
?

R, if true accept the message, else
reject.

3. Problem Formulation

In this section, we formalized the system model and security
requirements for our proposed sensor data sharing system in
microgrid.

3.1. System Model. Tere are three main entities that is
considered in our proposed data sharing system: sensor
owners, data consumers, and service providers, as shown in
Figure 2. In particular, the formal descriptions of these
entities are as follows:

(1) Sensor owners: Sensors usually refer to devices that
are connected to various energy equipments for
measuring, sensing, and presenting data in-
formation (e.g., temperature, humidity, and elec-
tricity). In particular, the sensors can satisfy the
requirements of information transmission, pro-
cessing, storage, display, recording, and its char-
acteristics, such as miniaturization, intelligence,
networking, and other characteristics. Generally,
the sensor owners are independent parties who have
these sensors in possession and a sensor owner may
own one or more sensors. If the sensor owner is
willing to share the data in the sensor, paid, or free,
then they can publish the sales information in the
system.

(2) Data consumers: Data consumers (e.g., energy
companies, scientifc research teams, and schools)
may purchase the sensing data by Saas model. In the
system, data consumers can send requests for
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matching candidate sensor data that is contributed
by diferent sensor owners. If data consumers intend
to purchase shared sensor data, they may pay a de-
posit to the sensor owner in advance, and then pay
the corresponding balance after obtaining all sensor
data. Moreover, all transaction processes are auto-
matically completed via the smart contracts in the
system.

(3) Service provider: Te honest and curious service
provider runs registration service for sensor owners
and data consumers, where only the registered
parties can conduct data transactions in the system.
Note that the registration service is completed based
on the deployed smart contracts in the system. In
addition, the service provider stores the data to be
shared on its behalf, and after the transaction takes
place, transmits the data to the data consumer.

3.2. High-Level Overview. As shown in Figure 3, we pre-
sented a high-level overview of the system as follows:

Step 0: Sensor owners or data consumers who want to
join in the system should complete the registration
procedure with the service provider at frst.
Step 1: A sensor owner uses a wireless connection with
the service provider for data transmission, where it
needs to transmit the sales information and the AES-
encrypted sensor data to the service provider.
Step 2: After the service provider reviewed the sales
information and received the encrypted data, it pub-
lishes the sales information on the blockchain platform.
Step 3: A data consumer selects a target seller based on
its own interests and the sensor owner’s reputation.
After that, it needs to upload its request information
(e.g., public key and pseudonym) to the smart contract
and pay the deposit.
Step 4: If a sensor owner agrees to sell sensing data to
a data consumer, it frst accepts the data consumer’s
request and later encrypts the data key by employing
a signcryption algorithm, and fnally uploads it to the
smart contract.
Step 5: Te data consumer downloads the corre-
sponding fle from the platform, decrypts it to obtain

the data key, where the balance is automatically
deducted from the data consumer’s account.
Step 6: Te service provider transmits the encrypted
data to the data consumer, and the data consumer uses
the key to decrypt the encrypted data. If the data
consumer fnds that the key is invalid, it may submit an
appeal to the service provider.

3.3. Design Goals and Security Requirements. Te following
are the design goals and security requirements that is
considered in our proposed system.

(1) Privacy-preserving. Sensor owners and data con-
sumers should have a certain number of pseudonyms
in the system that they use to use sensor services, and
their real identities should be hidden.

(2) Unlinkability and revocability. All pseudonyms
registered on the service platform by sensor owners
and consumers using their real identities cannot be
connected. But when users seriously violate the rules,
the system should have the right to reveal the real
identity behind the pseudonym and revoke their
right to use the service.

(3) Data integrity and reliability. When the sensor owner
encrypts and sends the data to the service provider, the
service provider does not have the decryption key, so it
only temporarily stores the data and cannot tamper or
delete the data without permission. Terefore, the
integrity and reliability of the data are guaranteed.

(4) Fairness. On one hand, data consumers cannot
obtain sensor data without paying a corresponding
deposit. On the other hand, sensor owners should be
caught and penalized if they provide invalid sensor
data to sensor data consumers.

4. System Design

For our proposed sensor data sharing system in microgrid,
we gave a formal description of the system running fow.

4.1. Running Flow. Te running fow of the system consists
of initialization, registration, publication, request, response,
retrieval, guarantee, and evaluation phase. In addition, the

Blockchain system

Service provider

Sensor owners Data consumers

Figure 2: System model of data sharing.
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functions in the smart contract includes uploadRegInfo,
publishSales, uploadRequest, getRequest, uploadRes, getRes,
submitAppeal, and calReputation. In particular, these
functions are mainly focused on uploading registration
information, publishing sales information, uploading pur-
chase requests, receiving purchase requests, uploading re-
sponses information, receiving responses, submitting
appeals, and calculating reputation in the above process. In
particular, the formal descriptions of the proposed system
are as follows:

4.1.1. Initialization. Te users (sensor owners and data
consumers) are authenticated by the ABS algorithm before
they participate in the system. Specifcally, the system calls
ABS.Setup() to set public parameter PP and master key MK,
and sends the access structure T to the user, while the user
needs to submit its attribute set cu that satisfes T. Ten,
ABS.KeyGen() inputs MK, PP, and c to generate the user’s
private key SKc. Finally, the algorithm ABS.Sign() outputs
a signature σu that satisfes the condition.

4.1.2. Registration. Te service provider in the system
provides registration service. Both the sensor owner and the
sensor data consumer must complete the registration in the
service provider. Only the registered entities can enjoy the
services in the system. First, the registration entity submits
the corresponding information (cu, rid, and σu) to the
service provider(rid is the real identity of the registered
user). Ten, the service provider calls the ABS.verify() to
verify the authenticity of the registration information. Only
those who have passed the verifcation can complete the
registration, otherwise the registration will fail. Ten, the

system automatically generates a certain number of pseu-
donyms pidu based on the attribute set of the registered user
to protect their privacy. Finally, cu and pidu will be sub-
mitted to the blockchain through uploadRegInfo. Te reg-
istration and uploadReginfo algorithm is described in
Algorithm 1. Note that the service provider locally stores the
real identity of the registered user for subsequent tracking of
requirements.

4.1.3. Publication. When a sensor owner wants to publish
data sales information, he frst needs to call the
AES.enc(k,md) to encrypt the data into ciphertext cd, and
then transmit it to the service provider through the
sensor (each sensor has a corresponding ID sid). Te
service provider receives the ciphertext and publishes the
sales information through publishSales in the smart
contract (as shown in Algorithm 2). Te published in-
formation includes the seller’s pseudonym pidi, the in-
formation info of the sensor data info, and the expected
price p.

4.1.4. Request. Sensor consumers can choose the data they
are interested in or want to buy based on the published sales
information. If the sensor consumer selects a certain sensor
owner, that is, the seller, upload the consumer’s own public
key Pb, its own pseudonym pidj, the seller’s pseudonym pidi,
and the index of the data inde x in the hyper elliptic curve-
based signcryption algorithm to the smart contract through
uploadRequest in Algorithm 3. As for how consumers can
choose sellers efciently, they can make decisions based on
the reputation value of the sellers, which will be described in
detail in Section 4.2.
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Figure 3: System instantiation scene.
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4.1.5. Response. Te sensor owner can obtain the con-
sumer’s request information through getRequest in the
smart contract. If the owner agrees with the quotation and
other matters in the request information, it encrypts its own
symmetric key through signcryption (r, da, mk, Pb, and Pa)
and obtains the transmission text (ck, R, s). Here, ck refers to
the ciphertext of the sensor owner in the signcryption al-
gorithm, while R and s are the generated signature; da refers
to the private key of the sensor owner, Pa and Pb are the
public keys of the sensor owner and the data consumer.
Ten, it sends a tip information tip that agrees to the request
to the service provider and calls uploadRes as in Algorithm 4
to upload the transmitted text to the smart contract.

4.1.6. Retrieval. Te data consumer gets the corresponding
fle from getRes in the smart contract, and decrypts it
through unsigncryption (Pb, Pa, db, h, ck, R, s) to obtain the
data key k. Note that the check() algorithm in unsign-
cryption can verify whether the signcryption calculation is

performed using the public key provided by the consumer,
which provides verifability. After that, the consumer re-
quests the encrypted data from the service provider. Of
course, for the security of the transaction, the service pro-
vider will verify that the sensor owner has agreed to the
request before transmitting the data to the consumer. Fi-
nally, when the consumer receives the data transmitted by
the provider, he decrypts the original sensor data md using
the AES.dec (k, cd). Note that when sensor data is obtained,
the system will automatically debit the consumer’s account
and credit the remaining fee to the sensor owner’s account.

4.1.7. Guarantee. If the consumer fnds that the key is in-
valid, i.e., the sensor owner has provided a fake data key, he
can submit an appeal to the service provider via sub-
mitAppeal. Te service provider reverifes the situation and
orders the sensor owner to provide the consumer with
a valid key. If the sensor owner continues to provide invalid
keys, the service provider will reveal the real identity rid

Require: a user’s attribute set cu and real identity rid.
Ensure: the pseudonym of users pidu.

(1) if ABS.verify(b� 1) then
(2) register successful;
(3) uploadReginfo (cu, pidu);
(4) else
(5) return false;
(6) end if

ALGORITHM 1: Register and uploadReginfo.

Require: service provider has received the sensor data.
Ensure: publish sales information successfully.

(1) if RS (receive status)� true; then
(2) Sales.sid� sid;
(3) Sales.pidu� pidu;
(4) Sales.info� info;
(5) Sales.price� p;
(6) else
(7) return false;
(8) end if

ALGORITHM 2: publishSales (sid, pidu, info, p).

Require: Consumer’s public key, pseudonyms of both parties, and data index
Ensure: upload request successfully.

(1) if SS (selected status)� true; then
(2) Req.cpk� Pb;
(3) Req.consumer� pidj;
(4) Req.owner� pidi;
(5) Req.data� inde x;
(6) end if

ALGORITHM 3: uploadRequest (Pb, pidj, pidi, inde x).
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behind the pseudonym and block all pseudonyms pidu, and
also the data consumer’s funds will be returned.

4.1.8. Evaluation. After a transaction cycle is completed, the
data consumer can evaluate the transaction, that is, score
and evaluate the sensor owner. Te range of evaluation
points is set from 1 to 10 points, with 6 points or more being
positive evaluations and the following being negative eval-
uations. Te evaluation within 1month is the recent eval-
uation, otherwise it is the past evaluation, and the time
window is 6months.Te calReputation in the smart contract
automatically calculates the reputation of the sensor owner
SR based on the above factors.

4.2. Reputation Calculation Model. In the proposed data
sharing system, the reputation value of a sensor owner
(seller) can be computed in real time by using the reputation
calculation model, where the seller with a high reputation
means that their data quality and transaction reputation are
relatively good. Terefore, data consumers (buyers) can
selectively choose sellers with high reputation for data
trading. Te reputation of the sensor owner is mainly af-
fected by two key factors, transaction frequency, and after-
sales evaluation. We combine these two factors to build
a reputation calculation model to help consumers choose the
right sellers efciently.

(i) Transaction Frequency: Te transaction frequency
refers to the ratio of the number of transactions
between sensor owner i and data consumer j to the
average number of transactions between sensor
owner i and other data consumers within the time
window T, namely,

TFi⟶j �
Ni⟶j

Ni

, (1)

where Ni⟶j � (αi + βi) and Ni � 1/|M|􏽐m∈M
Ni⟶m (M is the total number of data consumers m

transacting with sensor owner i within a time
window). In conclusion, higher transaction fre-
quency indirectly indicates a higher reputation of the
sensor owner.

(ii) Evaluation Timeliness: Data consumers can rate
sellers within one month after the transaction. In

order to calculate reputation more accurately, the
system assumes that recent reviews have a greater
impact on the seller’s reputation, while past reviews
have less impact. Also, negative reviews have
a greater impact on sellers than positive reviews.
Terefore, we set the weight of recent evaluations to
be ζ, the weight of past evaluations to be σ (ζ + σ � 1,
ζ > σ), and the recent and past time periods to be one
month. Positive reviews are weighted θ and negative
reviews are weighted τ (θ+ τ � 1 and θ< τ). Taking
into account two sets of factors, the update trans-
action frequency formula is as follows:

αi � ζθαi
1 + σθαi

2,

βi � ζτβi
1 + στβi

2.

⎧⎨

⎩ (2)

Among them, when the current time t satisfes t≤ 1
(month), the number of recent positive evaluations is αi

1, and
the number of recent negative evaluations is βi

1. For t > 1, the
number of positive and negative past events are αi

2 and βi
2,

respectively. Terefore, the reputation calculation function
of the data seller (SR) is as follows:

SR �
Ni⟶j

Ni

�
θ ζαi

1 + σαi
2􏼐 􏼑 + τ ζβi

1 + σβi
2􏼐 􏼑

1/|M|􏽐m∈MNi⟶m

. (3)

In summary, the calReputation in the smart contract will
automatically calculate and present the reputation of the
sensor owner in real time according to the function. Data
consumers can choose data sellers with high reputation for
transactions. Of course, the price of data from sellers with
high reputation will be higher.

5. Security Analysis

In this section, we present security analysis of our proposed
system.

5.1. Privacy Preserving. Te system adopts the ABS sig-
nature algorithm in the entity registration stage, and ABS
has anonymity. Second, after the user is registered with
the service provider, a certain number of pseudonyms
pidus are returned for them to use when transacting.Tese
hide the user’s real identity and protect the user’s
privacy well.

Require: send a tip to the service provider
Ensure: upload response successfully.

(1) if ST(status of tip)� true; then//the tip has been sent
(2) Res.text[]� ck, R, s;
(3) Res.owner� pidi;
(4) Res.consumer� pidj;
(5) else
(6) return “please send a tip agreeing to the request”;
(7) end if

ALGORITHM 4: uploadRes (ck, R, s, pidi, pidj).
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5.2. Unlinkability and Revocability. Te pseudonyms given
by the service provider to the registered entity are only
related to the real identity behind it, and there is no link
between the pseudonyms. Since the service provider stores
the real identity of the user locally, when the user acts
dishonestly, the service provider will revoke the right to use
the service under a pseudonym.

5.3. Data Integrity and Reliability. Te sensor owner en-
crypts the data in the sensor with the AES algorithm and
uploads it to the service provider, and the service provider
stores it on their behalf. In the process of data transmission
and storage, if there is no corresponding data key k, no one
can modify and read the data.

5.4. Fairness. Tere is no third-party intervention in our
system during the data transaction process. Te service
provider only provides the functions of registration, data
storage and transmission, and does not enter into the
process of data transaction. Additionally, data consumers
can submit appeals when sensor owners provide invalid
keys.Tese protect the rights and interests of consumers and
ensure the fairness of the system.

6. Experimental Study

In this section, we evaluate the performance of the system,
including testing out the gas cost of smart contracts and
calculating the computational and communication cost of
the cryptographic algorithms used. In particular, to facilitate
compiling and testing smart contracts, we implement preops
on Remix, a browser-based integrated development envi-
ronment (IDE) for Ethereum. Specifcally, the specifc
confguration in Remix includes the following:

programming language (Solidity), compiler version
(>�0.4.22 <0.7.0), and EVM version (default setting). In
addition, we also evaluated the communication overhead
and the computational cost of specifc algorithms at each
stage in the system running process.

6.1. Performance of Smart Contracts. Te smart contract in
the system consists of eight main functions, namely
uploadRegInfo, publishSales, uploadRequest, getRequest,
uploadRes, getRes, submitAppeal, and calReputation. Te
total gas cost of deploying smart contracts in the system is
1.0186 × 107Gwei, and the gas cost of each part of the
function is 0.133, 1.114, 1.686, 0.602, 1.631, 0.103, 0.049, and
0.422 (×106Gwei), as shown in Figure 4. Among them, the
reputation calculation for the sensor owner consumes a lot
of gas, but it achieves our expected efect.

6.2. Communication and Computational Cost. We evaluated
the communication and time cost of our system based on the
benchmark given by [11], where the hardware is confgured
as a computer running jdk1.6, with 2 Intel CPU cores,
a processing speed of 2.00GHz, and a main memory ca-
pacity of 4GB. As measured in [11], Table 1 shows time cost
for elliptic curve point multiplication and hyperelliptic curve
divisor-scalar multiplication, where a single scalar multi-
plication operation is respective 4.24ms and 2.2ms, and we
use [12]’s ABS scheme to instantiate our system. In par-
ticular, we list some basic symbols in system cryptographic
algorithms in Table 2 along with their cost. Terefore, we
used these notations to calculate theoretical communication
cost for diferent stages of the system’s operational fow. As
shown in Table 3, we only consider dominant operations for
calculation, and the communication cost corresponding to
initialization, publishing, request, response, and retrieval are
3040 bytes, 40 bytes, 65 bytes, 26 bytes, 66 bytes, and 72 bytes,
respectively. In addition, the computational cost of the
substeps of the ABS where the number of attributes is 50 and
HECCS algorithms in the system are given in Table 4, which
are 216.24ms, 216.24ms, 220.48ms, 6.6ms, and 4.4ms,
respectively.

6.3. ReputationCalculationAnalysis. Since the reputation of
the sensor owner is afected by the real-time evaluation and
the positive and negative efects, as shown in Figure 5, we test
the changes of the reputation value in the two time periods of
0 ∼ 1month and 1 ∼ 6months, respectively. Specifcally, we
preset θ � 0.3, τ � 0.7, ζ � 0.6, and σ � 0.4 in the program,
and take half a year as a time window. It can be clearly seen
from Figure 5 that the greater the proportion of negative
reviews within a month, the faster the decline in reputation
value. On the other hand, the number of negative reviews
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Table 1: Computation cost of ECPM and HECDM.

Notation Computation cost (ms)
ECPM 4.24
HECDM 2.2
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between one month and six months has a lower impact on
reputation value. Tis fully refects the infuence of the
number of negative reviews and recent reviews on
reputation value.

7. Related Work

Access control techniques are widely applied to share data
from IoT sensors. Traditional access control techniques
include discretionary access control (DAC) [13], role-based
access control (RBAC) [14, 15], and capability-based access
control (CapBAC) [16]. However, for these traditional
models, a centralized authority is usually necessary to
confgure access control policies, resulting in centralized
decision-making. Moreover, access control policies or re-
cords stored by a central third-party may be maliciously
tampered with, leading to unreliable auditing. Facing this
challenge, many attribute-based access controls [17] and
attribute-based proxy re-encryption schemes [18, 19] have
been proposed, but the issue of unreliable audits still exists in
almost all of them. To settle the above issues, researchers
combine blockchain technology with access control, which
has the benefts of verifability and decentralization.

Blockchain-based data sharing schemes have been
presented in previous researches. Regarding data sharing
between individuals and others, Chowdhury et al. [20]
proposed a data sharing architecture of personal data with
a notarization service ofered by blockchain, and applied
a blockchain-based mechanism to protect the privacy and
integrity of transaction data. For data collected by IoT
sensors, Manzoor et al. [21] combined the blockchain
technology with the proxy re-encryption scheme to address
the third-party trust issues of traditional IoT data sharing
and improve scalability while guaranteeing data security.
Since there are signifcant security issues in sharing data
among users in multiple organizations, amounts of research
has been conducted recently. Chen et al. [6] presented
a blockchain-based privacy protection scheme based on k-
anonymity and searchable, which achieves security and
privacy protection of data in data sharing systems. However,
the scheme requires further optimization and improvement
for multiple groups data. Based on the Ethereum blockchain
technology, Song et al. [22] accomplished the de-
centralization of the big data sharing system. However, these
schemes mainly address data security and privacy issues and
fail to focus on improving fairness in data sharing. To
achieve anonymity and traceability of users, Huang et al. [7]
utilized group signature technology in the proposed data
sharing scheme without a trusted auditor by virtue of
blockchain technology. Blockchain-based data sharing so-
lutions are not only proposed in theory, but also play
a signifcant role in solving difculties in the life. To address
the security and privacy concerns posed by electronic
medical records, Chen et al. [23] proposed a signature based
on antiquantum properties to share data securely with the
blockchain. Tan et al. [24] proposed a blockchain-
empowered solution that allows for direct tracking and
revocation of medical records. To protect data privacy in
building information model data sharing, Wang et al. [25]

Table 2: Notation, defnition, and size.

Notation Defnition Size (byte)
|G| Size of an element in G 20
|Z∗p| Size of an element of a group Z∗p 20
|σu| Size of a ABS signature 40
|Kh| Size of a HECCS session key 16
|σh| Size of a HECCS signature 56
|sid| Size of a sensor identity 4
|pidu| Size of a pseudonym 5
|info| Size of the data information 40
|cAES| Size of a AES ciphertext 16

Table 3: Communication cost of each phase.

Phase Communication cost (byte)
Initialization 3040
Registration 40
Publication 65
Request 26
Response 66
Retrieval 72

Table 4: Computation cost of each algorithm step.

Algorithm Computation cost (ms)
ABS.Setup 216.24
ABS.KeyGen —
ABS.Sign 216.24
ABS.Verify 220.48
Signcryption 6.6
Unsigncryption 4.4
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proposed a blockchain-based approach, which can used to
secure information in the next generation of smart building
industrial IoT. Tese schemes motivated the achieved
property of user traceability and revocability in our pro-
posed data sharing scheme.

To further enhance fairness in the data sharing process,
a number of blockchain-based solutions and architectures
[26–28] have been proposed to ensure the security and fairness
while implementing outsourcing services. Furthermore,
Samuel et al. [8] presented a reputation system, fairly com-
pensating through blockchain and diferential privacy. In order
to enhance the verifability and fairness of cloud data man-
agement, Ge et al. [29] introduced a novel attribute-based
proxy re-encryption scheme, according to which a concept
called VA-ABPRE is defned and a concrete scheme is con-
ducted. However, these schemes are constructed in the feld of
data outsourcing services while they cannot be directly
deployed in microgrid. Wang et al. [9] applied blockchain
technology to a supply chain to address issues such as distrust
and asymmetric valuation of data that can arise from data
sharing between upstream and downstream entities in the
supply chain. But this study proposal uses an idealized model;
actual supply chains cannot be completely adapted to it. Zhang
et al. [30] introduced a data sharing scheme based on block-
chain and ciphertext policy attribute-based encryption, where
fair retrieval of ciphertexts is achieved through smart contracts.
Te editable blockchain in the authentication scheme of Zhai
et al. [31] provided fne-grained and fair checksum function-
ality. Damisa et al. [32] proposed an Ethereum smart contract
using a double auction mechanism to drive fairness and
transparency in selection and compensation. Te imple-
mentation of these smart contracts has efectively reduced the
cost of manual intervention, where the property of account-
ability is not well studied [33].

8. Conclusions

In this work, we proposed a lightweight and privacy-
preserving sensor data sharing system with attribute-
based authorization in microgrid. In the system, we com-
bined blockchain, smart contracts, and cryptographic al-
gorithms (e.g., ABS, AES, and a lightweight signcryption
scheme) to construct such sensor data sharing platform.
Finally, we conducted a couple of experimental to evaluate
the gas cost of functions in the smart contracts and general
computational cost of cryptographic algorithms. To further
improve the fairness of data sharing and running perfor-
mance of the system, we continued to investigate the data
pricing and claims mechanism, and moreover design a more
lightweight cryptographic algorithm to replace the currently
employed ABS algorithm.
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With the development of IT technologies, an increasing number of industrial control systems (ICSs) can be accessed from the
public Internet (with authentication). In such an open environment, cyberattacks become a serious threat to both ICS system
integrity and data privacy. As a countermeasure, anomaly detection systems are often deployed to analyze the network trafc.
However, due to privacy regulation, the network packages cannot be directly processed in plaintext in many countries. In this
work, we present a privacy-preserving anomaly detection platform for ICS. Te platform consists of three nodes running low-
latency MPC protocols to evaluate the live network packages using decision trees on the fy with privacy assurance. Our
benchmark result shows that the platform can process thousands of packages every ten seconds.

1. Introduction

A modern industrial control system (ICS) is a complex
distributed system that consists of multiple feld devices, e.g.,
sensors, actuators, and instrumentation, as well as some
control/management systems. ICS is the interface of cyber-
physical system (CPS), enabling humans to control opera-
tions and receive data from devices. In recent years, ICS has
been widely used in many industrial scenarios, such as gas,
water, and nuclear power systems, and the security of these
systems is critical.

As shown in Figure 1, a typical architecture of an in-
dustrial control system has four layers. (i) Te enterprise
management layer ofers business services and is often
connected to public network, which may include the en-
terprise resource planning (ERP) system, manufacturing
execution system (MES), and management information
system (MIS). (ii) Te supervisory control layer receives and
stores data from the underlying devices and then gives
appropriate responses. (iii) Te process control layer has
programmable logic controller (PLC) and remote terminal
unit (RTU), which directly control devices in the underlying

layer. (iv) Te feld control layer has multiple feld devices
that receive commands and send data to the process control
layer. As the enterprise management layer connects to the
public network, ICS is exposed to cyberattacks. Along with
the advancement of cyberattacks, the corresponding
countermeasure techniques also need to be upgraded. In
practice, a great number of famous industrial control sys-
tems have been severely threatened by cyberattack. For
instance, the Stuxnet virus spied and reprogrammed in-
dustrial systems controlling centrifuges of the Iran nuclear
power plant [1]. In 2021, hackers breached Colonial Pipeline
using compromised password and Colonial Pipeline had to
give hackers ransom [2].

To enhance industrial control system security, defense
systems like intrusion (or anomaly) detection system (IDS)
are deployed in ICS. IDS plays an important role in pro-
tecting ICS, which is commonly used to detect potential
cyberattacks. IDS can be classifed as network intrusion
detection system (NIDS) and host-based intrusion detection
system (HIDS). Te NIDS examines network trafc, while
the HIDS monitors the system data logs. According to
detection approach, IDS can be classifed as signature-based
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detection and anomaly-based detection. Te former detects
intrusion by recognizing harmful system pattern, while the
latter does it by analyzing network trafc packages.

In this work, we aim to design an anomaly-based net-
work intrusion detection platform for ICS. Te platform can
be deployed alongside any existing of-the-shelf ICSs, and it
can examine live network packages on the fy and raise
alarms once fault is detected. However, in many countries,
processing network packages in plaintext violates the local
privacy laws and regulations. Te European Union has put
forward General Data Protection Regulation [3] in 2016,
which has a clear standard for the processing of personal
information. In 2020, Te United States carried out the
California Consumer Privacy Act [4], creating a series of
privacy rights for consumers, such as the right to access,
delete, and know. In China, new 2020 edition of the Personal
Information Security Specifcation [5] has proposed clear
regulations in the life cycle of the personal information,
including collection, storage, use, processing, transmission,
openness, and deletion. Tese regulations will have a pro-
found impact to systems that store and/or process personal
information. Terefore, our anomaly detection platform is
designed to be privacy preserving.

As a closely related work, Gao et al. [6] used the ho-
momorphic encryption scheme to encrypt data when
training and applying ICS-specifc anomaly detectionmodel.
But homomorphic encryption scheme will lead to heavy
computation overhead. Alternatively, we utilize low-latency
secure multi-party computation (MPC) techniques for
privacy-preserving anomaly detection.

More specifcally, our platform consists of three non-
colluding servers that run low-latency MPC protocols to
analyze network package in real time using the gradient
boosting decision tree (GBDT) model with privacy assur-
ance. GBDT is an efective machine learning algorithm
which classifes input data rapidly with high accuracy.

1.1. Our Contributions. In this work, we present an efcient
MPC-based privacy-preserving anomaly detection platform
for ICS. More specifcally, the contributions of this work are
as follows:

(i) We propose a new MPC-based anomaly detection
architecture for ICS, and it is compatible with any
of-the-shelf ICSs.

(ii) We design several new constant-round low-latency
MPC protocols for privacy-preserving decision tree
evaluation.

(iii) We implement a prototype of the proposed system,
and our benchmark result shows that processing
1000 network packages with a depth-9 decision tree
takes 11 seconds in the LAN setting.

1.2. Roadmap. Te remainder of this paper is organized as
follows. We introduce the preliminary knowledge about the
approach we used in Section 2. Ten, system overview and
security model of our platform are given in Section 3. Section
4 describes privacy-preserving decision tree evaluation in
detail. We present the performance of the proposed platform

Enterprise Management Layer

Production Management Layer

Process Control Layer

Field Control Layer

Actuator Sensor Instrumentation

PLC RTU

Bus

Bus

Bus

Enterprise Resource
Planning (ERP)

Manufacturing Execution
System (MES)

Management Information
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Figure 1: A typical architecture of industrial control system.
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in Section 5. Te related work is given in Section 6. Finally,
conclusion and future work are given in Section 7.

2. Preliminary

2.1. Notations. Troughout the paper, we use the following
notations. Denote τ as the security parameter. Denote
a value x indexed by a label i as (x)i. (s, t)-secret sharing is to
divide secret into t parts, and any s participants can reveal
secret jointly. Denote (2, 2)-additive secret sharing, (3, 3)-
additive secret sharing, and (2, 3)-additive secret sharing in
Zn in Table 1.

r⟵ R means to randomly sample the element r from
the set R. In addition, y⟵ f(x) represents y is the output
when the function f( ) takes x as input. For
x ∈ [− 2l− 1, 2l− 1], map it to Z2l by adding 2l− 1.

2.2.Gradient BoostingDecisionTree. Our proposed platform
mainly uses gradient boosting decision tree (GBDT) as
intrusion detection model. Decision tree is a classical ma-
chine learning model, which is efcient and interpretable. Its
non-leaf node is decision node, which performs a test to
decide to go to left sub-tree or right sub-tree. Its leaf node is
the end of a decision path that begins with root node, in-
cluding prediction result. Boosting is a kind of algorithm
that combines many weak learners into a strong learner. Te
frst step is training a base learner, like decision tree. Ten,
adjust training samples according to the classifcation result
of base learner, so that those misclassifed samples will get
more attention in the subsequent training process. After
that, train next weak learner using adjusted training samples.
Repeat the process iteratively to obtain enough weak clas-
sifers and combine them together according to their weight
to obtain a strong classifer. Gradient boosting is an algo-
rithm in boosting, which iterates the new learner through
gradient descent.

Te GBDT is a learning algorithm based on boosting. Its
essence is that the next regression decision tree is built on the
gradient descent direction of the loss function of the last
round, and multiple regression decision trees are combined
into a gradient boosting decision tree fnally. When x is the
input of GBDT, its classifcation result is 􏽢y � 􏽐

K
k�1fk(x),

where K is number of decision trees in GBDT and fk(x) is
k-th tree’s output. In general, the tree in GBDTis CARTtree.

Given a training set S: � (x1, y1), (x2, y2),􏼈

. . . , (xn, yn)}, where xi is input feature vector and yi is its
class label. Te process of training GBDT consists of T

rounds iteration. In the k-th iteration, the goal is to generate
a decision tree fk to minimize the objective function L.

L
(k)

� 􏽘
n

i�1
l yi, 􏽢y

(k− 1)
i + fk xi( 􏼁􏼐 􏼑 +Ω fk( 􏼁, (1)

where Ω(f) � cT + 1/2λ􏽐
T
j�1ω

2
j is regularization item and

􏽢y
(k− 1)
i is i-th sample’s classifcation result in k-th iteration. l

is loss function, T is number of leaf nodes, and ωj is the value

of a leaf node. Expression (1) uses a second-order Taylor
expansion to get the following expression.

L
(k)≃􏽘

n

i�1
l yi, 􏽢y

(k− 1)
􏼐 􏼑 + gifk xi( 􏼁 +

1
2
hif

2
k xi( 􏼁􏼔 􏼕 +Ω fk( 􏼁,

(2)

where gi � z
􏽢y

(k− 1) l(yi, 􏽢y(k− 1)) is the frst step degree value of
loss function l and hi � z2

􏽢y
(k− 1) l(yi, 􏽢y(k− 1)) is the second step

degree value of loss function l.
Te k-th decision tree only includes a root node with the

training set S initially. Suppose a sample set S in a node is
partitioned into Sl and Sr; Lsplit(Sl, Sr) is defned as follows.

Lsplit Sl, Sr( 􏼁 � −
1
2

􏽐i∈Sl
gi􏼐 􏼑

2

􏽐i∈Sl
hi + λ

+
􏽐i∈Sr

gi􏼐 􏼑
2

􏽐i∈Sr
hi + λ

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ + cT. (3)

Perform a test for each possible split point and select the
optimal split point that causes minimum Lsplit. If the current
node does not meet the splitting requirements, for example,
the depth of the current node reaches the maximum, the
current node becomes a leaf node with a value V(S), and
V(S) is defned as follows.

V(S) � −
􏽐i∈Sgi

􏽐i∈Shi + λ
. (4)

GBDT has strong classifcation ability in anomaly
detection task.

2.3. Secure Multi-Party Computation. Secure multi-party
computation permits two or more participating parties to
obtain output result by jointly computing over sensitive data
from respective inputs. At the same time, the participating
parties do not learnmore about other parties’ inputs than the
information about the output, so that each participating
party can get computation result without leaking sensitive
message.

Secure multi-party computing usually includes two
diferent adversary models, namely, semi-honest security
model and malicious security model. A semi-honest security
model is one in which the adversary will honestly perform
the intended calculation process but may wish to know the
information of each party to the maximum extent. A
malicious security model is one in which an adversary can
control, manipulate, and arbitrarily contaminate in-
formation on a multi-party computing network. In this
work, we mainly consider the semi-honest security model.

Although the frst MPC protocol was already proposed
by A. C.-C. Yao [7] in the 1980s, it was implemented
practically in the last eighteen years. Nowadays, MPC be-
comes more important as data privacy gets more and more
attention. It was adopted for private set intersection [8] and
privacy-preserving machine learning [9].
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Secret sharing is one of important parts in MPC. Te
remaining part of this section introduces distributed interval
containment function (DICF) and shared oblivious transfer
that we adopt in our MPC protocol.

2.3.1. Function Secret Sharing. Function secret sharing (FSS)
[10] can split a function f: X⟶ Y into (f)0: X􏼈

⟶ Y , (f)1: X⟶ Y } and f(x) � (f(x))0 + (f(x))1
(mod|Y |) for each x ∈ X, where |Y | denotes the number of
element in Y . Distributed point function (DPF) is a FSS
scheme. For a point function fα,β(x): X⟶ Y , the range Y
has only one non-zero value fα,β(α) � β. Tere are two
algorithms in DPF:

(i) Gen(1λ, fα,β): It generates a pair of keys
((F)0(F)1). Each key is the share of fα,β without
revealing α and β.

(ii) Eval(i, (F)i, x): ∀x ∈ X, it outputs (βx)i, such that
(βx)0 + (βx)1 � fα,β(x) (mod |Y |).

Denote run Eval on all inputs by EvalAll(i, (F)i).
DICF [11] is also a FSS scheme that can judge whether

a secret input value is in a publicly known interval. Denote
an interval containment function as the following equation.

Fp,q(x) �
1, if x ∈ [p, q],

0, otherwise.
􏼨 (5)

DICF uses ofset interval containment function defned
as follows.

Fp,q,rin ,rout
x + rin( 􏼁 � Fp,q(x) + rout, (6)

where rin and rout are random ofset values. Like DPF, DICF
also consists of two algorithms.

(i) Gen(1λ, Fp,q,rin,rout
): it generates ((F)0, (F)1), as p, q

are publicly known and rin and rout are unrevealed.
(ii) Eval(i, (F)i, x + rin): outputs a result (β)i, so that

(β)0 + (β)1 − rout � Fp,q(x) (mod |Y |).

2.3.2. Oblivious Transfer. Oblivious transfer (OT) [12] is an
important basic block in many MPC protocols. In oblivious
transfer protocol, a sender has multiple messages and only
one of them will be selected by receiver. Which message is
selected is oblivious to the sender and the receiver can only
obtain the selected message.

Shared OT is a kind of OT scheme that is used to fetch
value in the shared form without revealing the value. In our
approach, we utilize a 3-party shared OT protocol. In this
protocol, three participants S0, S1, S2 share a data vector x �

(x0, x1, x2, . . . , xn− 1) and an index i (i ∈ Zn), as S0 holds
(x)0, (x)1, (i)0􏼈 􏼉, S1 holds (x)1, (x)2, (i)1􏼈 􏼉, and S2 holds
(x)2, (x)0, (i)2􏼈 􏼉, where (x)j � ((x0)j, (x1)j, (x2)j, . . . ,

((xn− 1)j)). Ten, they can fetch xi in the shared form
without revealing i by jointly computing.

2.4. Intrusion Detection. Te main goal of intrusion de-
tection system [13] is to detect cyberattacks. Cyberattack is
any type of ofensive action against computer systems,
computer networks, or personal computer. Damaging, ex-
posing, modifying, disabling software or services, or stealing
or accessing data from any computer without authorization
is considered an attack on the computer and computer
network. According to the attack mode, cyberattack can be
divided into active attack and passive attack. An active attack
attempts to destroy computer system, which includes denial
of service (DoS), distributed denial of service (DDoS), and
botnet, while a passive attack aims to learn information
about network system like port scan attack.

DoS deliberately attacks faws in the network protocol
implementation or depletes the target’s resources by brutal
means, so that service or network cannot provide normal
services. DDoS is a special form of denial of service attack
based on DoS. It is a distributed and coordinated large-scale
attack that may come from multiple attackers.

Botnet refers to the use of one or more means of
transmission to infect a large number of hosts with bot
program virus, so as to form a one-to-many control network
between the controller and the infected host. Te attacking
process of port scanning attack is usually to remotely scan
each port of the target computer, detect the services pro-
vided by diferent ports, and then record the response of the
target computer to collect its information.

Generally, network anomaly detection requires the in-
formation about data packets, such as packet header char-
acteristics, characteristics about TLS, and packet length.

3. System Framework and Security Model

Tis section gives the overview of our system framework
frstly and describes the security model in Section 3.2.

3.1. SystemFramework. Tere are several components in the
system framework, as depicted in Figure 2. Te ICS pre-
processed its packages frstly, including extracting features
and secret sharing. For each data package, a feature vector is
extracted from it. Te feature vector contains the in-
formation about packet header and packet length. Ten, the
feature vector is divided into three parts using (2, 3)-additive
secret sharing among S0, S1, S2. Next, the parts of secret are

Table 1: (s, t)-secret sharing.

(s, t)-additive
sharing in Zn

Description

(2, 2)-additive sharing [x]:� (x)0, (x)1􏼈 􏼉, where x � (x)0 + (x)1(mod n). S0 holds (x)0 and S1 holds (x)1

(3, 3)-additive sharing 〈x〉:� (x)0, (x)1, (x)2􏼈 􏼉, where x � (x)0 + (x)1 + (x)2(mod n). S0 holds (x)0, S1
holds (x)1, and S2 holds (x)2

(2, 3)-replicated sharing 〈x〉r:� (x)0, (x)1, (x)2􏼈 􏼉, where x � (x)0 + (x)1 + (x)2(mod n). S0 holds
(x)0, (x)1􏼈 􏼉, S1 holds (x)1, (x)2􏼈 􏼉, and S2 holds (x)2, (x)0􏼈 􏼉
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distributed to three servers, where a well-trained CART
model is stored in the shared form using (2, 2)-additive
secret sharing between S0 and S1. Finally, the three nodes
jointly obtain a detection result based on CART model,
running MPC protocols described in Section 4.

3.2. SecurityModel. In the process of anomaly detection, we
cannot store and process sensitive data from ICS in plain-
text, according to respective laws and regulations. In order to
detect attacks in network trafc with privacy assurance, we
adopt MPC to achieve our goals. Firstly, we assume that
there is a component in the ICS that can extract feature
vectors of its network packages. Tis component shall be
trusted, and it will then secretly share the extracted features
to the threeMPC nodes of our platform. One out of the three
MPC nodes can be semi-honestly corrupted by the adver-
sary.Te shared process result will be sent back to the system
admin of ICS, who will recover the result and make further
actions accordingly.

3.2.1. Security Requirements. As described above, our pro-
posed platform should protect privacy of ICS data when
examining the sensitive data. Besides, the platform should
respond accurately and quickly so that ICS can identify
anomalies in time.Tus, we defne the following key security
requirements.

(i) Data Privacy. Tough we detect the sensitive data
from ICS, the data will not be stored or processed in
plaintext. Even if a MPC node is semi-honestly
corrupted by the adversary, the data privacy can
still be protected.

(ii) Accuracy. As the platform’s task is anomaly de-
tection, the accuracy of detection model should be
as high as possible.

(iii) On Time. Our platform should respond ICS as fast
as possible so that ICS can handle cyberattack
timely.

4. Privacy-Preserving Decision Tree Evaluation

Tis section describes the MPC protocols utilized in our
approach. Firstly, we describe 3-party shared OT in Section
4.1. Ten, we give the whole detection process, including
data preprocessing, tree model storage, and evaluation.

4.1. 3-Party Shared OT. Given a replicated shared data
vector x � (x0, x1, . . . , xn− 1) and an additively shared index
i ∈ Zn, three participants hold the shared form
(x)0, (x)1, (i)0􏼈 􏼉, (x)1, (x)2, (i)1􏼈 􏼉, and (x)2, (x)0, (i)2􏼈 􏼉 re-
spectively, that is similar to [14]. Ten, the three participants
can obtain xi in shared form by running our 3-party shared
OT protocol.

4.1.1. Intuition. Our protocol is mainly constructed on the
basis of Paul et al. [14], whose main idea is that each par-
ticipant serves as the generator of DPF scheme, while the

other two participants serve as evaluators to get i-th value of
vector x in the shared form. For instance, let S0 be the DPF
generator and S1, S2 be the DPF evaluators. Firstly, S1 and S2
randomly select r1, r2⟵Zn, respectively. Ten, S1, S2 ex-
change r1 − (i)1, r2 − (i)2 and send r1, r2 to S0. After that,
S1, S2 compute σ: � r1 − (i)1 + r2 − (i)2 (mod n) and S0
computes θ: � (i)0 + r1 + r2 (mod n). It is easy to see that
θ − σ � i (mod n). Next, S0 generates a pair of DPF keys for
point function fθ,1(x) and sends keys to evaluators. Finally,
S1, S2 run full domain evaluation to jointly obtain
[β0,θ], [β1,θ], . . . , [βn− 1,θ]􏽮 􏽯 ([βk,θ] is 1 if k � θ, and is
0 otherwise). Note that θ-th element in shifted vector is
[(xi)2], as [(x)2] is cyclic shifted to the right σ position. After
all these steps, S1, S2 hold [(xi)2] in shared form. Following
similar steps, S0, S2 can jointly get [(xi)0] and S0, S1 can
jointly get [(xi)1]. In our 3-party shared OTprotocol, we let
the generator produce DPF keys of fμ,1(x), where μ⟵Zn

is randomly picked by generator. Ten, the generator can
produce DPF keys, which leads to less communication.
Subsequently, all participants jointly compute and reveal
〈σ〉: � 〈i〉 + 〈0〉 − μ to evaluators. At the end, evaluators
can get [(xi)0], [(xi)1], [(xi)2] in the shared form.

4.1.2. Protocol Description. Te 3-party shared OT is
depicted in Protocol 1. Initially, for j ∈ Z3, Sj and Sj+1 agree
on a random seed φj ∈ 0, 1{ }τ as j ∈ Z3, and if index (j + 1)

greater than 2, Sj+1 is the brief form of Sj+1 (mod 3). Note that
as the index j ∈ Z3, we omit (mod 3) in the rest of this
paper. Before each round of shared OT, for j ∈ Z3, node Sj

generates DPF keys ((Fμj
)0, ((Fμj

)1).Ten, Sj sends (Fμj
)0

to Sj+1 and (Fμj
)1 to Sj+2. All participants generate some 〈0〉

using random seeds and pseudo-random function PRF.Tey
jointly compute and reveal 〈σj〉:� 〈i〉 + 〈0〉− μj (mod N)

to evaluators Sj+1 and Sj+2. Next, evaluators Sj+1, Sj+2 use
DPF keys ((Fμj

)0, ((Fμj
)1) to get [β0,μj

], [β1,μj
], . . . ,􏼚

[βn− 1,μj
]} by running EvalAll algorithm. Ten, they jointly

obtain

xi( 􏼁j+2􏽨 􏽩 � 􏽘
n− 1

k�0
xk+σj

􏼒 􏼓
j+2
∙ βk,μj
􏼔 􏼕􏼠 􏼡 mod2l􏼐 􏼑. (7)

Tey can jointly get xi as xi � (xi)0 + (xi)1 + (xi)2.
Lastly, participants rerandomize shares to ensure their
uniform distribution.

4.2. Data Preprocessing. Before ICS transmits its network
packages, the data need to be preprocessed in two steps.
Firstly, ICS extracts a feature vector for each package so that
decision tree can detect on package level. Ten, it completes
data desensitization. A feature vector x � (x0, x1, . . . , xn− 1)

is shared as 〈x〉r � (x)0, (x)1, (x)2􏼈 􏼉, where (x)j � ((x0)j,

(x1)j, . . . , (xn− 1)j) and j ∈ Z3. Ten S0 holds (x)0, (x)1􏼈 􏼉, S1
holds (x)1, (x)2􏼈 􏼉, and S1 holds (x)2, (x)0􏼈 􏼉.

4.3. Storage of Tree Model. As we adopt a constant-round
MPC protocol that needs a full binary tree and our trained
model is just a binary tree, we will pad the binary tree as
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Figure 2: System framework.

Initialization:
for each j ∈ Z3 do

Sj and Sj+1 have the same random seed φj⟵ 0, 1{ }τ ;
end

Preparing:
for each Sj do

Generate μj⟵Zn;
Generate a pair of keys ((Fμj

)0, (Fμj
)1) for fμj ,1: Zn⟶ Z2l ;

Send (sid, (Fμj
)0) to Sj+1, (sid, (Fμj

)1) to Sj+2;
end

for each Sj do
Receive (sid, (x)j, (x)j+1, (i)j) from the environment;

end
for each Sj do

for each k ∈ Z3 do
rk,j⟵PRFZn

φj
(sid, k), rk,j+2⟵PRFZn

φj+2
(sid, k);

(σk)j⟵ (i)j + rk,j − rk,j+2 (mod n);
end
(σj)j⟵ (σj)j − μj (mod n);
Send (sid, (σj)j, (σj+1)j) to Sj+2, (sid, (σj)j, (σj+2)j) to Sj+1;

end
for each Sj do
Receive (sid, (σj+1)j+1, ((σj+2)j+1) from Sj+1, (sid, (σj+2)j+2, ((σj+1)j+2) from Sj+2;

end
for each Sj do
for each k ∈ Z3 do

PROTOCOL 1: Continued.
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depicted in Figure 3 when storing the tree model. Ten, we
get a full binary tree such that adding tree nodes does not
afect the fnal result.Tis full binary tree can be saved as two
vectors N � (N0, N1, . . . , NN− 1) and L � (l0, l1, . . . , lL− 1),
where N:� 2d− 1 − 1 is the number of non-leaf nodes and
L: � 2d− 1 is the number of leaf nodes in a full binary tree
with depth d. Ni (Ni:� ti, vi􏼈 􏼉) denotes the non-leaf node
with index i. Te index increases from top to bottom, left to
right. If a non-leaf node has non-leaf sub-nodes, its left child
node is N2i+1 and its right child node is N2i+2. Te values ti

and vi belongs to the i-th non-leaf node. Given a feature
vector, the decision tree algorithm extracts the ti-th value of
the feature vector to compare with the threshold vi. If ti-th
value of feature vector is greater than vi, perform the same
operation on the right child node, otherwise on left child
node.Te algorithmwill be end when the node is a leaf node.
Te li in L is classifcation result when the leaf node with
index i is the end of decision path. N and L are shared as
[N] � (N)0, (N)1􏼈 􏼉 and [L] � (L)0, (L)1􏼈 􏼉. Ten, S0 holds
(N)0, (L)0􏼈 􏼉 and S1 holds (N)1, (L)1􏼈 􏼉, where (N)j �

( (t0)j, (v0)j􏽮 􏽯, (t1)j, (v1)j􏽮 􏽯, . . . , (tN− 1)j, (vN− 1)j􏽮 􏽯), (L)j �

((l0)j, (l1)j, . . . , (lL− 1)j) and j ∈ Z2.

4.4. Evaluation. When the three servers received a feature
vector, respective feature values will be compared with each
value vi in non-leaf node Ni. For each edge in decision tree,
S0 and S1 will obliviously set their cost to 0 if the edge is
selected according to the comparison; otherwise, set to
a random non-zero value, as depicted in Figure 4. Ten, S0
and S1 jointly sum up edge costs for all paths. Among all
costs of paths, only one is zero, that is, the corresponding
path is the decision process and the classifcation of the leaf
node in this path is detection result.

As described in Protocol 2, the process of evaluation
contains three key steps: feature selection, comparison, and
path evaluation.

4.4.1. Feature Selection. For each node Ni � ti, vi􏼈 􏼉, ti is
stored in S0 and S1 in the shared form [ti]. [ti] will be
extended to 〈ti〉 � (ti)0, (ti)1, 0􏼈 􏼉, and S2 holds 0. Ten, run
3-party shared OT mentioned above to get the feature
value 〈xti

〉.

4.4.2. Comparison. Comparison depends on the DICF
scheme, where S2 generates keys and S0, S1 are evaluators. S2
generates a pair of keys for each non-leaf nodeNi � ti, vi􏼈 􏼉 to
compare corresponding feature value of input with a ran-
dom value μi, such that servers cannot obtain vi. Ten, S0, S1
get a value ∆xi � xti

− vi + μi by jointly computing. Next, S0
and S1 jointly get comparison result [bi] by evaluating DICF
keys with ∆xi, as bi � 0 if (xti

− vi)≤ 0 and bi � 1 otherwise.

4.4.3. Path Evaluation. S0 and S1 generate random value r_i
together for each non-leaf node Ni in the tree. Ten, S0 and
S1 locally compute the left out-going edge cost [ei,lef t] �

[bi · ri] and the right-going edge cost [ei,right] � [(1 − bi) · ri]

for node Ni. Ten, as depicted in Figure 4, S0 and S1 jointly
get path costs [P], where P: � (p0, p1, . . . , pL− 1) and only
one path cost in P is 0. To obliviously get classifcation result
according to the position of 0 in P, S0, S1 jointly pick
a random value δ⟵ZL, and cyclic shift L and P to the

σk⟵ (σk)0 + (σk)1 + (σk)2;
end

(β0,μj+1
)1, (β1,μj+1

)1, . . . , (βn− 1,μj+1
)1􏼚 􏼛⟵DPF.EvalAll(1, (Fμj+1

)1);

(β0,μj+2
)0, (β1,μj+2

)0, . . . , (βn− 1,μj+2
)0􏼚 􏼛⟵DPF.EvalAll(0, (Fμj+2

)0);

(y)j⟵􏽐
n− 1
k�0((xk+σj+1

)j · (βk,μj+1
)1 + (xk+σj+2

)j+1 · ((βk,μj+2
)0);

ψj⟵PRFZ2l
φj

(sid), ψj+2⟵PRFZ2l
φj+2(sid);

Return (y)j:� (y)j + ψj − ψj+2 (mod 2l);
end

PROTOCOL 1: 3-party shared OT protocol.

l3

l2l1

l0

l0 l0 l1 l2 l3 l3 l3 l3

Figure 3: Padding binary tree.

0

0

0

0 0

0

0 0

l0 l1 l2 l3 l4 l5 l6 l7

r0

r2

r3 r4

r5

r6
r1

Edge Costs

Path Costs R0 R1 R2 R3 R4 R5 R6

Figure 4: Each edge is set to 0 or random value ri(i � 0, 1, 2, . . .).
Each path to a leaf node has a cost Rj(j � 0, 1, 2, . . .) by summing
up all costs of edges in the path, and only one’s cost is 0.
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right δ position to obtain L′ � (l0′, l1′, . . . , lL− 1′ ) and
P′ � (p0′, p1′, . . . , pL− 1′ ). Ten, they generate a random
vector Q: � (q0, q1, . . . , qL− 1)⟵ (Z2l)L, and jointly
compute L″ � L′ − Q (li″: � li′ − qi is the element with index i

in L″). Subsequently, S0, S1 reveal P′, L″ to S2. After obtaining
P′,L″, S2 generates a pair of DPF keys for point function
fω,1(x), where ω is the index of pω′ � 0. Lastly, S0, S1 serve as
evaluators and jointly compute [qω] � 􏽐

L− 1
i�0 (qi·

Initialization:
for each j ∈ Z3 do

Sj and Sj+1 agree on the same random seed φj⟵ 0, 1{ }τ ;
end

Preparing:
ε � 2l− 1 − 1;
for each i ∈ ZN do

S2 generates μi⟵Z2l ;
S2 generates keys ((Fμi

)0, (Fμi
)1) for F0,ε,μi ,0: Z2l⟶ Z2τ ;

S2 sends (sid, (Fμi
)0) to S0, (sid, (Fμi

)1) to S1;
end

for each Sj do
for each i ∈ ZN do

ri,j⟵PRFZ2l
φj

(sid, i), ri,j+2⟵PRFZ2l
φj+2(sid, i);

(ti)2⟵ 0, (vi)2⟵ μi;//feature selection
Run 3-party shared OT protocol to get (xti

)j;
(∆xi)j⟵ (xti

)j − (vi)j + ri,j − ri,j+2 (mod 2l);//comparison
end
(∆x)j: � ((∆x0)j, (∆x1)j, . . . , (∆xN− 1)j);
Send ((sid, (∆x)j) to S0, S1;

end
for each j ∈ 0, 1{ } do

Sj receives (sid, (∆x)1− j) from S1− j, (sid, (∆x)2) from S2;
for each i ∈ ZN do
∆xi⟵ (∆xi)0 + (∆xi)1 + (∆xi)2 (mod 2l);
(bi)j⟵DICF.Eval0,ε(j, (Fμi

)j,∆xi);
ri⟵PRFZ2τ

φ0
(sid, i);//path evaluation

(ei,right)j⟵ (1 − j − (bi)j) · ri, (ei,left)j⟵ (bi)j · ri;
end
δ⟵PRFZL

φ0
(sid, 0);

for i ∈ ZL do
(pi)j⟵ Sum up the share of edge costs along i-th leaf node’s path;
(pi
′)j⟵ (pi− δ (mod L))j;

(qi)0⟵PRFZ2l
φ0 (sid, i, 0), (qi)1⟵PRFZ2l

φ0 (sid, i, 1);
(li″)j⟵ (li− δ (mod L))j − (qi)j (mod 2l);

end
(P′)j: � ((p0′)j, (p1′)j, . . . , (pL− 1′ )j), ((L″)j: � (l0″)j, (l1″)j, . . . , (lL− 1″)j);
Send (sid, (P′)j, (L″)j) to S2

end
S2 receives (sid, (P′)0, (L″)j) from S0, (sid, (P′)1, (L″)1) from S1;
for each i ∈ ZL do

if (pi)0 + (pi)1 � 0 (mod 2τ) then
ω⟵ i;
((Fω)0, (Fω)1⟵DPF.Gen(1τ , fω,1)) for point function fω,1: ZL⟶ Z2l ;
Send (sid, (Fω)0) to S0, (sid, (Fω)1) to S1;
Return lω″: � (lω″)1 + (lω″)2 (mod 2l);

end
end
for each j ∈ 0, 1{ } do

Sj receives (sid, (Fω)j);
(β0)j, (β1)j, . . . , (βL− 1)j􏽮 􏽯⟵DPF.EvalAll(j, (Fω)j);

(qω)j⟵􏽐
L− 1
i�0 (((qi)0 + (qi)1) · (βi)j) (mod 2l);

Return (qω)j;
end

PROTOCOL 2: Constant-round evaluation protocol.
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[fω,1(i)]) (mod 2l). S0, S1 send [qω] to ICS and S2 sends lω″
to ICS, so that the system admin of ICS gets classifcation
result. Note that the result lω′ � qω+ lω″ (mod 2l).

4.5. Security Analysis. Te main building block of our
privacy-preserving decision tree evaluation protocol is the
3-party shared OT (cf. Section 4.1). Te construction of
the 3-party shared OT protocol is inspired by Paul et al.
[14]. At high level, in turn, each of the three servers plays
the role of a DPF generator, and the other two servers play
the role of DPF evaluators to obtain the i-th position value
of their (2, 3)-replicated shared data x. In particular, for
instance, when S0 is the DPF generator, it generates a pair
of DPF keys for a random position μ ∈ Zn. Let the shared OT
choice be [i]. In the online phase, the servers jointly open δ:�

i − μ (mod n) to S1, S2. Tey can then shift the shared data x
by δ position such that the μ-th position of the shifted data x′
is xi.

We now analyze the security of this part. First of all,
revealing δ: � i − μ (mod n) leaks no information about i,
as i is masked by μ information theoretically. Moreover,
assuming that the underlying DPF scheme is secure, S1 and
S2 obtain the shared form of xi. Repeating the above process
for all three servers, we obtain the fnal result. Note that, for
efciency, we use PRF to generate shares of 0 without
communication; assume that the underlying PRF is secure,
and the generated shares are computationally in-
distinguishable from uniformly random ones. Terefore,
when any of the three servers is semi-honest corrupted, its
view is computationally indistinguishable from a few ran-
dom shares (and the DPF keys).

When the model is not a full binary tree, we pad the
model to a full binary tree by adding dummy nodes;
therefore, the tree evaluation process does not leak any
information about the tree structure to theMPC players.Te
security of the feature selection phase can be reduced to the
security of the 3-party shared OT. In addition, we adopt the
DICF scheme for secure comparison, and its security is
proven in [11]. Finally, with regard to the path evaluation, we
designed an encoding scheme for the tree such that we can
evaluate the path within one multiplicative round. As a re-
sult, after evaluation, only the output label will be 0, and the
remaining labels are uniformly random. Since each tree uses
diferent fresh random encoding instances, the three severs
cannot learn any additional information other than the
intended output label.

5. Implementation and Benchmark

5.1. Dataset Description and Experiment Setup. In the ex-
periment, we adopt CICIDS2017 [15] as dataset. It captures
normal packages and attacks in simulated network envi-
ronment that is similar to the real-world network. Te
dataset contains several CSV fles, and each of them includes
a kind of attack. We perform experiment on the CSV fles
corresponding to DDoS, DoS, botnet, port scan, and web
attacks, as described in Table 2. Each entry in CSV fle
contains a feature vector and a class label. Te feature vector

includes 78 features, such as timestamp, source IP, desti-
nation IP, package length, and protocol.

We evaluate the performance of the GBDT model and
CART model for the binary classifcation task with
CICIDS2017 dataset. Te samples of DDos, DoS, botnet,
port scan, and web attacks are labeled as attack, and the
others are labeled as normal. We randomly select 80% of this
dataset as our training set and the remainder as
validation set.

5.2. Evaluation Metrics. To evaluate the performance of
intrusion detection, we adopt some evaluation metrics, such
as Precision, Recall, and F1. Tese metrics depend on four
parameters. (i) True Positive (TP) denotes the number of
attack samples that are correctly classifed. (ii) False Negative
(FN) denotes the number of attack samples that are wrongly
classifed. (iii) True Negative (TN) denotes the number of
normal samples that are correctly classifed. (iv) False
Positive (FP) denotes the number of normal samples that are
wrongly classifed.

(i) Precision indicates how many samples that are
classifed as attacks are real attacks.

Precision �
TP

TP + FP
. (8)

(ii) Recall indicates how many attack samples are
correctly classifed. Since the proportion of attack in
the total sample is small and the attack will cause
severe consequence, we need to identify as many
attacks as possible. Terefore, Recall is an important
evaluation metric.

Recall �
TP

TP + FN
. (9)

(iii) F1-score is calculated based on Precision and Recall
and shows the trade-of between Precision and
Recall.

F1 �
2 × Precision × Recall
Precision + Recall

. (10)

5.3. IntrusionDetectionResult. In our experiment, we utilize
GBDT mentioned in Section 2.2 as our detection model
frstly. We set the regularization coefcients c � 1 and λ � 1
and learning rate as 0.1. In the GBDT model, each tree’s
maximum depth is set to 9. Figure 5 shows the performance
of GBDT model, when the iterations are 5, 10, 15, 20, 40,
and 60.

Table 2: Description of CSV fles of CICIDS2017.

Attack type Normal samples Attack samples Total samples
DoS 440031 252661 692692
DDoS 97718 128027 225745
Botnet 189067 1966 191033
Port scan 127537 158930 286467
Web attacks 168186 2180 170366
Total 1022539 543764 1566303
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We use regularization item to prevent overftting. As
shown in Figure 5, the metrics Recall and F1-score notably
enhance as the number of iterations increases. When the
number of iterations reaches 60, the GBDTmodel performs
good on three metrics (99.84%Recall, 99.90%Precision, and
99.87%F1).

Ten, we use a CART decision tree model as detection
model to evaluate its performance on CICIDS2017 dataset.
We set the maximum depth of decision tree to 9 and obtain
its evaluation result (99.09%Recall, 94.32%Precision, and
96.65%F1). By adopting multiple decision trees for iterative
learning, the GBDT model obtain stronger classifcation
ability than single CART decision tree.

5.4. Time Efciency. We run our platform in diferent
network environments to evaluate its time efciency. Te
network environments are simulated, including LAN (0.1ms
RTT, 1Gbps bandwidth), MAN (6ms RTT, 100Mbps
bandwidth), and WAN (80ms RTT, 40Mbps bandwidth).
We set the depth of full decision tree to 5, 7, 9, 11, and 13.We
evaluate the time efciency of our proposed platform when
the platform evaluates one tree and evaluates one thousand
trees. Each tree is a full binary tree. Our benchmarks are
executed on a desktop with Intel(R) Core i7 8700 CPU @
3.2GHz, and the operating system is Ubuntu 18.04.2 LTS
with 6 CPUs, 32GB memory, and 1 TB SSD.

As shown in Table 3, our platform performs good in
diferent simulated network environments. Our platform
can evaluate one thousand trees whose depth is 9 in
11 seconds when the network environment is LAN (0.1ms
RTT, 1Gbps bandwidth). However, the increasing depth of
decision tree results in more communication cost because
the constant-round protocol’s communication cost is O(2d),
where d is depth of full tree. Terefore, the proposed pro-
tocol is not suitable for the tree model whose depth is greater
than 9. As GBDT uses multiple trees, the GBDT model is

signifcantly slower than the CART model. Each tree of
GBDT can be evaluated independently, and fnally client
sums up trees’ evaluation result to obtain classifcation re-
sult. Terefore, we can improve the parallel computing
capability of the proposed platform to enhance time ef-
ciency of the GBDT model.

6. Related Work

Anomaly detection has been developed for decades and is
widely used as defensive method in conventional network.
However, since ICS is diferent from conventional network
system, anomaly detection technique cannot be used in ICS
directly. Availability and real-time performance are required
in ICS-specifc IDS [16]. Tere are a large number of works
on ICS-specifc IDS. With the development of machine
learning (ML) and deep learning (DL) algorithms, most
recent works use them to detect anomaly in ICS.Te authors
in [17] evaluated several machine learning models on an ICS
dataset called Power System Dataset, such as Nearest
Neighbor, Random Forests, Naive Bayes, SVM, AdaBoost,
and JRip. In [18], the authors evaluated diferent ML and DL
algorithms using their generated ICS dataset Electra. Tese
algorithms contain One-Class SVM, SVM, Isolation Forest,
Random Forest, and Neural Network. In [19], the authors
used the Pearson Correlation Coefcient (PCC) to select
packet features and used the Gaussian Mixture Model
(GMM) to transform important features for privacy pres-
ervation. Ten, they used the transformed features as input
of a Kalman Filter to detect anomaly. In [20], they utilized
Bloom flter to store the signature database for packet-based
intrusion detection and applied an LSTM model to learn
temporal features.

In private branching program (BP) and decision tree
evaluation with constant communication round, there have
been several works. Te work in [21] evaluates BP with input
encrypted by homomorphic public-key cryptosystem.
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Figure 5: Te anomaly detection result using GBDT model with diferent number of iterations to detect samples in validation set.
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However, it is impractical when the input feature vector is
too large. After that, some evaluation protocols with con-
stant communication round are proposed. In [22], the
authors utilized additive homomorphic encryption (AHE)
and OT for obliviously feature selection and converted the
BP model into a secure program with Garble Circuits for
comparison. Bost et al. [23] evaluated a decision tree with
costly fully homomorphic encryption (FHE) by treating
decision tree as a high-degree polynomial. Te authors of
[24] used OT to select leaf node and DGK protocol based on
AHE instead of FHE for comparison. Raymond et al. [25]
improved the work in [24] by representing decision tree as
linear functions instead of high-degree polynomial form.
Tey computed “path cost” of each leaf node and used it to
decide which leaf node contains classifcation result. In [26],
they reviewed prior constant-round approaches and pro-
posed a modular construction from three constant-round
sub-protocols: private feature selection, secure comparison,
and oblivious path evaluation.

7. Conclusion and Future Work

In this paper, we proposed a privacy-preserving anomaly
detection platform for industrial control system. It depends
on two main components, detection model and MPC
protocol. We use GBDT and CART as anomaly detection
models, which are able to detect anomaly with high ac-
curacy. As information privacy is protected by laws and
regulations in many countries, we adopt a MPC protocol
that can detect network packages from ICS based on de-
cision tree when sensitive data are invisible. Te experi-
mental results indicate that the proposed platform can
detect anomaly on package level in real time with high
accuracy.

Our platform can be developed in several ways in the
future. Firstly, we plan to evaluate the performance of our
platform in a simulated environment that resembles real
environment. In addition, to make detection model more
practical, it is necessary to use real data of ICS as training set.
Lastly, we will utilize a privacy-preserving machine learning
approach in training stage to ensure training data privacy.
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PassPoint is a graphical authentication technique that is based on the selection of five points in an image. A detected vulnerability
lies in the possible existence of a pattern in the points that make up the password. +e objective of this work is to detect
nonrandom graphical passwords in the PassPoint scenario. A spatial randomness test based on the average of Delaunay triangles’
perimeter is proposed, given the ineffectiveness of the classic tests in this scenario, which only consists of five points. A state-of-
the-art of various applications of Voronoi polygons and Delaunay triangulations are presented to detect clustered and regular
patterns. +e distributions of the averages of the triangles’ perimeters in the PassPoint scenario for various sizes of images are
disclosed, which were unknown. +e test’s decision criterion was constructed from one of the best distributions to which the data
were adjusted. Type I and type II errors were estimated, and it was concluded that the proposed test could detect clustered and
regular graphical passwords in PassPoint, therefore being more effective in detecting clustering than regularity.

1. Introduction

Graphical authentication schemes are alternatives to pass-
words based on alphanumeric characters. +ese are used in
user authentication or key generation for use in crypto-
graphic algorithms [1]. Graphic passwords can be formed by
the combination of photos, images, or iconography. Given
the characteristics of the images, they produce a much larger
password space and are more resistant to dictionary attacks
since alphanumeric password phrases that are relatively easy
to predict are often used.+ese passwords’ efficiency is based
on the ability of humans to remember patterns in images
instead of memorizing sets of characters of great length and
complexity.

An updated description and critical assessment of the
different graphical authentication schemes’ security and

usability can be found in [2]. PassPoint is a graphical au-
thentication technique that bases its operation on selecting
and remembering patterns of points in images [3]. +e
authentication process involves the user selecting various
points on the image in a particular order. When logging in,
the user is supposed to click near the points selected in the
registration phase within a tolerance region or neighbor-
hood. One of the vulnerabilities of PassPoint lies in the
possible existence of a pattern in the points that make up the
password [2]. +is pattern can be determined either by
selecting the points or by the spatial distribution of them in
the image. Considering the latter, a password is considered
weak if the points are not randomly distributed and can be
obtained by an attacker applying various techniques such as
those described in [4–7]. +e main types of nonrandomness
present between the points, in that case, are clustering,
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regularity, and smoothness. According to the behavior of the
points distributed in the plane (in this case, image), the
spatial point patterns are classified into random (homoge-
neous Poisson point process), regular (uniform or a pattern
in inhibition), or clustered (aggregates), [8–12]. During the
registration phase of the PassPoint, it is necessary to de-
termine whether the points selected by the user follow a
random spatial pattern.

In [13], it is stated that Delaunay triangulation and
Voronoi polygons have been widely used to analyze the
pattern of distribution of points and measure spatial in-
tensity. To measure the distribution of points, we calculate
the nearest neighbor and the point pattern shape. When
calculating a Voronoi diagram to a point distribution to test
the complete spatial randomness of the point distributions,
the characteristics of the Delaunay triangles are extracted
(e.g., interior angles and edge lengths). Spatial intensity, i.e.,
how concentrated the points are in a particular study area, is
measured by calculating the area and elongation of the
Voronoi polygons. +is approach has been used in many
applications, including agriculture, microbiology, and as-
tronomy [14].

In this work, a statistical test is proposed to detect
clustering or regularity between the points of a graphical
password in PassPoint. +is test is based on the Delaunay
triangles generated by that password, specifically on the
average of those triangles’ perimeters. +e effectiveness of
the proposed test is experimentally verified. Type I error
resulting when applying them to random passwords is es-
timated and kept at acceptable levels for practical applica-
tions; on the other hand, type II error resulting when applied
to clustered and regular passwords is estimated, and as
expected, it is observed that it depends on the level of
clustering or regularity. +e article is structured in 4 sec-
tions: Section 1 shows the Introduction; Section 2 is com-
posed of PassPoint, spatial point patterns, classic tests most
used in complete spatial randomness, and the applications of
Voronoi diagrams and Delaunay triangulations in the de-
tection of spatial point patterns. Section 3 shows our con-
tribution: detection of weak graphical passwords in
PassPoint, based on the perimeter of their Delaunay tri-
angles, and finally in Section 4, the conclusions and future
work are presented.

2. Preliminaries

2.1. PassPoint. PassPoint is a graphical authentication
scheme of the cued-recall type presented in [3]. +is tech-
nique requires the user to select as their password during the
registration phase an ordered set of 5 points (pixels) in an
image. In the authentication phase, the same points must be
selected approximately and in the same order that they were
registered. For the authentication process to be effective and
convenient for the user, there must be a tolerance associated
with each point (approximately 0.25 cm). It is possible to use
any image to select the password points; it can be provided
by the user or the system itself. +e authors of this scheme
recommend using images that have hundreds of Hotspots
spread evenly for greater security.+e password is not stored

explicitly, but a hash of the concatenation of the password
points is generated. However, this causes a problem when
applying the password hashing function. It is unlikely that
the user will select the same points selected in the au-
thentication phase-image in the registration phase, which
means that the password hashing function will always be
different. To establish the tolerance around each point, a
discretization mechanism is used, which reduces the pass-
word space and provides relevant information to carry out a
dictionary attack [15]. A discussion about the importance of
the discretization mechanism in graphic password schemes
can be seen in [16–18], while in [16–19], some of the different
methods of discretization known so far are presented.

While the selection of images by the user may increase
the ability to memorize their password, there is a possibility
that, at the same time, security will be compromised with
images with few security features (e.g., few memorable
points and images that are easy to predict with knowledge
about the user) [3]. In several studies such as those presented
in [7, 15, 20, 21], dictionary attacks have been carried out
using digital image processing techniques. +e spatial pat-
terns in the user’s selection of points reduce the effective
space of a password and give an advantage to possible at-
tackers, who can use this knowledge to increase their attacks’
probability of success. In the study presented by [22], it is
suggested that it is possible to obtain patterns in the shape
and order of the selection of the points without knowing the
image used to create the password. Users tend to select their
password points in separate compositions from the back-
ground images, to facilitate the memorability of their
passwords. If the set of points selected by the user as their
graphical password does not follow a random pattern, it
presents a shape of a straight line, curved or by default (Z,W,
C, V), or of every 2 consecutive points out of the 5 that make
up the password; they are at constant distances. +en, said
graphical password is considered weak, as it can be com-
promised using dictionary attacks [2, 5, 23].

2.2. Spatial Point Patterns. +e phenomena that occur in
some regions of space, such as data on human settlements,
animals, the cultivation of crops, or information on the
behavior of a pandemic (such as COVID-19 in 2020),
represent an occurrence through its spatial coordinates
(x, y). +e datasets generated by these coordinates are called
spatial point patterns [8, 10, 11, 24, 25]. From the study of
spatial patterns, inferences can be made about the existence
of interactions between each population’s individuals.
Spatial point patterns are classified as random (homoge-
neous Poisson point process), regular (uniform or an
inhibiting pattern), or clustered (aggregated); see Figure 1.

To decide the behavior of an observed point pattern, a
complete spatial randomness (CSR) test is applied where it is
assumed as a null hypothesis that the pattern comes from the
Poisson distribution; that is, that the pattern of points fol-
lows a random distribution [8, 26, 27]. +e spatial point
patterns present two fundamental characteristics [12, 27].
One of them is related to the intensity of the number of
points per unit area; the second is based on looking for
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relationships between each point with those of its sur-
roundings, mainly through the distance between points.

2.3. Classic Tests Most Used in Complete Spatial
Randomness (CSR)

2.3.1. K-Ripley Function. If a Poisson process randomly
distributes a set of points with intensity λ, the expected
number of points in a circle of radius r is λπr2. +e deviation
from randomness can be quantified using the K-Ripley
function [8, 25, 27], which reflects the type, intensity, and
range of the spatial pattern by analyzing the distances be-
tween the points, defined as follows:

K(r) �
A

n
2 􏽘

n

i�1
􏽘

n

j�1
ki,j(r)ei,j(r), (1)

for all i≠ j, where n is the number of points in the pattern, A

is the area of the region under study, ei,j(r) is the edge
correction method, and ki,j(r) is the following indicator
function:

ki,j(r) �
1, ifri,j ≤ r,

0, ifri,j > r,

⎧⎨

⎩ (2)

where ri,j is the distance between points i and j. +e edge
effects arise because the points that appear outside the limits
of the study area are not taken into account to estimate the
statistic, even though they are at a distance less than r from a
point located within the area. One of the possible expres-
sions of theK-Ripley function, taking into account one of the
edge correction methods, is as follows:

Kbord(r) �
A 􏽐

n
i�1 ξi(r) 􏽐

n
j�1 ki,j(r)

n 􏽐
n
i�1 ξi(r)

, (3)

where ξi denotes the indicator function that is equal to 1 if
the distance from a point pi to the edge A is greater than or
equal to r and 0 otherwise. It is worth clarifying that there are
other ways to correct the edge effect, which lead to alter-
native expressions of the K function. A detailed review of
these methods can be found in [8, 28].

+e transformation 􏽢L(r) �
������
K(r)/π

􏽰
allows linearizing

the function K(r) and stabilizing the variance, and by means

of the L(r) � 􏽢L(r) − r transformation, it is possible to adjust
the Poisson pattern to the value of zero. A clustered pattern
occurs when L(r) is significantly greater than zero, and a
regular pattern occurs when L(r) is significantly less than
zero.

2.3.2. =e G Function, Distance to the Nearest Neighbor.
+is method is based on the distances from each point to its
nearest neighbor [8, 27]. +e expected cumulative distri-
bution function for the nearest neighbor distances d is
defined by the Poisson distribution:

G(d) � 1 − e
− λπd2

. (4)

If over an areaA, n points are randomly distributed, where
λ � n/A. To consider the correction of the edge effect, the
following function is used:

􏽢G(d) �
􏽐

n
i�1 Ii(d)

n
, (5)

where n is the number of points in the pattern and Ii(d) is
the indicator function, which takes the value of one if the
Euclidean distance between point i and its closest neighbor is
less than d, and 0 otherwise; see [8]. A clustered pattern
occurs when 􏽢G(d)>G(d), while a regular pattern occurs
when 􏽢G(d)>G(d).

2.3.3. =e Function F, Distance to the Null Space. +e null
space distance measures the distance d from each point in
an additional m set, called a grid, to the closest of the n

points in the observed pattern. For a pattern under the CSR
hypothesis, its distribution is the same as for the function
G(d), i.e.,

F(d) � G(d) � 1 − e
− λπd2

, (6)

where λ is the intensity of the pattern. For estimating dis-
tances, a set ofm points similar to n of the observed pattern is
usually used. +e distribution of the observed pattern is
estimated by

􏽢F(d) �
􏽐

m
j�1 Ij(d)

m
, (7)
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Figure 1: Random point pattern: (a) regular (b) and clustered (c).
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where m is the number of points on the grid and Ij(d) is the
indicator function that the value of one if the Euclidean
distance between point j on the grid and its closest neighbor
in the pattern is less than d, and 0 otherwise.

+e use of the F(d) function is similar to that of the G(d)

function, using Monte Carlo simulations to estimate its
critical values and graphical diagnostic tools in the same
way. However, the interpretation of the deviations from the
observed distribution is opposite: values more significant
than those of the theoretical distribution indicate regularity
and smaller values indicate clustering. +e F function is
usually more effective at detecting CSR deviations towards
the cluster; see [27].

2.4. Applications of Voronoi Diagrams and Delaunay Trian-
gulation in the Detection of Spatial Point Patterns.
Voronoi diagrams are geometric structures that allow you to
build a partition of the Euclidean plane. Given an initial set
P � p1, p2, . . . , pn􏼈 􏼉 of n points in the plane, a Voronoi
diagram is defined as a partition of the Euclidean plane into
n disjoint regions.

Definition (a planar ordinary Voronoi diagram): Let
P � p1, p2, . . . , pn􏼈 􏼉 ⊂ R2, where 2≤ n<∞ and pi ≠pj, for,
i, j ∈ Jn. We call the region given by

V pi( 􏼁 � q: q − pi ‖2 ≤ ‖q − pi ‖2, forj≠ i, j ∈ Jn􏼈 􏼉. (8)

+e planar ordinary Voronoi polygon associated with pi

(or the Voronoi polygon of pi ), and the set given by

V � V p1( 􏼁, . . . , V pn( 􏼁􏼈 􏼉. (9)

+e planar ordinary Voronoi diagram by P (or the
Voronoi diagram of P ): we call pi of V(pi) the i th Voronoi
polygon, and the set P � p1, p2, . . . , pn􏼈 􏼉 is the generator set
of the Voronoi diagram V (in the literature, a generator
point is sometimes referred to as a site). [29].

For the dual graph of a Voronoi diagram is a Delaunay
triangulation, see Figure 2. A triangulation of the set P of
points on the plane is Delaunay if and only if the cir-
cumscribed circumference of any triangle in the lattice
does not contain a point of P in its interior. +is condition
is known as Delaunay’s condition. +e Voronoi diagrams
and the Delaunay triangulation in the two-dimensional
case present a series of characteristics determined by the
behavior of the point pattern observed in the initial set of
points [9, 29, 30].

Since the mid-1980s, some of these characteristics
have been used in the study of spatial point patterns. For
example, in [31], although the total number of patterns
examined is not large, the influence of a Delaunay tri-
angle’s interior angles is studied to detect clustering at the
points. In general, the authors concluded that the mini-
mum angle seems preferable to the maximum one to
detect clustered or regular patterns. However, there are
indications that the maximum angle seems to detect some
cases of clustering that are not discernible by the mini-
mum angle. In order to analyze whether the

characteristics, interior angle of a Delaunay triangle,
minimum angle, mean angle, and maximum angle of a
Delaunay triangle, length of one side of a Voronoi
polygon, the distance between a site and a vertex of its
Voronoi polygon (radius of a circle circumscribed in a
Delaunay triangle), length of one side of a Delaunay
triangle, and area and perimeter of a Delaunay triangle are
capable of detecting nonrandomness. In [9], they gen-
erated 100 clustered or regular points in a square unit.
Obtaining the characteristic “minimum angle of a
Delaunay triangle” is more effective in detecting regular
patterns than the others in detecting clustered patterns.
An adaptive spatial clustering algorithm based on
Delaunay triangulation is proposed in [32]. +is algo-
rithm uses both the Delaunay triangulation edge’s sta-
tistical characteristics and a new definition of spatial
proximity based on the Delaunay triangulation to detect
spatial clusters.

Discovery of Spatial Patterns with Extended Objects
(DEOSP) [33, 34] is another method that allows for the
discovery of patterns for extended objects (straight lines,
strings of lines, and collections of the same), although it does
not allow operating on the extended objects as areas. DEOSP
is based on structures related to the Delaunay triangulation.
+e work presented in [35] uses the area and perimeter of
the Voronoi polygons to analyze changes in the spatial
patterns of permanent GNSS (Global Navigation Satellite
System) stations ASG-EUPOS (Active Geodetic Network-
European Position Determination System) in Poland
depending on the scales used. Another vital application of
Voronoi polygons is the one presented in [36]. In it, the
analysis of macromolecular complexes is presented from a
method based on 3D Voronoi tessellations. +e method
enables local density estimation, segmentation, and quan-
tification of 3D particle localization microscopy data;
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Figure 2: Representation of a Voronoi diagram (VD) and its
corresponding Delaunay triangulation (DT).
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specifically, the authors use the area of Voronoi polygons to
detect the clustering of particles.

3. Detection of Weak Graphical Passwords in
PassPoint, Based on the Perimeter of Their
Delaunay Triangles

3.1. Ineffectiveness of the Classic CSR Tests in the PassPoint
Scenario. As far as we are aware of, there is no consensus in
the current literature on the minimum value of the number
of points (n) of the pattern from which the classic tests
described in subsection 2.3 are considered effective. In [37],
the authors applied the tests to a pattern of 22 points, the
smallest pattern of the reference; however, the results
achieved are not discussed. Also, in [37], the authors
experimented with a pattern of 36 points, for which they
concluded that the tests were effective. So we propose the
following research question: what will happen in the Pass-
Point scenario and where are the patterns with only 5 points
available?

From the results carried out in [38], it is known that the
K-Ripley function tests and those of the distance to the
nearest neighbor are ineffective in detecting graphic pass-
words formed by patterns clustered in PassPoint; however,
the experiments were performed for a relatively large
number of Monte Carlo simulations. +is article analyzes
three of the classic tests most used in CSR, including the two
tests mentioned above, in detecting nonrandomness in
PassPoint passwords, but with a smaller number of Monte
Carlo simulations. +is difference is given by the existing
controversy between the number of simulations in the
consulted bibliography, since in [37], the authors state that
for a significance level of α � 0.05, it is advisable to perform
at least 999 simulations, while in [8], they state that for α �

0.05 and α � 0.01, 40 and 199Monte Carlo simulations must
be performed, respectively.

To analyze the detection of nonrandomness of these tests
in the PassPoint scenario, two experiments were carried out
on a 1920 × 1080 pixel image, one to measure clustering and
the other regularity.+e experiments carried out were run in
MATLAB version R2018a on an AMD A6-9220e CPU:
1.60GHz with 4G of RAM.

+e experiments were designed as follows: for experi-
ment 1, two databases were generated, DB. 1.1Ag.(IV) and
DB. 1.2Ag.(VIII), of 10, 000 passwords with Poisson aggregate
patterns with an aggregation distance of 686u and 315u,
respectively, [37]. +at is, two databases of passwords were
generated, clustered in an area equivalent to a quarter of the
image and the other to an eighth, containing the DB.
1.2Ag.(VIII) with a higher level of clustering.+e clustered (or
aggregated) patterns were derived from a Poisson aggregate
process: randomly distributed parental points were gener-
ated, and subsequently derived points were randomly dis-
tributed around the parents within a specified aggregation
radius [8, 37]. For experiment 2, the pattern xy with the
highest possible regularity level was generated, which is
determined by the following points: (0; 0), (1920; 0),
(0; 1080), (1920; 1080), and (960; 540); see Figure 3.

Now we discuss the results obtained after running both
experiments. For each of the tests, the critical values were
estimated using 199 Monte Carlo simulations of sets of 5
random points on a rectangle of size 1920 × 1080. In ad-
dition to the K-Ripley function, the confidence intervals
were estimated according to Ripley’s approximation +

[27, 39], where A � 1920 · 1080 and n � 5. +ese Monte
Carlo simulations guarantee critical intervals with a sig-
nificance level of α � 0.01 for each test. See Figure 4, where
the continuous line represents the theoretical value of the
null hypothesis, the dashed lines represent the critical values
of each of the tests in 199 simulations of random patterns. In
the case of the K-Ripley function, the dashed lines represent
the confidence intervals for α � 0.01 of the test according to
Ripley’s approximation. It is observed how the critical values
coincide with the minimum value of each function.

From the estimated critical values, an immediate con-
clusion was obtained: the K-Ripley function tests and the
nearest neighbor are not effective in detecting regular pat-
terns, and the null space function test is not very effective in
detecting clustered patterns. Furthermore, from the ex-
pression of the function L(r), in the K-Ripley function, it is
evident that its minimum possible value is L(r) � −r. +is
minimum value coincides with the critical value estimated
by the Monte Carlo simulations. +erefore, this test cannot
detect a regular pattern since a pattern is considered regular
if it is below the critical values estimated by the test. For 􏽢G, it
holds that 􏽢G(d)≥ 0, for all d, the lower critical range esti-
mated for the test of the distance to the nearest neighbor is
􏽢G(d) � 0 0. +erefore, this test will not be able to detect
regular patterns either. Like the 􏽢G function, the minimum
value that the 􏽢F function can take is 0. +is minimum value
coincides with the lower critical value estimated by Monte
Carlo simulations. +erefore, this test is not capable of
detecting clustered patterns. Of the 10, 000 iterations of the F

function test for the xy pattern, which expresses the greatest
possible regularity between 5 points in a rectangle, it turns

1080

0
0 1920

Image edge
xy pattern

Figure 3: Representation of the xy pattern.
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out that none of them detects said pattern as regular. +ese
10, 000 iterations are because the F function depends on a
grid, which is an additional set of random points; therefore,
for a pattern, the value of the function can change depending
on the grid. +en the 10, 000 iterations were performed for
the xy pattern but varying the grid so that the result did not
depend on it.

+e results obtained are summarized in Table 1, where t
he sign “−” means that the corresponding test is not ap-
plicable in the case in question. +e results show that the
K-Ripley function and the nearest neighbor tests are not
effective in detecting clustered 5-point patterns and are not
capable of detecting regular 5-point patterns. For its part, the
empty space distance test showed an effectiveness of 0% in
detecting regular patterns and is unable to detect clustered
patterns. +erefore, these three analyzed spatial randomness
tests turn out to be ineffective in detecting nonrandom
graphical passwords in the scenario PassPoint.

Recently, in [30], the application of the characteristic
“number of sides of the Voronoi polygons” was evaluated for
the detection of graphical passwords formed by patterns
clustered in PassPoint, but it also proved to be ineffective
using the proposed criteria.

3.2. =e Sample Mean, Sample Variance, and Distribution of
the Averages of the Perimeters of the Delaunay Triangles.
In Section 2.4, we discussed the use of some of the features of
Voronoi diagrams and Delaunay triangulations to detect
spatial point patterns. In the PassPoint scenario, the points
(pixels) of a clustered password are very close between them,
and those of a regular graphical password are far from each
other for a higher level of consistency. Considering this, in
this work, we propose to use the perimeter of the Delaunay
triangles to detect randomness between the password points
instead of some other characteristic. However, it may be the
case that in a password where the points are randomly
distributed, the perimeter of one of its Delaunay triangles is
just as small as that of one in a clustered password or just as
big as one of the triangles of a password with regularly
distributed points. In Figure 5, it is observed how the

maximum perimeter of the Delaunay triangles of the
clustered points coincides with the minimum perimeter of
the Delaunay triangles of the random points, as the maxi-
mum perimeter of the triangles of Delaunay of the random
points coincides with the minimum perimeter of the regular
points. +is suggests using the average of the perimeters of
the Delaunay triangles as decision criteria to detect clus-
tering or regularity between the pixels of a password in
PassPoint and not the minimum or maximum value of the
Delaunay triangles perimeter.

+us, it is then necessary to determine the probability
distribution that best fits the distribution of the average of
the perimeters of the Delaunay triangles of a password; for
this, experiment 3 was designed and carried out in the
following way. 1, 000 random graphic passwords were
generated in each of the three image sizes, 800 × 480,
1366 × 768, and 1920 × 1080 pixels, as the first image is the
most common in mobile phones and the other two in
computers. For each of these passwords, its Delaunay tri-
angulation is constructed and the average of the perimeters
of its Delaunay triangles is calculated, obtaining a total of
three random databases of 1, 000 averages each. +e first
database (DB.3.1) contains the averages of the image of 800 ×

480 and the second one (DB.3.2) those of 1366 × 768,
whereas the third one (DB.3.3) contains the averages of the
last image. To measure the fit of the data to some known
theoretical distribution, the EasyFit 5.6 software was used,
which allows the distributions to be automatically adjusted
to the sample data and the best model selected in a few
seconds [40, 41]. +e EasyFit 5.6 consists of 54 theoretical
distributions, with some of them for various parameter sets,
making a total of 61 possible options to fit for the data.
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Figure 4: Critical values of the K-Ripley tests: (a) the nearest neighbor (b) and empty space (c) for 199 Monte Carlo simulations.

Table 1: Percentage of nonrandom graphical passwords detected
by each test in each experiment.

Test DB. 1.1Ag.(IV) DB. 1.2Ag.(VIII) xy

Null space — — 0%
K-Ripley 5.31% 26.55% —
Nearest neighbor 1.88% 8.90% —
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From experiment 3, we obtained the following results.
Table 2 shows the sample mean and variance corresponding
to the averages of the perimeters of the Delaunay triangles
for each of the random password databases. Tables 3–5 show
the six best models of distributions to which the data were
fitted. Table 6 presents the results of the three goodness-of-fit
tests applied to the Johnson SB distribution and the esti-
mated distribution of the averages of the perimeters of the
Delaunay triangles in each of the random databases cor-
responding to the sizes of studio images. However, when
measuring the adjustment of the 1, 000 averages of the
perimeters of the Delaunay triangles estimated in each of the
random databases to a known theoretical distribution, it was
obtained that in each of the databases, it was possible to
adjust the averages of the perimeters to more than 20

distributions, with some of them accepted by the three
goodness-of-fit tests (Kolmogorov–Smirnov, Ander-
son–Darling, and Chi-square) with the significance levels
α ∈ 0.02, 0.01, 0.05, 0.1, 0.2{ }.
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Figure 5: Delaunay triangulations of clustered points (a), random points (b), and regular points (c).

Table 2: Mean, sample variance, and standard deviation of the
averages of the perimeters of Delaunay triangles (PPD

) in the DBs:
3.1, 3.2, and 3.3, respectively.

PPD
DB.3.1 DB.3.2 DB.3.3

E[PPD
] 872 1,439 2,038

V[PPD
] 39,391 102,250 210,330

σ 199,902 319,766 458,617

Table 3: +e six best theoretical distributions adjusted by the data
from the random database (DB.3.1) with an image size of 800 × 480
pixels using the Kolmogorov–Smirnov (K-S), Anderson–Darling
(A-D), and Chi-Square (χ2), using the significance levels
α ∈ 0.2; 0.1; 0.05; 0.02; 0.01{ }, and its p-values associated with the
Kolmogorov–Smirnov and Chi-Square tests.

Distribution Number of
acceptances K–S A-D χ2

Weibull (3P) 15/15 0.98070 Accepted 0.99858
Kumaraswamy 15/15 0.97874 Accepted 0.99892
Gen. Extreme
value 5/10 0.94770 Rejected N/A

Log-Pearson 3 15/15 0.94350 Accepted 0.98486
Johnson SB 15/15 0.94114 Accepted 0.99858
Weibull 15/15 0.77054 Accepted 0.65173

Table 4: +e six best theoretical distributions adjusted by the data
from the random database (DB.3.2) with an image size of 1366 ×

768 pixels using the Kolmogorov–Smirnov (K–S), Ander-
son–Darling (A-D). and Chi-Square (χ2), using the significance
levels α ∈ 0.2; 0.1; 0.05; 0.02; 0.01{ }, and its p-values associated with
the Kolmogorov–Smirnov and Chi-Square tests.

Distribution Number of
acceptances K–S A-D χ2

Johnson SB 15/15 0.95628 Accepted 0.31172
Gen. Extreme
value 5/10 0.95460 Rejected N / A

Kumaraswamy 15/15 0.88420 Accepted 0.56845
Error 14/15 0.87086 Accepted α≠ 0.2

0.16329
Weibull(3P) 15/15 0.79740 Accepted 0.50346
Log-Pearson 3 14/15 0.77399 Accepted α≠ 0.2

0.15881

Table 5: +e six best theoretical distributions adjusted by the data
from the random database (DB.3.3) with an image size of 1920 ×

1080 pixels using the Kolmogorov–Smirnov (K–S), Ander-
son–Darling (A-D), and Chi-Square (χ2), using the significance
levels α ∈ 0.2; 0.1; 0.05; 0.02; 0.01{ }, and its p-values associated with
the Kolmogorov–Smirnov and Chi-Square tests.

Distribution Number of
acceptances K–S A-D χ2

Error 15/15 0.99459 Accepted 0.69818
Johnson SB 15/15 0.98592 Accepted 0.83378
Gen. Extreme
value 15/15 0.97157 Accepted 0.74561

Log-Pearson 3 15/15 0.96973 Accepted 0.73518
Kumaraswamy 15/15 0.90786 Accepted 0.66530
Weibull (3P) 15/15 0.90681 Accepted 0.55614
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We now discuss the results of experiment 3. Table 2
illustrates that the sample mean and variance differ between
the databases due to the inequality between the image sizes.
+e averages of the perimeters of the Delaunay triangles
belonging to the three sizes of the images under study did
not fit the distributions with the same parameters (Table 7)
or in the same order of the best models fitted by EasyFit, but
the fitted distributions for each image size mostly match.
Among the best distributions that fit the perimeters of the
Delaunay triangles (∀α) for the random databases DB.3.1,
DB.3.2, and DB.3.3 is the Johnson SB, which occupies the
fifth, first, and second place among the best possible models,
respectively (Figure 6). +is distribution allows for the
transformation of the data to a standard normal distribution
using the following formula [42]:

P
N
D � JSB PD( 􏼁 � c + δ × ln

PD − ξ( 􏼁

λ + ξ − PD( 􏼁
􏼢 􏼣, (10)

PN
D ∼ N(0, 1). +is transformation makes it easy to apply

normality tests based on the fit of the data. +en, under the
randomness hypothesis, the average of the perimeters of the
Delaunay triangles of a graphical password in PassPoint
when transforming the data to a standard normal distri-
bution is 0. +erefore, it can be assumed that the passwords
that violate the above proposition do not follow a random
pattern.

3.3.TestBasedon theAverageof thePerimeters of theDelaunay
Triangles. In this subsection, we propose a statistical test to
detect nonrandom passwords in PassPoint. +is test con-
stitutes themain contribution of this article, considering that
the classic tests are ineffective in detecting nonrandom
graphical passwords in the PassPoint scenario. Although,
recently [43], a test (of spatial randomness based on the
mean distance between the points) was proposed with the
same objective as the test proposed in this work, to detect

nonrandom and, therefore, weak graphical passwords in-
troduced by users during the registration phase in a Pass-
Point system, it is considered necessary to carry out in the
next future works a comparison in terms of effectiveness and
errors made between these two tests. +e proposal of this
work consists of a two-tailed hypothesis test based on the
average of the Delaunay triangles’ perimeters transformed to
a standard normal distribution using the Johnson SB
transformation. To apply this test, it is necessary to consider
the size of the image selected by the user since the Johnson
SB parameters are different for the sizes of images analyzed,
as shown in Table 7.

3.3.1. Spatial Randomness Test Based on the Average of the
Perimeter of Delaunay Triangles to Detect Nonrandom
Passwords in PassPoint. We propose the following null
hypothesis:

H0: E P
N
D􏽨 􏽩 � E JSB PD( 􏼁􏼂 􏼃 � 0, (11)

which states that the graphical password selected by the user
is random if the average of the perimeters of the Delaunay
triangles transformed by Johnson SB to a standard normal is
equal to 0, with an alternative hypothesis given by H1:
E(PN

D) � E[JSB(PD)]≠ 0. In order to test the hypothesis, the
test statistic, based on the average perimeters of Delaunay
triangles of the points of a user-selected password trans-
formed by Johnson SB to a standard normal, is used. It is
given by the following:

Z � JSB PPD
􏼐 􏼑 � c + δ × ln

PPD
− ξ􏼐 􏼑

λ + ξ − PPD
􏼐 􏼑

⎡⎢⎣ ⎤⎥⎦. (12)

From Table 7, selecting the values of the transformation
parameters depends on the image’s size. +e user or system
can set the significance level α, whereas the critical region is
CR. � z: Z< − zα/2 orZ> zα/2􏼈 􏼉. Finally, with respect to the
decision criteria, it is decided that the graphical password
selected by the user does not follow a random pattern if,
when transforming the average of the perimeters of its
Delaunay triangles through the Johnson SB transformation,
the value obtained belongs to the critical region.

3.4. Validation of the Effectiveness of the Proposed Test. To
evaluate the effectiveness of the proposed test by means of
type I and type II errors, Experiments 4 and 5 were carried
out, respectively.

To estimate the probabilities of type I error from the
proposed decision criterion, experiment 4 was designed.
+ree new random databases were generated, DB.4.1,
DB.4.2, and DB.4.3, with 10, 000 random graphical pass-
words each in each of the three image sizes, 800 × 480,
1366 × 768, and 1920 × 1080 pixels, respectively.

+e results of experiment 4 are shown in Table 8. Note
that the probability of obtaining the type I error corresponds
approximately to the established level of significance (alpha
theoretical) for all cases, which shows that the probabilities

Table 6: Results of the three goodness-of-fit tests with the sig-
nificance levels α ∈ 0.02, 0.01, 0.05, 0.1, 0.2{ }, applied to the John-
son SB distribution estimated by the data for each of the random
databases DBs: 3.1, 3.2, and 3.3.

Goodness-of-fit test DB.3.1 DB.3.2 DB.3.3
Kolmogorov–Smirnov 0.94114 0.95628 0.98592
Chi-square 0.99858 0.31172 0.83378
Anderson–Darling Accepted Accepted Accepted
Number of acceptances 15/15 15/15 15/15

Table 7: Parameters of the Johnson SB distribution (c, δ, λ, ξ) of
the averages of the perimeters of the Delaunay triangles in the DBs:
3.1, 3.2, and 3.3, respectively, PPD

∼ JSB(c, δ, λ, ξ).

DB. Image size c δ λ ξ
DB.3.1 800 × 480 −0.44981 2.7884 2 295.3 −365.06
DB.3.2 1366 × 768 −0.25323 1.9873 2 700.2 8.2037
DB.3.3 1920 × 1080 −0.21458 2.0283 3 940.5 −30.961
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of type I errors do not seem to depend on the image size and
that the proposed decision criterion is valid.

Now, for experiment 5, 50, 000 nonrandom graphical
passwords are generated in total, 30, 000 clustered (10, 000 in
an area equivalent to a quarter of the image, 10, 000 in an area
equal to one-sixth of the image, and the other 10, 000 in an area
equivalent to the eighth of the image), and regular 20, 000 (with
a lower and higher level of regularity), for each of the study
images. +is means that, for the 800 × 480 image, the aggre-
gation distances were 175u, 145u, and 125u radius; for the
1366 × 768, they were 290u, 240u, and 210u of radius; for the

image of 1920 × 1080, the aggregation distances were 410u,
335u, and 290u of radius, respectively; the regular databases
were generated by inhibition distances of 140u and 220u, 210u

and 350u, and 300u and 505u of radius, respectively. +e
regular patterns were derived from a simple inhibition process:
random locations of points were generated, verifying that at
each new point, the distance to its closest neighbor was equal to
or greater than a specified inhibition distance [8, 37]. In each of
these databases, the type II error was estimated, and the
number of passwords detected was calculated for the different
levels of clustering and regularity.
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Figure 6: Histograms of the averages of the perimeters of the Delaunay triangles associated with the random graphical passwords in DB.3.1
(a), DB.3.2 (b), and DB.3.3 (c), respectively, and their comparison with the Johnson SB.

Table 8: Estimation of type I error (estimated alpha, 􏽢α), that is, of the probability that in DB.4.1, DB.4.2, and DB.4.3, the average of the
perimeters of the triangles of a random graphical password belongs to the critical region. Comparison with the preset theoretical alpha (α).

α (+eoretical) CR. Of H0 􏽢α1 􏽢α2 􏽢α3 􏽐
3
i�1 􏽢αi/3DB.4.1 DB.4.2 DB.4.3

0.2 Z< − 1.282oZ> 1.282 0.1803 0.1962 0.1885 0.1883
0.1 Z< − 1.645oZ> 1.645 0.0853 0.1023 0.0918 0.0931
0.05 Z< − 1.960 o Z> 1.960 0.0403 0.0545 0.0499 0.0482
0.02 Z< − 2.326oZ> 2.326 0.0166 0.0248 0.0213 0.0209
0.01 Z< − 2.575oZ> 2.575 0.0081 0.0157 0.0116 0.0118
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+e results of experiment 5 are as follows. Figures 7 and 8
show the number of nonrandom graphical passwords de-
tected in each of the nonrandom databases for the analyzed
image sizes, and Table 9 represents the probabilities of type II
errors estimated in nonrandom databases for an image size
of 1920 × 1080.

+ese results clearly show that by increasing the level of
clustering or the regularity level, the test becomes more
effective, as was to be expected. +e decision criterion is
usually quite effective in detecting clustered graphical
passwords, especially for the significance levels α � 0.1 and
α � 0.2 for which it detects 87% and 97% of the passwords,
respectively (see Figure 7 and Table 9), in an area equivalent
to one-fourth of the image; on the other hand, in the regular
graphical passwords with a lower level of regularity, for
α � 0.2, it only detects approximately 50 of the passwords
(see Figure 8 and Table 9). +e criterion reaffirms Chiu’s
approach in [9], since the average of the Delaunay triangles’
perimeters is more effective in detecting clustering than
regularity. Figures 7 and 8 show that the probabilities of type

II errors do not seem to depend on the image size since their
estimated values are similar for the different sizes of images;
therefore, only the type II error was shown (Table 9) for each
of the nonrandomized study databases of one of the image
sizes.

+is test was designed exclusively to detect graphical
passwords with clustered or regular patterns in Pass-
Point. +erefore, other types of patterns identified in the
bibliography [22], such as soft ones or with different
predetermined shapes (see Figure 9), will only be detected
by the test proposed if these also present a certain level of
clustering or regularity (as shown in Figure 10). +ere-
fore, if the patterns are not clustered, it cannot be said
that the test can detect these patterns since these patterns
have to fulfill the property that when forming their re-
spective Delaunay triangles, one of the interior angles of
the triangle has to be obtuse so that the triangle is as
devoid of peaks as possible and a relatively smooth curve
is formed. Visually, it could be interpreted as patterns in
the form of a straight line (or almost straight, given the
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Figure 7: Number of clustered graphical passwords detected (No. of CGPD) in each of the image sizes for clustered pattern databases (in an
area equivalent to one-fourth (a), one-sixth (b), and one-eighth (c) of the image), with significance level α.
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Figure 8: Number of regular graphical passwords detected (No. of RGPD) in each of the image sizes for databases with regular patterns
(with lower (a) and higher (b) levels of regularity), with significance level α.
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low probability that the user will select the points of his
graphical password in such a way that they form exactly a
straight line). +is discussion suggests that a test to detect
weak passwords can be constructed from the Delaunay
triangles’ interior angles, which is left proposed for future
work, as well as its comparison with the test proposed in
[44].

3.5. Comparison in PassPoint of the Proposed Test and the
Tests Most Used in CSR. Table 10 shows the comparison
between the proposed test, the K-Ripley function, the test of
the distance to the nearest neighbor, and the empty space
function in terms of the effectiveness in the detection of
clustered and regular graphical passwords onstage Pass-
Point, for a significance level of α � 0.01.
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Figure 9: Patterns with different predetermined shapes.
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Figure 10: Pattern with default shape w, which also follows a clustering pattern (a), the pattern on with default shape (soft) but is detected as
random (b), and pattern on with default shape Z, which also follows a regularity pattern (c).

Table 9: Probability estimated (􏽢β) in DB. 5.1.1Ag.(IV), DB. 5.1.2Ag.(VI), DB. 5.1.3Ag.(VIII), DB. 5.2.1Reg (less regular), and DB. 5.2.2+Reg
(more

regular) to accept a random graphical password when it is actually a clustered or regular graphical password.

Significance Error of (􏽢β) (􏽢β) (􏽢β) (􏽢β) (􏽢β)

Level Tipo II DB. 5.1.1Ag.(IV) DB. 5.1.2Ag.(VI) DB. 5.1.3Ag.(VIII) DB. 5.2.1Reg. DB. 5.2.2+Reg

0.2 −1.282<Z< 1.282 0.0262 0.0002 0 0.4856 0.0047
0.1 −1.645<Z< 1.645 0.1293 0.0034 0 0.5933 0.0500
0.05 −1.960<Z< 1.960 0.2982 0.0219 0 0.6729 0.1436
0.02 −2.326<Z< 2.326 0.5368 0.1201 0.0001 0.7537 0.3096
0.01 −2.575<Z< 2.575 0.6814 0.2498 0.0005 0.8021 0.4391

Table 10: Number and proportion of nonrandom graphical passwords detected in the databases DB. 1.1Ag.(IV), DB. 1.2Ag.(VIII), and the
regularity pattern xy, by means of the empty space function, the nearest neighbor distance test, the K-Ripley function, and the proposed test.

Test DB. 1.1Ag.(IV) DB. 1.2Ag.(VIII) xy

Empty space − − 0%
Nearest neighbor 188/10, 000 � 0.0188 890/10, 000 � 0.0890 −

K-Ripley 531/10, 000 � 0.0513 2655/10, 000 � 0.2655 −

Proposed test 3, 212/10, 000 � 0.3212 10, 000/10, 000 � 1.0000 Detected
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+e image size of 1920 × 1080 pixels was used to make this
comparison. +e results for the other sizes of images studied in
this work have a similar behavior. For an image of this size, the
average of the perimeters of theDelaunay triangles of the pattern
xy is 3, 702.9u, whereby transforming this average from a
Johnson SB distribution to a standard normal using the statistic
Z (12) to getZ � 5.6558> 2.575 � z0.005.+en, bymeans of the
proposed test, thexy pattern is rejectedwith a 99 confidence, the
expected occurrence given its ability to detect regular graphical
passwords.+is convincingly demonstrates the superiority of the
proposed test over the classical tests of spatial randomness to
detect nonrandom passwords in PassPoint.

3.6. Application of the Proposed Test in PassPoint. In
graphical authentication, in the PassPoint scenario, the
proposed spatial randomness test allows the user to verify
the strength of their password during the registration phase.
+is is possible due to its ability to detect spatial patterns of
clustering or regularity between the points that make up the
password. +e user must define the level of significance with
which they want to verify their password, although it is
recommended to use α � 0.2 for greater effectiveness.
During the PassPoint registration phase, the test can be
included by following these steps:

Step 1. +e user selects the 5 points (pixels) of his password
in an image.

Step 2. Calculate the average of the perimeters of the
Delaunay triangles in the password.

Step 3. Calculate the test statistic Z Equation (11) by per-
forming the Johnson SB transformation to the average of the
perimeters calculated in Step 2.

Step 4. Determine the critical region taking into account the
specified significance level.

Step 5. Decision criteria: if the test statistic calculated in Step
3 does not belong to the critical region, the registration is
successfully completed, but if it belongs to the critical region,
the user is notified that the password is weak and returns to
Step 1.

+e proposed test must apply to other systems of the
cued-recall type that uses 5 points, or a number close to 5, as
its graphical password in an image. +e experiments that
prove it are left to be published in future research.

4. Conclusions and Future Work

In this work, it was shown that three of the most used
classical tests in complete spatial randomness are inefficient
in detecting nonrandom passwords in the PassPoint sce-
nario, so the average of the perimeters of the Delaunay
triangles was investigated to extract dependency infor-
mation between password points. Its distribution was es-
timated in each of the random databases, which was
adjusted to more than 20 known distributions for each of

the study image sizes, the Johnson SB distribution for each
image being among the five best fits. Different parameters
of the Johnson SB distribution were obtained from the
averages of the perimeters of the Delaunay triangles for the
three sizes of images analyzed. +erefore, it was assumed
with an established significance level that graphical pass-
words that violate this property are not random. +e ap-
plication of this criterion is facilitated because after
applying the Johnson SB transformation with the param-
eters of the Johnson SB distribution established for each
image size, the transformed average must follow a standard
normal distribution. Based on the average of the Delaunay
triangles perimeters transformed to a standard normal
distribution by the Johnson SB transformation, a test was
proposed to detect weak graphical passwords formed by
clustered or regular points. Type I and type II errors were
estimated, and the number of graphical passwords detected
by this test was calculated for various levels of clustering
and regularity. It was concluded that regardless of the
image size, their estimates of type I and type II errors
roughly coincide for an established level of significance and
thus, the number of passwords detected. It is concluded
that the proposed criterion based on the average of the
perimeters of the Delaunay triangles is efficient for
detecting weak graphical passwords in PassPoint, formed
by five clustered points or by five regular points, although it
is more precise in detecting clustering than regularity.
Despite the effectiveness of the proposed test being tested
for various levels of clustering or regularity, with different
type II errors, the minimum level of clustering or regularity
for which the test’s effectiveness remains acceptable in
application practices is still unknown. +is aspect will be
investigated in future work. Another open problem that
will be discussed soon is the reduction of type II errors. +e
proposed 2-tailed test assesses deviations from random-
ness, and its effectiveness was evaluated in the detection of
two types of patterns, clustered or regular. If hypotheses of
the type H1: clustered or H1: regular are considered sep-
arately as alternative hypotheses, a one-tailed test will be
obtained in each case, and a reduction of the type II error
can be expected. +is approach has the limitation of
evaluating the existence of a specific type of nonrandom
pattern, and a different test should be applied for each type
of pattern. Its advantage is that it can be more effective in
determining the type of pattern once it is decided to reject
randomness. In future works, experiments will be carried
out to evaluate the proposed test to detect passwords
formed by soft patterns or with different predetermined
forms. Another aspect to evaluate is the comparison in
terms of effectiveness and errors made of the proposed test
and the spatial randomness test based on the mean distance
between the points. In addition, combinations of the dif-
ferent tests will be analyzed to increase the effectiveness in
detecting nonrandom passwords without significantly
compromising the implementation time. It is also proposed
to evaluate the effectiveness of other characteristics of
Delaunay triangulation to detect patterns in PassPoint,
such as the minimum angle of a Delaunay triangle to detect
regularity
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A solution using multiple-relay method is presented to provide an efficient solution using UAV-assisted mobile devices to
complete computation offloading tasks, which considers the UAVs in the offloading system to help mobile devices to offload tasks
in remote areas. Additionally, a mixed integer nonlinear optimization (MINO) problem is constructed to maximize minimum
user computational speed, and a three-stage iterative optimization algorithm is proposed to find a solution of the MINO problem.
Simulation experiments are setup to verify the effectiveness of the devised methods, which show that our proposed algorithm and
solution is superior to the single UAV method.

1. Introduction

With the blooming of Internet of things (IoT) and wireless
mobile networks, smart mobile terminals are extensively
considered in high speed information transmission systems
to provide powerful platform for various intelligent appli-
cations, such as interactive games, augmented/visual realities
(ARs/VRs), and unmanned driving, and so on. However,
computation resource and battery budget limitations are
main obstacle for achieving higher performance. As we
know, mobile edge computing, which is a promising par-
adigm and a new technique to enhance computation speed
and robust information transmissions and sharing, uses
cloud servers at network edges. ,en, one of the effective
methods is to offload the data and computation tasks to
servers to improve the system performance. For another
case, there is little available infrastructures in use, such as
disaster scenarios, military maneuver, and so on. Fortu-
nately, unmanned aerial vehicles (UAVs) has been used and
developed for assisting mobile edge computing (MEC) to
tackle these challenges with less infrastructures.

In UAV-assisted MEC networks, computation and
communication resources are optimized for achieving ob-
jective system design, including minimization consumption

energy [1, 2] and minimization system cost [3]. ,en, the
energy reduction problem is investigated in UAV-enhanced
edge via smart offloading decisions and allocating trans-
mitting bits in both uplink and downlink [1]. ,e energy
optimization problem has been extended into multi-UAV-
assisted MEC systems using an iterative algorithm with
double-loop structure to find optimal solution. To minimize
the system cost of vehicle computing tasks, a software de-
fined network (SDN)-derived UAV-assisted vehicular
computation offloading optimization framework has been
reported to construct a multiplayers offloading sequential
game [3]. However, these works focused on optimizing a
single objective [1]. After that, multiobjective optimization
problems for UAV-assisted MEC network have been pre-
sented [4, 5] to provide a balance between the CPU fre-
quencies, the offloading amount, the transmit power, and
the UAV’ s trajectory. Additionally, the mission completion
time was minimized though jointly optimizing UAV tra-
jectory and communication resource allocation [6] and air
base-stations (BSs) with multiple UAVs are used to provide
services for users on the ground using multiple UAVs in a
wireless communication [7], where UAV trajectory and
power can be controlled by optimizing multiuser commu-
nication scheduling and association, resulting in
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maximization throughput for all terrestrial users in down-
link communications and hence achieving fair performance
between users. ,en, a UAV interference channel (UAV-IC)
is considered in which each UAV communicates with the
associated ground terminal (GT) on the same spectrum to
establish a joint trajectory and power control (TPC) to
maximize the total power of UAV-IC over a given flight
interval [8]. However, all the ideas consider the densely
deployed scenarios, which cannot always hold when the BSs
are damaged by natural disasters. In addition, these works
considered the single demand of users, while both uploading
and downloading requirements of users have not been well
studied.

In contrast to [1–10], the resource allocation problem for
multi-UAV-assisted MEC system is investigated and studied,
where we consider different offloading requirements for each
user. In the devised system, multi-UAV promoting MEC
system can be used formountain and desert damage senses. In
the proposed scheme, the UAVs should fulfill offloading
before decision and avoid collisions, in which the offloading
decision, resources allocation and UAV’s trajectory planning
are jointly considered to find an efficient solution using multi-
UAV-assisted mobile devices to complete computation off-
loading tasks. Also, a mixed integer nonlinear optimization
(MINO) problem is solved by maximizing minimum user
computational speed. In addition, a three-stage iterative
optimization algorithm is proposed to find a solution of the
MINO problem that is a NP-hard problem. Simulation ex-
periments are setup to verify the effectiveness of the devised
methods, which show that our proposed algorithm and so-
lution is superior to the single UAV method. ,e main
contributions of this paper are summarized as follows.

(1) Considering both user data offloading and compu-
tation offloading, the multiple UAVs-assisted mobile
offloading (MUMO) problem is formulated by
considering maximization minimum user calcula-
tion rate.

(2) ,e MUMO problem is carefully considered and
divided into three sub-problems, namely, resource
allocation, trajectory optimization and anti-collision
and offloading decision. ,e closed form of optimal
solution for resource allocation is obtained and
analyzed in detail.

(3) A three-stage iterative optimization (TSIO) algo-
rithm is proposed to solve the three sub-questions
given above based on successive convex approxi-
mation (SCA) methods.

As mentioned above, a solution using multiple-relay
method is presented to provide an efficient solution using
UAV-assisted mobile devices to complete computation
offloading tasks, which considers the UAVs in the offloading
system to help mobile devices to offload tasks in remote
areas. Additionally, a mixed integer nonlinear optimization
(MINO) problem is constructed to maximize minimum user
computational speed, and a three-stage iterative optimiza-
tion algorithm is proposed to find a solution of the MINO
problem. Simulation experiments are setup to verify the

effectiveness of the devised methods, which show that our
proposed algorithm and solution is superior to the single
UAV method.

In this paper, we proposed TSIO algorithm to address the
multi-UAV-assisted mobile computation offloading and the
simulation experiments are constructed to verify the per-
formance of the proposed scheme and TSIO algorithm. ,e
rest of this work is organized as follows. Section 2 introduces
the offloading model and presents the optimization problem.
,e property of the MUMO problem and the TSIO algorithm
are proposed in Section 3. ,e numerical results and the
conclusions are given in Sections 4 and 5, respectively.

2. Multi-UAV-Assisting Mobile
Offloading Model

Considering a multi-UAV-assisted mobile computing and
offloading scenario, each UAV can serve multiple users,
while one user can only select one UAV. In this case, users
are divided in three types, namely, users with computation
offloading demand, users with traffic offloading demand,
and users with both offloading demands. Let N � 1, 2, . . . , N

denote the set of users and K � 1, 2, . . . K denote the set of
UAVs.,e position coordinates of user i can be expressed as
Li � [xl

i, yl
i, 0], where xl

i represents the horizontal coordinate
of the user location and yl

i is their ordinate values. All users
are fixed on the ground [11–13], and all UAVs fly in the same
plane and have a fixed starting point qst and ending point
qend. Moreover, the UAV flies at a fixed altitude, which is the
height that guarantees normal flying and does not encounter
obstacles, and can guarantee normal communication with all
users. ,e wireless channel mode between UAVs and each
user adopts the LOS [14] mode, and the channel loss
model is Path loss model. ,e maximum flight speed of the
UAV is vmax [15], while the total time from the start point to
end point is T that is divided into M slots. ,en, the UAV
position at each slot can be expressed as qj(t) � [x

(c)
j (t),

y
(c)
j (t), H]. Assume that there is no interfere between uplink

and downlink and the bandwidth is BHz. In addition, the
uplink and downlink adopt time division multiplexing
(TDM) technology. ,e specific scenario is shown in Fig-
ure 1. Each UAV has its own trajectory, and each user can
only select one UAV for service. Moreover, User 2 and User
4 have both uploading and downloading requirements,
while User 1 has only downloading requirements, and User 4
has only uploading requirements. User 1 selects UAV2 for
service, which may be due to excessive load on UAV2, also
including distance and other factors. ,erefore, the
matching between user and UAV is mainly determined
UAV load and UAV distance, UAV power, and so on. bij(t)

represents whether user i chooses UAV j for service at slot t.
Herein, bij(t) is a binary variable. When bij(t) equals to 1, it
means that user chooses the UAV for serving, and vice versa.

,e frequency division duplexing (FDD) mode with
equal channel bandwidth is adopted for both uplink
and downlink. α(u)

i (t) and α(d)
i (t) represent the proportion

of upload and download time allocated to users, respec-
tively. θ(u)

i indicates whether user has an upload request,
and θ(d)

i indicates whether user has a download request.
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According to TDM, the sum of the upload time ratios is
constrained by

􏽘

N

i�0
θ(u)

i α(u)
i (t)≤ 1, (1)

while the sum of download time ratios is bounded by

􏽘

N

i�0
θ(d)

i α(d)
i (t)≤ 1, (2)

where θ(u)
i , θ(d)

i , α(u)
i (t), and α(d)

i (t) are notified to UAV in
advance. Here, the user is restricted to select only one UAV
for service in each time slot, and hence, we have

􏽘

K

j�1
bij(t) � 1. (3)

,en, the distance between UAV and user is written as
sij(t) �

����������
‖qj(t) − Ii‖

2
􏽱

. Here, the used channel loss model is
the space loss model, and the signal propagation loss hij(t)

of user i to UAV j in time slot t is

hij(t) �
δ

qj(t) − Ii

�����

�����
, (4)

where δ is channel power gain. ,e upload rate of user i at
time slot j is

R
(u)
i (t) � 􏽘

K

j�1
bij(t)α(u)

i θ(u)
i Blog2 1 +

P
(u)
i (t)hij(t)

N0

⎛⎝ ⎞⎠, (5)

where p
(u)
i (t) represents user transmitting power, and hij(t)

is the signal propagation loss from user i to the UAV j, and
N0 is spatial noise. Similar to the uplink, the download rate
R

(d)
i (t) of user i is

R
(d)
i (t) � 􏽘

K

j�1
bij(t)α(d)

i θ(d)
i Blog2 1 +

P
(d)
ij (t)hij(t)

N0

⎛⎝ ⎞⎠, (6)

where p
(d)
ij (t) represents the transmit power allocated by the

UAV j. ,erefore, uploading data amount D
(u)
i (t) and

downloading data amount D
(d)
i (t) for user i is written as

D
(u)
i (t) �

TR(u)
i (t)

M
,

D
(d)
i (t) �

TR(d)
i (t)

M
,

(7)

D
(min)
i (t)≤D

(d)
i (t). (8)

,en, flight speed for UAV j in time slot t is given by

vj(t) �
qj(t) − qj(t − 1)

�����

�����

T/M
. (9)

Moreover, due to the limitations of volume and power,
flight speed of UAV is upper bounded by its maximum flight
speed v

(max)
j

vj(t)≤ v
(max)
j . (10)

Due to user equipment size and security factors, the user
transmitting power has a certain upper bound

p
(u)
i (t)≤p

(max)
i , (11)

which is given by

􏽘

N

i�1
p

(d)
ij (t)≤p

(max)
j , (12)

for each use. To ensure transmission, both of the user and
UAV transmitting powers should be greater than 0. ,en,
one has

0<p
(u)
i , (13)

0<p
(d)
ij . (14)

Since the UAV computing power is high [16], the cal-
culation time and download time for UAVs are ignored.,e
energy consumed by UAVs includes flight energy con-
sumption and communication energy consumption. ,e
flight energy consumption E

(fly)

j (t) of the UAV j is

E
(fly)
j (t) �

0.5gT vj(t)
�����

�����
2

M
, (15)

where g represents weight of UAV. At each time slot t, the
calculation energy consumption model for UAV is created as

E
(c)
ij (t) � φD

(u)
i (t)cj f

(c)
ij􏼐 􏼑

2
∀i ∈ K, j ∈ N, (16)

where φ denotes energy conversion efficiency of UAV
processor. cic represents the number of CPU cycles required

User 1

User 2

User 3

User 4

Computation offloading link
Traffic offloading link

UAV 1

UAV 2

UAV 3

Figure 1: Multi-UAV assisting users with mobile offloading.
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for user to calculate each bit of data, and f
(c)
ij is CPU fre-

quency that the UAV j is assigned to the user i in the time
slot t.,e calculation energy consumption of all the users for
UAV j is

E
(c)
j (t) � 􏽘

N

i�1
E

(c)
ij (t). (17)

In time slot t, the download energy consumption gen-
erated by UAV j is

E
(d)
ij (t) �

Tθ(d)
i bij(t)p

(d)
ij (t)α(d)

i (t)

M
. (18)

For UAV j, the communication energy consumption
caused by data download is

E
(d)
j (t) � 􏽘

N

i�1
E

(d)
ij (t). (19)

Similarly, in time slot t, the upload energy consumption
generated by UAV j is

E
(u)
j (t) � 􏽘

N

i�1

bijTθ
(u)
i p

(r)
j α(u)

i (t)

M
. (20)

Due to effects such as UAV batteries and volume lim-
itations, the energy for UAVs is limited, which cannot ex-
ceed the maximum residual energy σj in the UAV, and
hence, the UAV has following energy constraints

􏽘

M

t�1
E

(fly)

j (t) + E
(d)
j (t) + E

(u)
j (t) + E

(c)
j (t)􏼐 􏼑≤ σj. (21)

In addition, since multiple UAVs fly in the same height,
collision avoiding is a problem that must be solved. dmin is
defined as the safest distance between multiple UAVs. During
each time slot, UAV i and UAV j must follow the conditions

qi(t) − qj(t)
�����

�����≥dmin. (22)

Considering the fairness of users, the goal is to maximize
minimum user computational rate. Let η represent the
minimum calculation rate of all users. ,en, we have

􏽘

M

t�1
D

(u)
i (t)≥ η. (23)

Since the UAV has a fixed starting point q(s)
j and an

ending point q(e)
j , it has constraint

qj(0) � q(s)
j , (24)

qj(M) � q(e)
j . (25)

,erefore, the optimization P0 is formulated as

P0′ max
α(u)

i
(t),α(d)

i
(t),qj(t),p

(u)

i
(t),p

(d)

ij
(t),bij(t)

ηs.t.bij(t) ∈ 0, 1{ },
(26)

and equations (1)–(3), (9), (11)–(15) and (22)–(26)

,e constraints (1) and (2) represent dynamic band-
width allocation constraints while the constraint (3)
represents the dynamic matching constraint for UAVs
and the users. ,e constraint (8) is the minimum user
download rate constraint, and the constraint (10) repre-
sents the maximum UAV flight rate constraint. ,e
constraints (11) and (13) represent the upper and lower
limits of transmission power of the user, respectively. ,e
constraints (12) and (14) represent the transmission
power constraints of the UAVs. (21) indicates the energy
constraint of the UAV, while (22) represents multiple
UAV anti-collision constraints, and (23) is minimum user
upload rate constraint. In addition, the constraints (24)
and (25) denotes a fixed starting point and ending point
for the UAV. In order to ensure fairness between users,
the objective function is taken to maximize minimum user
calculation rate.

3. Three-Stage Iterative
Optimization Algorithm

Since bij(t) is a binary variable, p
(d)
ij (t) and α(d)

i (t) are
continuous variables. Additionally, there is a nonlinear
coupling between the variables in constraint (24). ,us, the
problem P0′ can be considered as a mixed integer non-
linear programming problem. At the same time, as the
constraints (9) and (24) are non-convex, the problem P0′
changes to be a non-convex optimization problem. For
non-convex mixed integer nonlinear programming prob-
lems (MINLP), currently, there is no effective solution.
,us, it is difficult to solve this problem since multiple
variables are coupled together. Herein, we propose a TSIO
to solve problem P0′. ,e first stage fixes qj(t) and bij(t).
,en, this problem is transformed into a resource alloca-
tion optimization problem. ,e second stage takes the
value of the resource allocation-related variable into P0′. At
the same time, bij(t) are always fixed, and an optimization
problem of UAV path planning and collision avoidance
with only the variable qj(t) can be obtained.,e third stage
brings qj(t) and the resource allocation-related variables
into P0′. ,en, the optimization problem has only integer
variables.

3.1. Stage1:ResourceOptimization. ,efirst step of the TSIO
method is to fix the variables qj(t), bij(t), and the following
optimization problem P1′ is obtained for UAV and user
matching

P1′: max
α(u)

i
(t),α(d)

i
(t),p

(u)

i
(t),p

(d)

ij
(t)

η,
(27)

s.t. (1), (2), (9), (12)–(15) and (12)–(26).
,e nonlinear coupling of variables exists in the con-

straints in (8) and (21) so that the problem P0 is a non-
convex nonlinear programming problem. First, let ϕ(u)

i (t) �

α(u)
i (t)p

(u)
i (t) , ϕ(d)

ij (t) � α(d)
i (u)p

(d)
ij ,ϕ(r)

ij (u) � α(u)
i (u)p

(r)
j .

,e problem P1′ can be changed to the following optimi-
zation problem P2′ given in (28),
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P2′: max
α(u)

i
(t),α(d)

i
(t),p

(u)

i
(t),p

(d)

ij
(t),ϕ(d)

ij
(t),ϕ(u)

i
(t),ϕ(r)

ij
(t)

ηs.t.(1), (2), (12) − (15)

T

M
􏽘

K

j�1
bij(t)α(d)

i (t)θ(d)
i Blog2 1 +

ϕ(d)
ij (t)hij(t)

α(d)
i (t)N0

⎛⎝ ⎞⎠⎛⎝ ⎞⎠≥D
(min)
i (t)

T

M
􏽘

K

j�1
bij(t)α(u)

i (t)θ(u)
i Blog2 1 +

ϕ(u)
i (t)hij(t)

α(d)
i (t)N0

⎛⎝ ⎞⎠⎛⎝ ⎞⎠≥ η

􏽘

M

t�1

⎛⎝
0.5T

M
v
2
j(t) + 􏽘

N

i�1

T

M
θ(d)

i bij(t)ϕ(d)
ij (t)⎛⎝ ⎞⎠ + 􏽘

N

i�1

T

M
θ(u)

i bij(t)ϕ(r)
ij (t)⎛⎝ ⎞⎠

+ 􏽘
N

i�1

Tφcj f
(c)
ij􏼐 􏼑

2

M
􏽘

K

j�1
bij(t)α(u)

i (t)θ(u)
i Blog2 1 +

ϕ(u)
i (t)hij(t)

N0α
(u)
i (t)

⎛⎝ ⎞⎠⎛⎝ ⎞⎠⎛⎝ ⎞⎠⎞⎠≤ σj,

(28)

L � η + 􏽘
M

t�1
􏽘

N

i�1
β(u)

i (t) 􏽘
N

i�1
α(u)

i (t)θ(u)
i − 1⎛⎝ ⎞⎠⎛⎝ ⎞⎠ + 􏽘

M

t�1
􏽘

N

i�1
β(d)

i (t) 􏽘
N

i�1
α(d)

i (t)θ(d)
i − 1⎛⎝ ⎞⎠⎛⎝ ⎞⎠

+ 􏽘
N

i�1
􏽘

M

t�1
π(d)

i (t) D
(min)
i (t) − 􏽘

K

j�1
ξ(d)

ij
⎛⎝ ⎞⎠ + 􏽘

M

t�1
􏽘

N

i�1
μ(um)

i (t) p
(u)
i (t) − p

(max)
i􏼐 􏼑􏼐 􏼑

+ 􏽘
M

t�1
􏽘

K

j�1
μ(dm)

j (t) 􏽘
N

i�1
p

(d)
ij (t) − p

(max)
j

⎛⎝ ⎞⎠⎛⎝ ⎞⎠ − 􏽘
M

t�1
􏽘

N

i�1
μ(d)

i (t)p
(d)
i (t) − 􏽘

M

t�1
􏽘

N

i�1
􏽘

K

j�1
μ(d)

ij (t)p
(d)
ij (t) + 􏽘

N

i�1
π(u)

i η − 􏽘
M

t�1
D

(u)
i (t)⎛⎝ ⎞⎠

+ 􏽘
K

j�1
λj 􏽘

M

t�1
E

(fly)
j (t) + 􏽘

N

i�1

T

M
θ(d)

i bij(t)ϕ(d)
ij (t)􏼒 􏼓 + 􏽘

N

i�1

T

M
θ(u)

i bij(t)ϕ(r)
ij (t)􏼒 􏼓 + 􏽘

N

i�1

φcj f
(c)
ij􏼐 􏼑

2
T

M
􏽘

K

m�1
bim(t)ξ(u)

i (t)⎛⎜⎝ ⎞⎟⎠⎛⎜⎝ ⎞⎟⎠⎛⎜⎝ ⎞⎟⎠,

(29)

where these constraints have nonlinear coupling variables,
resulting in the problem being a non-convex nonlinear
programming problem. Let φu

i (t) � αu
i (t)pu

i (t), φd
ij(t) �

αd
i (t)pd

ij(t), φ(r)
ij (t) � α(u)

i (t)p
(r)
j . ,en problem P1 can be

transformed into the optimization problem P2. Since the
constraints (1), (2), (12)–(15) and (31) and the objective

function in the problem P2′ are both linear functions, and
the constraints (28) and (29) are both nonlinear convex, the
problem P2′ is considered as a convex optimization prob-
lem. It can be derived using convex optimization tools.,en,
we get the following ,eorem 1.

κ β(u)
i (t), β(d)

i (t), π(d)
i (t), μ(um)

i (t), μ(dm)
j (t), μ(d)

i (t), μ(d)
ij (t), π(u)

i , λj􏼐 􏼑 � maxL, (30)

minκ β(u)
i (t), β(d)

i (t), π(d)
i (t), μ(um)

i (t), μ(dm)
j (t), μ(d)

i (t), μ(d)
ij (t), π(u)

i , λj􏼐 􏼑. (31)

Theorem 1. In question P2′, the expression of the optimal
solution α(u)

i,opt(t), α(d)
i,opt(t), p

(u)
i,opt(t), p

(d)
ij,opt(t) of the variable

α(u)
i (t), α(d)

i (t), p
(u)
i (t), p

(d)
ij (t) can be obtained by solving the

Lagrangian multipliers corresponding to (1), (2), (12)–(15)
and (29)–(31).

Proof. To simplify the expression, let ξ(d)
ij (t) � T/

Mα(d)
i (t)θ(d)

i Blog2(1 + ϕ(d)
ij (t)hij(t)/α(d)

i (t)N0), ξ(u)
i (t) �

T/Mα(u)
i (t)θ(u)

i Blog2(1 + ϕ(u)
i (t)hi(t)/α(u)

i (t)N0). ,en, the

Lagrangian function of the problem P2′ can be constructed
and given by equation (30), where β(u)

i (t), β(d)
i (t),

π(d)
i (t), μ(um)

i (t), μ(dm)
j (t), μ(d)

i (t), μ(d)
ij (t), π(u)

i , λj are the
corresponding Lagrangian multipliers for constraints (1),
(2), (12)–(15) and (29)–(31), respectively. Next, Lagrangian
dual function for P2′ is presented as equation (31).

By solving its dual problem, the optimal solution of P2
can be obtained. ,e dual problem is given in (31) since P2′
is a convex optimization problem. ,en, the optimal solu-
tion can be obtained. □
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3.2. Stage 2: Decision Optimization. When the solution
of Stage 1 is completed, the optimal solution of
α(u)

i,opt(t), α(d)
i,opt(t), p

(u)
i,opt(t), p

(d)
ij,opt(t) is assigned to the vari-

ables α(u)
i (t), α(d)

i (t), p
(u)
i (t), p

(d)
ij (t) and brought into the

original question P1′. ,en, by fixing the variable bij(t), we
get the following multi-UAV path planning problem P3

P3: max
qj(t)

η, (32)

s.t (9), (11) and (24)–(26)

T

M
􏽘

K

j�1
bij(t)α(d)

i (t)θ(d)
i Blog2 1 +

p
(d)
ij (t)δ

N0 H
2

􏼐 􏼑 + qj(t) − li(t)
�����

�����
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠≥D
(min)
i (t), (33)

T

M
􏽘

K

j�1
bij(t)α(d)

i (t)θ(d)
i Blog2 1 +

p
(d)
ij (t)δ

N0 H
2

􏼐 􏼑 + qj(t) − li(t)
�����

�����
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠≥ η, (34)

􏽘

M

t�1

⎛⎝0.5g qj(t) − qj(t − 1)
�����

�����􏼒 􏼓 + E
(d)
j (t) + E

(u)
j (t)

+ 􏽘

N

i�1

Tφcj f
(c)
ij􏼐 􏼑

2

M
􏽘

K

j�1
bij(t)α(u)

i (t)θ(u)
i B × log2 1 +

p
(u)
i (t)δ

N0 H
2

+ qj(t) − li(t)
�����

�����
2

􏼒

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠⎞⎠≤ σj,

(35)

where the constraints (9), (22), and (24) are listed in
equations (34), (35), and (36). By finding the Hessian matrix
of the function, the constraints (27)–(29) can be found to be
convex. ,erefore, the following ,eorem 2 can be obtained

Theorem 2. For any given feasible UAV trajectory q(0)
j (t),

the following inequality holds

log2 1 +
δp

(u)
i (t)

N0 H
2

+ qj(t) − li(t)
�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠≥ψ(u)

ij (t) � log2 1 +
δp

(u)
i (t)

N0 H
2

+ q(0)
j (t) − li(t)

�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

−
δlog2(e)p

(u)
i (t) qj(t) − li(t)

�����

�����
2

􏼒 􏼓

N0H
2

+ δp
(d)
ij (t) + N0 q(0)

j (t)
�����

�����
2

􏼒 􏼓 H
2

+ q(0)
j (t)

�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠,

log2 1 +
δp

(d)
ij (t)

N0 H
2

+ qj(t) − li(t)
�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠≥ψ(d)

ij (t) � log2 1 +
δp

(d)
ij (t)

N0 H
2

+ q(0)
j (t) − li(t)

�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

−
δlog2(e)p

(d)
ij (t) qj(t) − li(t)

�����

�����
2

􏼒 􏼓

N0H
2

+ δp
(d)
ij (t) + N0 q(0)

j (t)
�����

�����
2

􏼒 􏼓 H
2

+ q(0)
j (t)

�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(36)

When qj(t) � q
(0)
j (t), the equal sign of inequality (30)

and (31) holds. Obviously, the proof can be gotten using
Taylor formula, which is to say that after the non-convex

term is relaxed, it becomes a convex function P3′. If it is
brought into a problem, the convex optimization problem
P4′ can be obtained as follows
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P4′: max
qj(t)

ηs.t.(11)
T

M
􏽘

K

j�1
bij(t)α(d)

i (t)θ(d)
i Bψ(d)

ij (t)􏼐 􏼑≥D
(min)
i (t)

T

M
􏽘

K

j�1
bij(t)α(u)

i (t)θ(u)
i Bψ(u)

ij (t)􏼐 􏼑≥ η

􏽘

M

t�1
0.5g qj(t) − qj(t − 1)

�����

�����􏼒 􏼓 + E
(d)
j (t) + E

(u)
j (t) + 􏽘

N

i�1

Tφcj f
(c)
ij􏼐 􏼑

2

M
􏽘

K

j�1
bij(t)α(u)

i (t)θ(u)
i Bψ(u)

ij (t)􏼐 􏼑⎛⎝ ⎞⎠⎛⎜⎝ ⎞⎟⎠≤ σj.

(37)

Since all constraints and objective functions in P4′ are
convex, P4′ is a convex optimization problem. For this
problem, we can solve it using convex optimization tool.

3.3. Stage 3: Trajectory Optimization. When the optimal
solution of Stage 1 and Stage 2 are solved, the following
optimization problem P5 of UAV for user matching can be
obtained

log2 1 +
δp

(d)
ij (t)

N0 H
2

+ qj(t) − li(t)
�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠≥ψ(d)

ij (t) � log2 1 +
δp

(d)
ij (t)

N0 H
2

+ q(0)
j (t) − li(t)

�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

−
δlog2(e)p

(d)
ij (t) qj(t) − li(t)

�����

�����
2

􏼒 􏼓

N0H
2

+ δp
(d)
ij (t) + N0 q(0)

j (t)
�����

�����
2

􏼒 􏼓 H
2

+ q(0)
j (t)

�����

�����
2

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(38)

When qj(t) � q
(0)
j (t), sign of equality in (29) and (30)

holds. Obviously, the proof can be obtained using Taylor
formula, which is to say that it becomes a convex function
P3′ after non-convex term relaxation. ,en, the convex
optimization problem P5 can be obtained

P5: max
bij(t)

η, (39)

s.t (1), (2), (9), (22) and (24).
Where bij(t) is a binary variable, and both constraint

and objective function are linear so that the problem P5 is an
integer linear programming problem (ILP) which can be
solved using the classical branch and bound (BB) algorithm
[17]. ,e main idea of the BB algorithm is to continuously
traverse the solution space of P5 until optimal solution is
found. ,e integer variable is relaxed to get a continuous
variable to create a new sub-problem with a branch oper-
ation. Meanwhile, the optimal solution based on the sub-
problem continuously obtains upper and lower bounds.
When the upper and lower bounds are equal, the optimal
solution is gotten. When the optimal solution bij,opt(t) of the
TSIO and ηopt of the objective function are obtained. ,ey
will be brought into the first stage to promote to update the
phases until the difference between optimal values is less
than a threshold to stop the iteration. In a word, the solution
is converged and an approximate optimal solution is found.
,e devised TSIO algorithm is summarized as Algorithm 1.

4. Results and Discussion

In this section, the performance of the proposed multi-
UAV-assisted mobile offloading using devised TSIO algo-
rithm is presented, analyzed and discussed in detail. Herein,
assuming that the number of users is N � 5 and the

coordinates for all users are L1 � [0, 0], L2 � [10, 0],
L3 � [0, 10], L4 � [10, 10], and L5 � [5, 5], respectively.
Also, all users have the computation requirement
a(u) � [1, 1, 1, 1, 1] and download requirements
a(d) � [1, 1, 1, 1, 1], where the value equals to 1, meaning that
the user has the requirement. Two UAVs are used, namely,
UAV1 and UAV2, respectively. ,e start point of UAV1 is
the same as L1, and the target point (destination) is the same
as L2, while the start point of UAV2 is the same as L4, and
the target point (destination) is the same as L3. UAV’s
maximum flight speed is 20m/s. ,e continuous flight time
T � 2s, which is divided into 50 time slots. ,e vertical
height of the UAVs is H � 15m. ,e power of UAV1 is
500kJ2 and the power of UAV2 is 400kJ2, where the power
of UAV1 is greater than that of UAV2. Experimental UAV
flight trajectory and user matching are given using computer
simulations, and the effects of different optimization
schemes on the minimum computing rate are studied and
discussed, which verifies the superior performance of the
proposed scheme and TSIO algorithm.

Figure 2 shows the flight trajectory for UAV1 andUAV2,
while Table 1 presents the UAV used by users. From Table 1,
we can see that UAV1 provides service for L1, L2, and L5,
while UAV2 provides service for L3 and L4.,e trajectory of
UAV1 is approximately elliptical, but UAV2 flies along a
straight line.,emain reason for different trajectories is that
UAV1 serves to three users to ensure that all three users
could get a reasonable transmission rate. In order to ensure
the computation and download rate at L5, UAV1 needs to
approach to L5 initially to reduce transmission distance and
increase transmission rate. ,e larger vertical height be-
tween UAV1 and L5 is, the larger distances between UAV1,
L1, and L2 are. ,erefore, when the vertical distance of
UAV1 rises to a certain height, it will not change so that it
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can guarantee the transmission rate for L1 and L2. ,us, the
flight trajectory of UAV1 is affected by three users, namely,
L1, L2, and L5. On the contrary, UAV 2 is moved hori-
zontally between L3, L4 to get the shortest distance from L3
and L4 since UAV2 provides services for L3 and L4 to
increase transmission rate and save transmission power. L1
and L2 choose UAV1 for service because they are close to
each other. Similar to the L3 and L4, L5 chooses UAV1 for

service as the power of UAV1 is larger than that of UAV2.
Hence, the trajectory of UAV and the choice of users are
related to not only the distance but also the UAV power.

Figure 3 reveals the dynamic change of the user’s
minimum computing rate in the process of solving the TSIO
algorithm. It is found that the initial minimum computing
rate of users is relatively high, and then it decreases until
convergence. Herein, the TSIO algorithm is divided into
three stages to solve three problems, which cannot satisfy all
constraints at the initial state. With the algorithm going, all
the constraints are gradually satisfied. When all constraints
are satisfied simultaneously, the results do not change. It is
observed that the convergence speed for the TSIO algorithm
is faster, which converges at about 13 times. Also, the greater
maximum user transmission power is, the greater minimum
user calculation rate is and the higher signal-to-noise ratio
(SNR) of the transmission is, which further increases the
upload rate. Meanwhile, all the users can get high minimum
calculation rate to ensure the fairness between users.

Figure 4 demonstrates the change of the minimum user
calculation rate with maximum user transmit power in
different UAV paths. It can be seen that the larger the
maximum user transmit power is, the larger the minimum
calculation rate is, which is same as the conclusion in
Figure 3. Additionally, compared with the semi-circular path
with fixed UAVs, the optimal path obtained by the proposed
scheme can achieve a higher minimum calculation rate.

Figure 5 illustrates the variation of minimum user
computation rate with maximum transmit power for UAV1
and UAV2 under different paths, where we assume that the
maximum transmit powers for UAV1 and UAV2 are same.
We found that the larger the maximum UAV transmitting
power is, the larger the minimum user computing rate is.
With the increasing of the maximum UAV transmit power,

(1) Initialize q(s)
j (t), q(e)

j (t), k � 1, threshold ρ1, ρ2, ρ3, η0 �∞
(2) while ηk − ηk− 1 > ρ1 do
(3) Given qj,opt and variable bij,opt, use convex optimization tool to solve P2, and obtain α(u)

i,opt(t), α(d)
i,opt(t), p

(u)
i,opt(t), p

(d)
ij,opt(t);

(4) Substitute the optimal solution of P2 into P4, and let m � 1;
(5) while ∃j ∈ 1, 2, . . . , K{ }, 􏽐

M
t�1 ‖qj,m(t) − qj,m− 1(t)‖> ρ2 do

(6) Solve P4 using convex optimization tool to obtain qj,opt; m � m + 1; qj,m � qj,opt

(7) end while
(8) Substitute qj,opt of P4 into P5; relax bij of P5 to grt a continuous variable.,en, obtain its relaxation sub-problem SPk and place

them in the solution queue a; Set upper bound of
(9) while list is not empty do
(10) Take a sub-problem from the solution queue SPk, solve it, and get its optimal solution bij,opt and ηopt;
(11) if bm

ij are integers then
(12) if ηopt >LB then
(13) Set LB � ηopt, remove the sub-problems if UB<LB

(14) end if
(15) else
(16) Relax bij,opt, then, get a new sub-problem SPk+1, SPk+2 and put it into the solution queue; Set m � m + 1, UBm � ηopt

(17) end if
(18) end while
(19) k � k + 1, ηk � ηopt

(20) end while

ALGORITHM 1: ,e TSIO algorithm.
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Figure 2: UAV1 and UAV2 flight trajectory.

Table 1: User matches with drone.

user1 user2 user3 user4 user5
UAV num 1 1 2 2 1
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the transmission power allocating to each user also increases,
which further increases SNR. ,erefore, UAV can satisfy
minimum download rate constraining of users in a longer
distance. Because UAV path is less affected by user’s min-
imum download rate constraint, UAV path can be further
optimized to make user upload rate higher. Hence, the
higher the maximum UAV transmit power is, the higher the
minimum user download rate is. Moreover, we can see that

the optimal path proposed in this paper can achieve better
results than that of the semi-circular path.

Figure 6 shows the user transmit power dynamically
changes at different times. It is found that the transmitting
power of L1 increases with the increment of time slot since
L1 chooses UAV1 for service and the distance between L1
and UAV1 is smaller at beginning. In this case, users can
achieve higher upload rate with low transmission power. As
the UAV1moves to L2, the distance between them increases.
To maintain a higher upload rate, transmit power for L1
should be increased. At the same time, it is observed that L2
has a higher transmission power at its initial. Similar to user
1, it requires a larger transmit power to maintain a higher
upload rate since L2 is far away from UAV1. As UAV1
moves, the distance between them becomes smaller and
smaller, and it can reach same upload rate with a smaller
transmission power. L3 and L4 select UAV2 for service, and
the trend is similar to L1 and L2. However, the transmission
power of L3 and L4 is smaller than L1 and L2 because UAV1
needs to serve L5 via changing its flight trajectory so that the
distance between UAV1 and L1 and L2 becomes farther
during the flight. UAV2 only serves L3 and L4, and their
distance is relatively closer. ,erefore, it only needs to use
smaller transmit power to achieve the same upload rate like
L1 and L2. Finally, it can be seen that the transmission power
of L5 decreases firstly and then increases, which is related to
the distance between users and UAV. From the UAV tra-
jectory diagram, we can see that the distance between L5 and
UAV1 is first decreased and then increased.

Figure 7 shows the dynamic variation of user transmission
time ratio over different time slots. It can be seen that the
proportion of transmission time for user 1 is continuously
decreasing, which is similar to that of Figure 6. Since the
distance between UAV1 and user decreases as the time slot
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Figure 3: Dynamic change of minimum user calculation rate.
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increases, the user transmit power also increases. When the
user transmit power is small, it indicates that the user is closer
to UAV. In order to ensure the fairness between users, the
UAV allocates less transmission time for more recent users
and allocates more transmission time for farther users to
ensure that all users can achieve minimum upload rate.
Comparing Figure 6 with 7, it can be concluded that the
farther the UAV is from the user, the greater the user transmit
power and proportion of transmission time allocated by the

user are. ,e reason for the change trend of the remaining
users is similar to that of User 1, which is not described here.

Figure 8 presents the variation of the minimum user
computational rate with maximum user transmit power for
different UAV numbers. Firstly, similar to Figure 3, the
greater the user transmit power is, the greater the user
minimum computation rate is. Secondly, it can be seen that
the more UAVs are, the greater the minimum user calcu-
lation rate is. As the number of UAVs increases, the
competition between users becomes smaller, and the
number of users of a single UAV service becomes smaller.
,us, themovement trajectory can be further optimized, and
if the user is closer to UAV during the movement, the user
can obtain a larger calculation rate with the same trans-
mission power. ,erefore, the greater the number of UAVs
is, the greater the minimum user computational rate is,
which also indicates the effectiveness of the proposed
scheme.

5. Conclusion

A multi-UAV-assisting data unloading and computational
uploading scheme for multi-user has been proposed, analyzed,
and discussed, which is modeled as mixed-integer nonlinear
optimization (MINO) problem. Also, a three-stage iterative
optimization (TSIO) algorithm is presented, investigated and
discussed to find a solution for the MINO problem. ,e path
conflict avoidance between multiple UAVs, the matching
betweenmultiple UAV and users, and the effects, such asUAV
energy, user uplink and downlink transmission bandwidth
allocation have been investigated using simulation experi-
ments. Additionally, the TSIO is also used for achieving
maximization the minimum user calculation rate. Experi-
mental results further verified the effectiveness of the proposed
multi-UAV scheme to assist users formobile offloading, which

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

�
e p

ro
po

rt
io

n 
 o

f t
ra

ns
m

it 
tim

e (
s)

5020 30 40100
Time slot (s)

User1
User2
User3

User4
User5

Figure 7: Dynamic change of user transmission time ratio in
different slots.

�
e m

in
im

um
 u

se
r c

om
pu

tin
g 

ra
te

 (1
07 )

0

0.5

1

1.5

2

2.5

3

0.02 0.03 0.04 0.05 0.06 0.07 0.080.01
Maximum user transmit power (W)

Number of UAV = 2
Number of UAV = 1

Figure 8: Dynamic changes of minimum computing rate with
maximum transmit power for different UAVs.

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

U
se

r t
ra

ns
m

it 
po

w
er

 (w
)

2010 40 5030
Time slot (s)

User1
User2
User3

User4
User5

Figure 6: Dynamic changes of user transmit power in different
time slots.

10 Security and Communication Networks



also show that our proposed algorithm and solution is superior
to the single UAV method.

We believe that with the proposed method, we solved the
computing offloading and data offloading of fixed users by
using UAV. However, in certain specific scenarios, the user
is mobile (for example, search and rescue in disaster events).
For this reason, we will solve the UAV cooperative com-
munication and calculation under the condition of user
movement in the follow-up work.
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E-voting allows us to build a democratic business in most Internet of things (IoT) systems. For example, we may vote to choose a
proper energy broker in a smart grid system. In this study, we focus on e-voting services in an Internet of energy (IoE) system,
which is a new-style smart grid. A practical e-voting in IoE may focus on the properties of fairness, decentralization, eligibility,
anonymity, compatibility, verifiability, and coercion resistance. It is difficult to fulfil all these properties simultaneously. Tra-
ditional voting schemes often use a public bulletin board or administrator in the voting process, which makes them become
centralized. Services that offer e-voting via blockchain can make the voting schemes decentralized. However, many of them ignore
the complexity of organizing the data of the transactions, which should be confirmed by the miners. Moreover, to the best of the
authors’ knowledge, no works have tested the performance in the blockchain while considering practical use cases and constraints.
Concerning all the challenges, we propose a practical anonymous voting scheme for IoE called IoEPAV. )e proposed scheme
fulfils all the mentioned design goals simultaneously. We tested IoEPAV both in different test networks of the Ethereum
blockchain to give an overall evaluation.)e practical evaluation can show that the proposed scheme is easy to be integrated into a
real system like IoE. We also gave a comparison analysis with the state-of-the-art blockchain-based e-voting. All the results show
that IoEPAV is decentralized, verifiable, anonymous, and highly efficient.

1. Introduction

)e rapid development of the Internet of things (IoT)[1]
promotes the development of various new intelligent net-
work systems, i.e., smart power grid system [2]. Smart grid
systems have led to a modern power network called the
Internet of energy (IoE), which has drawn great interest from
many countries [3]. As a kind of IoT, IoE is reshaping the
energy industry into a smart industry with features of data-
driven decision-making. However, the intrinsic features of
IoE raise a number of challenges, such as autonomy, privacy,
and decentralization [4–6]. One of the most common ac-
tivities/applications in IoE is voting to make a decision.

In this study, we focus on the problem of designing a
voting scheme fit for an IoE system. For instance, we may
vote to choose a proper energy broker in IoE system.
Recently, e-voting has become attractive [7] for its

convenience in building a democratic activity/business.
Voting schemes in an online way called e-voting have been
studied by both academic world and industry world [7, 8].
Here, we formally state the design goals, which a deemed
secure e-voting scheme must hold [9]. Moreover, we extend
the design goals, which particularly are required in IoE [4].
All of them are as follows:

(i) Fairness. Fair voting should assure that no one can
obtain the ballot results of others before he/she has
submitted his/her ballot. It means the choice of a
voter cannot be influenced by those who have voted
ahead.

(ii) Decentralization. Any kind of trusted third party
(TTP) such as election administrators and (inde-
pendent) observers should be eliminated from the
voting scheme.
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(iii) Eligibility. )e right of a voter should be checked
before he/she begins to vote. To address this, most
voting schemes will verify the identities of the
voters at the beginning. Moreover, every voter can
cast their vote only once.

(iv) Anonymity. )e privacy of voters should be pro-
tected tomake sure that no one can know the owner
of a ballot from the voting result at the end.

(v) Compatibility. )e voting scheme should be as
simple as possible to be integrated into an IoE
system.

(vi) Verifiability. Contrasted with the “Anonymity”
property, verifiability guarantees that all the stages
of the voting can be audited by the voters. For
instance, a voter should be able to check whether
his/her vote has been tallied or not. Moreover, the
validity of each vote should be able to be verified by
anyone. It seems to be a contradiction of the
“Anonymity” property, and it is difficult for a
voting scheme to acquire the two properties at the
same time. We will show how to address this in our
scheme later.

(vii) Coercion Resistance. To avoid anyone trying to
coerce the voters to vote by following their in-
structions, a voting scheme should be coercion-
resistant.

Fairness and eligibility are essential properties, which
any voting scheme should fulfil. Besides, it is important to
handle voting without any kind of trusted third party (TTP)
in IoE due to its open and distributed features. )is is a
challenge for traditional e-voting schemes [10–12]. Most of
them assumed that there are administrators or authorities
implemented by aWeb server to provide a consistent view of
the results. As a result, a trusted third party is involved.
Unfortunately, with a trusted third party, the protocols will
be subjected to the single point of failure and are not
available for a trustless environment.

Fortunately, blockchain technology offers a novel way
to address the challenges of IoE [13]. )ere are already
voting schemes built based on a blockchain network
[14–16]. However, new challenges are raised to design a
decentralized voting protocol via blockchain in IoE
[13, 17, 18]. Firstly, it is difficult to provide verifiability
along with anonymity, which seems two contradictory
design goals for blockchain. Secondly, the voting scheme as
a basic service in IoE should be compatible with the system.
Some of the proposals assume that a voter can organize the
data structure of a transaction unboundedly and it seems
impossible for the existed blockchain networks. We say
they are not practical. )irdly, most works use theoretical
analysis without real-world generalizable experiments, and
to the best of our knowledge, no works have tested the
performance while considering practical use cases and
constraints.

Briefly, it is hard to find a solution that fulfils all the
design goals mentioned above. To address this, our con-
tributions are summarized as follows:

(i) We propose a blockchain-based decentralized
anonymous voting scheme for the Internet of en-
ergy. To the best of our knowledge, our voting
scheme called IoEPAV is the first work to take the
key features of the IoE into account. )eoretical
analysis is given to show that our proposed scheme
fulfils the seven formally stated design goals and
approaches to resist all the attacks in the threat
models.

(ii) To make the proposed scheme practical, we use
smart contracts to automate the voting process of
the Internet of energy. With smart contracts, the
voting scheme can be easy to integrate into the IoE
system. A voter can follow the voting protocol by
invoking the interfaces of the smart contracts. Any
blockchain system including Ethereum 2.0, which
supports smart contracts, is feasible for the pro-
posed scheme, and we do not need to construct a
whole new blockchain platform.

(iii) Compared with Yang’s state-of-the-art blockchain-
based scheme, our scheme enjoys both decentral-
ization and fewer cryptographic operations; there-
after, we conduct experiments both in the
development network and two live testnet of the
Ethereum blockchain and the experiment shows
that we have implemented a simple, effective, ac-
curate, and low-cost decentralized trusted anony-
mous voting scheme.

)e rest of this study is arranged as follows. In Section 2,
we give the related work of the e-voting service. In Section 3,
we introduce the necessary preliminary knowledge. In
Section 4, we give our systemmodel and security analysis. In
Section 6, we provide an evaluation of the development
network and testnet of the Ethereum blockchain. Finally, in
Section 7 we draw a brief conclusion.

2. Related Work

To address the problem of large-scale elections, Fujioka et al.
[12] presented a classic voting protocol in 1992. )eir voting
scheme is thought to be practical and solves the privacy and
fairness problems. )ereafter, Ohkubo et al. [19] tried to
decrease the voting round complexity to get a more con-
venient voting scheme for the voters than that presented by
Fujioka. )ey introduced a kind of distributed talliers in
their scheme. As an extension of the voting scheme proposed
by Fujioka, a new coercion-resistant voting scheme offered
by [20] in 2017 is provided and is an efficient scheme.

Since a kind of trusted third party (TTP) such as election
administrators and (independent) observers was introduced
in these practical voting schemes, solutions using blockchain
technology have become a refreshed framework for voters to
address the issues of fraud and corruption. In 2018, Sri-
vastava et al. [21] proposed a voting model via blockchain to
alleviate known problems in voting systems. FollowMyVote
[14] provides a secure online voting platform based on
blockchain. Follow My Vote has the capacity to audit the
ballot box and watch the real-time voting progress. Another
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organization Agora [15] proposed a digital voting system
using blockchain, where votes will be recorded to various
layers, assuring that the voting result could not have been
tampered with. Braghin et al. [22] studied various consensus
algorithms and cryptographic primitives such as homo-
morphic encryption and one-time ring signature, which
solved the cryptographic problem of security conflicts, thus
improving the security of voting system and making voting
system more secure in a wider range.

To ensure security, privacy, and public verifiability of the
whole progress, [16, 23] presented a new voting protocol that
does not rely on any TTP. In [16], the authors employ a novel
encryption mechanism to encrypt each vote. Proofs are
generated for each encrypted vote as well. All the proofs will
be stored in a blockchain, and everyone can check the
validity of these proofs. )ey provided a performance and
security analysis, which is claimed to show that the voting
protocol is feasible for real-life elections. However, the
implementation does not include the part interacting with
the blockchain, and we cannot see the results in a real system.
Table 1 gives an overall comparison of similar systems.

3. Preliminaries

3.1. Commitments and Voting. Commitment also called
cryptographic commitment [24] is an important crypto-
graphic primitive that has many applications. Here is an
example to show the relationship between commitments and
votes. )ink about a situation that Voter 1 and Voter 2
decide to participate in a voting behavior along with others.
In this scenario, the voting institution responsible for
counting the votes uses a sealed vote, which generally works
as follows: each voter submits a secret sealed vote for the
candidate. Once all the votes have been cast, they can be
counted. )e voting mechanism has good game-theoretic
properties, provided that voters do not collude and do not
know each other’s votes until the voting close. )erefore, a
sealed vote is required.

Next, we consider how to do sealed voting when some
voters are of outfield and communicate with the voting
institution throughout the Internet. Here, a cryptographic
commitment helps. To make it simple, we assume that there
are two parties in a commitment scheme Commit. Let Alice
be one party, who can firstly publish a string c as a com-
mitment for a message m ∈M. )en, with the property of
cryptographic commitment, Alice can make other party, i.e.,
Bob, believe that the committed message was m, by opening
the commitment. Generally speaking, a cryptographic
commitment Commit consists of algorithms (C, V) that

(i) On input m ∈M, the message to be committed,
Algorithm C(m) outputs two strings (c, o), and we
call c the commitment string and o the opening
string.

(ii) On input m ∈M and (c, o), Algorithm V outputs
accept or reject indicating whether the committed
message was m.

Alice firstly inputs a message m ∈ m and calls Algorithm
C to calculate (c, o). She sends the commitment string c to

Bob and keeps the opening string o secret. Later, when Alice
wants to open the commitment, she sends Bob m and o.
Finally, Bob can verify whether the committed message was
m by running Algorithm V.

A secure cryptographic commitment scheme Commit is
required to satisfy the following two properties:

(i) Binding. Binding requires that a commitment does
not disclose any additional information about the
message. In particular, assume the adversary A

outputs a 5-tuple (c, m1, o1, m2, o2), and we require
the advantage that (BINDadv[A, C]: � Pr[m1 ≠m2)

and V(m1, c, o1) � V(m2, c, o2) � accept] is
negligible.

(ii) Hiding. Hiding requires that different messages do
not produce the same commitment.

We use semantic security definition to formalize this. In
particular, two games are performed between an adversary
A and a challenger, denoted as Game 0 and Game 1. Let
b � 0, 1, in the Game b, and the adversary A first outputs
m0, m1 ∈M, inputs a message mb ∈M, calls Algorithm C to
calculate (c, o), and passes c toA. Finally,A outputs a guess
􏽢b∈ 0, 1. For b � 0, 1, Wb is defined as the case, where A

outputs 1 in Game b. We require that the advantage that

BINDadv[A, C]: � Pr W0􏼂 􏼃 − Pr W1􏼂 􏼃
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, (1)

is negligible.

3.2. Blind Signature. According to the description in
[25, 26], a cryptography blind signature is a kind of digital
signature where the original message should be blinded
(disguised) before being signed.)en, the signer will sign on
the blinded message in a way like a conventional digital
signature and output a blind signature. )en, the requester
can generate a corresponding signature for the original
message. In the end, the signature can be verified by ev-
eryone in a way like a conventional digital signature. )e
technique is usually used to provide a kind of privacy
protection when the message requester and signer are not
the same. For example, blind signatures can be used in an
election system.

In a general signature scheme illustrated in Figure 1, the
signer produces a digital signature on known message
content. Compared with the general signature scheme, the
process of blind signature [27] is as illustrated in Figure 2.
)e requester performs a blinding shift on the message
before sending it to the signer. )e signer who then signs on
the blinded message will generate a blind signature and send
it to the requester.

A general signature scheme is shown in Figure 1, in
which a signer can generate a digital signature on a known
message. Unlike a signature scheme, the process of blind
signature is shown in Figure 2, in which the requester first
blinds the message before it is sent to the signer, and then,
the signer signs the blind message and sends a blind sig-
nature to the requester. With the blind signature, the re-
quester can generate an unblinded signature for the original
message.
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In our voting scheme, we use the blind signature scheme
of elliptic curve cryptography (ECC) and adopt the
secp256k1 [28] elliptic curve. Elliptic curve domain pa-
rameters over Fp are a sextuple: T(p, a, b, G, n, h) consisting
of an integer p specifying the finite field Fp and two elements
a, b ∈ Fp specifying an elliptic curve E(Fp) defined by the
following equation:

E: y
2 ≡ x

3
+ ax + b(modp). (2)

G is a base point on E(Fp), n is the order of G, h is the
cofactor where h � #E(Fp)/n, and Zn represents the integer
not more than n. Suppose that (d, P) is an asymmetric key
pair of the signer, the message is m, and all else is as has been
defined.

In particular, we consider the blind signature algorithm
provided by Zhang et al. [27] as follows:

(i) (1) Let k ∈ Zn be an integer randomly selected by
the signer, which calculates R � kG. )en, the signer
sends R to the requester.

(ii) (2) Firstly, the requester selects two integers c and
δ ∈ Zn randomly and computes A � kG+

cG + δP � (x, y), t � xmodn. It checks whether t

equals zero. If so, the requester reselects c and δ .
)en, it computes c � SHA256(m‖t) and 􏽢c � c − δ;
here, SHA256 [29] is a cryptography hash function.
Finally, the requester sends 􏽢c to the signer as the
blinded message.

(iii) (3) )e signer generates a blind signature 􏽢s � k − 􏽢cd

using the blindedmessage and sends to the requester.
(iv) (4) On receiving 􏽢s, the requester computes s � 􏽢s + c,

and along with the above c, the requester gets a
signature c, s for the original message m.

(v) (5) Anyone can verify the signature (c, s) by
checking the following equation:

c � SHA256 m Rx

���� (cP + sG)modn􏼐 􏼑. (3)

Note that here Rx(cP + sG)modn means we get the x

resolution values of point cP + sG, and || means we con-
catenate two strings.

3.3. Blockchain. Maintained by many mutual untrusted
parties, the leger of a blockchain generally captures the
characteristics of decentralization, tamper proof, and
traceability. Blockchain technology is an underlying tech-
nology of the famous cryptocurrency Bitcoin [30] and has
been a prominent development in the past decade. Con-
sequently, many applications are built based on blockchain
to acquire the characteristics, so as our proposed voting
protocol in this study. )e key notations of blockchain
technology are as follows:

(i) Ledger. As the name implies, the ledger is used to
manage data such as accounts and transaction flow
and supports functions such as classified book-
keeping, account reconciliation, and clearing and
settlement. In multiparty cooperation, multiple
participants hope to jointly maintain and share a
timely, correct, and secure distributed ledger to
eliminate information asymmetry, improve opera-
tional efficiency, and ensure capital and business
security.)e blockchain is usually regarded as a core
technology for building a “distributed shared led-
ger.” )rough the joint of a series of technologies
such as chained block data structures, multiparty
consensus mechanisms, smart contracts, and world
state storage, it can achieve a shared ledger that is
consistent, credible, transactionally secure, and
difficult to tamper with. )e basic contents con-
tained in the ledger include blocks, transactions,
accounts, and world states.

(ii) Block. Blocks are data structures constructed in
chronological order. )e new block will introduce
the hash information of the previous block and then
use the hash algorithm and the data of this block to
generate a unique data fingerprint. )e sophisti-
cated data structure design makes the data on chain
traceable and verifiable.

(iii) Transaction. A transaction can be regarded as a
piece of request data sent to the blockchain system,
which can be used to deploy contracts, call contract
interfaces, maintain the life cycle of contracts,
manage assets, and exchange value. )e basic data
structure of a transaction includes sender, receiver,
and transaction data.

(iv) Consensus Mechanism. )e consensus mechanism
is a core concept in the blockchain. As a distributed
system, the blockchain can be jointly calculated by
different nodes, which jointly witness the execution
process of transactions and confirm the final

Table 1: Property comparison.

Protocol Fairness Decentralization Eligibility Anonymity Compatibility Verifiability Coercion resistance
Fujioka et al. [12] ✓ ✓ ✓ ✓
Ohkubo et al. [19] ✓ ✓ ✓ ✓
Grontas et al. [20] ✓ ✓ ✓ ✓ ✓
Follow My Vote [14] ✓ ✓ ✓ ✓
Yang et al. [16] ✓ ✓ ✓ ✓ ✓ ✓
IoEPAV ✓ ✓ ✓ ✓ ✓ ✓ ✓

Requester Signer
Message m

Digital Signature S (m)

Figure 1: A general signature scheme.
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calculation results. )ere is a process of cooperating
in the blockchain that it can make mutually
untrusted participants to reach an agreement and
ensure consistency. Continuous cooperation can be
abstracted as a “consensus” process. )e algorithms
and strategies involved are collectively referred to as
a consensus mechanism.

(v) Smart Contract. A smart contract refers to a con-
tract defined in digital form that can automatically
execute terms. )e digital form means that the
contract must be implemented in computer code.
As long as the parties reach an agreement, the rights
and obligations established by the smart contract
will be automatically executed. )us, the result
cannot be denied. To run digital smart contracts, the
blockchain system must have compilers and exec-
utors that can compile, parse, and execute computer
code, collectively referred to as a virtual machine
system. After the contract is written, it is compiled
with a compiler, and a deployment transaction is
sent to deploy the contract on the blockchain sys-
tem. After the deployment transaction consensus is
passed, the system assigns a unique address to the
contract and saves the binary code of the contract.
After the transaction is called, the virtual machine
executor loads the code from the contract storage,
executes it, and outputs the execution result.

4. Proposed Protocol

In this subsection, we will describe a practical anonymous
voting protocol via blockchain. Our scheme has all the
aforementioned properties in Section 1.

4.1. System Overview. As shown in Figure 3, the voting
protocol consists of four stages: initialization, voting,
opening, and verifying/tally. We adopt the ECC system in
our scheme, and the elliptic curve is secp256k1. )is curve
can be described as T � (p, G, n, a, b, h), where a and b are
constants, p is the p value of the finite field F(p) of
secp256k1, G is the base point, n is the order of G, and h is a
cofactor. All these parameters are public.

4.1.1. Initialization. Anyone in the IoE system can launch
voting by the proposed IoEPAV. All voters who want to join

the voting should provide their public keys and identifica-
tion. In the initialization stage, all the public information of
the voters will be broadcasted to the blockchain through the
smart contract in IoEPAV. We assume that there are nv

different voters v1, v2, . . . , vnv
. Each voter vi generates two

pairs of ECC keys (skvi
, pkvi

) and ( 􏽢skvi
, 􏽣pkvi

). Let addrvi
be

the public address of the voter vi in the Ethereum network,
and IDvi

represents the voter’s identification. )en, the
public information for each voter vi is a tuple
(IDvi

, pkvi
, 􏽣pkvi

, addrvi
). Everyone can get this information

from the blockchain to verify its validity.

4.1.2. Voting. As soon as voting is launched, each voter vi

can start to submit their ballot. Firstly, a cryptography
commitment protocol is invoked Commit � (C, V). Here,
we use the algorithmC and the algorithm V will be used later
in the final stage. C as (cvi

, ovi
)←R C(mvi

) is invoked for the
ballot message mvi

of voter vi.
)en, voter vi generates a 􏽥c � (􏽢c1, 􏽢c2, . . . , 􏽢cnv

) and
􏽥x � (􏽢x1, 􏽢x2, . . . , 􏽢xnv

) for different voters v1, v2, . . . , vnv
, where

vnv
≠ vi. Voter vi completes this by a blind commitment algo-

rithm (􏽥x, 􏽥c)←BlindX(cvi
, 􏽧pknv

,
􏽧􏽤pknv

) in the blind signature
protocol.

Let Hnv
be the hash of the tuple (addri, IDi, 􏽢cnv

) for
different voters v1, v2, . . . , vnv

, where vnv
≠ vi. )en, voter vi

uses the ECDSA signature algorithm snv
� Sign(ski, Hnv

) for
other different voters nv and gets a tuple of signatures
􏽥s � (s1, s2, . . . , snv

).
)en, a group information of (IDi, addri, 􏽥c,􏽥s) is recorded

into the blockchain through the smart contract. Note that 􏽥x has
been saved in secret by voter vi himself in this stage.)e detailed
design of the algorithm C and BlindX is given in Section 4.2.

Once (IDi, addri, 􏽥c,􏽥s) generated by voter vi is recorded, the
other voters can generate a blind signature for it. Firstly, every
other voter verifies the validity of the signature snv

by the ECDSA
verification algorithm Verify(snv

, pki). If snv
is valid, then every

other voter generates a blind signature dnv
by a blind signature

algorithmdnv
←BlindS( 􏽢sknv

, sknv
) in the blind signature protocol

and sends dnv
into the blockchain. Let 􏽥d � (d1, d2, . . . , dnv

) for
different voters v1, v2, . . . , vnv

where vnv
≠ vi.

At the end of this stage, we have (􏽥c,􏽥s, 􏽥d) for a ballotmvi
of

voter vi. )e detailed design of the algorithm BlindS will be
given in Section 4.2.

Requester Signer S (T(m))
Blinded Message T (m)

Signature S (m)

Blind Shift T
Message m

Unblind T-1

Blind Signature S’ (m)

Figure 2: Blind signature scheme.
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4.1.3. Opening. In this stage, voter vi will open his/her voting
commitment. Firstly, he/she gets the 􏽥d from the blockchain
and calculates the corresponding tuple 􏽥y � (y1, y2, . . . , ynv

)

for different voters v1, v2, . . . , vnv
where vnv

≠ vi. Here, ynv
is a

signature for the original commitment cvi
. Voter vi generates

􏽥y by calculating

ynv
� dnv

+ c, (4)

where c is a random key saved in BlindX.
Given (xnv

, cvi
, ynv

), voter vi can verify the validity of ynv

by an algorithmVerifyS(xnv
, cvi

, ynv
, pknv

), where xnv
is saved

in BlindX. Note that ynv
is a signature of the commitment cvi

from voter vnv
. If the signature ynv

is valid, then voter vi sends
the open commitment string ovi

and xnv
to the blockchain.

Note that voter vi chooses a random address in the Ethereum
network to send this transaction. Anyone cannot find out
who has sent this transaction. )e detailed design of the
algorithm VerifyS will be given in Section 4.2. Finally, we
have (cvi

, ovi
, 􏽥x, 􏽥y) for an original ballot mvi

of voter vi in the
blockchain.

4.1.4. Verifying/Tally. Now, we have a voting list of
(cvi

, ovi
, 􏽥x, 􏽥y) for each voter vi. Everyone can use VerifyS

again to verify the voting. Note that we do not have to verify
all the 􏽥y values for a ballot mvi

of voter vi. If more than half of
􏽥y are valid, we think (cvi

, ovi
) is valid. Finally, we can use the

V(cvi
, ovi

) algorithm in cryptography commitment to open
the original ballot mvi

and tally the result of the voting.

4.2. Algorithm Design. In this subsection, we will describe
the design of the algorithms mentioned in A in detail. To
make the voting service as simple as possible to be integrated
into an IoE system, we assume that anyone who tries to use

the voting service can ignore the underlying design of smart
contracts of the blockchain. )e details are as follows:

(i) Cryptography Commitment Algorithms. To con-
struct a cryptography commitment protocol, we
should build a pair of efficient algorithms (C, V). We
can do this by using a collision-resistant hash
function. As shown in Algorithm 1, the algorithm C

generates a 32 byte random string as the open string
o in the commitment protocol. )e commit string c

is the hash of the original ballot m and o. Algorithm 2
is a invert process to verify whether (m, o) is cor-
responded to c. )e algorithm C is used at the be-
ginning of the “Voting” stage, while the algorithm V

is used at the end of the “Verifying/Tally” stage. We
will give the security analysis for this commitment
protocol in Section 5.

(ii) Blind Algorithms. We divide the blind signature
protocol into three algorithms. )ey are BlindX,
BlindS, and VerifyS. As shown in Algorithm 3,
BlindX is used for blinding the commit string cvi

for
the ballot. c and δ are two random secret keys. G and
n are the public parameters in the ECC and the
commit string; the input also includes the public
keys of each voter. Following the blind signature
protocol mentioned in Section 3, BlindX is used to
generate the blinded message (􏽥s, 􏽥c). At the end of
BlindX, each voter keeps the secret data (xj, 􏽢cj, c, δ)

and sends (addrvi
, 􏽧addrnv

,􏽥s, 􏽥c) to the blockchain.

)en, in Algorithm 4, BlindS is used for the other
voters to sign on 􏽢cnv

submitted by voter vi in Algorithm 3.
With the corresponding secret keys (s

⌢
knv

, sknv
), each signer

can generate a blind signature dnv
as Line 8 in Algorithm 4.

)en, voter vi can easily calculate the explicit signature
ynv

� dnv
+ c for cvi

. Finally, we have VerifyS as shown in

Ethereum
Blockchain

Block t

Smart Contract

Block t+1

Smart Contract

Block t

Smart Contract

Initialization Voting Opening Verifying/Tally

Commitment

Blind

Signature

Blind Signature
1

2
3

4

Figure 3: Proposed IoEPAV.
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Algorithm 5 to verify the validity of the signature ynv
. Ev-

eryone who gets the public key of the signers from the
blockchain can calculate the hash. Here, the blind signature
protocol mentioned in Section III is divided into Algorithms
3 to 5.

4.3. Smart Contract Design. In this part, we present the
design of the smart contract, which provides interfaces to
record the voting data into the blockchain. )us, the smart
contract should involve the necessary data structure refer-
ring to the voting scheme. Firstly, we need a data structure to
record the information binding with the voter. As shown in
Table 2, “address, PK, PKs, and ID” are the basic public
information, while the other three mapping data are cor-
responding to process data generated in the blind signature
protocol. Table 3 is designed for storing the results in the

“opening” stage. Besides, there are some other variables such
as an “unit” for the number of voters. To be succinct, we do
not list all of them.

Recall that there are four stages in the whole voting
scheme, namely, initialization, voting, opening, and veri-
fying/tally. )en, the smart contract should afford the
necessary interfaces for them to interact with the blockchain.
)e interfaces can be classified into two types: “Write” for
recording information into the blockchain and “Query” for
querying information from the blockchain. We have 11
interfaces in our smart contract. Considering the space of the
paper, only those critical functions are given in detail.
However, it is enough for the readers to understand the
whole protocol. In the stage “Initialization,” a kind of
“Write” function is used to record the public identity in-
formation of a voter. )en, in the stage “Voting,” a “Write”
interface named “setAnmVote” is used to record the blind
commitment generated in Algorithm 3. As shown in
Algorithm 6, iV and iS are the accounts in the Ethereum
blockchain that represents a voter’s address and a potential
signer’s address separately. isi and ici pi are data generated
in “BlindX.” voters is an array corresponding to the data
structure in Table 2. )e requirement in Line 1 makes sure
that only the voter himself can set the data. Once the data
have been recorded, no one can reset it including the voter
himself.

As soon as the data are confirmed by the blockchain, the
other voters acting as a signer will try to generate a blind
signature for the commitment. )e algorithm for a signer to
generate a blind signature is described in Algorithm 4.
Firstly, a signer will use “getAnmVote” in Algorithm 7 to
query the commitment data generated for him. Anyone can
query the commitment according to the public Ethereum
account address. In the end, the signer will submit his blind
signature idsig through “signAnmVote” in Algorithm 8.
Similarly, the requirement in Line 1 makes sure that only the
signer himself can set the corresponding data. Once the
signature has been recorded, no one can reset it including
the signer himself.

)e design ideas of the other interfaces are similar to
these algorithms given above. When “Write” information to
the blockchain, necessary conditions are set. )en, anyone
can check the data from the blockchain by the kind of
“Query” interface.

5. Security Analysis

In this section, we will discuss why our protocol can resist
the potential attacks in the threat models and fulfil all the
design goals in Section 3.

5.1. 1reat Models. In our scheme, we suppose a voter is a
rational one, which means he/she would not let their right to
vote become invalid by doing something obviously break the
protocol. For instance, a voter should submit his/her blind
signature for other voters’ ballots correctly; otherwise, his/
her right to vote will be thought invalid. Here, we present the
threat model specially for a voting service.

Input (m)

Output (c,o)
(1) o� crypto.randomBytes(32)
(2) c� SHA256(m + serialize(o))
(3) return (c, o)

ALGORITHM 1: Generate commitment.

Input (m, c, o)

Output True or False
(1) 􏽢c � SHA256(m + serialize(o));
(2) if c≠􏽢c then
(3) return False
(4) else
(5) return True
(6) end if

ALGORITHM 2: Open commitment.

Input (cvi
,
􏽧􏽤pknv

, 􏽧pknv
)

(1) c � crypto.randomBytes(32);
(2) δ � crypto.randomBytes(32);
(3) for j� 0 to nv do
(4) Aj � 􏽣pkj + c ∗ G+pkj ∗ δ
(5) tj � getXpointFromPubkey (Aj)mod n
(6) xj � SHA256(cvi

+ tj)
(7) 􏽢cj � xj − δ
(8) 􏽥c.push(􏽢cj)

(9) Hi � SHA256 (IDi + addri + 􏽢cj))
(10) sj � secp256k1.ecdsaSign(Hi, ski)
(11) 􏽥s.push(sj)

(12) save(xj, 􏽢cj, c, δ)
(13) end for
(14) await Contract.setAnmVote(addrvi

, 􏽧addrnv, 􏽥s, 􏽥c);

ALGORITHM 3: BlindX.
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(1) Voter Model. Although a voter is a rational one, he/
she may try to lead the voting result in his/her favour
without breaking the rule of the protocol. First, since
the voting is anonymous, a voter may attempt to
submit a duplicate ballot to increase his/her chance
to vote. Second, because each voter will blindly sign
on the blinded ballots, it is possible for a voter to

attempt to change the original ballot after the cor-
responding blind ballot has been blindly signed by
others. It means any vulnerability of the blind sig-
nature protocol will defeat the whole voting scheme.
)ird, knowing other voters’ public identities, a voter
may look for ways to let others’ legal ballots become
invalid by forging others’ ballots.

(2) Adversary Model. An adversary can be anyone who
is a user of the IoE system. First, an adversary may
attempt to affect other voters’ choices through vote
buying, voter coercion, and so on. Second, there is a
possibility for an adversary to stop an eligible voter
from performing the process of the voting protocol.
For example, voters can be subjected to DDoS at-
tacks, causing them to malfunction. )ird, an ad-
versary may attempt to tamper with the result of the
voting.

(3) Blockchain System Model. Attacks against the
blockchain system may also cause the failure of the
voting scheme, since it is based on the blockchain.

5.2. Cryptography Commitment. A cryptographic commit-
ment scheme Commit � (C, V) is secure when it is both
hiding and binding. In our scheme, we constructed the
cryptographic commitment using a collision-resistant hash
function H (in out construction, we use SHA256).

Input (xnv
, cvi

, ynv
, pknv

)

Output True or False
(1) B� xnv

∗ pknv
+ynv
∗ G

(2) bx� getXpointFromPubkey(B) mod n
(3) H� SHA256(cvi

+ bx)
(4) if H �� xnv

then
(5) Return True
(6) else
(7) Return False
(8) end if

ALGORITHM 5: VerifyS.

Table 2: Structure of a voter.

Data type Description
address voter
string PK
string PKs
string ID
mapping(address ⇒ string) si
mapping(address ⇒ string) ci_pi
mapping(address ⇒ string) dsigs

Table 3: Structure of an open result.

Data type Description
string m
string bm
string oi
mapping(address ⇒ string) ci
mapping(address ⇒ string) yis
bool isFinished

Input (iV, 􏽧addr,􏽥s, 􏽥c)

(1) require(msg.sender� � iV);
(2) for i� 0 to nv do
(3) iS � 􏽧addr [i];
(4) isi �􏽥s [i];
(5) ici pi � 􏽥c [i];
(6) require(voters [iV].si [iS])� � 0);
(7) voters [iV].si [iS] � isi;
(8) voters [iV].ci_pi [iS] � ici pi;
(9) end for

ALGORITHM 6: setAnmVote.

Input ( 􏽢sknv
, sknv

)

(1) (v, snv
, 􏽢cnv

)� await Contract.getAnmtVote (addri, addrnv
)

(2) if v≠ addri then
(3) Return
(4) end if
(5) H� SHA256 (IDi + addri + 􏽢cnv

)

(6) S� secp256k1.ecdsaVerify(snv
, H, pki)

(7) if S �� True then
(8) dnv

� 􏽢sknv
− 􏽢cnv
∗ sknv

(9) else
(10) Return
(11) end if
(12) await Contract.signAnmVote(addri, dnv

)

ALGORITHM 4: BlindS.
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We now prove that the binding commitment CH satisfies
two properties based on the assumption that H is collision-
resistant.

(i) Binding Proof. )e binding commitment CH is a
binding commitment if H is collision-resistant. )is
can be shown immediately as follows: if there exists an
adversary A that breaks the binding property, it will
immediately give a collision for H. More precisely, for
some commitment string c, assume A outputs two
pairs (m1, o1) and (m2, o2), where m1 ≠m2, but
V(m1, c, o1) � v(m2, c, o2) � accept. )ereafter, we
have a collision for H that H(h1, o1) � c � H(m2, o2).
So, we can say that CH is computationally binding
since it depends on a computational assumption for
solving this collision for H.

(ii) Hiding Proof. We first consider input hiding re-
quired that the distribution H(m1, o)􏼈 􏼉 is statistically
indistinguishable from the distribution H(m2, o)􏼈 􏼉

for all m1, m2 ∈M, where o←r R. In our construction,
once H is collision-resistant and if the set R is large
enough, it is considered input hiding. For example,
R � 0, 1{ }512 should be sufficient for SHA256. )is
provides a way to build a secure and practical
commitment scheme from SHA256. )en, if H is
input hiding, no adversary even an unbounded
adversary A can break the security of its derived
commitment scheme CH. So, we can say that CH is
unconditionally hiding.

5.3. Blind Signature. )e blind signature protocol we used in
our scheme is recalled as follows:

(i) (1) )e signer nv randomly generates two pair keys
(sknv

, pknv
) and ( 􏽢sknv

, 􏽣pknv
) and pknv

, 􏽣pknv
are public

to the requester vi.
(ii) (2) )e requester selects two integers c and δ ∈ Zn

randomly and computes A � 􏽣pknv
+ c∗G + δ ∗p

knv
� (xp, yp), t � xpmodn. It checks whether t

equals zero. If so, the requester reselects c and δ.
)en, it computes x � SHA256(cvi

‖t) and 􏽢c � x − δ,
where SHA256 is a hash function with 32 bit words
and cvi

is the commitment generated by voter vi.
Finally, the requester sends 􏽢c to the signer as the
blinded message.

(iii) (3) )e signer generates a blind signature d � 􏽢sknv
−

􏽢c∗ sknv
using the blinded message and sends to the

requester.
(iv) (4) On receiving d, the requester computes

y � d + c, and with its above x, the requester gets a
signature x, y for the original message cvi

.
(v) (5) Anyone can verify the signature (x, y) by

checking the following equation:
x � SHA256(cvi

����Rx(x∗pknv
+ yG)modn).

Correctness Proof. Firstly, we prove the signature (x, y)

to be valid as follows:
Rx x∗pknv

+ yG􏼐 􏼑modn,

� Rx x∗pknv
+ d∗G + c∗G􏼐 􏼑modn,

� Rx x∗pknv
+ 􏽢sknv
∗G − 􏽢c∗ sknv

∗G + c∗G􏼐 􏼑modn,

� Rx x∗pknv
+ 􏽢sknv
∗G − (x − δ)∗ sknv

∗G + c∗G􏼐 􏼑modn,

� Rx
􏽣pknv

+ c∗G + δ ∗pknv
􏼐 􏼑modn,

� Rx(xp, yp)modn,

� t.

(5)

It follows that x � SHA256(cvi

����Rx(x∗pknv
+ yG)

modn), which means that (x, y) is a valid signature of cvi
.

Blindness Proof. Secondly, we show the blindness of
the protocol. We define view V for a signer during the
process of the protocol. For example, let (x, y) be the
signature of cvi

that has been generated in the protocol.
)en, view V consists of sknv

, pknv
� sknv
∗G, 􏽢sknv

,
􏽣pknv

� 􏽢sknv
∗G, 􏽢c, and d � 􏽢sknv

− 􏽢c∗ sknv
. We then show

that for any given view V and valid message signature pair
(cvi

, (x, y)), blinding factors c and δ exist and are unique.
)en, for c and δ, we have

Input (iV, iS)

Output (V, S, isi, ici pi)

(1) return (voters [iV].voter, voters [iV].si [iS], users [iV].ci_pi [iS]);

ALGORITHM 7: getAnmVote.

Input (iV, idsig)

(1) require(voters [iV].voter.isvaild() and users [iV].dsigs[msg.sender]).length� � 0);
(2) voters [iV].dsigs[msg.sender]� idsig;

ALGORITHM 8: signAnmVote.
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􏽢c � (x − δ)modn,

c � y − 􏽢sknv
+ 􏽢c∗ sknv

􏼐 􏼑modn,

x � SHA256 cvi
Rx

���� 􏽣pknv
+ c∗G + δ ∗pknv

􏼐 􏼑modn􏼐 􏼑.

(6)

)en, Rx(􏽣pknv
+ c∗G + δ ∗pknv

)modn is uniquely de-
termined by x and cvi

. To make it succinct, we note
􏽣sknv

+ c + δ ∗ sknv
� R− 1

x (cvi
°x), which means 􏽢sknv

+ c∗G +

δ ∗ sknv
is uniquely determined by x and cvi

.
)en, δ ∗ sknv

� (R− 1
x (cvi

°x) − 􏽣sknv
− c)modn � (R− 1

x (cvi

°x) − 􏽣sknv − y + 􏽣sknv − 􏽢c∗ sknv)modn � (R− 1
x (cvi°x) − y − 􏽢c ∗

sknv
)modn.
Finally, we have

c � y − 􏽣sknv
+ 􏽢c∗ sknv

􏼐 􏼑modn,

δ ∗ sknv
� R

− 1
x cvi

°x􏼐 􏼑 − y − 􏽢c∗ sknv
􏼐 􏼑modn.

(7)

)en, c and δ can be uniquely determined by
(x, y, cvi

, 􏽢sknv
, sknv

, 􏽢c). All (x, y, cvi
, 􏽢sknv

, sknv
, 􏽢c) are in the

view V .

5.4. Security Properties. First, we will show how the protocol
fulfils the seven design goals.

Fairness. )e proposed voting scheme is a fair voting by
succeeding the hiding property of the cryptography com-
mitment protocol. Since we have proven the security of the
cryptography commitment protocol used in our scheme, no
one can obtain the ballot results of others before he/she has
submitted his/her ballot.

Decentralization. Directly, the protocol is decentralized
as it is built without any TTP. We use smart contracts to
automate the voting process of the Internet of energy. Eli-
gibility. In the initialization stage, we check all the voters’
identities and public information to make sure the eligibility.

Anonymity. )e correctness and blindness of the blind
signature protocol make sure that no one can know the
owner of a ballot from the voting result at the end. Since we
have proven the security of the blind signature protocol used
in our scheme, the privacy of voters can be protected.

Compatibility. As the protocol is realized by smart
contract and Web3 [31], it can be integrated into an IoE
system easily. Any blockchain system including Ethereum
2.0, which supports smart contracts, is feasible for the
proposed scheme and we do not need to construct a whole
new blockchain platform.

Verifiability. )e data generated in each stage of the
voting can be checked from the blockchain. )erefore, the
voting is verifiable.

Coercion Resistance. Even though one tries to compel a
voter to vote by his/her instruction, he/she cannot find out
whether the coerced voter has done as he/she wishes.

5.5. Resistance against the 1reat Model. Finally, we will
show how the protocol resists the potential attacks in the
threat models. (1) Resistance against Voter: first, a voter
cannot submit a duplicate ballot because the design of the
smart contract will reject a piece of duplicate information.

Second, a voter cannot change the original ballot for the
security of the blind signature protocol. )ird, to forge
others’ ballots, a voter should get their secret keys or break
the ECC asymmetric cryptography. (2) Resistance against
Adversary: first, since the voting is anonymous, an adversary
cannot affect other voters’ choices. Second, to stop an eligible
voter from voting, an adversary should break the security of
the blockchain. )e blockchain makes sure that the result of
the voting cannot be tampered with.

(3) Resistance against Blockchain: because our protocol
is designed via the Ethereum blockchain, which is proven
secure in practice, and thousands of applications have been
built on it. A 51% attack is still hypothetical by a group of
miners controlling more than 50% of the network’s mining
hash rate or computing power. For voting, if more than 50%
of voters collude, it is not necessary to launch voting. Be-
sides, the fully decentralized architecture of blockchains
makes them robust against DoS/DDoS attacks.

6. Implementation and Performance

6.1. Implementation Description. We use a PC with an OS
version of Ubuntu 18.04 64x as a user client. )e CPU and
memory are Intel(R) Core(TM) i7-10510U CPU@ 1.80GHz
2.30GHz and 8G separately. We implemented our protocol
in two parts, namely, Web3 programs and smart contracts.
We write the smart contract in Solidity. We use JavaScript to
finish the Web3 programs along with several libraries.
“Ethers.js” is an Ethereum library to interact with the
Ethereum blockchain. “Crypto.js” is a JavaScript library to
realize the cryptography protocol adopted in our voting
protocol. )e experiment code is available at https://github.
com/researchSec/IoEPAV. As shown in Figure 4, each user
plays as a voter and a blind signer simultaneously. )ey
interact with the blockchain network through the Web3
application. Indeed, the Web3 application will invoke the
smart contract to read or write voting data on the blockchain
network. Note that the users do not need to involve in the
mining or consensus progress of the blockchain network.
For simplicity, we use multiple Ethereum accounts to rep-
resent different voters in the Web3 application to invoke the
smart contract. To evaluate the performance in a more
reliable and practical manner, we deploy the smart contract
on two popular test networks of Ethereum and have strong
links to the main network. Besides, we build an Ethereum
development with a professional tool called Hardhat. )us,
in the connectivity model, we run our test cases in three
blockchain networks separately. )ey are Hardhat local
network, Rinkeby test network, and Ropsten test network.

)e Ethereum network that deals with real money is
called “mainnet,” and then, other live networks named
“testnets” (multiple ones) are also provided by Ethereum. In
testnets, the network does not deal with real money but does
mimic the real-world scenario well. Ropsten and Rinkeby are
the testnets we choose. Ropsten is a proof of work (PoW)
testnet. )is means it is the best like-for-like representation
of Ethereum. Rinkeby is proof of authority (PoA) [32]
testnet. In Table 4, we give the state of the two blockchain
networks when we performed the experiment. In the testnet
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Ropsten, the coin is mined following the same scheme as the
mainnet. Rinkeby uses PoA consensus schemes, which are a
potential direction of Ethereum evolutions.

6.2. Performance in Local Environment. Firstly, we test the
key steps in the local development environment to see the
performance without considering the latency and
throughput according to the network condition. As shown
in Table 5, the time for each stage of the voting is pro-
portionate to the increased number of voters. )e result is
quite straightforward to understand since more voters mean
more commitments to be generated. However, even if the
number of voters is up to 50, the time is not more than
2 seconds. )e time for verifying does not exceed one sec-
ond. )us, one can launch voting efficiently.

6.3. Performance in Live Networks. )e performance of the
voting scheme is relative to the network condition of the live
networks. To give an overall evaluation of the system, we give
the average response time, transaction cost, throughput, and
latency for the execution of the smart contract. To make it
clear, we give the description of evaluation properties as
follows.

Average Response Time. )is metric indicates the time
taken to send a transaction to the blockchain and get a
response. Note that when a user gets a response, it does not
mean that the sent transaction has been confirmed by the
nodes/miners of the blockchain.

Transaction Cost. Gas cost is the transaction cost. Gas
refers to the fee that is required to successfully execute a

contract on the Ethereum blockchain platform. We use the
base unit “Gas.” 4 × 10− 9 Ether ≈ 1 Gas.

Transaction Acceptance Latency (TAL). Firstly, a signed
transaction is created.)e user sends the created transaction
to an Ethereum network and captures the current time point
Ts. When the transaction is confirmed, the user captures the
current timeTe.)is metric indicates the time of t � Te − Ts.

)roughput. We consider two metrics, namely, (a) read
throughput called QPS (query rate per second) and (2)
transaction throughput called TPS (transactions per sec-
ond). QPS indicates the total number of reading transactions
performed within a defined period of time. TPS indicates the
ratio of valid transactions that are initiated within a defined
period of time.

Firstly, we give the response time of each stage in the
voting scheme on different test networks. As shown in
Figures 5–9, the performances are quite stable in all live
networks. )e response time for each stage of the voting is
proportionate to the increased number of voters. )e result
is quite straightforward to understand since more voters
mean more commitments to be generated. )e perfor-
mances in the two test networks are quite similar.

To evaluate how the network conditions affect the
performance of the voting scheme, we give the transaction
acceptance latency (TAL) and throughput in Figures 10 and
11. )e TPS and QPS are quite similar between Rinkeby and
Ropsten. )is can be an explanation for the result of the
response time above. Since the throughput in the mainnet of
the Ethereum blockchain is about 85 times the size of that in
the test networks, we can infer that the performance of the
voting scheme will act more efficiently in the mainnet. Note
that the TAL varies significantly with different loads (dif-
ferent numbers of concurrent transactions). In the experi-
ment, we give the number of concurrent transactions
according to the number of voters.

In Table 6, we also give the average transaction fee for the
smart contract deployment and each stage of the voting
scheme. As we can see, the gas cost in the two test networks
has little difference since the size of the smart contract and
transactions are identical.

6.4. Cost Comparison. In Yang’s blockchain-based scheme
[16], basic cryptographic operations are also introduced.)e
difference is we use scalar multiplication on an elliptic curve,
while Yang uses exponentiation in a multiplicative group.
However, if we only care about computational complexity, it
is similar.

(i) In ECC, given an elliptic curve of size n, the number
of double-and-add steps is proportional to O(k) for
k∗G. Each double/add is a sequence of a constant
number of field multiplications, squares, additions,
and subtractions. Multiplication and squares are the
expensive ones, and using the Karatsuba algorithm
as mentioned in [33], they are O(n1.58). )erefore,
the result is O(kn1.58).

(ii) In comparison, the computational complexity of a
modular exponentiation of form gamodb is similar.

Smart Contract

Ethereum
Test Network

Web3 Application

Voters

Figure 4: Connectivity model.

Table 4: State of the blockchain Network.

Test
network Consensus

Average
block time

(S)

Active
nodes/
miners

Latest block
number

Rinkeby PoW 47.18 42 10027471
Ropsten PoA 15.03 44 11869370
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Table 5: Average response time.

Number of voters Initialization (MS) Blind messages (MS) Blind signature (MS) Opening (MS) Verifying (MS)
5 374.0 323.43 212.0 282.43 109.43
10 635.85 499.14 436.43 561.43 149.43
30 1314.14 1298.71 1234.71 1129.29 228.14
50 2162.28 2314.43 2271.14 1897.43 383.86
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Figure 5: Initialization.
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Figure 6: Blind messages.
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Figure 7: Blind signature.
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Figure 8: Opening.
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Figure 9: Verifying.
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Square-and-multiply is O(a). Each square/multiply
is O(b1.58). )erefore, the result is O(ab1.58).

According to Yang’s performance analysis, only themost
time-consuming operations are taken into account. t is
denoted as the time of one exponentiation calculation such
as a gamodb. Correspondingly, we use t to denote the time of
one multiplication calculation in ECC such as k∗G. Let tE

and tD be the time of encryption and decryption separately.
)en, we let tS and tV be the time of executing ECDSA
signature and verification, respectively. Approximately,
tE � 2t, tD � t, tS � t, and tV � t. nv is used to denote the
number of voters. In Yang’s scheme, nc is the number of
candidates, respectively. Note that we can take over the blind
signer to candidates in our protocol. To be succinct for
comparison, we let p � nc � nv. )e cost of these operations

in Yang’s and our scheme for comparison is given in Table 7.
As shown in Table 7, our scheme IoEPAV is at a lower cost.

7. Conclusion and Future Work

We present a novel blockchain-based voting scheme for IoE
system. By getting rid of a trusted third party, the proposed
scheme can avoid the single point of failure and is available
for a trustless environment. In the past proposals, it is
difficult to capture all the required features for a voting
scheme. To the best of our knowledge, our scheme is the first
one to fulfil all the design goals simultaneously. To achieve
this, we combine the cryptography commitment and blind
signature protocol. We also use smart contracts to automate
the voting process of the Internet of energy. With smart
contracts, the voting scheme can be easy to integrate into the
IoE system. A voter can follow the voting protocol by in-
voking the interfaces of the smart contracts. Although we do
not use any high-performance cryptography library, the
performance in a real environment demonstrates the fea-
sibility of our protocol.

In the future, we can try to use parallel computation in
the voting stage to improve efficiency as well. Another
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Figure 11: Transaction acceptance latency.

Table 6: Average transaction cost.

Test network Deployment (Gas) Initialization (Gas) Blind messages (Gas) Blind signature (Gas) Opening (Gas)
Rinkeby 2,353,838 251,023 204,768 92,811 289,189
Ropsten 2,353,838 251,035 204,780 92,823 284,258

Table 7: Count of the cryptographic operations.

Protocol Voting Verifying/tally
IoEPAV 6 ∗ t ∗ nv 2 ∗ t ∗ nv

Yang
[16] (5 ∗ nv ∗ t+ 3 ∗ t) ∗ nv (5 ∗ nv ∗ t+ 5 ∗ t) ∗ nv ∗ nv
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interesting open problem is to create a version of the voting
scheme that reduces the number of blind signatures. Making
the number of blind signatures irrelative to the number of
voters will be a great improvement. )is would give a so-
lution that is more efficient with large-scale voters.
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As the video streaming traffic grows exponentially nowadays, variable bitrate (VBR) encoding has been widely utilized by modern
live video streaming service providers, such as YouTube, TikTok, and Twitch. However, video bitrate can be a delicate fingerprint
of the video streaming, leading to risks of privacy leakage. )ere are several studies that attempt to eavesdrop the privacy from
encrypted video streaming, but most of them presume strict requirements on the implementation environments and have great
limitations when noise interference exists. Actually, the video traffic from the multimedia edge server is distinct from inter-
application traffic flows due to device customization and can be identified even if there are noise interferences or the victim in a
weak network condition. In this paper, a video traffic identification method is proposed to identify the encrypted video streaming
frommultimedia edge server under the interference of irrelevant traffic flows. Initially, we use an interapplication filter to identify
the traffic from the edge server. )en, a longest-common-subsequence (LCS)-based method is developed for similarity matching
to resist the noise interference from unpredictable burst traffic and network environment variations. In order to evaluate the
system performance, we setup the prototype system with an AWS EC2 server and a raspberry pi device, then utilize the real-world
trace data for pushingmovies to victims.)e experimental results show that the accuracy of our proposed strategy can reach 89.1%
within 140 seconds eavesdropping even mixed with 14% noise interference.

1. Introduction

With the improvement of the network bandwidth, the video
streaming service has been popular in recent years, which
quickly sweeps across the world and takes up the viewers’ free
time by high-quality content in live e-commerce, sports
events, or video games. For example, according to the report
of Statista, which is a global business data platform, shows that
the number of monthly active users of TikTok worldwide has
exceeded 1 billion [1]. Meanwhile, the number of monthly
active users of YouTube has exceeded 2.3 billion. However,
the growing number of users has brought great bandwidth
pressure to video data center. )anks to the development of
edge computing in recent years, more and more Internet
service providers try to save server resources and reduce the
round-trip time by handing user tasks to edge servers, such as
computation offloading [2] and video delivery [3]. In the
foreseeable future, more and more applications will be
handled by edge servers with the performance improvement
of edge devices and popularity of 5G infrastructure.

Conventionally, the bitrate-based fingerprint carried by
video traffic flow can be identified by video traffic pattern
analysis even with the transportation layer security (e.g.,
TLS) encryption. )ere are many studies attempting to
eavesdrop the content of videos from viewers which are
under TLS encryption in recent years [4–6], but most of
these works assume that the encrypted video stream can be
directly observed by attackers without interference of ir-
relevant traffic flows. Some studies also proposed noise-
resistant fingerprint identification methods, but all of them
are not suitable for video bitrate fingerprints [7]. Actually,
the video traffic is usually delivered from content delivery
network (CDN) which may serve multiple websites or ap-
plications at the same time [8]. )erefore, the complete and
noiseless bitrate-based traffic fingerprint can be hardly
identified from the real-world trace data. Furthermore, the
effectiveness of traffic fingerprints is highly sensitive to
network fluctuations, and the partial features of traffic
fingerprint will drift seriously during unstable network
conditions.
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)e prevalence of edge server brings a new risk to video
traffic identification due to the customization of the edge
devices. Conventionally, the CDN server usually undertakes
several tasks including video delivery and static resource
delivery using the same domain name, which will make it
difficult to identify the video traffic flow encrypted by TLS.
However, the multimedia edge server hardly delivers the
irrelevant traffic due to the customization of the edge device,
which leads to the possibility of identifying the bitrate-based
traffic flows from it.)erefore, the video traffic from the edge
server is easier to identify and the traffic features are more
stable. In this paper, we will present a noise-resistant video
traffic identification method for VBR traffic flow. We will
show that the traffic fingerprint from the real-world trace
data captured from multimedia edge server can also match
the bitrate fingerprint after appropriate preprocess. Initially,
a simple traffic filter which only uses three labels from the
unencrypted traffic is used to filter out the traffic that is from
the multimedia edge server. After that, an LCS-based fin-
gerprint-matching method is proposed to eliminate the
interference of the remaining two types of noise and match
the traffic fingerprint and bitrate fingerprint.

)e rest of this paper is organized as follows: )e lit-
erature is explored in Section 2. )e data analysis is pre-
sented in Section 3.)e system design is presented in Section
4. )e traffic filter and LCS-based matching method are
illustrated in Section 5 and Section 6. )e system perfor-
mance is evaluated in Section 7. Finally, Section 8 concludes
this paper.

2. Related Work

2.1. Privacy Leakage and Protection. With the growth of
Internet applications, new security issues arise with the
development of Internet infrastructures. On the one hand,
the new paradigms could bring facilities to our daily life such
as recommendation system [9, 10], computation offloading
[2, 11, 12], and route planning [13, 14]. On the other hand,
the privacy defense strategy also needs to consider more
aspects with the upgrading of infrastructure: mobile devices
[15], Internet of things (IoT) device [16–18], and cloud
server [14, 19]. Specifically, machine learning [20] and edge
computing are developed rapidly, which brings more
complex privacy leakage problems [21]. With the im-
provement of bandwidth and device performance, more
video streaming service providers use edge servers to cache
and distribute video content in order to reduce the pressure
of data center, which leads to the popularity of research of
multimedia privacy protection on edge server [22, 23]. In
this paper, we will discuss the privacy leakage caused by
encrypted video under noise interference.

2.2. Privacy Leakage from Video Stream. )e side channel
attack caused by privacy leakage of encrypted video has
attracted extensive attention in recent years. Saponas et al.
[4] makes fingerprints by using multiple sliding windows to
divide the video into segments of several milliseconds based
on VBR encoded video, but they only achieve 62% accuracy

with 10 minutes eavesdropping without noise interference.
Gu et al. [24] improved the DTW algorithm to make it
suitable for DASH protocol and made a classifier that can
identify videos from both Netflix and YouTube, but they
claim that the low bandwidth and high packet loss rate are
not in their consideration since users will normally leave
video streaming immediately because of the bad experience.
As the prevalence of machine learning, neural network has
an advantage of feature extraction in a sophisticated envi-
ronment. Schuster et al. [5] modeled the fingerprints and
proposed a CNN-basedmodel to identify the fingerprints for
VBR-based videos from YouTube and Netflix. Nevertheless,
all the bitrate-based video identification strategies need the
assumption of stable network. Otherwise, both weak net-
work condition and burst traffic will have a serious inter-
ference on traffic fingerprint, which will inevitably lead to
wrong identification results because the points in bitrate
fingerprint will be matched incorrectly. In the following part,
we will analyze the noise interference and then propose a
noise-resistant video traffic identification method.

2.3. Sequence Matching Method. Sequence matching
methods are essential in solving many pattern recognition
problems such as anomaly detection, speech recognition,
and other domains [25]. )e popular methods usually
consider using points for matching (e.g., Edit Distance on
Real Sequence (EDR) [26], Dynamic Time Warping (DTW)
[27]), using shape for matching (e.g., Frechet distance [28]),
and segmenting the sequence for matching (e.g., One Way
Distance [29]). Nevertheless, most sequence matching
methods do not consider the matching effectiveness in in-
terference environment. )anks to the powerful represen-
tation ability of deep learning, similarity learning can
accommodate heterogeneous features in the sophisticated
environments, and there are several deep-learning-based
methods like the CNN-based solution [30, 31], and the
LSTM-based solution [32]. However, deep-learning-based
models usually need online training to adapt the latest
features, and the computational cost is very high.

3. Traffic Data Analysis

In this section, we will introduce the video data analysis to
illustrate the video bitrate and several types of traffic noise
using the classic movie Titanic. In the following parts, nginx
and ffmpeg is used to push the encrypted video traffic,
Chrome downloader is used to provide the irrelevant traffic,
and wondershaper is used to simulate the weak network
environment with the random interference of bandwidth
limitation, RTT, and packet loss.

3.1. Side Channel Attack on Video Traffic. VBR can bring the
risk of privacy leakage through the bitrate fluctuation.
Figure 1 shows the bitrate of a video which encode with
constant bitrate (CBR) and VBR, and it can be seen that
there are significantly different fluctuation trends between
them.
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Additionally, TLS only encrypts the content, but leak the
statistical features of the traffic. Figure 2 shows the corre-
lation between the bitrate of VBR video and it is encrypted
video streaming.

Obviously, the privacy of video viewers can be identified
through the analysis of the video traffic even after encryp-
tion. When the attacker obtains a traffic fingerprint segment,
the privacy may be leaked.

3.2. Bitrate Features with Irrelevant Traffic. When providing
video streaming services for users, edge devices can also
provide other multimedia services from different websites at
the same time (such as encode offloading or download
acceleration), resulting in the eavesdropped traffic con-
taining multiple types of packets, which make it difficult to
identify the video traffic. Figure 3 shows the traffic from a
raspberry edge server, which contains only video stream and
both video stream and download stream.

It can be seen that the video stream traffic is covered by
mixed traffic, resulting in the disappearance of the video
traffic features.

3.3. Bitrate Features in the Weak Network Condition.
VBR features are usually easy to identify, which is more
likely to lead to privacy leakage. However, such features are
easily affected by noise or weak network condition, which
reduces the accuracy of identification. Figure 4 shows the
interference of bandwidth limitation and RTT on the traffic
fingerprint of Pirates of the Caribbean 5 from 1000 seconds
to 1700 seconds. )e video traffic is collected from raspberry
edge server.

Since the beginning of traffic eavesdropping, the
bandwidth limitation from 50 to 120 second and the burst
RTTfrom 170 to 180 second lead to video playback jitter and
corresponding backward drift of traffic features. Figure 5
adds the interference of 15% random packet loss to the traffic
fingerprint of Pirates of the Caribbean 5 from 2000 seconds

to 2200 seconds. Due to the packet retransmission function
of TCP protocol, the interference of feature drift is reduced,
but it still reduces the matching accuracy between bitrate
fingerprint and traffic fingerprint. In a word, the bitrate-
based video fingerprints raise stringent requirements on
network conditions.

3.4. Bitrate Features with Intra-Application Interference.
Even in the same application, the features will also be sig-
nificantly affected by user operations, which usually cannot
be predicted. Whether viewers explore the video list while
watching or communicating through the intrasite chat
system, it will have a destructive interference on the traffic
features and seriously reduce the identification accuracy.
Figure 6 shows the burst traffic by browsing the video list and
the interference on the traffic features.
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Obviously, the traffic generated by unpredictable be-
havior on 100 s to 110 s completely covers the original traffic
features.

4. System Design

In this section, we will present the system design with the
noise-resistant encrypted video traffic identification. )e
system structure is presented in Figure 7. )e proposed
system can be divided into following parts:

(i) Interapplication traffic filter: A filter based on three
labels including server name indicator (SNI) is
proposed to filter out the traffic that from the
multimedia edge server.

(ii) LCS-based fingerprint matching: An LCS-based
method is proposed formatching the traffic fingerprint
and bitrate fingerprint under noise interferences.

)e SNI tag is used to bring the domain name requested
by the server through a plain text in the handshake stage of
the TLS protocol. )e attacker can easily obtain the target
domain using SNI as an interapplication traffic filter, and
further identify the whole TLS session through IP address or
sequence number, and then obtain the video traffic flow
completely without other interinterference due to the cus-
tomization of the edge device. It should be noted that all the
video providers need to transfer the video stream according
to the protocol which specified by the edge multimedia
framework, and the edge server will use the unified video
protocol to send the video stream to users. As the popular
edge multimedia frameworks such as EasyNVR or Link
Visual all use TLS for video delivery, so our filter can be
regarded as a general method for the existing video service.
However, the traffic fingerprint will still affect by the burst
traffic from unpredictable behaviors (such as exploring the
video list), or the weak network condition, for example, low
bandwidth and packet loss after filtering. So an LCS-based
method is proposed to filter the intraapplication interference
and identify the matched segments between traffic finger-
print and bitrate fingerprint.

5. Interapplication Traffic Filter

We will propose a traffic filter to eliminate irrelevant traffic
from other applications in this section. )ree labels are
utilized to achieve the traffic filter: SNI, content type, and
source IP address (srcaddr):

(i) SNI is used to filter the video traffic which to be
identified.

(ii) ContentType is used to divide the TLS session.
(iii) IP address is used to obtain the continuous TLS

session.

)e video content is sent in stream, but each video
segment is encrypted in a TLS session, thus, the session is
denoted as a video segment in a fixed length. ContenType is
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used to check whether the packet is a TLS handshake packet
(denote the start of a new TLS session). Since the SNI in the
handshake packet holds the source domain name without
encrypted, all video streaming TLS sessions can be identified.
)e filtering process is shown in Algorithm 1.

After filtering, we get a set S � s0, s1 . . . sj􏽮 􏽯 containing j

packets in all TLS sections, where sj is a two-tuple
〈lengthj, timej〉 for the j th packet with tj as the arrival time
and lengthj as the packet length.

6. Noise-Resistant Fingerprint Matching

In the previous section, we obtain the packet sequence
through filtering the TLS session. However, the intra-
application interference still exists and seriously reduces the
matching accuracy. In this section, we will propose a noise-
resistant similarity matching method based on LCS model.
Before performing the matching model between bitrate
fingerprint and traffic fingerprint, we should discuss the
feature drifting caused by weak network condition and
intraapplication noise interference. )e bandwidth fluctu-
ation caused by weak network will limit the data obtained by
viewers and then destroy the traffic fingerprint. For example,
for the same video segment which bitrate fingerprint is (1, 2,
3, 4, 5), the traffic fingerprint eavesdropped from a viewer
with stable network is (2, 3, 4, 5, 6), but eavesdropped from
another viewer with weak network will become (2, 3, 0, 0, 4,
5, 6), which will seriously reduce the identification accuracy.
Similarly, the intraapplication noise will also change the
traffic features and reduce the accuracy. For example, the

traffic fingerprint eavesdropped from a viewer without in-
terference is (2, 3, 4, 5, 6), but when there is a burst traffic
caused by unpredictable behavior, the traffic fingerprint will
cover by burst traffic interference and become (2, 7, 11, 8, 6).
)e two types of interference above refer to the drift between
bitrate fingerprint and traffic fingerprint which violates the
uniqueness in a fine granularity observation, even though
the trend keeps consistent in the long-term observation.
In order to perform the similarity matching method, we
relocate the traffic fingerprint by second, as shown in
Algorithm 2.

)e algorithm recalculates the length of the packet in
sequence S and matches the element in bitrate fingerprint
with the timeline. Generally, weak networks and burst traffic
are infrequent, it means that if most intervals of traffic
fingerprint and bitrate fingerprint are matched in the long-
term trend, we can ignore a few local mismatch caused by
weak network or burst traffic. However, the common
similarity matching method requires that all the elements in
the sequence must be matched even if the fingerprint is
under interference. )erefore, we propose a fingerprint
matching method considering the traffic noise interference.
We define F(xa, xb) as the Euclidean distance between xa

and xb. For a given xa and xb, if F(xa, xb) is less than
threshold ϵ, the xa is considered to match xb. )en, a noise-
resistant model N-LCS based on LCS model is proposed to
adapt the fingerprint mismatches.

First, for the bitrate fingerprint TB and traffic fingerprint
TF, the points in TB can only match the points in TF forward
(e.g., TB

5 can only match TF
5,6,7...). )is is because during the

Weak network condition

Mutilated
fingerprint

LCS-based
matching

Multimedia
edge server 

Attacker

Victim

Video provider
Complete

fingerprint 

Target video

Traffic fingerprint

Bitrate fingerprint

Victim

Figure 7: An overview of system structure.
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video playback, the video player will not cache the played
video contents. In addition, the matching strategy of LCS
is too simple to adapt the weak network condition, so
N-LCS optimize the matching strategy to adapt the noise
interference. For TB � tb

0, tb
1, . . . , tb

d . . .􏼈 􏼉 and TF � t
f
0 ,􏽮

t
f
1 , . . . t

f
c . . .}:

(i) if t
f
c > tb

d and F(t
f
c , tb

d)< ϵ, the point t
f
c and tb

d are
considered to be matched.

(ii) if t
f
c > tb

d and F(t
f
c , tb

d)< ϵ, the point t
f
c and tb

d are
considered to be not matched, and the unmatched
point tb

d may have been caused by burst traffic.
(iii) if t

f
c < tb

d and F(t
f
c , tb

d)< ϵ, the point t
f
c and tb

d are
considered to be not matched, and the unmatched
point tb

d may caused by limited bandwidth, RTT or
packet loss. As the limited traffic will usually lead to
the drift of traffic features, and the backtracking
function should be added to LCS model in order to
drop the redundant fingerprint at the trail of TB to
avoid false matching.

We use a two-dimensional matrix M with the size of
k∗ k to save the temporary matching result, where k is the
length of bitrate and traffic fingerprint. )e values of matrix
M are calculated by the following formula:

M[i][j] �

M[i − 1][j − 1],

F t
f
i , t

b
j􏼐 􏼑> ϵ and t

f
i > t

b
j ,

M[i − 1][j − 1] + 1,

F t
f

i , t
b
j􏼐 􏼑< ϵ and t

f

i > t
b
j ,

max(M[i1][j − 1], M[i − 1][j]),

F t
f
i , t

b
j􏼐 􏼑< ϵ and t

f
i < t

b
j ,

0,

i � 0 orj � 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0< i, j< � k,

(1)

where ϵ is the threshold of F. In order to eliminate the
interference of feature drift, N-LCS makes two rounds of
backtracking at the end of the algorithm. )e first round of
backtracking determines the drift distance of the traffic
fingerprint and drops the fingerprint at the tail of the bitrate
fingerprint according to the drift distance.)e second round
of backtracking will use the bitrate fingerprint calculated in
the first round to find thematching path in thematrixM and
calculate the longest common subsequence between two
fingerprints according to the new matching path using
dynamic programing as the matching result. )e calculating
process is shown in Algorithm 3.

Figure 8 shows the partial match result between traffic
fingerprint and bitrate fingerprint. )e red line shows the
match relation between bitrate and traffic fingerprint. It can

be seen that the LCS-based matching model can successfully
ignore the invalid features caused by interference.

7. Implementation and Evaluation

7.1. Experimental Setup. In order to build the prototype
system, we have an Amazon EC2 server as the video
stream server, a raspberry pi as the edge server, and an
Xiaomi 11 Ultra as the victim, respectively. )e server
configuration is listed in Table 1. nginx and ffmpeg is used
to push the video streaming in RTMPS protocol, and
Wireshark is used to simulate Man-In-)e Middle
(MITM) attack to capture the encrypted TLS traffic of the
victim. We use videos with several bitrates to generate the
bitrate and traffic fingerprint and evaluate the effective-
ness of N-LCS, and the configuration of video dataset is
shown in Table 2 ()e data set can be found at https://1drv.
ms/u/s!AnB84OgJQM04jkAYDlzO9fhchxeZ?e�fj4cY8).

7.2. Effectiveness of the Traffic Filter. )en we test the ef-
fectiveness of the interapplication traffic filter proposed in
Section 5. We use Wireshark to capture the video traffic
encrypted by RTMPS protocol, and A domain name reg-
istered from Tencent cloud is used to fill in the SNI tags. )e
output traffic from the edge device and the filtered input
traffic from the victim are collected, respectively, as shown in
Figure 9. )e results show that the proposed traffic filter can
identify all the target TLS sessions accurately.

7.3. 8reshold Analysis. In this part, we will calculate the
threshold ϵ of N-LCS model, which is used to identify the
matched point in traffic fingerprint and bitrate fingerprint. A
total of 300 groups of 50 seconds bitrate fingerprints and
traffic fingerprints are used to calculate the similarity dis-
tance in the following cases, and the similarity distance is
shown in Figure 10:

(i) Fingerprints come from the same video.
(ii) Fingerprints come from different videos, but the

bitrate is similar.
(iii) Fingerprints come from different videos, and the

bitrate of different videos varies greatly.

)en, True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN) is used to define
accuracy:

Accuracy �
TP + TN

TP + TN + FP + FN
. (2)

After that, we use the intersection of two false rate lines
as the threshold to maximize the accuracy. As shown in
Figure 11, 239 is the best threshold to reach the maximum
accuracy of 0.766 (76.6% points in the fingerprints can be
accurately matched).
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Finally, we calculate the identification accuracy with
1–100 matching points as the threshold δ in above three
cases, and the results are shown in Figure 12. When the
bitrate of different videos varies greatly, there are less
matched points between fingerprints, and the similarity
distance between mismatched points is usually large, so only
a small threshold is required to achieve high accuracy. When
the bitrate is similar and the length of fingerprints is short,
there are also many matched points though the fingerprints
that come from different videos, result in the a lower ac-
curacy compared with other cases. Since the identification
accuracy of the threshold for matching points is not 100%,
the identification accuracy will eventually decrease to 0 with
the increase of threshold δ. Considering the difference be-
tween fingerprints, we use 0.43 as the threshold δ in fol-
lowing experiments.

7.4. 8e Effectiveness of N-LCS without Noise Interference.
Figure 13 compares the N-LCS with two popular similarity-
matching methods in a noise-free environment with dif-
ferent fingerprint lengths.

With the increase of fingerprint length, the proportion of
matched segments in fingerprints gradually stabilizes, so the
accuracy of all algorithms are increasing. However, the focus

of N-LCS is to identify and remove the noise interference in
the traffic fingerprint, rather than improve the matching
accuracy of fingerprints without noise interference; there-
fore, the accuracy of N-LCS is close to Pearson. It is worth
noting that the fluctuation of traffic features lead to the poor
performance of DTW algorithm based on global optimal
distance, and the accuracy is significantly lower than Pearson
and N-LCS.

7.5. 8e Effectiveness of N-LCS under Noise Interference.
In order to evaluate the effectiveness of N-LCS under the
noise interference, we use the automatic script to randomly
generate different levels of noise interference during video
playback. )e fingerprint with a length of 200 seconds is
used to test the interference of bandwidth limitation, burst
RTT, packet loss, and burst traffic on the identification
accuracy of N-LCS under different noise levels. )e results
are shown in Table 3 then, the traffic captured with mixed
noise (bandwidth limitation, packet loss and burst traffic
account for 1/3 respectively) is used to compare the N-LCS,
Pearson, and DTW algorithms. )e results are shown in
Figure 14.

With the increase in the proportion of noise inter-
ference, the identification accuracy of above algorithms

Input:
packet sequence P;

Output:
packet sequence S;

(1) while packet [++i] !�NULL do
(2) if ContentType��HandShake and SNI �� target domain then
(3) Create a new sequence s

(4) Old IP � packet [i]. ip
(5) else if ContentType !�HandShake and packet [i].ip��Old IP then
(6) Add packet [i]. length to sequence
(7) end if
(8) end while

ALGORITHM 1: Video filter.

Input:
packet sequence S;

Output:
traffic fingerprint Tf;

(1) old time� 0
(2) acc len� 0
(3) while packet [++i] !�NULL do
(4) ifpacket [i].time - old time≥ 1 then
(5) Tf. append(acc_time)
(6) acc len� 0
(7) old time ++
(8) else if packet [i].time - old time< 1 then
(9) acc len +� packet [i]. length
(10) end if
(11) end while

ALGORITHM 2: Traffic fingerprint relocator.
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decreased in varying degrees, while the accuracy of DTW
and Pearson decreased much faster than N-LCS. In ad-
dition, when the proportion of noise interference is less
than 14%, the accuracy of N-LCS decreases slowly, while
when the proportion exceeds 15%, the accuracy decreases
significantly. )is is because the N-LCS matching strategy
reserves sufficient redundant for noise interference. )e

average number of matching points between matched
fingerprints is much higher than the identification
threshold, and it will not have a great interference to the
accuracy though there is a small amount of unmatched
points. )en, we set the noise proportion to 14%, and
compare N-LCS with three latest identification methods
based on video fingerprint: beauty [5], p-dtw [24], and

Input:
bitrate fingerprint TB;
traffic fingerprint TF;

Output:
the length of subsequence Result

(1) k � len (TB); define matrix M [k][k] and pre [k][k]
(2) for iterate TF and TBdo
(3) if TF [i] - TB [j] < ϵ then
(4) if TF [i]>TB [j] then
(5) M [i][j]� M [i− 1][j− 1] + 1, mark i and j as matched points in matrix pre
(6) else
(7) M [i][j]� M [i− 1][j− 1]
(8) end if
(9) else ifM [i− 1][j]>M [i][j− 1] then
(10) M [i][j]� M [i− 1][j]
(11) else
(12) M [i][j]� M [i][j− 1], mark i and j as noise points in matrix pre
(13) end if
(14) end for
(15) i� TF.length; j� TB.length
(16) while iterate similarity path in pre do
(17) if pre [i][j] holds noise points then
(18) tmp ++
(19) end if
(20) end while
(21) i� TF.length - tmp; j� TB.length
(22) while iterate similarity path in pre do
(23) if pre [i][j] holds matched points then
(24) Result ++
(25) end if
(26) end while

ALGORITHM 3: N-LCS solver.
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Figure 8: )e comparison of matching result. (a) Video traffic in weak network conditions. (b) Video traffic with burst noise interference.
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leaky [33]. )e test video clips were taken from the
films Titanic, Pirates of the Caribbean 5, Inception and
Avengers 3. )e results are shown in Table 4. As the
previous methods only focus on the accuracy of matching
strategy, ignoring the noise interference from the real-
world eavesdropping environments, result in the

Table 1: Sever configuration.

ec2 raspberry pi
System Windows server 2019 Ubuntu 18.04
Memory 1GB 1GB
Cpu 2.5GHZ∗ 1 1.2GHZ∗ 4
Hard disk 30GB 16GB
Network bandwidth 10mbps 100mbps

Table 2: Video dataset.

Time bitrate
Pirates of the Caribbean 5 02:48:30 10.1mbps
Pirates of the Caribbean 5 02:48:30 8005 kbps
Pirates of the Caribbean 5 02:48:30 5991 kbps
Pirates of the Caribbean 5 02:48:30 4022 kbps
Pirates of the Caribbean 5 02:48:30 2074 kbps
Titanic 03:06:49 2607 kbps
Inception 02:28:21 1986 kbps
Avengers 3 02:29:33 2217 kbps
Trainspotting 01:34:16 1825 kbps
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Figure 9: )e comparison of output traffic from the edge devices
and filtered traffic from the victim.
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Table 3: Accuracy of N-LCS under different noise levels.

2% 4% 6% 8% 10% 12% 14% 16% 18% 20%
Bandwidth limitation 0.870 0.861 0.859 0.855 0.845 0.837 0.821 0.781 0.733 0.679
Burst RTT 0.868 0.870 0.856 0.845 0.839 0.833 0.821 0.779 0.724 0.661
Packet loss 0.909 0.904 0.905 0.876 0.881 0.874 0.861 0.830 0.806 0.778
Burst traffic 0.883 0.877 0.850 0.849 0.840 0.827 0.815 0.767 0.718 0.650
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Figure 14: Accuracy of different methods under noise interference.

Table 4: Accuracy of different methods under noise interference.

50 s 60 s 70 s 80 s 90 s 100 s 110 s 120 s 130 s 140 s
N-LCS 0.649 0.711 0.776 0.821 0.850 0.872 0.883 0.887 0.889 0.891
Beauty 0.369 0.461 0.545 0.618 0.682 0.717 0.751 0.772 0.791 0.807
P-DTW 0.420 0.491 0.553 0.605 0.649 0.677 0.701 0.721 0.737 0.752
Leaky 0.349 0.398 0.452 0.483 0.510 0.531 0.545 0.558 0.564 0.562
Here, the data unit is percentage. So, 0.649 means the accuracy is 64.9%. )e bolded values represent the highest value for each column.
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reduction of accuracy in the weak network condition and
N-LCS can reach the highest accuracy even under noise
interference.

8. Conclusion and Future Work

In this paper, we proposed a noise-resistant bitrate-based
identification method for encrypted video traffic on the
raspberry pi platform, which uses the LCS-based model to
match the traffic and bitrate fingerprint. A real dataset using
several famous movies captured from edge server and a
prototype system was presented for performance evaluation.
)rough experiments, we proved that even the interference
proportion can reach to 14%, and we can reach 89.1% ac-
curacy after 140 seconds traffic eavesdropping.

With the prevalence of video streaming system, our work
provides a new eavesdropping method that robust to in-
terference. In the future work, we will optimize our model
from the following two aspects. First, the identification
accuracy will be optimized when the traffic fingerprints
eavesdropped from victims are similar. Second, the pro-
posed method only supports the popular protocols used in
multimedia edge frameworks such, as RTMPS, and more
protocols will be supported, for example, HLS and DASH in
the future.
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+is study is aimed at the authentication problem between the node’s public key and the node in the sensor network of the Internet
of +ings(IoT). As well as the sensor node key distribution needs to verify trusted nodes, resulting in a lot of storage and
computational overhead problems. A routing-driven key management scheme for the IoT based on identification certificate
authentication system is proposed. +e scheme takes the identification key pair of the node as the verification key to verify the
random key pair generated by the node to ensure that the whole process does not need the intervention of a trusted third party;
random key pairs are generated by nodes independently to ensure that each sensor node has different keys. When a node is
broken, it will not cause damage to other nodes. At the same time, the shared key is only established for adjacent sensor nodes that
communicate with each other to ensure the security and lightweight storage overhead of the sensor nodes. +e experimental
analysis shows that the scheme can provide better security, can effectively reduce sensor nodes’ storage space and energy
consumption, and has higher advantages in safety and performance.

1. Introduction

+e mobile IoT is an important part of the new infra-
structure. Promoting the innovative development of the
mobile IoT will help accelerate the digital transformation of
traditional industries and further support the construction
of manufacturing power and network power. Applying the
technology of the Internet of +ings to the construction of
smart cities will help improve the urban structure and en-
hance the city’s comprehensive service level [1].+e essential
thing for building a smart city is the sensor network (HSN),
composed of different types of sensor nodes as the sensing
layer of the IoT. Ensuring safe communication between
sensor nodes is a priority issue for the IoT [2].+erefore, key
management aiming to provide secure and reliable com-
munication is the most critical and essential content of IoT
security research [3]. +e research on key management
based on wireless sensor networks has achieved many results
in traditional networks. However, due to the limited re-
sources of IoTnodes, lack of infrastructure support, and the
vulnerability of deployment environments, many existing

research results (Such as PKI/CA technology) cannot be
directly applied [4].

In recent years, the proposed key management scheme
has been mainly based on the public key cryptosystem
authentication method. Its core solution lets each node share
a key with its neighboring nodes to achieve secure com-
munication [5]. Choi et al. [6] proposed an encryption
strategy based on geographic location information that only
relies on node location information. +e strategy does not
need to know the specific deployment information of the
node and considers the attack situation inside and outside
the node but does not consider the problem of node identity
authentication, resulting in poor security. Zhang et al. [7]
and others proposed a lightweight asymmetric group key
agreement protocol between clusters, which established a
secure and efficient group communication channel for
sensor nodes between clusters. Elhoseny [8] et al. proposed a
key management scheme of elliptic curve cryptography
algorithm and homomorphic encryption algorithm based on
asymmetric public key cryptosystem, which reduced the cost
of communication, memory, and energy. Alappatt and
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Prathap [9] mixed Diffie-Hellman key exchange and Elliptic
Curve Cryptography (ECC) methods so that each cluster
head in the cluster keeps the public key of its corresponding
member node and only acts as a router. Mesmoudi et al. [10]
proposed a dynamic key management scheme for HSN to
ensure the scalability and flexibility of the network.

From the above key management scheme analysis, it can
be seen that in the public key cryptosystem, the binding
between the public key and the node is mainly based on
certificate authentication and identity authentication.
However, there are still some defects in these two authen-
ticationmethods: the node public key (PK) has nothing to do
with the node identification in certificate authentication; it
needs to be proved by a trusted third party [11]. In identity
authentication, the node key is entirely generated by the Key
Management Center (KMC), and the node has no complete
control over its private key (SK). Furthermore, in the HSN
network, to ensure the connectivity of the whole IoT, each
node needs to store a sizeable key pool, resulting in colossal
storage and computing pressure. Especially when the sensor
network is connected to other external networks (including
the Internet), it is easy to be attacked by external networks.
Once the attacker obtains the information of the key pool
from the captured node, the entire network’s security may
collapse.

+is paper aims at the defects of the public key au-
thentication way of sensor nodes in the existing key man-
agement schemes and the fragile security and limited
resources of sensor nodes in IoT networks. Combined with
the identification-based certificate authentication scheme
CFL (C, F, and L are the first letters of the last name of three
inventors, Chen Huaping, Fan Xiubin, and Lv Shuwang), a
route-driven key management scheme based on CFL is
analyzed and constructed. +e scheme only establishes the
shared key for the adjacent sensor nodes that may com-
municate with each other and uses the CFL authentication
system to select the shared key. +e identification key pair of
the node is used as the verification key pair to verify the
random key pair generated by the node. At the same time,
the random key pair makes each sensor node have different
keys. When a node is broken, it will not cause damage to
other nodes. +e whole process does not need the inter-
vention of a trusted third party to ensure the security and
lightweight storage overhead of the sensor node. An efficient
and trusted scheme is proposed to solve the security
problems of authentication and communication of node and
public key binding in the IoT.

2. Preliminaries

2.1. Identity-Based Certificate Authentication System CFL.
CFL is a new identification-based authentication system,
which combines certificate authentication and identity au-
thentication. +e CFL certification system was first intro-
duced in 2011 and approved by the National Password
Administration in 2016 [12, 13]. +is scheme combines
Public Key Infrastructure (PKI) and Identity-based Cryp-
tography (IBC) authentication schemes to overcome the
shortcomings of the existing authentication schemes,

making this algorithm a self-authentication authentication
algorithm. It achieves centralized key management and
guarantees the user’s ownership of the random private key. It
can meet the security needs of users in public networks to
protect their privacy.

+e basic key pair of this scheme consists of an identity
key pair and random key pair. User ID generates identity key
pair as certificate signature and verification key pair and
provides certificate signature and verification for user-
generated random key pair. A certificate authentication
system with a self-certification function is formed, and the
whole verification process does not require the intervention
of trusted third parties. +e specific steps shown in Figure 1
include the following:

(1) User

① Generate real identity ID and generate a random
set of public and private key pairs (RAPK, RASK)
according to the selected working password
algorithm.

② Submit the user identity ID and the self-gener-
ated random public key RAPK to the Key
Management Center (KMC).+e KMC is a credit
endorsement that certifies that the ID and sig-
nature are generated by a trusted institution.

(2) Key Management Center (KMC)

③ KMC reviews the submitted identification ID to
ensure its authenticity and uniqueness

④ Generate an identification key pair (IDPK, IDSK)
according to the submitted information

⑤ Use IDSK as the key to sign the certificate with
RAPK as the core content and issue the signed
certificate to the user

(3) Public side

⑥ Use IDPK as the public key of the verification al-
gorithm to verify the signed certificate. If the veri-
fication is correct, the certificate is passed; otherwise,
it is not passed.

2.2. Route-Driven Key Management Scheme. In addition to
many ordinary sensor nodes (L-Sensors), there are also some
special wireless communication devices (H-Sensors) with
strong storage and computing power. HSN uses the many-
to-one communication mode in the IoT to divide the sensor
nodes into several clusters through a clustering algorithm.
Each cluster contains a high-energy node and multiple
ordinary nodes (shown in Figure 2). Among them, the high-
energy node, also known as the cluster head, is responsible
for controlling the normal operation of a cluster [14]. +e L
sensing node is responsible for collecting information from
the surrounding environment and sending the collected
information to the H sensing node through multihop
communication [15]. Each sensor node transmits the data to
the cluster head node in the cluster. After data fusion, the
cluster head node uses multihop communication to send the
data to the sink node (sink).

2 Security and Communication Networks



In reality, sensor nodes of many-to-one trafficmode only
communicate with a small number of adjacent nodes on the
transmission path [16], which means nodes do not need to
communicate with all neighbors.+erefore, the route-driven
key management scheme [17] only sets the shared key for
each sensor node and the first adjacent node in the path
where its data reaches the receiving node; it is unnecessary to
establish the shared key for each neighbor sensor node.
When the sensor node sends a packet to the cluster head, the
packet will be forwarded by other sensor nodes in the cluster.
+e intracluster routing scheme determines the node
through which the packet needs to pass from the sensor node
to its cluster head by making all sensor nodes form a
minimum spanning tree (MST) or shortest path tree (SPT)
with the cluster head as the root. In order to construct the
routing structure, the cluster headfirst needs to obtain the
location information of each sensor node. +en the cluster

head uses a centralized algorithm to construct the spanning
tree according to the relative location of each sensor node.
After the routing information is determined, the cluster head
uses one or more broadcasts to propagate the routing
structure (parent-child relationship) to all sensor nodes.

After the routing structure is determined, the cluster
head encrypts the shared key (Symmetric Cipher) between
the parent and child nodes through the elliptic curve al-
gorithm (ECC). It sends the key information to the corre-
sponding node. After receiving the message, the node
decrypts it to obtain the shared key between itself and its
neighbor nodes. It uses the shared key to establish secure
communication between adjacent nodes. Each sensor node
communicates with only a small part of its neighboring
nodes in this scheme, which greatly reduces the commu-
nication and computing overhead of key settings. At the
same time, the symmetric cryptographic algorithm is used as
the shared key between adjacent nodes, which reduces the
storage requirements of each sensor node. But corre-
spondingly, because nodes are deployed in dangerous en-
vironments, the security of node information cannot be
guaranteed.

3. CFL-Based Routing-Driven Key
Management Scheme

In this section, a key management scheme for HSN is
proposed. +e scheme uses the CFL authentication system
andmany to one communicationmode in the HSN network,
called route-driven IoT key management scheme based on
CFL.

3.1. Scenario Assumptions. In order to focus the research on
the algorithm design of route driven key management
scheme based on CFL, the paper makes the following
assumptions:

(1) +e L-sensor and H-sensor nodes are evenly and
randomly distributed in the network.

(2) +e network is a two-dimensional plane. After the
sensor nodes are deployed, an efficient clustering
algorithm is used in HSN to form a cluster [18]. Each
L-sensor node selects the closest H-sensor node as
the cluster head (unless there are obstacles between
them). After the cluster is formed, the HSN is divided
into multiple clusters, in which the H-sensor node
acts as the cluster head to form the backbone of the
HSN network.

(3) Each H-sensor node can communicate directly with
adjacent H-sensor nodes (if not, the H-sensor node
relays through the L-sensor node [19]).

(4) Each L-sensor and H-sensor node has a unique node
ID and knows its location.

3.2. Routing Structure of HSN. When the hierarchical net-
work architecture in HSN is formed, the routing in HSN
includes two stages:

Start

Random key
pair and user ID

Generate CFL certificate
based on random public

key and node ID

Send certificate to KMC

Certificate is
correct

KMC Verify Certificate
Correctness

Generate Identity Key
Pair

Identity Private Key
Signs Certificate and

Sends to User

End

Y

N

Figure 1: Authentication steps based on CFL.

Cluster head
Sensor node
Sink

Figure 2: Heterogeneous IoT structure.
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(1) Intracluster routing: each L-sensor node sends the
collected data to its cluster head (H-sensor node)

(2) Intercluster routing: each cluster head integrates the
data from multiple L-sensor nodes and sends the
data to the receiving node through the network
backbone

When the L-sensor node sends a packet to its cluster, the
packet will be forwarded by other L-sensor nodes in the
cluster. +e routing structure in the cluster determines the
node through which the packet passes when the L-sensor
node transmits the packet to its cluster head. +e basic idea
of establishing the routing structure in the cluster is to make
all l sensing nodes in the cluster form a tree with the cluster
head as the root.

In this model, adjacent sensor nodes in the same cluster
generate the same data structure (all packets generated by
adjacent sensor nodes are k-bit), which is shown in the
literature [20]:

(1) +e MST consumes the least total energy in the
cluster when the intermediate node performs a
complete data fusion (i.e., two k-bit packets that
become one k-bit packet) during data forwarding.

(2) If there are no data fusion in the cluster, the shortest
path tree (SPT) consumes the least total energy.

(3) For partial data fusion, finding the tree with the least
total energy consumption is an NP-complete
problem. +erefore, MST is used to construct the
routing structure in this paper.

In order to build MST, each L-sensor node sends lo-
cation information to the cluster header H and then con-
structs a routing structure based on the relative location of
each L-sensor node. When the MST construction is com-
plete, the cluster header uses broadcasting to send the tree
structure (parent-child relationship between L-sensor
nodes) to all L-sensor nodes. It is important to note that
broadcasts from cluster headers need to be authenticated
[21] to avoid malicious broadcasts by attackers that can
disrupt the dissemination of routing information. Au-
thentication of broadcasting identity will be discussed in the
next section.

Because L-sensor nodes are small, easily captured, un-
reliable devices, and may time out and fail [22], MSTor SPT
algorithms will find multiple parent nodes for each L-sensor
node when determining the routing structure. A parent node
acts as the primary parent node, while other parent nodes act
as the standby parent node. When the primary parent node
fails, the L-sensor node uses the standby parent node for
routing without crashing the entire communication network
due to a failure of one node. Once the routing structure is
determined, each L-sensor node only needs to establish a
shared key with its parent and child nodes.

3.3. Key Distribution. In this section, we describe a shared
key distribution scheme between adjacent sensor nodes
based on CFL. +e basic cryptographic algorithms for
random key pairs can choose exponential product public-

key cryptography, elliptic curve cryptography ECC, or RSA
algorithms. In this section, only SM2- and SM3-based key
management schemes are introduced, and the process is
described as follows:

(1) +e L-sensor node generates a set of random keys
(RASK, RAPK) based on a previously selected
working password algorithm.

(2) After the cluster head selection is completed, the
L-sensor node u (Lu) sends the random public key
RAPKu and node information identification IDu to
the cluster head, which is designated as
ID1 �RAPKu||IDu. At the same time, since the lo-
cation of the cluster head is known to all common
sensor nodes in the cluster during cluster formation,
the greedy geographic routing protocol [23] ensures
that the information is forwarded to the cluster head.

(3) When the cluster head receives the information from
the L-node, it calculates h�H(IDi)� {h0, h1, . . .,
ht− 1}, hi: {i� 0,1, . . ., t− 1} to get the control in-
formation h from the input of the control function.
Where H uses the password hash function SM3, the
output is N� 256 bits, and N� st is set, s is the key
length andmeets s│N.+e cluster head calculates the
multilinear control function according to h as
follows:

fh(SKB) � fh(sk0, sk1, . . . , sk2s − 1 � IDSK). (1)

Generate node identity private key(IDSK). SKB is the
private key base, and the generation method is as
follows: make m the period of base point P in SM2,
cluster head randomly selects ski ∈Zm�Z/mZ,
i� 0,1,. . .,t2s− 1, and the two are not equal to each
other to get the private key base:

SKB � sk0, sk1, . . . skt2s−1( 􏼁. (2)

(4) +e cluster head constructs an MST based on the
location information of the L node and centralized
MSTalgorithm to get the Lv of the parent node of Lu.
+en use the signature algorithm SIGN, with IDSK
as the key, to sign the contents of the certificate,
which is recorded as signu � SIGNIDSK(IDu||
RAPKu||v (parent node of u)|| RAP Kv, send the
signed certificate signu to Lu.

(5) After obtaining the certificate signu, Lu inputs ID1
into the cryptographic hash function SM3 to obtain
the control information h input by the multilinear
control function. According to h and the public key
generator, it is transformed by the following mul-
tilinear function:

fh(ID, PBK) � fh pk0, pk1, . . . , pkt2s−1( 􏼁 � IDPK. (3)

PKB is the public key generator, PKB�(pk0,
pk1,. . .,pkt2s− 1), and pki � ski·Pmod E, gets the public
key base. Generate the identity public key IDPKu,
and use IDPKu as the public key of the verification
algorithm to verify the signed certificate.
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(6) After the verification is correct, the certificate is
passed. Lu uses the public key RAP Kv of the parent
node Lv to communicate with Lv.

+e pseudo-code of key distribution algorithm is shown
in Algorithms 1–3.

3.4. Key Revocation

3.4.1. Cluster Member Revocation. When the L-sensor node
in the cluster is destroyed, it is necessary to revoke all keys
about the L-sensor node and update the routing structure
about the node. When the cluster head node detects that the
node is damaged, the cluster head node determines
according to the position of the damaged node in the routing
structure:

(1) When the node to be revoked is a leaf node, only one
revocation information needs to be sent to its parent
node

(2) When the node to be revoked is the parent node, and
its child node has a standby parent node, send the
revocation information to the parent node and child
node of the damaged node, and use the standby
parent node for communication in the next
communication

(3) When the node to be revoked is the parent node, and
its child node has no standby parent node, the cluster
head needs to re-establish the route for the child
node of the damaged node and pass the revocation
information and the new routing structure to the
child node

+e revocation message contains the key list to be re-
voked (symmetric key for communication between nodes).
+e key list is signed with the identification private key
IDSK(expressed as sign), and the sign is appended to the key
list. Each L-sensor node has a separate identification pub-
lic–private key pair. +erefore, when the L-sensor node
receives the revocation message, it verifies the digital sig-
nature through the identification public key IDPK to check
the integrity and authenticity of the message. It can effec-
tively prevent the opponent from sending false revocation
messages.

3.4.2. Cluster Member Revocation. Like cluster members,
cluster heads are also hostile and need to be adjusted when
they are captured or damaged. When the base station detects
that the cluster head is captured or damaged, it queries all the
node information in the cluster based on the identity of the
cluster. It broadcasts the updated information to all the
nodes in the cluster. After receiving the updated informa-
tion, the cluster members delete the existing key pairs and
query the nearest cluster head information except for the
original cluster head, apply to join the cluster, redistribute
the key, and form the IoTnetwork with the new cluster head.

4. Experiment and Analysis

4.1. Safety Analysis

Theorem 1. CFL is a computationally difficult and provable
security scheme.

Prove. +e working private key of the CFL system user and
the signature private key generation meta-set of the CFL
Certificate Generation Center are independent of each other.
Only the random public key of the L node and the signature
verification public key generation meta-set of the H node are
published in the key work phase. +erefore, in theory, the
attacker’s attack on the original set of the signature private
key generated by the certificate generation center and the
working private key of the CFL user is transformed into a
corresponding mathematical problem.

Theorem 2. If the adversary breaks through a cluster
member and obtains the random private key and signature
public key of the node, it does not affect the private key of other
cluster members and the private key generation meta set of the
cluster head.

Prove. Probability Turing Machine TM (M, 􏽐) given
polynomial time, where M is signature information, E is a
signature random variable, andM, 􏽐 is independent of each
other, (M, 􏽐) induces random variable (H,M, 􏽐), whereH is
a Hash function; then,

∀h, σ,Pr((H(M),Σ) � (h, σ)) �
1
22n

. (4)

In the CFL certification system, ∀h makes

Pr((H(M),Σ) � (h, σ)) �

1
2n, SignCFL(h) � σ

0， else

, Pr((H(M),Σ) � (h, σ)) − Pr H(M),Σ′( 􏼁 � (h, σ)( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤
1
2n.

⎧⎪⎪⎨

⎪⎪⎩
(5)

So in polynomial time,

􏽘
|(h,σ)|< nc

Pr((H(M),Σ) � (h, σ)) − Pr (H(M),Σ′( 􏼁 � (h, σ)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤
n

c

2n. (6)
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Let the set of nodes be U; if ∀u1, u2 ∈ U, and u1 ≠ u2,

P RASKu1
� RASKu2

􏼐 􏼑< ε. (7)

+e node private key satisfies one-node-one-secret if
ε⟶ 0.

+us, when SM2 and SM3 satisfy random predictors, the
CFL certification system based on SM2 and SM3 satisfies
statistical zero-knowledge. +e random keys of the cluster
members and the signature verification cipher algorithm of
the cluster head satisfy “one-node-one-secret” in use [24].
When an attacker gets the key pair information of a node,
the adversary can get the key length s of the node to guess the
keys of other nodes with a guess space of 2s. Only when an
attacker obtains the signature private key of t2s nodes can the
private key generation meta set of the cluster head node be
obtained. However, the cost of obtaining a token private key
from a token public key is enormous, and the difficulty of
obtaining t2s token private keys is not calculable under
current computing conditions.

Theorem 3. In this scheme, the adversary cannot break the
entire key system by intercepting the cluster head.

Prove. If the adversary captures a cluster head, the base
station can detect and broadcast the revocation message of
the cluster head. All cluster members of the original cluster
head delete the random key and flag key pairs used for
communication within the existing cluster, find the closest H
node except the original cluster head and apply to become a
member within the cluster. +e routing structure and node
key of the original cluster head are invalid. When a cluster
member joins a new cluster, his leaf node key is modified, so
the adversary cannot obtain the communication key of the
newly joined cluster.

+e three theorems in this section prove that the key
leakage of a single node in the system does not affect the
security of other nodes and the whole system. It shows that
the scheme has high antinode acquisition ability and security
and ensures the security of cluster heads and cluster
members in the adversary environment.

4.2. Performance Analysis. Because most sensor nodes have
limited resources, in addition to security, the storage re-
quirements, connectivity, computation, and energy con-
sumption of the key management algorithm are important

(1) IF L-Node U applies for registration THEN
(2) Upload U identity information
(3) IF Authentication pass THEN
(4) RAPKu, PASKu←Generate
(5) IDu←Node ID
(6) ID1←RAPKu||IDu
(7) H-Node H← ID1
(8) END IF
(9) END IF

ALGORITHM 1: Node operation algorithm.

(1) MST ←Generate
(2) //Generate MST according to node location information
(3) Lv←Generate
(4) //Generate parent node of Lu according to MST
(5) IDSK← fh (SKB)
(6) //SKB� (sk0, sk1,. . .,skt2s-1); h�H(IDi)� {h0, h1, . . ., ht− 1}
(7) signu← SIGNIDSK(IDu|| RAPKu||(v(parent node of u)||RAP Kv)
(8) Lu← signu

ALGORITHM 2: Cluster head operation algorithm.

(1) IDPK← fh (ID, PBK) //PKB� (pk0, pk1,. . .,pkt2s− 1), pki � ski P mod E
(2) IF VERIFYIDPK (signu)�TRUE
(3) Lu and Lv use RAPKv to communicate
(4) ELSE
(5) Abandon signu
(6) End IF

ALGORITHM 3: Node operation algorithm.
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indicators to measure the performance of the protocol [5].
+is paper compares the key management scheme used in
wireless sensor networks with this scheme. Table 1 lists the
comparison results between this scheme and the comparable
key management scheme in terms of storage requirements,
computational complexity, and connectivity.

Assume that the number of H-sensors and L-sensors in
observation area isM and N, respectively. Typically, we have
M<<N. In the CFL-based key management protocol for the
IoT, the H-sensors store the node information certificates
IDL �RAPKL||IDL of all nodes in the cluster (including the
random public key RAPKL and the node information
identification IDL), the L-sensors store the self-generated
random private key RASKL and the identification public key
IDPKL and the random key RAP Kv of the parent node
required to communicate with neighbor nodes, so the
storage requirements for this solution are

M∗N + 3N. (8)

In the ECC-based key management scheme [17],
H-sensors need to preload the public keys of all L-sensors, a
pair of their public and private keys, and a deployment key
KH; L-sensors need to preload its private key and H’s public
key, so the total number of keys preloaded by ECC-based key
management scheme is

M∗ (N + 3) + 2N � (M + 2)N + 3M. (9)

In scheme [7], H-sensors need to store intercluster
Federation key, node information (session key identity,
partner identity, group session key pair), and intracluster
node information. In contrast, L-sensors only need to store
their node information. +e required storage space is

5M + MN + 4N � (M + 4)N + 5M. (10)

Figure 3 shows that the schema [7] requires the highest
storage space. Scheme [17] requires very close storage space
with the same number of nodes, but its key generation still
needs the key management center, and the node does not
have full control over the private key.

From the energy consumption of the protocol, this paper
quantifies the total energy consumed by the key manage-
ment scheme to the sum of the calculation and commu-
nication consumption of the group members in the
negotiation process, which is general. According to the data
provided in [25], the energy consumption of a 133MHz
“Strong ARM” microprocessor for computing and com-
munication is shown in Table 2:

Since the security of the 160-bit ECC encryption algo-
rithm is comparable to that of 1024-bit RSA and DSA

encryption algorithm [26], it is assumed that the single
information quantity of key management algorithm based
on elliptic curve encryption scheme is |G1| � 160 bit. +en
the total energy consumption analysis is shown in Figure 4.
+e total energy consumption of the scheme [7] increases
rapidly with the increase of the number of nodes; +e
scheme in this paper has a significant advantage over the
scheme [17] in terms of total energy consumption.

Table 1: Algorithm complexity analysis.

Protocol Storage space Connectivity Tate pairing Length of message sent Length of message received
[7] (M+4)N+ 5M 1 5 4|G1| (N + 4)|G1|

[17] (M+2)N+ 3M 1 2 2|G1| 3|G1|

Ours M∗N＋ 3N 1 1 3|G1| 4|G1|

Storage space indicates the capacity required by the sensor to store keys. Connectivity represents the connection efficiency of sensors in different protocols.
Tate pairing refers to bilinear pairing during key generation.
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Figure 3: +e relationship between node number and total storage
demand.

Table 2: Energy cost for computation and communication.

Type of communication Energy cost/mJ
Computation cost of tate pairing 47.0
Communication cost for sending 1bit 0.66 × 10− 3

Communication cost for receiving 1bit 0.31 × 10− 3
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Figure 4: Total energy consumption.
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Moreover, this scheme has fewer storage requirements,
greater flexibility, and higher security.

5. Conclusions and Future Work

+is paper combines identity-based certificate authentica-
tion system CFL with heterogeneous sensor networks. It
proposes a new routing-driven key management scheme
based on CFL to solve the problems faced by current het-
erogeneous IoT key management. It effectively solves the
authentication and communication between the nodes and
public keys of the IoT. At the same time, third-party services
are not required to participate in the key establishment
process. Key information will not be leaked during the key
transfer process to ensure the security of the key transfer.
+e final result analysis shows that this scheme has obvious
advantages in security, storage requirements, connectivity,
and energy consumption and is more suitable for low-
configuration wireless IoT networks. +e next step is to
further research and realize its key management application
in decentralized [27] (such as blockchain) IoT application
scenarios.
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