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Editorial
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Research in nature-inspired intelligence methods and ap-
plications has increased exponentially in the past decade.
Inspired by a natural phenomenon from biology, physics, or
sociology, population-based nature-inspired algorithms aim
to achieve satisfactory results for many di�cult optimization
problems e�ectively. Compared with deterministic opti-
mization methods, they have many advantages, such as
scalability, adaptability, collective robustness, and individual
simplicity. However, they still face many challenges that
require further research.

�e target of this special issue was to provide a com-
prehensive and latest collection of research works on
various aspects of population-based nature-inspired al-
gorithms, as well as its potential application in various
sciences and engineering domains. �is special issue re-
ceived 15 submissions in total. �e authors were from 26
a�liations in 7 countries. Each submitted article was
subject to assessment by at least two independent re-
viewers. After a fair and rigorous peer-review process, 6 of
them are published in the special issue, with an acceptance
rate of 40.0%.

�e research paper submitted by Cheng et al., entitled “A
novel crow search algorithm based on improved �ower
pollination”, proposed a crow search algorithm based on an
improved �ower pollination algorithm (IFCSA) to prevent
stagnation and convergence to local minima. In order to
balance the global search and local search capabilities, an
inverse incomplete gamma function was �rst introduced to
make the awareness probability decrease nonlinearly. In
addition, a cross-pollination strategy with Cauchy mutation
was also introduced, to avoid the blindness of individual
location update. Experimental results on benchmark

problems show that this algorithm has better performance
than the original crow search algorithm.

In the paper “Multiobjective brain storm optimization
community detection method based on novelty search” by
Pan et al., a multiobjective brain storm optimization based
on novelty search (MOBSO-NS) was proposed to solve the
premature convergence caused by the loss of diversity in
complex network community detection. A novelty multi-
population parallel search mechanism based on elite, or-
dinary, and novelty clusters was used e�ectively to avoid
premature convergence. Secondly, a restarting strategy was
introduced to help individuals escape from the local optimal
point. Experimental results show that the algorithm can �nd
the Pareto optimal network community structure set and
excavate the network community with higher quality.

�e paper entitled “Virtual screening of drug proteins
based on imbalance data mining” by Li et al. dealt with the
imbalanced data problem in traditional molecular docking-
based virtual screening methods. As a preprocessing
method, the GA-SMOTE algorithm can balance the im-
balanced dataset by increasing the number of minority class
samples. Furthermore, the idea of integrated learning was
introduced to improve the prediction accuracy. More spe-
ci�cally, in this paper, the random forest was combined with
the support vector machine (SVM). �e e�ectiveness of the
proposed technique was veri�ed by experiments on three
important datasets.

�e task of determining the hyperparameters of a ma-
chine learning model can be modelled as an optimization
problem. In the paper “Remote sensing-based urban green
space detection using marine predators algorithm optimized
machine learning approach” by Hoang et al., a marine
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predators algorithm (MPA) was employed to optimize the
SVM training phase by identifying an appropriate set of the
SVM’s hyperparameters. "e hybrid method was developed
and verified for urban green space detection.

"e paper by Yuan et al. entitled “Multirobot task al-
location in e-commerce robotic mobile fulfilment systems”
studied the multirobot task allocation (MRTA) in an
e-commerce robotic mobile fulfilment system. First, con-
sidering both the picking time balance and the load balance,
a multirobot task allocation model was established to
minimize the overall picking time. "en, a four-stage bal-
anced heuristic auction algorithm was designed to solve the
model efficiently.

In the paper “On-demanding information acquisition in
a multi-UAV-assisted sensor network: A satisfaction-driven
perspective” by Yang et al., a multi-UAV task assignment
problem was developed as a complex optimization problem.
"e objective function is defined as both maximizing the
priority-weighted satisfaction of users and minimizing the
total energy consumption of UAVs. "en, a multi-
population-based cooperation genetic algorithm (MPCGA)
was proposed, and the numerical results demonstrated its
effectiveness.

We are convinced that this special issue has led to
important and inspiring contributions to the research of
nature-inspired intelligent methods and applications.
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RoboticMobile Fulfillment System (RMFS) is a new type of parts-to-picker order picking system and has become the development trend
of e-commerce logistics distribution centers. ,ere are usually a large number of tasks need to be allocated to many robots and the
picking time for e-commerce orders is usually very tight, which puts forward higher requirements for the efficiency of multirobot task
allocation (MRTA) in e-commerce RMFS. Current researches on MRTA in RMFS seldom consider task correlation and the balance
among picking stations. In this paper, a task time cost model considering task correlation is built according to the characteristics of the
picking process.,en, amultirobot task allocationmodelminimizing the overall picking time is established considering both the picking
time balance of picking stations and the load balance of robots. Finally, a four-stage balanced heuristic auction algorithm is designed to
solve the task allocationmodel and the tasks with execution sequence for each robot are obtained. By comparing with the traditional task
time cost model and the algorithm without considering the balance among picking stations, it is found that the proposed model and
algorithm can significantly shorten the overall picking time.

1. Introduction

,e e-commerce logistics distribution center is an important
part of the e-commerce supply chain, which greatly affects
the operation efficiency of e-commerce. ,ere are usually a
large number of stock-keeping units (SKUs) in the
e-commerce logistics distribution center, and e-commerce
orders have the characteristics of small batch, high-fre-
quency, strong randomness, and tight distribution time,
which puts forward higher requirements for order picking
efficiency [1].,e traditional manual picking mode is unable
to meet the demand because of its high error rate and low
picking efficiency. In recent years, a new picking system
Robotic Mobile Fulfillment System (RMFS) has become the
development trend of e-commerce logistics picking system
because of its high efficiency, intelligence, and flexibility [2].
,e deployment of the KIVA logistics robot by Amazon in
2012 triggered the application market of RMFS [3]. In
RMFS, shelves are carried by robots to picking stations,
where pickers pick goods (parts) from shelves, so it is a kind

of parts-to-picker picking system. Because of the significant
difference between the new picking mode and the traditional
manual picking mode, many decision-making problems in
this new picking mode need to be studied in depth, such as
storage assignment [4], order batching [5], multirobot task
allocation [6], and path planning [7]. ,is paper mainly
studies how to assign a batch of picking tasks to multiple
robots, which belongs to multirobot task allocation (MRTA)
problem.

Multirobot task allocation (MRTA) refers to the
assigning of a series of tasks to multiple robots with certain
constraints to achieve an objective, such as minimizing the
total travel distance of all robots or the average cost of each
task and so on [8]. ,e main methods for solving MRTA
problems include combinatorial optimization, market-based
approach, swarm intelligence approach, behavior-based
approach, and emotional recruitment approach [9]. Among
them, methods based on the market mechanism, such as the
auction method, have attracted wide attention because of
their high efficiency, good robustness, and easy expansion.
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In the market mechanism, robots negotiate with each other
through bidding and ultimately complete the task allocation
[10]. In a dynamic task allocation environment, using an
auction algorithm will contribute to the fairness and real-
time of task allocation and reduce the design complexity of
the system [11].

Zlot et al. [12] applied a market mechanism algorithm
to multirobot dynamic task allocation for the first time,
which can solve small-scale dynamic task allocation
problems. Elango et al. [13] used the K-means clustering
algorithm and auction mechanism to solve the dual-ob-
jective task allocation model, which considers both total
travel distance and robot efficiency. Lozenguez et al. [14]
proposed a sequential synchronous auction protocol to
coordinate the task allocation of robots. Heap and Pag-
nucco [15] designed a repetitive sequential single clustering
auction algorithm for multirobot dynamic task assignment.
For task allocation in an intelligent warehousing system,
Zhou et al. [16] proposed a balanced heuristic auction
algorithm balancing a load of robots to improve the effi-
ciency of task allocation in an intelligent warehousing
system. An important part of the auction algorithm is the
computation of task cost, which can be measured by
completion time or path length. Liu and Kroll [17] regarded
the time a robot takes to fulfill a task as the task cost for
MRTA. Dou et al. [18] took path length as task cost using
reinforcement learning. Lamballais et al. [19] established a
queueing model to measure the utility of logistics robots
and workers.

Although there are many literature on MRTA, few
studies are about the MRTA problems in e-commerce
RMFS. In an e-commerce order picking environment, there
are a large number of picking tasks and mobile robots. So,
the task allocation problem is a complex NP-hard opti-
mization problem. Furthermore, the picking time for
e-commerce orders is usually very tight, which requires
higher efficiency of task allocation.,erefore, it is necessary
to propose an efficient task allocation method based on the
application characteristics. Former research studies on
MRTA mainly consider task completion time or the total
travel length of robots but seldom consider the workload
balance among picking stations and robots. Because of the
parallel operation mode of multiple picking stations, the
picking time of the whole system is determined by the
picking station with the longest picking time. In the process
of task allocation, the balance among picking stations
should be fully considered. Uneven idleness among picking
stations, e.g., robots wait in line at some picking stations
while other picking stations are idle, certainly will reduce
the efficiency of the system. ,erefore, balancing the
picking time among picking stations plays an important
role in improving the picking efficiency. In addition, the
correlation among tasks was not fully taken into account in
the previous task cost model. For example, if two tasks of
one picking station are on the same shelf, by assigning the
two tasks to the same robot and arranging their execution
sequence adjacent to each other, the two tasks can be
completed through one shelf visit and the cost for com-
pleting the tasks can be greatly reduced.

,e innovations of this paper are as follows: (1) based on
the real operation mode that a robot can serve multiple
picking stations at one time, the correlation between tasks is
refined and a new task time cost model is proposed
according to different types of task correlation. (2) Because
of the parallel operation mode of multiple picking stations,
the picking time of the whole system is determined by the
picking station with the longest picking time. So the balance
among picking stations as well as the load balance of robots
is considered to improve picking efficiency. (3) A four-stage
balanced heuristic auction algorithm is designed to solve the
task allocation model, which achieves the goal of balancing
picking time among picking stations by controlling the
sequence of task assignments.

,e remainder of this paper is organized as follows. In
Section 2, the task assignment problem of logistics robots in
e-commerce RMFS is described in detail, and the parameters
for model formulation are given. In Section 3, a new task cost
calculation method considering the correlation between
tasks is described, and the multiple logistics robot task al-
location model considering the balance of picking stations is
established. In Section 4, a four-stage balanced heuristic
auction algorithm is designed to solve the task allocation
model. In Section 5, simulation experiments are conducted,
and the results are analyzed to verify the proposed model
and algorithm. Section 6 concludes the paper and presents
the limitations and prospects of the research.

2. Problem Description

2.1. &e Operation Process of e-Commerce RMFS.
E-commerce orders have the characteristics of many varieties,
small batch, and high frequency. In order to improve order
picking efficiency, multiple orders arrived in a certain period
of time are usually combined into one batch for picking,
which is called wave-picking [20]. ,at is, the continuously
arriving orders are placed in an order pool, and then, a certain
number of orders are selected from the order pool as a wave of
orders for picking. After that, orders are allocated to picking
stations, and the items to be picked in the orders of each
picking station are merged to generate a picking list, which
consists of many picking tasks. Each item in the picking lists
corresponds to a picking task. Finally, these picking tasks are
assigned to robots according to some rules, and these robots
cooperate to complete these picking tasks.

An e-commerce RMFS is depicted in Figure 1, which is
similar to the typical KIVA Systems [21, 22]. ,e picking
system consists of movable shelves, picking stations, mobile
robots, conveyor belts, etc. ,e storage area is composed of
neatly distributed movable shelves. Different kinds of goods
can be placed on the same shelf. Each of the picking stations
on the left side is equipped with a picker to pick items from
shelves and a buffer area, where shelves carried by logistics
robots can queue and wait for picking. Next to the picking
stations is a conveyor belt, which is used to transport the
picked items.

,e process of goods picking is as follows: a robot runs
from the current location to the shelf where the required
goods are located (Figure 1 ①); then the logistics robot
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carries the shelf to the corresponding picking station
(Figure 1②). After the picker picks the required goods from
the shelf, the logistics robot either carries the shelf to the next
picking station (Figure 1 ③) or returns the shelf back to its
original position in the storage area (Figure 1④). ,en, the
robot goes on to the next task (Figure 1⑤). All robots work
together to complete the picking tasks. When all the orders
assigned to the picking stations are fulfilled, this wave of
picking is finished.

2.2. Parameter Definition of MRTA in RMFS. ,rough the
operation process analysis, we find that a robot can perform
multiple tasks at one time (may be multiple goods located on
the same shelf ), and one task can only be performed by one
robot. ,e MRTA problem in RMFS can be classified as
multitask robots and single-robot tasks (MT-SR) problem
[23].

Since a robot can serve one or more picking stations and
perform one or more tasks at one shelf visit, the time cost of
each task should be calculated in different ways. In this
paper, the time cost of robots to perform different tasks is
distinguished through refining the task allocation process,
especially considering the situation that robots can transport
a shelf to serve multiple picking stations at one time. Due to
the parallel operating mode of multiple picking stations, the
picking station with the longest picking time will determine
the total picking time of the orders. So, the picking time
among picking stations is balanced by controlling the task
allocation sequence in this paper.

Before the task allocation model formulation, the fol-
lowing assumptions are needed:

(1) ,e picking time for each item is the same, which is a
constant.

(2) Several different goods can be placed on the same
shelf and one kind of goods can only be placed on
one shelf. ,erefore, the location of each goods is
known.

(3) Logistics robots are isomorphic and travel at the
same speed, without considering the interaction of
logistics robots.

Due to the road layout of the RMFS (see Figure 1) and
the kinematic constraints of robots, Manhattan distance is
adopted and the grid map method is used to model the
environment. ,e parameters and variables used in the
model formulation are defined as follows:

A � a1, a2, . . . , am􏼈 􏼉 is a set of picking tasks, and m is
the total number of the picking tasks of this wave.
R � r1, r2, . . . , rn􏼈 􏼉 is a set of mobile robots, and n is the
total number of the robots.
S � s1, s2, . . . , sh􏼈 􏼉 is a set of picking stations, and h is
the total number of picking stations.
O � O1, O2, . . . , On􏼈 􏼉 is a collection of the task as-
signment schemes for all robots, where

Oj � aj1⟶ aj2⟶ · · ·⟶ aj|Oj|􏼚 􏼛 represents the

task assignment scheme for the robot rj, which is an
orderly set of tasks assigned to rj. ajl is the task per-
formed by rj in order l, and |Oj| represents the total
number of tasks assigned to rj.
sai

represents the picking station where task ai was
assigned, which is already known before allocating
tasks to robots.
dai

represents theManhattan distance between the shelf
of task ai and its picking station.
daiai′

represents the Manhattan distance between the
shelves of task ai and task ai′ .
dsks

k′
represents the Manhattan distance between

picking stations sk and sk′ .
drjai

represents the Manhattan distance between the
initial location of the robot rj and the shelf of the task ai.
v′ is a constant, which represents the moving speed of
logistics robots.

Conveyor belt Logistics robot

picker

Picking stations Moveable shleves

1
11

2

2
3

4

5

S

…

Figure 1: ,e typical layout of an e-commerce RMFS.
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t′ is a constant, which represents the picking time for
one item.
l’jk is the order of the last task of picking station sk

fulfilled by robot rj.

xijl �
1, if ajl � ai,

0, else,􏼨 , which means that only if task ai

is the lth task allocated to robot rj, xijl equals 1.
tijl is the time cost, which means the time used of
fulfilling the task ai by robot rj in the lth order.

3. Model Formulation

3.1. &e Time Cost of Tasks considering Task Correlation.
From the previous analysis, it is known that when tasks are
fulfilled by different robots in a different order, the time costs
of the tasks are different. If task ai is fulfilled by robot rj and
the order of execution is l, that is ajl � ai, the time cost of
task ai is represented by tijl. When l � 1 , ai is the first task
fulfilled by the robot rj and has no preceding task. When
l≥ 2, tijl is relevant with the preceding task aj(l−1). For the
convenience of representation, let α � aj(l−1). ,e time cost
tijl of completing task ai is expressed as follows:

tijl �

drjai
+ 2dai

v′
+ t′, l � 1,

dαai
+ 2dai

v′
+ t′, l≥ 2 andBαai

� 0,

dsαsai
+ dai

− dα

v′
+ t′, l≥ 2 andBαai

� 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Bαai
is a 0-1 variable. Its value is 1 when task ai is fulfilled

by robot rj and located on the same shelf as its preceding
task α. Otherwise, its value is 0. ,e time cost of completing
one task includes the travel time of the logistics robot and the
picking time of the picker. ,e picking time is a constant,
and the travel time of the logistics robot is related to the
travel distance. When l � 1, ai is the first task of robot rj, and
the travel distance of rj includes the distance rj moving from
its initial location to the shelf where task ai is located ( drjai

),
carrying the shelf to the picking station and returning the
shelf to its original location (2dai

). So, the total distance that
rj travels is drjai

+ 2dai
. When l≥ 2 andBαai

� 0, task ai and
its preceding task α are not located on the same shelf, and
the travel distance of rj consists of three parts: the distance
robot rj traveling from the shelf of the preceding task to the
shelf of task ai (dαai

, because rj should send back the pre-
ceding task α to its original location, so when rj begins to
perform task ai, it starts from there), and the distance rj

carrying the shelf to the picking station and returning the
shelf to its original location (2dai

). So, the total distance rj

that travels is dαai
+ 2dai

. When l≥ 2 andBαai
� 1, task ai and

its preceding task α are located on the same shelf. Robot rj

does not need to send the shelf of the preceding task to its
original location but to send the shelf to the picking station
sai

from the picking station sα, and the travel distance is dsαsai
.

After picking ai, rj needs to send the shelf to its original
location and the travel distance is dai

. So, the total distance rj

that travels is dsαsai
+ dai

− dα.
It can be seen from equation (1) that when Bαai

� 1, the
time cost of the task ai will be greatly reduced. In this case,
task ai and task α are called correlated tasks. Assuming that
α � aj(l−1) and β � ajl are two tasks fulfilled by the robot rj

in adjacent sequence, the correlation between these two tasks
can be divided into the following categories:

(1) Strongly correlated tasks: when Bαβ � 1 and sα � sβ,
it means that task α and task β are located on the
same shelf and belong to the same picking station. In
this case, the two tasks are called strongly correlated
tasks. According to equation (1), the time cost of task
β only consists of picking time t′, which is the
minimum time cost of task β.

(2) Weakly correlated tasks: whenBαβ � 1 and sα ≠ sβ, it
means that task α and task β are located on the same
shelf but belong to different picking stations. In this
case, the two tasks are called weakly correlated tasks.
According to equation (1), the time cost of task β is
only the travel time between two picking stations and
picking time, which is also greatly reduced.

(3) Uncorrelated tasks: when Bαβ � 0, it means that task
α and task β are located on different shelves. In this
case, the two tasks are called uncorrelated tasks.

As above, when the two tasks fulfilled sequentially by the
same robot are correlated, the time cost will be greatly re-
duced. ,erefore, when establishing the MRTA model, the
correlation between tasks should be fully considered.

3.2. &e Time Cost of Robots and Picking Stations. ,e total
time cost Tj of robot rj taking to fulfill assigned tasks is
expressed as equation (2), which means the total time used
by robot rj to fulfill all the tasks assigned to it.

Tj � 􏽘

m

i�1
􏽘

oj

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

l�1
xijl × tijl􏼐 􏼑. (2)

,e total picking time Tk
′ of picking station sk is shown in

the following equation:

Tk
′ � max

j
􏽘

m

i�1
􏽘

ljk
′

l�1
tijl × xijl

⎛⎜⎜⎝ ⎞⎟⎟⎠. (3)

In equation (3), ljk
′ represents the last task of picking

station sk assigned to robot rj. Tk
′ represents the longest time

the robots take to complete the tasks of picking station sk.
Because the tasks of a picking station are fulfilled by the
cooperation of multiple robots, the total picking time of a
picking station is determined by the logistics robot that uses
the longest time to complete the tasks of the picking station.

3.3. Multirobot Task Allocation Model. Considering the
balance of picking time among picking stations, the first
objective function f1 is to find the picking station with the
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shortest picking time, which is the picking station the next
task to be assigned.

f1 � min
k

Tk
′. (4)

After determining the tasks to be assigned next, which
robots these tasks should be assigned to are further deter-
mined. ,e objective of task allocation is to minimize the
total picking time of all tasks in this wave. Because of the
parallel operation mode of logistics robots, the total picking
time of this wave depends on the robot with the longest
picking time. An integer linear programming model is
established to minimize the picking time of the logistics
robot with the longest picking time.

f2 � min max
j

Tj􏼠 􏼡, (5)

s.t.

􏽘

n

i�1
􏽘

oj

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

l�1
xijl � 1, (6)

􏽘

n

j�1
oj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � m. (7)

Equation (6) means that a task can only be fulfilled by
one robot, and the execution sequence is unique. Equation
(7) means that the sum of tasks assigned to all robots is equal
to the total number of tasks.

4. Algorithm Design

According to the characteristics of MRTA problem in
e-commerce RMFS, this paper designs a four-stage balanced
heuristic algorithm using parallel single-task auction [24] to
solve the task allocation model. Parallel single-task auction is
faster andmore robust than other auction algorithms [25]; so, it
is more suitable for task allocation of large-scale order picking
robots. ,e algorithm is divided into four stages: (1) set the
initial task allocation rules to decide the first task for each robot;
(2) set the next task allocation rules using the correlation
between tasks and considering the situation when one shelf can
serve multiple picking stations at one time; (3) use the se-
quential auction algorithm to determine the picking station
where the next to-be-assigned task is located, which reduces the
range of the next task and balances the picking time of picking
stations; then, the parallel single-task auction algorithm is used
to determine the next task to be assigned and the robot to
complete the task; (4) perform a dynamic adjustment on the
calculation results to handle congestion and delay of robots
during the process of fulfilling tasks. ,e specific steps of the
algorithm are explained in detail in Sections 4.1–4.4 and the
flowchart is shown in Figure 2.

4.1. Step 1: Initial Task Allocation for Each Robot.

(1) Define a set UnallocatedSk
for each picking station sk,

which is used to store tasks that have not been

assigned on picking station sk and each set is updated
once after a task of the set has been assigned.

(2) Define a set Oj for each robot rj to store tasks that
have been assigned to logistics robot rj and their
specific execution sequence. ,e initial state of the
set is empty.

(3) For robot rj, traverse tasks are not assigned on all the
picking stations to find the task with the shortest
distance from the initial location of robot rj and put
the task into set Oj as the first task aj1 of robot rj. At
the same time, update the set UnallocatedSk

.
(4) When there is one and only one task in each set Oj,

the initial task allocation of all robots is completed.
,en, proceed to Step 2.

4.2. Step 2: Task Allocation of the lth (l≥ 2) Task of Robots
considering Task Correlation.

(1) For robot rj, denote the last task in Oj at present as
αj.

(2) Find all the strongly correlated tasks with αj and add
them into set Oj. Traverse the tasks in the set
UnallocatedSαj

. If there are strongly correlated tasks
with αj, add them in turn to set Oj, and update
UnallocatedSαj

; then, turn to (3); otherwise, turn to
(3) directly.

(3) Find all the weakly correlated tasks with αj and add
them into set Oj. Traverse all the to-be-assigned tasks
in other stations except sαj

. If there are weakly
correlated tasks with αj, add them to set Oj in proper
order according to the distance between sαj

and the
picking stations where the tasks are located, and
update the unallocated task set of the related picking
stations.

(4) If there are still tasks unallocated in this round, go to
Step 3; otherwise, go to Step 4.

4.3. Step 3: Task Allocation Based on Sequential and Parallel
Single-Task Auction Algorithm.

(1) Use a sequential auction algorithm to decide the task
on which picking station is the next task to be
assigned. According to equation (3), the picking
station with the shortest picking time at present is
found, denoted as s′, from which the next task to be
assigned is selected. ,e purpose is to balance the
picking time among the picking stations, avoid
uneven workload, and also reduce the selection range
of the next to-be-assigned task. ,en, turn to (2).

(2) For the set Unallocated s′ found in (1), the parallel
auction algorithm is used to calculate the next to-be-
assigned task and the robot fulfilling the task.

(a) Each of the robots calculates the time cost of
fulfilling each task in set Unallocated s′ according
to equation (1), based on its tasks situation and
the position of its last task.
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(b) Find the task with the minimum fulfillment time
cost, which is the next task to be assigned, and
the corresponding robot is selected to fulfill this
task.

(c) If there are still tasks unallocated, go to Step 2;
otherwise, go to Step 4.

4.4. Step 4: Dynamic Adjustment and Update. In the real
operation process, task time errors may arise owing to
congestion, communication delay, or other faults of logistics
robots. However, the delay is not considered in the con-
struction of the model. Consequently, if the auction of all
tasks is conducted simultaneously, it may cause serious

Start

Define a set Unallocatedsk to store the unallocated tasks for each picking 
station and set the task set of each robot empty.

For each robot rj, find the task with the shortest distance from the initial 
location of robot rj and add it into Oj as the first task of robot rj

For each robot rj, denote the last task in Oj at present as αj.

Find all the strongly correlated tasks with αj and add them into set Oj

Find all the weakly correlated tasks with αj and add them into Oj in 
proper order according to the distance between sαj

 and the picking 
stations where the tasks are located

According to Equation (3),find the picking station with the shortest 
picking time at present and denote it as s'

Calculate the time cost of fulfilling each task in set 
Unallocateds' by each robot according to Equation 1.

Find the task with the minimum fulfillment time cost as the next task to 
be assigned and the corresponding robot is selected to fulfill this task 

After a set time 
interval, start a 
new round of 
task allocation

End

Y

N

Y

Step 1

Step 2

Step 3

Step 4

Y

N

If all tasks in this
round are allocated?

If all tasks in this 
round are allocated?

If all tasks are 
allocated?

N

Figure 2: Flowchart of the proposed algorithm.
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cumulative errors. So, in the paper, the auction is divided
into many rounds. ,e time node and the number of tasks
assigned in each round are set based on the total number of
tasks. Each round of auction is performed according to Step
2 and Step 3. Finally, the allocation of tasks to robots and the
sequence of tasks executed by each robot are obtained.

,e pseudocode of the main part of the algorithm is
expressed in Algorithm 1.

5. Simulation Analysis

,e effectiveness of the logistics robot task allocation model
and algorithm proposed in this paper is verified using the data
of an e-commerce company. In the experiment, there are 3
picking stations and 300 shelves placed in a warehouse with
an area of 800m2. ,e layout of the warehouse refers to the
layout in Figure 1.,ere aremore than 2,000 SKUs on sales in
the company. In order to avoid system congestion and im-
prove picking efficiency, a decentralized storage strategy is
adopted. ,at is, goods with high turnover rate are stored on
shelves in different areas (for specific storage allocation
methods, see [26]). Picking tasks are generated from the
historical order data of the company. Each item in an order
corresponds to a picking task. 15 mobile robots are employed
to fulfill these tasks. Other parameters used in the experiment
are given in Table 1.

,e location of the tasks and their picking stations are
known.,e location of robots can be known at any time, and
the distance between any two positions is calculated using the
Manhattan distance because of the kinematics constraints of
robots. ,e time interval between each round of task allo-
cation was set to 15 minutes. MATLAB 7.11 was used to
calculate the task allocation results. ,e proposed model and
algorithm are also compared with the traditional time cost
model and the algorithm without considering equilibrium.

5.1. Task Allocation Scheme and Task Fulfillment Time.
,e task allocation scheme is the task allocation result of
robots. Based on the proposed task time cost model and the
designed auction algorithm, we first obtained the solution
for the allocation of 200 tasks, which are numbered from 1 to
200. ,e task allocation scheme, which includes the allo-
cation of tasks to robots and the task execution sequence,
and the time cost for each robot to perform the task are given
in Table 2. ,e fulfillment time of all tasks is the longest
picking time of all robots, which is 860 seconds in this case.

It can be seen from Table 2 that using the proposed task
time cost model and considering the time balance of picking
stations, we can get the reasonable assignment of tasks to
robots and the execution sequence of tasks. Furthermore, the
proposed algorithm can achieve the goal of load balance
among logistics robots, which is conducive to the parallel
operation mode of multiple robots.

5.2. Comparative Analysis between Different Task Time Cost
Models. ,en, task allocation with different numbers of tasks
(100, 200, 300, 400, 500) was used to compare the perfor-
mance of the task time cost model proposed in this paper and
the traditional task time cost model in [13].,e proposed time
cost model in this paper considers task correlation, and the
time cost of tasks with different types of correlation is cal-
culated differently. ,e traditional task time cost model does
not consider task correlation and the cost of a task is the time a
robot spent performing the task alone, that is, the cost of every
task is calculated according to equation (1) when l � 1. ,e
total picking time of all tasks using these two models under
different sizes of tasks is compared in Figure 3.

It can be seen from Figure 3 that the proposed task time
cost model reduces the total picking time compared with the
traditional task time cost model. Besides, with the increase of

Input: unallocated task set UnallocatedSk
, Time interval T

Output: task allocation result Oj for each robot
(1) # Initial task allocation
(2) for (j � 1; j≤ n; j++) do
(3) find the task with the shortest distance with rj and put it in to set Oj

(4) end
(5) #Task allocation considering task correlation
(6) for (j � 1; j≤ n; j++) do
(7) αj← the last task in Oj

(8) find the tasks strongly related to αj, add them into Oj

(9) find the tasks weakly related to αj, add them into Oj in proper order
(10) end
(11) #task allocation based on auction algorithm
(12) for (k � 1; k≤ h; k++) do
(13) calculate the picking time Tk

′ according to equation (3)
(14) end
(15) s′← the picking station with the smallest picking time
(16) for (j � 1; j≤ n; j++) do
(17) calculate the time cost of fulfilling each task in Unallocated s′ by rj according to equation (1)
(18) end
(19) find the task with the minimum fulfillment time cost and allocate it to the corresponding robot

ALGORITHM 1: ,e main part of the balanced heuristic algorithm.
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Table 1: Parameters setting.

Parameter Description Value
n Number of logistics robots 15
m Number of tasks [100, 500]
h Number of picking stations 3
v′ Moving velocity of robots (m/s) 2
t′ Picking time of one item (s) 4

Table 2: Task allocation scheme and time cost for each logistics robot.

Robot Task allocation scheme Time cost (s)
1 32⟶177⟶121⟶193⟶20⟶88⟶114⟶86⟶176⟶144⟶131⟶38⟶106⟶190 746.5
2 62⟶25⟶93⟶186⟶81⟶162⟶165⟶153⟶111⟶149⟶169⟶150⟶157 858.0
3 136⟶75⟶115⟶5⟶14⟶125⟶188⟶134⟶69⟶79⟶130⟶73⟶40 797.5
4 120⟶41⟶180⟶108⟶84⟶76⟶109⟶178⟶160⟶175⟶61⟶36⟶107⟶60 809.0
5 66⟶39⟶71⟶118⟶16⟶68⟶124⟶123⟶55⟶64⟶37⟶57 822.5
6 12⟶30⟶151⟶187⟶17⟶96⟶65⟶173⟶159⟶191⟶139⟶135 809.5
7 142⟶99⟶164⟶33⟶45⟶95⟶113⟶101⟶80⟶58⟶140⟶198⟶138⟶9⟶167⟶194⟶48 752.0
8 19⟶70⟶148⟶146⟶27⟶13⟶197⟶179⟶133⟶155⟶152⟶158 843.5
9 63⟶145⟶163⟶90⟶102⟶18⟶185⟶94⟶119⟶47⟶117 747.5
10 28⟶100⟶182⟶170⟶98⟶77⟶34⟶132⟶143⟶168⟶174⟶200⟶195⟶49 860.0
11 46⟶52⟶22⟶104⟶89⟶192⟶184⟶199⟶26⟶54⟶29⟶44⟶50⟶1 793.5
12 35⟶8⟶4⟶24⟶171⟶53⟶82⟶129⟶15⟶67⟶10⟶172⟶21 851.0
13 78⟶181⟶97⟶116⟶161⟶85⟶56⟶31⟶74⟶91⟶72⟶105⟶42⟶196 765.0
14 183⟶87⟶43⟶112⟶3⟶147⟶189⟶154⟶2⟶6⟶92⟶127⟶11 745.0
15 59⟶103⟶83⟶156⟶126⟶128⟶110⟶51⟶122⟶23⟶7⟶137⟶166⟶141 787.0
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Figure 3: Comparison of the total piking time under two different time cost models.

Table 3: Influence of the balance among picking stations on task fulfillment time.

Number of tasks Balance among picking stations considered? Picking station 1 Picking station 2 Picking station 3
Time (seconds) Time (seconds) Time (seconds)

300 Yes 1271.5 1175.5 1269.5
No 979.31 1532.01 1329.53

400 Yes 1488.5 1379.0 1560.5
No 1732.7 1438.5 1867.2

500 Yes 1801.8 1610.5 1830.5
No 2010.2 1953.28 2303.5
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the number of tasks, the advantage of the proposed task time
cost model is becoming more and more obvious. ,at is
because, with the increase of the number of tasks, the
correlation between tasks increases, and thus, considering
task correlation can save more time.

5.3. Influence of the Balance among Picking Stations.
Because of the parallel operation mode of multiple picking
stations, the total fulfillment time of all tasks is determined
by the longest picking time of all picking stations. ,erefore,
balancing the picking time among picking stations is an
important part of the design of the task allocation algorithm.
Different numbers of tasks (300, 400, 500) were experi-
mented on for comparative analysis between our proposed
algorithm and the algorithm without considering the bal-
ance of the picking stations. ,e results are given in Table 3,
in which the time in bold is the fulfillment time of all tasks
under that scenario.

It can be seen from Table 3 that the picking time of each
picking station is relatively balanced and the completion
time of all tasks is shorter when considering the picking time
balance among picking stations. In contrast, without con-
sidering the balance of picking stations, the picking time of
each picking station fluctuates greatly and it takes a longer
time to complete all the tasks. As the balance among picking
stations is not taken into account, the burden of each picking
station is uneven, which may lead to long queues of some
picking stations and idleness of other picking stations. In
that case, the picking time difference between picking sta-
tions is relatively large, and the fulfillment time of all tasks is
extended.

6. Conclusions and Prospects

,is paper studied the multirobot task allocation problem in
e-commerce RMFS. Combined with the operation process of
the picking system, a task time cost model considering the
correlation between tasks is proposed. ,e time balance
among picking stations is added to multirobot task allo-
cation model, and a four-stage balanced heuristic auction
algorithm is designed to solve the model efficiently. Simu-
lation results showed the proposed model and algorithm can
significantly improve the efficiency of task allocation and
reduce the fulfillment time of orders compared with the
methods which do not consider the correlation between
tasks and the balance among picking stations.

,e proposed task allocation method in this paper only
considers the standard operation process, which is appli-
cable to the daily smooth operation of small- and medium-
sized e-commerce enterprises. For task allocation in large-
scale and changeable application scenarios, dynamic un-
certain factors, such as order cancellation, order insertion,
and traffic congestion, should be considered to improve
efficiency. As reinforcement learning is suitable for dynamic
and changeable environments and deep learning can handle
the problem with high complexity and large space state, the
MRTA method based on deep reinforcement learning may
be a promising direction to solve the task allocation problem
in large-scale robotic mobile fulfillment systems.
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Crow search algorithm (CSA) is a new type of swarm intelligence optimization algorithm proposed by simulating the crows’
intelligent behavior of hiding and retrieving food. ,e algorithm has the characteristics of simple structure, few control pa-
rameters, and easy implementation. Like most optimization algorithms, the crow search algorithm also has the disadvantage of
slow convergence and easy fall into local optimum. ,erefore, a crow search algorithm based on improved flower pollination
algorithm (IFCSA) is proposed to solve these problems. First, the search ability of the algorithm is balanced by the reasonable
change of awareness probability, and then the convergence speed of the algorithm is improved. Second, when the leader finds
himself followed, the cross-pollination strategy with Cauchy mutation is introduced to avoid the blindness of individual location
update, thus improving the accuracy of the algorithm. Experiments on twenty benchmark problems and speed reducer design
were conducted to compare the performance of IFCSA with that of other algorithms. ,e results show that IFCSA has better
performance in function optimization and speed reducer design problem.

1. Introduction

In modern societies where global resources are increasingly
scarce, optimization has become one of the most important
and hottest research topics [1]. It is in the core process of
various engineering fields such as engineering, science,
energy, and computer. With the increasing complexity of
scientific and engineering problems, traditional mathe-
matical methods sometimes cannot solve them well.
,erefore, some scholars have proposed metaheuristic al-
gorithms, such as particle swarm optimization (PSO) [2], bat
algorithm (BA) [3], butterfly optimization algorithm (BOA)
[4], flower pollination algorithm (FPA) [5], pigeon inspired
optimization (PIO) [6], whale optimization algorithm
(WOA) [7], gray wolf optimizer (GWO) [8], and teaching-
learning-based optimization (TLBO) [9]. Compared with
traditional algorithms, these intelligent algorithms can make
up for the defects of the traditional algorithm in the problem
of great complexity. However, they still have the problems of
low solution accuracy and slow convergence speed.

Crow search algorithm (CSA) [10] is a new swarm in-
telligence optimization algorithm proposed by Askarzadeh
in 2016. ,e algorithm has the advantages of simple
structure, fewer control parameters, and easy implementa-
tion. Now it has been widely used to solve various practical
optimization problems in chemical engineering and QSAR
[11], image processing [12], feature selection [13], neural
network and support vector machine [14], aircraft main-
tenance inspection [15], wireless sensor network [16], and
other major engineering fields. However, like most opti-
mization algorithms, crow search algorithm itself also has
the defects of slow convergence speed and easy fall into local
optimum.

In view of the shortcomings of crow search algorithm,
many scholars have put forward their own improvement
schemes, which can be roughly divided into two categories.
One is to analyze and improve the parameters of the
standard crow search algorithm, and the other is to inte-
grate it with other intelligent algorithms to make up for the
shortcomings of crow search algorithm. For the first kind of
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improvement, Wu et al. proposed a crow search algorithm
incorporated in Levy flight (LFCSA) [17] and applied it to
update the finite element model. ,e chaotic sequence was
used to initialize the population, so that the particles were
evenly distributed in the solution space and the diversity of
the population was increased.,erefore, Liu et al. proposed
the chaotic binary crow search algorithm (CBCSA) [18] for
the discrete space, using it to solve the problem of {0–1}
knapsack. By introducing adaptive step size, Mohammdi
and Abdi proposed self-adaptive step size crow search
algorithm (MCSA) [19] and applied it to nonconvex
economic load scheduling. For the second kind of im-
provement, Xiao et al. [20] combined CSA with sine cosine
algorithm to solve pressure vessel design problem. Arora
et al. [21] combined the crow search algorithm with the
gray Wolf algorithm and used it to solve the problem of
feature selection.

All the above improved algorithms have improved the
performance of the algorithm to some extent, but some
improvements were only optimized for a certain strategy in
the crow update mechanism or simply mixed optimization
with other optimization algorithms. For example, LFCSA
uses Levy flight strategy, CBCSA takes advantage of the
particularity of chaos mapping, and MCSA introduces self-
adaptive flight step. Although these improved strategies can
make the algorithm jump out of local optimum better, they
cannot make up for the slow convergence speed. Other
improvements are simply hybrid optimizations with other
algorithms. ,is kind of improvement scheme ignores the
limitations of the fusion algorithm itself, which also makes
the optimization ability of the improved algorithm have
some defects. In response to these shortcomings, this article
mainly improves the standard crow search algorithm from
three aspects: increasing population diversity, self-adaptive
awareness probability, and improved cross-pollination
mechanism of flower pollination algorithm. ,e population
is initialized by tent chaotic sequence so that the particles are
evenly distributed in the search space, and the increase of
population diversity enables the algorithm to better jump
out of the local optimum and accelerate the convergence
speed. ,e next strategies are self-adaptive awareness
probability and improved cross-pollination mechanism. It is
beneficial to balance the global search ability and local search
ability of the crow search algorithm and avoid the blindness
of updating the random search position of crows, thus
improving the solution accuracy and convergence speed of
the algorithm.

In Section 2 of the paper, we will review the crow search
algorithm and the flower pollination algorithm. In Section 3,
the improved strategy will be described to produce an
improved crow search algorithm. In Section 4, the proposed
algorithm will be tested by using 20 well-known benchmark
functions and applied to a practical engineering problem.
Finally, the conclusion is given in Section 5.

2. Overview of Crow Search Algorithm and
Flower Pollination Algorithm

2.1. Crow Search Algorithm. ,e crow is a very clever bird,
which can remember the face of human beings and warn its
kind when encountering danger. One of the most obvious
characteristics of the cleverness of crows is their ability to
hide food and remember the location of the hidden food. At
the same time, they will follow each other to get a better
source of food, but when the crow finds itself followed by
other crows, it will try to change the hidden place of its food
to avoid food theft. Based on the living habits of crows, the
crow search algorithm has the following principles:

(1) Crows are social animals
(2) Crows can remember the location of the hidden food
(3) Crows will follow each other and steal others’ food
(4) Crows do their best to protect their food from being

stolen

Based on the four principles, the basic process of CSA is
described as follows:

Step 1: initializing the parameters of CSA. ,ese in-
clude population size (n), maximum iteration number
(Maxsize), flight step size (fl), and awareness proba-
bility (AP).
Step 2: initializing the individual crows and memory
matrix. n crows are generated in the search space of
d − dimension, and each crow xi � (Xi,1, Xi,2, . . . , Xi,d)

represents a feasible solution of a problem. Since the
initial population has no experience, it is assumed that
the initial memory matrix is the initial position.
Step 3: evaluating the quality of each crow according to
the fitness function.
Step 4: generating a new location for each crow in the
d − dimensional search space. Assuming that crow i

randomly follows a crow (for example, crow j), in order
to find the place of the hidden food of crow j, the
position update of crow i can be divided into the
following two situations:

Case 1: crow j does not find that crow i is following it.
In this case, the position update formula of crow i is

x
i,iter+1

� x
i,iter

+ ri + fl
i.iter

× m
i,iter

− x
i,iter

􏼐 􏼑. (1)

Case 2: crow j finds that crow i is following it, and
crow j will take crow i to a random position.

To sum up, the position update formula of crow i is

x
i,iter+1

�
x

i,iter
+ ri × fl

i,iter
× m

i,iter
− x

i,iter
􏼐 􏼑, rj ≥AP,

a randomposition, otherwise.

⎧⎨

⎩

(2)
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Here, ri, rj are random numbers that obey the uniform
distribution of [0, 1]. AP represents the perception
probability. When the AP is smaller, the probability of
occurrence of Case 1 is greater, and the algorithm tends
to search locally. When the AP is larger, the probability
of finding in Case 2 is greater, and the algorithm tends
to search globally. fli.iter is the flight step length of crow
i. Whenfli.iter < 1, the next position of crow i is between
xi,iter and mj,iter, as shown in Figure 1. When fli.iter > 1,
the next position of crow i is outside the line between
xi,iter and mj,iter, as shown in Figure 2.,erefore, fl will
affect the search ability of the algorithm. If the value is
too large, it tends to search globally, and the algorithm
has poor convergence. If the value is too small, it is easy
to fall into the local optimum.
Step 5: checking whether the new position of each crow
is feasible. If possible, change the crow’s position.
Otherwise, it is not updated.
Step 6: calculating the fitness value of the new position
of each crow.
Step 7: updating the memory matrix of each crow.

m
i,iter+1

�
x

i,iter+1
, f x

i.iter+1
􏼐 􏼑 is better than f m

i.iter
􏼐 􏼑,

x
i,iter

, otherwise.

⎧⎪⎨

⎪⎩

(3)

Step 8: repeating Steps 4–7 until the termination
condition is reached.

2.2. Flower Pollination Algorithm. Flower pollination algo-
rithm is a new metaheuristic swarm intelligence optimiza-
tion algorithm proposed by Yang, a scholar from Cambridge
University, UK, in 2012. ,e algorithm simulates the two
processes of cross-pollination and self-pollination of flow-
ering plants, which corresponds to the global search
mechanism and local search mechanism in the algorithm.
Because the algorithm has few parameters, simple structure,
and easy implementation, it has widely attracted the interest
of other scholars.

In order to simplify the problem and make the algorithm
more efficient, considering that there is only one solution to
the optimization problem, Yang assumes that each flowering
plant can only produce one flower and each flower can only
produce one pollen gamete. Flower pollination process can
be summarized as the following four rules:

(1) Biological cross-pollination is considered a global
pollination process in which pollen carriers carry
pollen on Levy flights

(2) Abiotic self-pollination is regarded as a local polli-
nation process

(3) ,e reproduction probability is the constancy of
flowers, and the value of reproduction probability is
proportional to the similarity of two flowers

(4) ,e transition probability p ∈ [0, 1] is used to
control the transition between local pollination and
global pollination

,rough the above rules, the following mathematical
model is established.

Definition 1. In the process of global pollination, the for-
mula of pollen position update is

x
i,iter+1

� x
i,iter

+ L × x
i,iter

− gbest􏼐 􏼑. (4)

Here, xi,iter+1 and xi,iter, respectively, represent the so-
lution of the iter + 1 generation and the iter generation;
gbest is the global optimal solution in an iteration process;
and L is the step size, which obeys the Levy distribution. ,e
calculation formula of L is as follows:

L ∼
λΓ(λ)sin(πλ/2)

π
.
1

S
1+λ S≫ S0≫ 0( 􏼁. (5)

Here, Γ(λ) is the standard gamma function; λ � 1.5.

Definition 2. ,e position update formula for the partial
pollination stage is as follows:

x
i,iter+1

� x
i,iter

+ ε × x
j,iter

− x
k,iter

􏼐 􏼑. (6)

Here, xj,iter and xk,iter randomly select solutions different
from xi,iter in the population, and ε is the probability of

Crow i

xi,iter

x i,iter+1 = x i,iter + ri  × fl i,iter + (m j,iter – x i,iter)

mj,iter

Crow j

Origin

Next position of crow i

Figure 1: Schematic diagram for updating the position of crow i

when fl< 1.

Crow i

xi,iter

x i,iter+1 = x i,iter + ri  × fl i,iter

× (m j,iter – x i,iter)

mj,iter

Crow j

Origin

Next position of crow i

Figure 2: Schematic diagram for updating the position of crow i

when fl> 1.
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reproduction, which is a random number subject to the
uniform distribution of [0, 1].

Definition 3. ,e transition between global pollination and
local pollination is controlled by the value of transition
probability p ∈ [0, 1]. A large number of simulation ex-
periments show that the algorithm can obtain the best
optimization performance when p � 0.8.

3. Crow Search Algorithm Based on Improved
Flower Pollination Algorithm (IFCSA)

In order to improve the convergence speed and accuracy of
the algorithm, two strategies are used, namely, self-adaptive
awareness probability and improved cross-pollination
mechanism of flower pollination algorithm. ,e following is
a detailed description of these three strategies.

3.1. Self-Adaptive Awareness Probability. ,e awareness
probability has a greater impact on the performance of the
standard crow search algorithm. When the perception
probability AP is larger, the individuals in the population are
more inclined to search globally, but it is not conducive to
improving the convergence accuracy. When the perception
probability AP is smaller, the individuals in the population
are more inclined to search locally and easily fall into the
local optimum. However, when AP is a fixed value, the
global search and local search capabilities cannot be bal-
anced. In response to the problem, the inverse incomplete Γ
function is introduced to make the awareness probability
drop nonlinearly, so as to balance the global search and local
search capabilities. ,e formula is as follows:

AP � 1÷ AP1 ×
AP2 − AP1

λ
􏼒 􏼓 × Γ λ, 1 −

iter
Maxiter

􏼒 􏼓􏼒 􏼓􏼒 􏼓 × 100􏼒 􏼓.

(7)

Here, AP2 and AP1 are, respectively, the upper and lower
limits of AP; λ is a random variable; and Maxiter is the
maximum number of iterations.

Figure 3 shows the decreasing curve of nonlinear
awareness probability AP when AP1 � 0.05, AP2 � 0.25, and
λ � 0.01. It can be seen from Figure 3 that the AP is large at
the beginning of iteration, which makes the algorithm focus
on global search. With the iterative process, the AP value
decreases gradually, which makes the algorithm tend to
search locally, the population concentrate quickly, and the
convergence process improve. Nonlinear decreasing
awareness probability can better balance global search and
local search, thus improving the performance of the
algorithm.

3.2. Based on Improved Cross-Pollination. From the analysis
of (2), it can be seen that when the leader finds that he is
being followed, the position of the individual is randomly
generated. Although this location update strategy can pre-
vent the algorithm from falling into the local optimum to a
certain extent, it also reduces the convergence speed and

accuracy of the algorithm. For this reason, this article solves
this problem by introducing improved cross-pollination.

Firstly, it is assumed that all crows obtain the global
optimal position based on their own experience and
memory as thieves. Secondly, the idea of cross-pollination
is used to effectively guide the crow individuals to fly close
to the optimal individual to reach the optimal value.
However, the cross-pollination strategy itself has some
limitations. In the later stage of iteration, it will lead to the
decrease of population diversity, which will result in
falling into local optimum and difficulty in jumping out.
Introducing the cross-pollination strategy of Cauchy
mutation proposed by Zhang and Gao [22], the formula is
as follows:

x
i,iter+1

� gbest + x
i.iter

× C(0, 1). (8)

Here, gbest is the optimal value and C(0, 1) is Cauchy
distribution.

To sum up, the crow position update formula is as
follows:

x
i,iter+1

�
x

i,iter
+ ri × fl

i.iter
× m

i,iter
− x

i,iter
􏼐 􏼑, rj ≥AP,

gbest + x
i.iter

× C(0, 1), otherwise.

⎧⎪⎨

⎪⎩

(9)

3.3. Basic Flow of IFCSA. ,e pseudocode of the algorithm
(IFCSA), which is based on the improved flower pollination
algorithm, is shown in Figure 4.

4. Experimental Simulation and Result Analysis

4.1. ExperimentalParameter Settings. ,e IFCSA is validated
by comparing it with five famous optimization algorithms,
namely, BOA [4], SSA [23], GWO [8], CSA [10], and
MISCSA [24]. We used 20 well-known benchmark test
functions for validation.,e set of benchmark test functions
is explained in Tables 1∼3 . We used the most common
parameter settings that exist in the literature for the seven
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Figure 3: Decreasing curve of nonlinear awareness probability.
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Table 1: High-dimensional unimodal benchmark functions.

Benchmark function Dim Range fmin

f1 � 􏽐
n
i�1x

2
i 30 [−100, 100] 0

f2 � 􏽐
n
i�1|xi| + 􏽑

n
i�1 |xi| 30 [−10, 10] 0

f3 � max |xi|, 1≤ i≤ n􏼈 􏼉 30 [−100, 100] 0
f4 � 􏽐

n
i�1(􏽐

i
j�1xj)

2 30 [−100, 100] 0
f5 � 􏽐

n
i�1ix

4
i + random[0, 1) 30 [−1.28, 1.28] 0

f6 � 106x2
1 + 􏽐

n
i�2x

2
i 30 [−100, 100] 0

f7 � 􏽐
n
i�110

6(i− 1)/n−1x2
i 30 [−100, 100] 0

Table 2: High-dimensional multimodal benchmark functions.

Benchmark function Dim Range fmin

f8 � 􏽐
n
i�1[x2

i − 10 cos(2πxi) + 10] 30 [−5.12, 5.12] 0

f9 � −20 exp(−0.2
���������
1/n􏽐

n
i�1x

2
i

􏽱
) − exp(1/n􏽐

n
i�1cos(2πxi)) + 20 + e 30 [−32, 32] 0

f10 � 1/4000􏽐
n
i�1x

2
i − 􏽑

n
i�1 cos(xi/

�
i

√
) + 1 30 [−600, 600] 0

f11 � 􏽐
n
i�1|xi sin(xi) + 0.1xi| 30 [−10, 10] 0

f12 � 􏽐
n/4
i�1[(x4i− 3 + 10x4i− 2)

2 + 5(x4i− 1 − x4i)
2 + (x4i− 2 − 2x4i− 1)

4 + 10(x4i− 3 − x4i)
4] 30 [−4, 5] 0

f13 � sin2(πw1) + 􏽘
n−1
i�1 (wi − 1)

2
[1 + 10 sin2(πwi+)] + (wn − 1)

2
[1 + sin2(2πwn)],

wherewi � 1 + xi + 1/4, for all i � 1, 2, 1, . . . , n
30 [−10, 10] 0

f14 � 0.1 sin2(32πx1) + 􏽘
n

i�1(xi − 1)
2
[1 + sin2(3πxi + 1)] + (xn − 1)

2
[1 + sin2(2πxn)]􏽮 􏽯

+􏽘
n

i�1u(xi, 5, 100, 4)

u(xi, a, k, m) �

k(xi − a)
m

, xi > a

0, − a<xi < a

k(−xi − a)
m

, xi < a

⎧⎪⎨

⎪⎩

30 [−50, 50] 0

Table 3: Fixed-dimensional multimodal benchmark functions.

Benchmark function Dim Range fmin

f15 � 0.5 + sin2(
�����������
x2
1 + x2

2 + 0.5
􏽱

)/(1.0 + 0.0001(x2
1 + x2

2))
2 2 [−100, 100] 0

f16 � (1.5 − x1 + x1x2)
2 + (2.25 − x1 + x1x

2
2)

2 + (2.625 − x1 + x1x
3
2)

2 2 [−4.5, 4.5] 0
f17 � 􏽐

11
i�1[aj − x1(b2i + bix2)/b2i + bix3 + x4]

2 4 [−5, 5] 0.00030
f18 � 2x2

1 − 1.05x4
1 + x6

1/6 + x1x2 + x2
2 2 [−5, 5] 0

f19 � (x2 − 5.1
4π2x

2
1 + 5

πx1 − 6)2 + 10(1 − 1/8π)cos x1 + 10 2 [−5, 5] 0.398

f20 � [1 + (x1 + x2 + 1)
2
(19 − 14x1 + 3x

2
1 − 14x2 + 6x1x2 + 3x

2
2)] ×

[30 + (2x1 − 3x2)
2
(18 − 32x1 + 12x

2
1 + 48x2 − 36x1x2 + 27x

2
2)]

2 [−2, 2] 3

Initialize the initial position

Calculate the AP

for iter = 1 : Maxiter
for i = 1 : n

if rj = AP
xi,iter+1 = xi,iter + ri × fli.iter × (mi,iter – xi,iter)

else
xi.iter+1 = gbest + xi.iter × C(0,1)

Check boundary
Evaluate the new position of crows
Update the memory matrix of each crow

endif
endfor

endfor

Figure 4: Pseudocode of the IFCSA.
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algorithms used in validation. ,e details about parameter
settings are explained in Table 4. For the sake of fairness, we
used a fixed population size for all algorithms: n � 50 in-
dividuals; all algorithms are executed in 30 independent
runs. All algorithms are implemented in MATLAB (version
R2020a) and executed on HP computer (Windows 10, Intel
Core i5-6300HQ, 2.3GHz, 8GB RAM). ,e number of it-
erations in each run for each algorithm equals 1000. ,e
experimental data obtained after running are shown in
Tables 5∼7, where Best, Worst, Mean, and Std represent the
optimal value, worst value, average value, and Std value
obtained by the algorithm independently running 30 times.
,e algorithm performance is ranked according to the ac-
curacy of the optimal value. ,e best results are formatted in
bold type.

4.2. Improved Strategy Effectiveness Analysis

4.2.1. Effectiveness Analysis of Self-Adaptive Awareness
Probability. ,e awareness probability is one of the decision
variables of the standard crow search algorithm, which has a
greater impact on the performance of the algorithm. In order
to verify whether the adaptive decreasing perceived prob-
ability can improve the convergence speed of the algorithm.
Six groups of benchmark test functions in Table 1–3 are
selected for comparative experiment. Among them, f1 and f2
are high-dimensional unimodal functions, f8 and f10 are
high-dimensional multimodal functions, and f14 and f16 are
fixed multimodal functions.

As can be seen from Figures 5–8, for f1, f2, f8, f10, and f14,
IFCSA with adaptive change awareness probability has
better convergence effect under the same number of itera-
tions. It can be seen from Figure 10 that, for function f16,
although the convergence effect of IFCSA with adaptively
changing awareness probability is worse than IFCSA
without adaptively changing perception probability, it can
find the theoretical optimal value, which is acceptable.

4.2.2. Effectiveness Analysis of the Cross-Pollination Strategy
with Cauchy Mutation. ,is sections aims to verify whether
the improved strategy can avoid the blindness of individual
location update and improve the accuracy and convergence
ability of the algorithm. At the same time, it aims to further
clarify that under the condition that the leader finds himself
followed, the performance of the algorithm under the cross-
pollination mechanism with Cauchy mutation is better than
that under the standard cross-pollination mechanism. ,e
standard crow search algorithm, the crow search algorithm
that introduces the standard cross-pollination strategy, and
the crow search algorithm that introduces the alienation
pollination strategy with Cauchy mutation are used for
comparison experiments on 20 benchmark functions. ,ey
were run independently 30 times, and the average value was
taken as the final criterion.

From the simulation results in Table 8, it can be seen that,
for most benchmark functions, the optimization perfor-
mance of the algorithm that introduces the standard cross-
pollination strategy is worse than that of the standard crow

search algorithm. In the benchmark function f16, the opti-
mization performance of the algorithm that introduces the
standard cross-pollination strategy is the best, but the
performance of the algorithm that introduces the cross-
pollination strategy with Cauchy mutation is also good,
which is acceptable. However, in the 20 benchmark func-
tions, the standard crow search algorithm introduces the
cross-pollination strategy with Cauchy mutation, the per-
formance of the algorithm is greatly improved, and the effect
is better than the introduction of the standard cross-polli-
nation strategy, except for the benchmark function f16. In
short, the crow search algorithm that introduces the cross-
pollination strategy with Cauchy mutation has better per-
formance in function optimization.

4.3. Comparative Experiment of Different Intelligent
Algorithms

4.3.1. High-Dimensional Unimodal Function Test Results.
It can be seen from the experimental results in Table 5 that the
optimization performance of IFCSA is better than that of the
other algorithms for most high-dimensional unimodal func-
tions. In the test function of f5, although the performance of
IFCSA is inferior to that of MISCSA, the accuracy obtained by
them is almost the same. In the other six test functions of f1, f2,
f3, f4, f6, f7, compared with other algorithms, the optimization
accuracy of IFCSA is improved to a certain extent. In addition,
the variance of IFCSA is lower than that of the other algo-
rithms, which indicates that IFCSA has good stability. In a
word, IFCSA can solve high-dimensional unimodal problems
well, which demonstrates its effectiveness and feasibility in
solving high-dimensional unimodal problems.

Figures 11–24 are the convergence curve graphs and
variance graphs of the algorithms of BOA [4], SSA [23],
GWO [8], CSA [10], MISCSA [24], and IFCSA for different
test functions. All convergence curves are drawn based on
the optimal values. Figures 13 and 21 show that GWO
converges faster than IFCSA in the middle of the iteration,
but GWO will fall into the local optimum, and IFCSA can
jump out of the local optimum to get a better solution. It can
be seen from Figures 11, 15, 17, and 23 that the convergence
speed and optimization accuracy of IFCSA are better than
those of other algorithms. As can be seen from Figures 12,
14, 16, 18, 20, 22, and 24, the performance of IFCSA al-
gorithm is very stable. ,is shows that IFCSA can better
solve high-dimensional unimodal problems compared to
other intelligent algorithms and some improved algorithms.

4.3.2. High-Dimensional Multimodal Function Test Results.
,e experimental data in Table 6 shows that the optimal value
and average value of IFCSA for functions f8∼f13 rank first in the
comparison algorithm, which shows that IFCSA can solvemost
high-dimensional multimodal functions well. In the test
function of f14, the optimal value obtained by IFCSA is slightly
smaller than those of GWO and SSA, ranking third in the
comparison algorithm. Experimental results show that IFCSA
can effectively solve high-dimensional multimodal functions
and has strong global search capabilities.
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Figures 25–31 are the convergence curves of all algo-
rithms for solving high-dimensional multimodal functions
independently run 30 times. Figures 25–30 show that IFCSA
can find the optimal value faster and better for some high-
dimensional multimodal functions. Furthermore, in the
functions f8 and f10, IFCSA can find the theoretical optimal
value. Figures 32–38 are the variance graphs of f8∼f14, which
shows that IFCSA has good stability. ,e experimental re-
sults show that, compared with some classic intelligent al-
gorithms and some improved algorithms, IFCSA can better
solve high-dimensional multimodal functions.

4.3.3. Fixed-Dimensional Multimodal Function Test Results.
Table 7 shows the experimental results of different algo-
rithms for fixed multimodal functions. From the experi-
mental results in Table 7, it can be seen that the best values of
IFCSA in functions f15, f16, f17, f19, and f20 are all ranked first,
and they are all theoretical best values. It can be also seen
from the standard deviation in Table 7 that the performance
of IFCSA is relatively stable. Although the IFCSA does not
obtain a better optimal value than GWO in the function f18,
the optimal value obtained by the IFCSA is of the order of
100−178, which is acceptable.

Table 4: Parameter settings.

Algorithm Parameter settings
BOA p � 0.8, c � 0.01, α � 0.1
FPA p � 0.8
CSA AP � 0.1, fl � 2
MISCSA AP � 0.1, fl � 2, α1 � 0.4, α2 � 0.7, δ1 � 0.4, δ2 � 0.001, s � 0.8
IFCSA AP � 0.1, fl � 2

Table 5: Results of high-dimensional unimodal benchmark functions.

Function Index BOA SSA GWO CSA MISCSA IFCSA

f1

Best 1.53E− 14 5.66E− 09 1.40E− 68 3.41E− 03 7.59E− 33 2.26E− 102
Worst 1.85E− 14 1.40E− 08 1.26E− 72 3.73E− 02 7.83E− 30 1.03E− 89
Mean 1.69E− 14 8.84E− 09 9.11E− 70 1.36E− 02 7.98E− 31 6.03E− 91
Std 9.60E− 16 1.74E− 09 2.82E− 69 7.20E− 03 1.56E− 30 2.03E− 90
Rank 4 5 2 6 3 1

f2

Best 2.02E− 12 1.56E− 04 3.43E− 42 3.80E− 01 3.85E− 17 1.69E− 50
Worst 1.17E− 11 3.05E+ 00 4.46E− 40 2.75E+ 00 2.02E− 15 4.66E− 43
Mean 9.19E− 12 6.77E− 01 6.50E− 41 1.47E+ 00 4.55E− 16 1.56E− 44
Std 2.97E− 12 7.52E− 01 9.17E− 41 6.29E− 01 4.20E− 16 8.51E− 44
Rank 4 5 2 6 3 1

f3

Best 1.01E− 11 8.78E− 01 1.46E− 18 1.22E+ 00 5.80E− 17 1.57E− 50
Worst 1.27E− 11 9.46E+ 00 6.98E− 17 5.48E+ 00 2.28E− 15 4.79E− 44
Mean 1.15E− 11 4.50E+ 00 1.25E− 17 3.09E+ 00 5.24E− 16 2.87E− 45
Std 6.68E− 13 2.38E+ 00 1.57E− 17 1.02E+ 00 5.20E− 16 1.06E− 44
Rank 4 5 2 6 3 1

f4

Best 1.48E− 14 5.93E+ 00 4.57E− 26 4.07E+ 02 1.06E− 30 4.02E− 100
Worst 1.89E− 14 2.51E+ 02 4.53E− 17 1.53E+ 03 1.33E− 27 1.38E− 88
Mean 1.70E− 14 6.46E+ 01 1.55E− 18 8.79E+ 02 2.52E− 28 6.89E− 90
Std 9.12E− 16 5.98E+ 01 8.27E− 18 3.26E+ 02 3.93E− 28 2.59E− 89
Rank 4 5 3 6 2 1

f5

Best 8.80E− 05 2.27E− 02 9.33E− 05 7.07E− 03 6.38E− 06 9.98E− 06
Worst 1.18E− 03 1.16E− 01 1.35E− 03 3.99E− 02 3.53E− 04 3.39E− 04
Mean 5.96E− 04 5.79E− 02 5.17E− 04 2.09E− 02 5.35E− 05 9.12E− 05
Std 3.01E− 04 2.28E− 02 3.35E− 04 7.87E− 03 6.36E− 05 7.17E− 05
Rank 3 6 4 5 1 2

f6

Best 1.34E− 14 3.45E+ 03 7.91E− 72 6.67E+ 02 5.90E− 30 2.17E− 97
Worst 1.81E− 14 3.09E+ 04 1.18E− 68 2.62E+ 03 6.76E− 27 7.54E− 88
Mean 1.61E− 14 8.82E+ 03 1.08E− 69 1.45E+ 03 9.79E− 28 2.71E− 89
Std 1.13E− 15 5.69E+ 03 2.77E− 69 5.15E+ 02 1.53E− 27 1.38E− 88
Rank 4 6 2 5 3 1

f7

Best 1.49E− 14 4.97E+ 04 1.44E− 70 7.57E+ 03 6.03E− 29 1.63E− 95
Worst 1.90E− 14 3.65E+ 05 2.08E− 67 5.13E+ 04 1.23E− 25 1.34E− 87
Mean 1.74E− 14 1.57E+ 05 2.30E− 68 2.19E+ 04 8.07E− 27 1.26E− 88
Std 1.08E− 15 8.29E+ 04 4.33E− 68 9.20E+ 03 2.40E− 26 2.94E− 88
Rank 4 6 2 5 3 1
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Figures 39–44 are the convergence curves of the 6 al-
gorithms for different fixed multimodal functions, and
Figures 45–50 are the variance graphs of the 6 algorithms.
From Figures 39, 41, 43, and 44, it can be seen that IFCSA
can converge to the global optimum faster than the other five
algorithms. Figure 40 shows that the optimization perfor-
mance of IFCSA is weaker than MISCSA, while the overall
performance of IFCSA is better than that of the other al-
gorithms. It can be seen from Figure 42 that the optimization
performance of IFCSA is better than that of the other al-
gorithms except GWO. In short, IFCSA has certain ad-
vantages in optimizing fixed multimodal functions.

4.4. Statistical Validation. According to the paper by Derrac
et al. [25], it is not rigorous to only use the average value,
standard deviation, optimal value, and worst value obtained
after the algorithm is independently run 30 times as the
evaluation index of the algorithm performance. ,erefore,
Wilcoxon rank sum test is carried out on the 20 benchmark
test functions in Tables 1∼3 for the six algorithms in this
paper. Moreover, the p values obtained after rank sum check

of the six algorithms are recorded in Table 9. If the algorithm
with the best performance is IFCSA, a pair comparison is
performed between IFCSA and BOA, IFCSA and SSA, etc.
Since the best algorithm cannot be compared with itself, it is
marked as “NA,” indicating that it is not applicable, which
also means that the corresponding algorithm does not have
corresponding data to be compared with itself in the rank
sum verification process. When the p value is less than 0.05,
there is a big difference between the two comparison al-
gorithms. Otherwise, it indicates that there is some similarity
between the two comparison algorithms, and the value of p

is marked in bold type.

4.5. EngineeringOptimization Problem. As can be seen from
the previous section, IFCSA has better performance in
function optimization than other intelligent algorithms and
some improved algorithms. In order to further verify
whether IFCSA is effective in practical engineering appli-
cations, it is applied to the speed reducer design problem.
,e problem is one of the most fully researched problems in
the optimization test. It represents a simple gearbox design,

Table 6: Results of high-dimensional multimodal benchmark functions.

Function Index BOA SSA GWO CSA MISCSA IFCSA

f8

Best 0.00E+ 00 2.49E+ 01 0.00E+ 00 1.09E+ 01 0.00E+ 00 0.00E+ 00
Worst 2.10E+ 02 7.46E+ 01 4.51E+ 00 4.08E+ 01 0.00E+ 00 0.00E+ 00
Mean 1.24E+ 01 4.60E+ 01 1.50E− 01 2.27E+ 01 0.00E+ 00 0.00E+ 00
Std 4.76E+ 01 1.27E+ 01 8.24E− 01 8.63E+ 00 0.00E+ 00 0.00E+ 00
Rank 1 6 1 5 1 1

f9

Best 6.05E− 12 1.78E+ 00 7.99E− 15 1.91E+ 00 8.88E− 16 8.88E− 16
Worst 1.32E− 11 3.63E+ 00 1.51E− 14 4.70E+ 00 8.88E− 16 8.88E− 16
Mean 1.12E− 11 1.78E+ 00 1.31E− 14 3.30E+ 00 8.88E− 16 8.88E− 16
Std 1.39E− 12 8.54E− 01 2.59E− 15 6.50E− 01 0.00E+ 00 0.00E+ 00
Rank 4 5 3 6 1 1

f10

Best 0.00E+ 00 2.27E− 08 0.00E+ 00 3.11E− 02 0.00E+ 00 0.00E+ 00
Worst 3.66E− 15 4.91E− 02 1.35E− 02 2.58E− 01 0.00E+ 00 0.00E+ 00
Mean 9.25E− 16 1.01E− 02 1.10E− 03 1.05E− 01 0.00E+ 00 0.00E+ 00
Std 1.05E− 15 1.17E− 02 3.43E− 03 4.18E− 02 0.00E+ 00 0.00E+ 00
Rank 1 6 1 5 1 1

f11

Best 1.52E− 15 5.72E− 02 1.57E− 41 6.60E− 03 4.12E− 18 1.88E− 52
Worst 1.24E− 12 4.92E+ 00 5.50E− 04 5.17E− 01 5.08E− 17 1.08E− 46
Mean 4.70E− 14 1.73E+ 00 2.21E− 05 1.04E− 01 1.91E− 16 7.20E− 48
Std 2.25E− 13 1.15E+ 00 1.00E− 04 1.45E− 01 3.83E− 17 2.24E− 47
Rank 4 5 2 6 3 1

f12

Best 9.11E− 15 9.43E− 02 1.45E− 07 2.82E− 01 2.49E− 34 1.79E− 103
Worst 1.65E− 14 1.17E+ 00 1.17E− 05 1.94E+ 00 1.21E− 30 5.87E− 92
Mean 1.39E− 14 4.51E− 01 2.80E− 06 6.99E− 01 1.14E− 31 2.86E− 93
Std 1.70E− 15 2.98E− 01 2.77E− 06 3.74E− 01 2.24E− 31 1.12E− 92
Rank 3 5 4 6 2 1

f13

Best 1.51E+ 00 2.69E− 01 7.22E− 01 2.70E− 01 6.31E− 01 1.37E− 04
Worst 2.52E+ 00 1.27E+ 01 1.27E+ 00 3.21E+ 00 2.34E+ 00 8.21E− 01
Mean 2.00E+ 00 6.61E+ 00 9.89E− 01 1.06E+ 00 1.47E+ 00 5.99E− 02
Std 2.47E− 01 3.05E+ 00 1.52E− 01 7.62E− 01 3.94E− 01 1.68E− 01
Rank 6 2 5 3 4 1

f14

Best 1.55E+ 00 2.91E− 10 1.43E− 05 4.90E+ 00 1.40E+ 00 1.60E− 03
Worst 3.00E+ 00 1.10E− 01 6.23E− 01 3.95E+ 01 4.22E+ 00 2.90E+ 00
Mean 2.57E+ 00 7.93E− 03 3.16E− 01 2.03E+ 01 2.92E+ 00 7.19E− 01
Std 3.50E− 01 2.07E− 02 1.52E− 01 9.93E+ 00 7.59E− 01 6.88E− 01
Rank 5 1 2 6 4 3
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which can be used between the aircraft engine and the
propeller to make the components rotate at the most ef-
fective speed.

,e goal of speed reducer design is to minimize the
weight of the gear under bending stress, the lateral deflection
of the shaft, and the constraint of the shaft. As shown in

Table 7: Results of fixed-dimensional multimodal benchmark functions.

Function Index BOA SSA GWO CSA MISCSA IFCSA

f15

Best 3.33E− 16 8.66E− 15 0.00E+ 00 0.00E+ 00 0.00E+ 00 0.00E+ 00
Worst 1.02E− 02 9.72E− 03 9.72E− 03 9.72E− 03 0.00E+ 00 0.00E+ 00
Mean 8.15E− 03 1.94E− 03 2.27E− 03 7.00E− 04 0.00E+ 00 0.00E+ 00
Std 3.71E− 03 3.95E− 03 4.18E− 03 2.46E− 03 0.00E+ 00 0.00E+ 00
Rank 5 6 1 1 1 1

f16

Best 1.55E− 05 4.57E− 18 1.29E− 09 3.68E− 27 0.00E+ 00 0.00E+ 00
Worst 3.98E− 01 5.52E− 15 2.37E− 07 7.56E− 24 1.40E− 28 0.00E+ 00
Mean 8.38E− 02 1.03E− 15 3.28E− 08 7.73E− 25 5.56E− 30 0.00E+ 00
Std 1.26E− 01 1.34E− 15 4.51E− 08 1.54E− 24 2.56E− 29 0.00E+ 00
Rank 6 4 5 3 1 1

f17

Best 0.00031 0.00031 0.00030 0.00030 0.00031 0.00030
Worst 0.00038 0.00124 0.02036 0.00122 0.00133 0.00122
Mean 0.00033 0.00081 0.00381 0.00034 0.00043 0.00037
Std 0.00002 0.00026 0.00754 0.00017 0.00020 0.00023
Rank 4 4 1 1 4 1

f18

Best 2.29E− 19 7.08E− 18 0.00E+ 00 7.24E− 28 1.22E− 43 2.41E− 177
Worst 2.61E− 17 2.86E− 15 0.00E+ 00 1.04E− 24 7.79E− 41 4.06E− 166
Mean 6.01E− 18 7.11E− 16 0.00E+ 00 1.88E− 25 1.19E− 41 1.45E− 167
Std 7.05E− 18 7.43E− 16 0.00E+ 00 2.45E− 25 1.70E− 41 0.00E+ 00
Rank 5 6 1 4 3 2

f19

Best 0.398 0.398 0.398 0.398 0.398 0.398
Worst 1.212 0.398 0.398 0.398 0.398 0.398
Mean 0.441 0.398 0.398 0.398 0.398 0.398
Std 1.532E− 01 2.410E− 15 1.252E− 07 0.000E+ 00 0.000E+ 00 0.000E+ 00
Rank 1 1 1 1 1 1

f20

Best 3.0002 3.0000 3.0000 3.0000 3.0000 3.0000
Worst 3.2338 3.0000 3.0000 3.0000 3.0000 3.0000
Mean 3.0297 3.0000 3.0000 3.0000 3.0000 3.0000
Std 5.10E− 02 7.55E− 14 3.91E− 06 1.47E− 15 1.65E− 15 1.37E− 15
Rank 6 1 1 1 1 1
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Figure 5: Comparison chart of f1 convergence curve.
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Table 8: Results of experiments with different strategies.

Function CSA CSA+FPA (without tent chaos to the initial
position)

CSA+FPA+Cauchy mutation (without tent chaos to the initial
position)

f1 1.43E− 02 1.01E+ 03 2.90E− 94
f2 1.40E+ 00 9.04E+ 00 5.31E− 48
f3 2.62E+ 00 1.37E+ 01 1.04E− 47
f4 8.61E+ 02 3.18E+ 03 9.65E− 95
f5 2.17E− 02 1.35E− 01 3.43E− 04
f6 1.47E+ 03 2.41E+ 03 2.30E− 92
f7 2.54E+ 04 3.03E+ 05 1.39E− 90
f8 2.18E+ 01 7.79E+ 01 0.00E+ 00
f9 3.29E+ 00 8.99E+ 00 8.88E− 16
f10 9.90E− 02 9.84E+ 00 0.00E+ 00
f11 2.15E− 01 4.60E+ 00 1.37E− 49
f12 6.01E− 01 4.55E+ 01 1.21E− 95
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Figure 51, the optimization problem includes seven decision
variables, namely, surface width (b or x1), module of teeth (m
or x2), number of teeth on pinion (z or x3), length of shaft 1

between bearings (l1 or x4), length of shaft 2 between
bearings (l2 or x5), diameter of shaft 1 (d1 or x6), and di-
ameter of shaft 2 (d2 or x7).

Table 8: Continued.

Function CSA CSA+FPA (without tent chaos to the initial
position)

CSA+FPA+Cauchy mutation (without tent chaos to the initial
position)

f13 7.77E− 01 3.21E+ 00 1.26E− 01
f14 2.04E+ 01 1.14E+ 04 1.30E+ 00
f15 9.72E− 04 3.89E− 03 0.00E+ 00
f16 4.01E− 25 0.00E+ 00 1.52E− 30
f17 0.00037 0.00034 0.00030
f18 2.35E− 25 2.78E− 163 2.90E− 182
f19 0.398 0.398 0.398
f20 3.00E+ 00 3.00E+ 00 3.00E+ 00
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,e mathematical model of the problem is as follows:

Min. f(x) � 0.7854x1x
2
2 3.3333x

2
3 + 14.9334x3 − 43.0934􏼐 􏼑 − 1.508x1 x

2
6 + x

2
7􏼐 􏼑 + 7.477 x

3
6 + x

3
7􏼐 􏼑 + 0.7854 x4x

2
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2
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Figure 15: Convergence curve of f3.
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g7(x) �
x2x3
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Table 10 shows the optimal values and values of de-
cision variables obtained after 30 independent runs of
different algorithms for deceleration design problems. ,e
results are compared with those of CSO [26], Gandomi
et al. [27], ABC [28], Akhtar et al. [29], and Montes et al.

[30]. According to Table 10, IFCSA finds the optimal cost
of 2896.26, which is the least expensive among the com-
parison algorithms. ,e solution to find the optimal value
is as follows: x1 � 3.5, x2 � 0.7, x3 � 17, x4 � 7.3, x5 �

7.8, x6 � 2.9, x7 � 5.286683. ,e results show that IFCSA
has good performance in dealing with the optimization of
speed reducer design problem.
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Figure 28: Convergence curve of f11.
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Figure 29: Convergence curve of f12.
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Figure 30: Convergence curve of f13.
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Figure 27: Convergence curve of f10.
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Figure 31: Convergence curve of f14.
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Figure 32: Variance diagram of f8.
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Figure 34: Variance diagram of f10.
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Figure 35: Variance diagram of f11.
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Figure 36: Variance diagram of f12.
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Figure 37: Variance diagram of f13.
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Figure 38: Variance diagram of f14.
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Figure 39: Convergence curve of f15.
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Figure 40: Convergence curve of f16.
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Figure 41: Convergence curve of f17.

F18

10-300

10-250

10-200

10-150

10-100

10-50

100

Fi
tn

es
s V

al
ue

100 200 300 400 500 600 700 800 900 10000
Iteration

BOA
SSA
GWO

CSA
MISCSA
IFCSA

Figure 42: Convergence curve of f18.
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Figure 43: Convergence curve of f19.
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Figure 44: Convergence curve of f20.
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5. Conclusions

By studying the principle and updating the formula of the
standard crow search algorithm, IFCSA is proposed to
solve the problem that the algorithm slowly converges and
easily falls into local optimum in the later iteration. In this
paper, so as to improve the convergence ability of the
algorithm, the inverse incomplete gamma function is in-
troduced to make the perceptual probability decrease
nonlinearly. Aiming at the blindness of crows’ random
search for location updating, a cross-pollination strategy
with Cauchy mutation was introduced to make crows tend
to take the best individual direction, thus obtaining the
best value.,e experimental results in this paper also show

that the optimization performance of IFCSA is better than
that of the original algorithm and other intelligent
algorithms.

In future work, IFCSA will be used to solve more
complex optimization problems, such as multiresource
constrained project sequencing, image processing, and UAV
path planning. IFCSA will be also used to solve more en-
gineering examples, which is to provide reference value for
engineering applications.

Data Availability

,e data, models, or code generated or used during the study
are available at https://github.com/happyfate/IFCSA.

Table 9: Wilcoxon rank sum test and p value.

Function IFCSA/BOA IFCSA/SSA IFCSA/GWO IFCSA/CSA IFCSA/MISCSA
f1 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11
f2 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11
f3 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11
f4 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11
f5 1.33E− 10 3.02E− 11 3.82E− 10 3.02E− 11 5.57E− 03
f6 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11
f7 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11
f8 2.16E− 02 1.21E− 12 8.15E− 02 1.21E− 12 NA
f9 1.21E− 12 1.21E− 12 5.47E− 13 1.21E− 12 NA
f10 1.93E− 09 1.21E− 12 8.15E− 02 1.21E− 12 NA
f11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11
f12 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11 3.02E− 11
f13 3.02E− 11 3.69E− 11 6.07E− 11 1.61E− 10 1.61E− 10
f14 5.57E− 10 2.44E− 09 7.62E− 03 3.02E− 11 2.61E− 10
f15 1.21E− 12 1.21E− 12 5.58E− 03 1.37E− 03 NA
f16 1.21E− 12 1.21E− 12 1.21E− 12 1.21E− 12 5.83E− 09
f17 8.15E− 09 2.34E− 09 1.35E− 09 6.76E− 09 6.84E− 09
f18 3.02E− 11 3.02E− 11 1.21E− 12 1.21E− 12 1.21E− 12
f19 1.21E− 12 3.09E− 04 1.21E− 12 NA NA
f20 1.10E− 11 1.10E− 11 1.10E− 11 1.35E− 06 3.55E− 06

l1

d1

d2 l2z

Figure 51: Schematic diagram of speed reducer design.

Table 10: Test results of different algorithms for speed reducer design.

IFCSA CSO [26] Gandomi et al. [27] ABC [28] Akhtar et al. [29] Montes et al. [30]
Best 2896.26 2996.60 3000.98 2997.06 3008.08 3025.01
x1 3.500000 3.500000 3.501500 3.499999 3.506122 3.506163
x2 0.700000 0.700000 0.700000 0.700000 0.700006 0.700831
x3 17.00000 17.00000 17.00000 17.00000 17.00000 17.00000
x4 7.300000 7.308000 7.605000 7.300000 7.549126 7.460181
x5 7.800000 7.802000 7.818100 7.800000 7.859330 7.962143
x6 2.900000 3.350000 3.352000 3.350215 3.365576 3.362900
x7 5.286683 5.287000 5.287500 5.287800 5.289773 5.309000

24 Mathematical Problems in Engineering

https://github.com/happyfate/IFCSA


Conflicts of Interest

,e authors declare that they have no conflicts of interest.

Acknowledgments

,is work was supported by the National Natural Science
Foundation of China (no. 61662005); Guangxi Natural
Science Foundation (no. 2018GXNSFAA294068); Basic
Ability Improvement Project for Young and Middle-Aged
Teachers in Colleges and Universities in Guangxi (no.
2019KY0195); and Research Project of Guangxi University
for Nationalities (no. 2019KJYB006).

References

[1] Y. Tadepalli, M. Kollati, S. Kuraparthi, P. Kora, A. K. Budati,
and L. Kala Pampana, “Content-based image retrieval using
Gaussian–hermite moments and firefly and grey wolf opti-
mization,” CAAI Transactions on Intelligence Technology,
vol. 6, no. 2, pp. 135–146, 2021.

[2] J. Kennedy and R. Eberhart, “Particle swarm optimization,” in
Proceedings of the IEEE International Conference On Neural
Networks 1995, vol. 4, pp. 1942–1948, Perth, WA, Australia,
December 2002.

[3] X. S. Yang and X. He, “Bat algorithm: literature review and
applications,” International Journal of Bio-Inspired Compu-
tation, vol. 5, no. 3, pp. 141–149, 2013.

[4] S. Arora and S. Singh, “Butterfly optimization algorithm: a
novel approach for global optimization,” Soft Computing - A
Fusion of Foundations, Methodologies and Applications Ar-
chive, vol. 23, no. 3, pp. 715–734, 2019.

[5] X.-S. Yang, “Flower pollination algorithm for global opti-
mization,” in Proceedings of the 11th International Conference
on Unconventional Computation and Natural Computation
UCNC’12, pp. 240–249, Orléans, France, September 2012.

[6] H. Duan and P. Qiao, “Pigeon-inspired optimization: a new
swarm intelligence optimizer for air robot path planning,”
International Journal of Intelligent Computing and Cyber-
netics, vol. 7, no. 1, pp. 24–37, 2014.

[7] S. Mirjalili and A. Lewis, “,e whale optimization algorithm,”
Advances in Engineering Software, vol. 95, no. 95, pp. 51–67,
2016.

[8] S. Mirjalili, S. M. Mirjalili, and A. Lewis, “Grey wolf opti-
mizer,” Advances in Engineering Software, vol. 69, pp. 46–61,
2014.

[9] R. V. Rao and V. Patel, “An elitist teaching-learning-based
optimization algorithm for solving complex constrained
optimization problems,” International Journal of Industrial
Engineering Computations, vol. 3, no. 4, pp. 535–560, 2012.

[10] A. Askarzadeh, “A novel metaheuristic method for solving
constrained engineering optimization problems: crow search
algorithm,” Computers & Structures, vol. 169, pp. 1–12, 2016.

[11] G. Y. Abdallh and Z. Y. Algamal, “A QSAR classification
model of skin sensitization potential based on improving
binary crow search algorithm,” Electronic Journal of Applied
Statistical Analysis, vol. 13, no. 1, pp. 86–95, 2020.

[12] D. Oliva, S. Hinojosa, E. Cuevas, G. Pajares, O. Avalos, and
J. Gálvez, “Cross entropy based thresholding for magnetic
resonance brain images using crow search algorithm,” Expert
Systems with Applications, vol. 79, pp. 164–180, 2017.

[13] R. C. T. D. Souza, D. S. C. Leandro, A. D. M. Camila, and
P. Juliano, “A V-shaped binary crow search algorithm for

feature selection,” in Proceedings of the 2018 IEEE Congress on
Evolutionary Computation (CEC), pp. 1–8, Rio de Janeiro,
Brazil, July 2018.

[14] R. S. Chithra and P. Jagatheeswari, “Fractional crow search-
based support vector neural network for patient classification
and severity analysis of tuberculosis,” IET Image Processing,
vol. 13, no. 1, pp. 108–117, 2019.

[15] N. Siswanto, A. N. Adianto, H. A. Prawira, and
A. Rusdiansyah, “A crow search algorithm for aircraft
maintenance check problem and continuous airworthiness
maintenance program,” Jurnal Sistem Dan Manajemen
Industri, vol. 3, no. 2, pp. 115–123, 2019.

[16] P. K. Kodoth and G. Edachana, “An energy efficient data
gathering scheme for wireless sensor networks using hybrid
crow search algorithm,” IET Communications, vol. 15, no. 7,
pp. 906–916, 2021.

[17] H. Wu, P. Wu, K. Xu, and F. Li, “Finite element model
updating using crow search algorithm with Levy flight,” In-
ternational Journal for Numerical Methods in Engineering,
vol. 121, no. 13, pp. 2916–2928, 2020.

[18] X. Liu, Y. He, C. Wu, and L. Li, “Chaotic binary crow al-
gorithm for 0-1 knapsack problem,” Computer Engineering
and Applications, vol. 54, no. 10, pp. 173–179, 2018.

[19] F. Mohammadi and H. Abdi, “A modified crow search al-
gorithm (MCSA) for solving economic load dispatch prob-
lem,” Applied Soft Computing, vol. 71, pp. 51–65, 2018.

[20] Z. Xiao, S. Liu, F. Han, and J. Yu, “Crow search algorithm
based on directing of sine cosine algorithm,” Computer En-
gineering and Applications, vol. 55, no. 21, pp. 52–59, 2019.

[21] S. Arora, H. Singh, M. Sharma, S. Sharma, and P. Anand, “A
new hybrid algorithm based on grey Wolf optimization and
crow search algorithm for unconstrained function optimi-
zation and feature selection,” IEEE Access, vol. 7,
pp. 26343–26361, 2019.

[22] S. Zhang and D. Gao, “Flower pollination algorithm based on
dynamic adjustment and collaborative search,” Computer
Engineering and Applications, vol. 55, no. 24, pp. 46–53, 2019.

[23] S. Mirjalili, A. H. Gandomi, S. Z. Mirjalili, S. Saremi, H. Faris,
and S. M. Mirjalili, “Salp swarm algorithm,” Advances in
Engineering Software, vol. 114, pp. 163–191, 2017.

[24] Z. Xin, D. Zhang, Z. Chen, H. Zhang, and W. Yan, “Shared
crow algorithm usingmulti-segment perturbation,”Computer
Engineering and Applications, vol. 56, no. 2, pp. 55–61, 2020.
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When multiple heterogeneous unmanned aerial vehicles (UAVs) provide service for multiple users in sensor networks, users’
diverse priorities and corresponding priority-related satisfaction are rarely concerned in traditional task assignment algorithms. A
priority-driven user satisfaction model is proposed, in which a piecewise function considering soft time window and users’
different priority levels is designed to describe the relationship between user priority and user satisfaction. On this basis, the multi-
UAV task assignment problem is formulated as a combinatorial optimization problem with multiple constraints, where the
objective is maximizing the priority-weighted satisfaction of users while minimizing the total energy consumption of UAVs. A
multipopulation-based cooperation genetic algorithm (MPCGA) by adapting the idea of “exploration-exploitation” into tra-
ditional genetic algorithms (GAs) is proposed, which can solve the task assignment problem in polynomial time. Simulation
results show that compared with the algorithm without considering users’ priority-based satisfaction, users’ weighted satisfaction
can be improved by about 47% based on our algorithm in situations where users’ information acquisition is tight time-window
constraints. In comparison, UAVs’ energy consumption only increased by about 6%. Besides, compared with traditional GA, our
proposed algorithm can also improve users’ weighted satisfaction by about 5% with almost the same energy consumption
of UAVs.

1. Introduction

Nowadays, unmanned aerial vehicles (UAVs) are gaining
increasing popularity in various fields [1], such as situation
awareness, intelligence reconnaissance, data collection, and
relaying. Compared with traditional data collection means,
UAVs possess significant advantages such as stronger mo-
bility and flexibility, the ability to realize high-speed data
transmission, and no risk of casualties, which makes them
more suitable for data collection and transmission within
sensor networks in complex environments [2, 3]. As the task
execution capability of a single UAV is restricted by its
limited flying capacity, battery capacity, reconnaissance
capability, etc., it is imperative to use multiple UAVs to carry
out cooperative data collection tasks. During this process,
efficient task allocation [4–7] is one of the critical factors to
improve the task execution efficiency of multiple UAVs

effectively. Besides, since task allocation problems and path
planning problems in UAV-based data collection are highly
coupled, they are usually considered together in practice.

Generally, a data collection task can be abstracted as a
process of visiting multiple ground sensors (GSs). When
considering multi-UAV-based data collection, a group of
GSs and corresponding visiting sequence should be assigned
to each UAV through a reasonable task assignment strategy.
UAVs need to visit their assigned GSs in sequence, collecting
data from the GSs and send it back, directly or indirectly, to
users who need it. As a typical COP with multiple con-
straints, the multi-UAV-based data collection task assign-
ment problem is NP-hard [8] and usually cannot be solved
directly to get the optimal solution. Till now, a large amount
of studies have focused on this problem and several cus-
tomized COP method-based problem-solving models, such
as cooperative multiple task assignment problem (CMTAP)
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model, multiple vehicle routing problem (MVRP) model,
multiple traveling salesman problem (MTSP) model, and
mixed-integer linear programming (MILP) model, have
been proposed [9–12]. While several kinds of problem-
solving methods, such as dynamic programming [13], sto-
chastic and deterministic optimization approaches (cross-
entropy method and branch and bound algorithm) [14, 15],
heuristic [16, 17], swarm intelligence [18–20], reinforcement
learning [21, 22], and game theory [23, 24], have been widely
used in realizing an effective task assignment.

Since UAV’s onboard battery capacity, flight ability, and
payload capacity are limited, related constraints such as
energy consumption, flight speed, and amount of data that
need to be collected are usually considered during the
process of task assignment and path planning. Corre-
spondingly, various optimization objectives in solving task
assignment and path planning problems have been con-
structed from different perspectives. For example, studies
[25–28] devoted to studying the minimization problem of
the total energy consumption of UAVs participating in the
reconnaissance tasks.,e authors of [29] studied the fairness
problem of UAVs’ energy consumption. ,e authors of
[30, 31] focused on the minimization problem of task
completion time. While in these studies, problems of users’
diverse priority-related satisfaction towards the execution
effect of tasks are rarely considered.

However, in these studies, the influence of users’ satis-
faction toward the information obtained is rarely taken into
account. In practical, as the purposes of users’ acquiring
information are different, the information from the same GS
may also have different value/importance from users’ point
of view. Correspondingly, even if users receive the infor-
mation they need at the same time, different users are likely
to have different levels of satisfaction. For example, suppose
both users u1 and u2 want to acquire information about
target a. For u1, the information about a is vital, and the
earlier the information is obtained, the higher the satis-
faction of u1 will be. While for u2, the information about a is
not important, and as long as the information can be ob-
tained before a deadline, the satisfaction of u2 will be ba-
sically the same. In this situation, taking users’ satisfaction
into account is meaningful, as data collection services are
supposed to be user-centric.

Generally, user satisfaction (US) is usually embodied in
the process of users enjoying products/services [32], which is
ubiquitous in nature and society. Kotler defines it as a
psychological feeling derived from the comparison of the
actual product/service experienced by users and their ex-
pectation [33], while Cardozo extends user satisfaction to the
field of marketing, believing that it will influence customers’
subsequent purchase behavior [34]. At present, there is no
consensus on the understanding of user satisfaction degree
in academia, and the main ideas can be divided into three
categories: (1) users’ expectation determines user satisfac-
tion; (2) the quality of users’ experience dominates user
satisfaction; (3) the degree to which users’ subjective ex-
pectation is consistent with their experience should be used

to describe user satisfaction. In this paper, we adopt the idea
of describing user satisfaction degree as the distance between
users’ experience and psychological expectation of service
quality, which can better reflect the connotation of user
satisfaction in our opinions.

Currently, the above ideas of describing user satisfaction
have been adopted in wireless communication [35], network
management [36] as well as in multi-UAV task assignment
[37–39]. As described in [32], user satisfaction (US) is an
abstract concept and may be measured differently in dif-
ferent scenarios. When considering user satisfaction degree
in the above studies, a satisfaction function related to in-
formation transmission rate, information acquisition time,
or energy efficiency was defined based on their different
optimization objectives. For example, the authors focused on
a competitive environment, where different users are trying
to meet their different QoS requirements in terms of data
rate in a selfish manner [35], and the user satisfaction is then
considered a QoS-related concept. On which basis, the game
theory is adopted to realize a “satisfaction equilibrium”
among users to balance meeting users’ expectations and
saving energy consumption. In [36], the authors focused on
the network management problem, while the metric of user
satisfaction is defined as a function of the network response
time for serving the decision-making requests, which is used
to help realizing an effective load-balancing of the decision-
making requests. However, the diverse priorities of users
were rarely considered in these studies. Generally, it is a
simple but important aim to ensure that the demands of
high-priority users should be met first in practice, i.e., users
with higher priorities can get as higher satisfaction as
possible. To do this, a user-priority-based satisfaction
maximization problem related to users’ demanding should
be considered.

In this paper, we consider a scenario where multiple
UAVs provide data collection services for multiple users
with different priorities and optimize the task assignment
problem by adopting a priority-based user satisfaction-
driven strategy. ,e main contributions are as follows:

Considering users’ diverse priorities, a priority-driven
user satisfaction model is built to measure users’ dif-
ferentiated satisfaction towards the information ob-
tained. Specifically, a piecewise function considering
soft time window and users’ priority levels is designed
to describe the relationship between user priority and
user satisfaction.
A satisfaction-driven multi-UAV cooperative task as-
signment problem is formulated as a COP, where the
problem of maximizing priority-weighted user satis-
faction and minimizing UAVs’ total energy con-
sumption is considered comprehensively, and weight
factors are adapted to realize a trade-off between them.
To solve the task assignment problem efficiently, a
multipopulation-based cooperation genetic algorithm
(MPCGA) by introducing the idea of “exploration-ex-
ploitation” into traditional GAs is proposed. Numerical
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results demonstrate the effectiveness of MPCGA in re-
alizing an efficient user satisfaction-driven task assign-
ment while minimizing total energy consumption.

2. System Model and Problem Formulation

2.1. System Model. As shown in Figure 1, we consider a
multi-UAV-based data collection scenario, including one
base station (BS), one relay UAV (UAVr), N data collection
UAVs (UAVs), denoted by N � 1, 2, . . . , N{ }, M users,
denoted by M � 1, 2, . . . , M{ }, and K GSs, denoted by
K � 1, 2, . . . , K{ }. Among them, rotary-wing UAVs that can
hover above GSs when executing data collection are used. BS
is responsible for receiving information requirements from
users, assigning tasks to UAVs, and distributing the collected
information obtained by UAVs to the corresponding users.
UAVs is responsible for visiting all the GSs in K and send
collected information back to BS, where the task of n(n ∈N)

is to detect a subset ofK, which Kn denotes. In Kn, the order
of the targets indicates the corresponding order that n visits
them. Among them, the ith target in Kn is denoted by ki

n and
the serial number of ki

n in K is denoted by f(ki
n). UAVr is

responsible for data relay, while its position is supposed to be
determined by BS and remain unchanged during the process
of data collection. We assume that there is no direct
communication link between each UAVs and BS, while the
data from a UAVs to BS should be relayed through UAVr,
which can maintain connection with BS and UAVs during
the process of data collection.

In this paper, our goal is to find an optimal task allo-
cation strategy that maximizes users’ satisfaction with the
information obtained while minimizing the total energy
consumption of the data collection UAVs. ,e constraints,
data collection and transmission process, energy con-
sumption model, user satisfaction model, and optimization
objective are described as follows.

2.1.1. Constraints of Target Visiting. During the data col-
lection process, all UAVs are assumed to take off from BS
simultaneously (time 0) and return to BS after finishing their
tasks, i.e., conducting data collection on the respective task
targets in turn and sending the collected data collection on
the respective task targets data back to BS. Besides, it is
assumed that a UAV can only visit a target, and the UAV can
only visit it once. On this basis, the constraints of target
visiting can be described by equation (1), where |Kn| rep-
resents the number of elements in Kn.

K � ∪N
n�1Kn, n ∈N,

Kn1 ∩Kn2 � ∅, n1, n2 ∈N∧n1≠ n2,

􏽘Kn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � K n ∈N.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

2.1.2. Constraints of Flight Time. ,e location of the BS is
denoted as (0, 0 H0), where H0 is the height of BS. ,e
location of target k is denoted by lek(t) � (xe

k, ye
k, He

k), and

the location of UAVr is denoted by lr(t) � (xr, yr, Hr).
Besides, the location of n is denoted by
lun(t) � (xu

n(t), yu
n(t), Hn), where the horizontal coordinate

of the UAVs’ initial and final locations is (0, 0). Ignoring the
process of take off and landing, UAVsn is supposed to fly at a
constant height Hn during the whole data collection process,
and the flight heights of UAVs are supposed to be different
from each other to realize collision avoidance. Besides, it is
supposed that n hovers above k(k ∈ Kn) when collecting
data from k, while flying in a straight line with a constant
speed V0 in other cases. Denote the time when n arrives BS
after finishing its data collection task as TF

n , and then TF
n can

be calculated as follows:

T
F
n � T

f
n + T

h
n �

Ln

����
����

V0
+ 􏽘

Kn| |

i�1

I
i
n

Cn,i

, n ∈N, (2)

where T
f
n and Th

n represents the flight time and hover time of
n, respectively. Ln represents the flight trajectory of n, and
‖Ln‖ represents the Euclidean norm ofLn. Ii

n represents the
total amount of data that should be retrieved from ki

n, and it
is codetermined by the requirements of all users who need to
acquire the information about ki

n. Here, we assume that the
difference in users’ information acquirement demands about
ki

n is only reflected in the amount of the data collected, and Ii
n

is selected as the maximum amount of data required by the
users, which can be described as Ii

n � max xi
m,n · Ii

m,n􏽮 􏽯.
Among them, m ∈M, Ii

m,n represents the amount of data,
collected from ki

n, required by m, and xi
m,n is an indicator

variable, which is used to indicate whether m needs the
information about target ki

n. If m needs the information
about target ki

n, and then xi
m,n � 1; otherwise, xi

m,n � 0.
Besides, Cn,i represents the data collection ability of n regard
to ki

n, i.e., the amount of data that can be transmitted from ki
n

to n per second. In this paper, we assume that the wireless
channels between GSs and UAVs are dominated by line-of-
sight (LoS) links, and the power gain of the channel between
ki

n and n is represented by hn,i � β0/(Hn − He
ki

n
)2, where β0

represents the power gain at the reference distance d0 � 1 m.
,en, Ci

n can be calculated as follows.

Cn,i � B log2
1 + p0hn,i

σ2
􏼠 􏼡, (3)

where p0 represents the transmit power of f(ki
n), σ2 is the

additive white Gaussian noise (AWGN) power at the re-
ceiver, and B represents the available channel bandwidth.

Denote Tn,max as the maximum flight duration of
UAVsn; then the constraints of flight time for UAVs can be
expressed as follows.

T
F
n ≤Tn,max, n ∈N. (4)

Considering that UAVr is the last one to depart from BS
and the first one to return to BS after finishing the relay of
data collected from the last target, we assume that the en-
durance of UAVr is sufficient enough during the data col-
lection process as long as equation (4) can be satisfied.
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2.1.3. Data Collection and Transmission. Suppose the start
and finish time of collecting data from ki

n is ti,0
n and ti,1

n ,
respectively, then ti,0

n and ti,1
n can be calculated as follows.

t
i,0
n � t

i−1,1
n +

L
i−1,i
n

����
����

V0
,

t
i,1
n � t

i,0
n +

Inf i
n

Cn,i

,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where i ∈ [1, |Kn| + 1]. Here, we use target sequence number
0 and |Kn| + 1 to represent BS to simplify the analysis
process, e.g., t0,1

n represents the time when n takes off from BS
and t

|Kn|+1,0
n represents the time when n lands at BS. ‖Li−1,i

n ‖

is the length of flight trajectory segment with ki−1
n and ki

n as
endpoints. ,en, the time that BS receives the information
about f(ki

n), denoted by ti
B,n, can be calculated as follows.

t
i
B,n � t

i,1
n +

I
i
n

Cn,r

+
I

i
n

Cr,B

, (6)

where Cn,r represents the data transmission rate from n to
UAVr and Cr,B represents the data transmission rate from
UAVr to the BS. We suppose Cn,r and Cr,B to be constant
during the whole data collection process, which can be
guaranteed by reasonable channel bandwidth allocation and
channel access strategy. In this paper, an orthogonal fre-
quency division multiple access (OFDMA) strategy similar
as described in [40] is adopted, where the total available
bandwidth is divided into multiple subcarriers with equal
bandwidth. When multiple data collection UAVs need to
transmit data to the relay UAV simultaneously, different
subcarriers can be allocated to different UAVs, and the
communication interference among UAVs is therefore
ignored.

In this paper, the communication time between BS and
users is not considered. ,at is, we take the time when BS
receives the information about f(ki

n) as the time when the
users, who need the information about f(ki

n), obtain the
required information. Denote the time when m(m ∈M) get
the information about f(ki

n) as ti
m,n. ,en, it can be de-

scribed as follows.

t
i
m,n �

t
i
B,n, x

i
m,n � 1,

0, x
i
m,n � 0.

⎧⎪⎨

⎪⎩
(7)

2.1.4. Energy Consumption Model. Generally, the energy
consumption of UAVs during flight can be divided into two
parts: motion energy consumption and communication
energy consumption, while ignoring the energy consump-
tion during the take off and landing stage. Since the position
of UAVr and BS remain unchanged during the data col-
lection process, the communication energy consumption
between them, as well as the motion energy consumption of
UAVr, can be viewed as a constant term that is not affected
by the task assignment strategies. In this section, we mainly
consider the influence of task assignment strategies on the
energy consumption of data collection UAVs.

(1) Motion Energy Consumption. During the data col-
lection process, UAVs’ movement state mainly includes two
kinds: flying and hovering. ,e corresponding motion en-
ergy consumption is viewed as flight energy consumption
and hover energy consumption, which mainly depends on
the propulsion power of UAV in the two states. Here, the
power consumption (watt) model derived in [27] is adopted,
which is described as follows.

P(V) � P0 1 +
3V

2

U
2
tip

⎛⎝ ⎞⎠ +
Piv0

V
+
1
2
d0ρsAV

3
, flight(V≠ 0),

Ph � P0 + Pi, hovering(V � 0),

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

where P0 � δ/8ρsAΩ3R3, Pi � (1 + l)W3/2/
����
2ρA

􏽰
, which

represents the profile power and induced power of UAV in
hovering state, respectively. δ is airfoil drag coefficient, W is
the weight of the UAV (Newton),Ω is blade angular velocity
(radians/second), R is rotor radius (m), l is an incremental
correction factor of the induced power, Utip represents the
tip velocity of the suspension blade, v0 represents the average
rotor induced velocity during hovering, and d0 and s rep-
resent the fuselage resistance ratio and rotor compactness,

User 1

User 2

User M

BS

UAVr

UAVs N

UAVs 1

UAVs 2

GS
UAVs to UAVr link

UAVr to BS link
Link between BS and User

Figure 1: System model.
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respectively, while ρ and A represent air density and rotor
disc area, respectively.

For UAVsn, when it arrives at BS after finishing its data
collection tasks, the total motion energy consumption,
denoted by EM

n , can be calculated as follows.

E
M
n � 􏽚

TF
n

0
P Vn(t)

����
����􏼐 􏼑dt. (9)

Specially, when n is in flying state from f(ki
n) to f(ki+1

n )

(i ∈ [0, |Kn|]) with constant speed V0, its propulsion power
consumption remains constant, and the energy consump-
tion can be expressed by Pn(V0) · T

f
n (i, i + 1), where

T
f
n (i, i + 1) represents the flying time spent from f(ki

n) to
f(ki+1

n ). When n is in the hovering state while reconnais-
sance target f(ki

n), its energy consumption can be expressed
byPn

h · Th
n(i), whereTh

n(i) represents the hovering time spent
over f(ki

n). On this basis, equation (9) can be reorganized as

E
M
n � 􏽘

Kn| |

i�0
Pn V0( 􏼁 · T

f
n (i, i + 1) + P

n
h · T

h
n(i)􏼐 􏼑

� Pn V0( 􏼁 · T
f
n + P

n
h · T

h
n.

(10)

Combining equation (2) and equation (10), EM
n can be

calculated by

E
M
n � Pn V0( 􏼁 ·

Ln

����
����

V0
+ P

n
h · 􏽘

Kn| |

i�1

I
i
n

Cn

. (11)

(2) Communication Energy Consumption. UAV com-
munication-related energy consumption mainly occurs
during the process of signal processing, signal radiation,
signal reception, etc. Here, we assume that the transmitted
power of UAVs remain constant and use equation (12) [29]
to calculate the communication energy consumption of
transmitting the data about ki

n from n to UAVr:

En,r k
i
n􏼐 􏼑 � I

i
n dn,r t

i,0
n􏼐 􏼑􏼐 􏼑

α
etx, (12)

where d
n,r

(ti,0
n ) represents the communication distance be-

tween n and UAVr when n collects data from ki
n and etx

represents the energy consumption generated by trans-
mitting 1 bit data by 1meter.

Based on the above analysis, the total energy con-
sumption of data collection UAVs, denoted by Esum, can be
calculated by

Esum � 􏽘
N

n�1
E

M
n + 􏽘

Kn| |

i�1
En,r k

i
n􏼐 􏼑⎛⎜⎝ ⎞⎟⎠. (13)

2.1.5. User Satisfaction Model. When evaluating the satis-
faction of users, several factors, such as information ac-
quisition time and information acquisition quality (quantity,
precision, etc.), are usually considered. Here, we suppose the
information acquisition quality can be well guaranteed, and
the information acquisition time is mainly considered when
describing user satisfaction. To quantifying user satisfaction,
the concept of soft time window is used. For user m, when

xi
m,n � 1, denote the expected time window for obtaining the

required information as [0, ti,e
m,n], and the acceptable time

window for obtaining the information as (ti,e
m,n, ti,a

m,n]. When
ti
m,n ∈ [0, ti,e

m,n], take the information acquisition satisfaction,
denoted by Si

m,n, as 1; when ti
m,n ∈ [ti,e

m,n, ti,a
m,n], an exponential

is designed to calculate the value of Si
m,n; when

ti
m,n ∈ [ti,a

m,n,∞], take Si
m,n as 0. Here, we use time 0 to

represent the time when BS receives user’s request, as well as
the approximate time when data collection UAVs take off
from BS.

Besides, considering different users usually possess dif-
ferent service priorities, their priorities are also considered
when describing user satisfaction. Here, we suppose users’
priorities to be known when BS conducts task assignment
process, and the priority of m is denoted as Pm. Among them,
Pm is a positive actual number, and the higher the value of Pm,
the higher the priority of m. ,e priority-driven user satis-
faction model with a soft time window is described as

S
i
m,n �

1, t
i
m,n ∈ 0, t

i,e
m,n􏽨 􏽩,

Am · exp t
i,a
m,n − t

i
m,n􏼐 􏼑􏼐 􏼑 + Bm, t

i
m,n ∈ t

i,e
m,n, t

i,a
m,n􏼐 􏽩,

0, others,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

where Si,max
m,n � 1 represents the maximum satisfaction of m

toward the information about target f(ki
n),

A � (1 − Si,min
m,n )/(exp(ti,a

m,n − ti,e
m,n) − 1), and B � Si,min

m,n − A.
As shown in Figure 2, we appoint that the higher the

priority of m, the smaller the value of the Si,min
m,n . In addition,

we suppose that the higher the user’s priority, the more time-
sensitive their satisfaction is. ,at is, when m1 and m2 both
require the information about f(ki

n) and their time window
of acquiring information is the same, if ti

m1,n > ti,e
m1,n, then the

satisfaction of high-priority users declines even faster over
information acquisition time.

On this basis, a priority-oriented strategy is adopted to
determine the value of Sn,min, which is described as

S
i,min
m,n �

Max Pj􏽮 􏽯 − Pm + ε

Max Pj􏽮 􏽯 − Min Pj􏽮 􏽯 + ε
, j ∈ [1, M], (15)

where ε is a positive real number used to make sure the
formula always makes sense. Besides, it makes users, with
different priorities, have different gradients of satisfaction on
the information acquisition time. ,is is helpful to ensure
that the satisfaction of high-priority users can be better
guaranteed by the algorithm described in Section 2.2. In this
paper, we choose ε as (Max Pj􏽮 􏽯 − Min Pj􏽮 􏽯)/2, i.e., the value
of the minimum satisfaction of the highest priority users is
Si,max

m,n /3, and that of the lowest priority users is 1.
Generally, in addition to considering the total satis-

faction of users, we also need to ensure that the satis-
faction of high-priority users is as high as possible when
assigning tasks. To this end, users’ satisfaction is weighed
accordingly based on their priorities, and the weighted
satisfaction of users, denoted by SW

sum, can be described in
equation (16). Among them, α is an amplification factor
that is bigger than 1.
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S
W
sum � 􏽘

M

m�1
􏽘

N

n�1
􏽘

Kn| |

i�1
P
α
m · x

i
m,n · S

i
m,n. (16)

2.2. Problem Formulation. Our goal is to maximize SW
sum

while minimizing Esum through practical task assignment,
subject to the constraints of target visiting in (1) and the
constraints of flight time in (4). Since it is difficult to meet the
two objectives of maximizing user satisfaction and mini-
mizing energy consumption at the same time, we introduce
two weight factors ϖ1 and ϖ2 to achieve a trade-off between
them. Among them, ϖ1,ϖ2 ∈ [0, 1] and ϖ1 + ϖ2 � 1. On this
basis, our optimization objective is formulated as

P1: max
a∈A
ϖ1

S
W
sum

SmaxW

+ ϖ2
Emin

Esum
,

s.t.(1)(4),

(17)

where A represents the set of task assignment strategies and
a ∈ A represents a feasible solution in A. SmaxW represents
the maximum user satisfaction that can be achieved if taking
user satisfaction maximization as optimization objective
only, while Emin represents the minimum energy con-
sumption that can be achieved if taking energy consumption
minimization as optimization objective only. In particular, if
we take ϖ1 � 1, problem P1 will degenerate into a satis-
faction maximization problem, while problem P1 will de-
generate into an energy consumptionminimization problem
if ϖ1 � 0.

Obviously, problem P1 is a nonconvex optimization
problem due to the nonconvexity of the objective function,

and it is not easy to be solved directly to obtain an optimal
solution. In this paper, we propose a multipopulation co-
operation-based genetic algorithm (MPCGA), which pre-
serves the advantages of genetic algorithm, i.e., simple,
efficient, and fast convergence, and combines the advantages
of swarm intelligence, i.e., solid global search-ability and the
ability to jump out of locally optimal solutions.

3. Algorithm Description

3.1. Overview of GA. GA is a random search algorithm that
simulates the genetic and evolutionary process of organisms,
while it is suitable to deal with complex nonlinear opti-
mization problems, such as COP, that are difficult to be
solved by traditional search algorithms [41]. In GA, initial
solutions are first generated randomly to form an initial
population, where a solution is represented as a chromo-
some (or an individual). ,en, the next population is
generated through several evolutionary operators, i.e., se-
lection operator, crossover operator, and mutation operator.
In which process, a fitness function, which is closely related
to the optimization objective, is needed to evaluate the
performance of the solutions. After a certain number of
iterations, with new populations constantly generated to
renew their previous population, the algorithm can converge
to the chromosome/individual with the best fitness value,
which can be viewed as the optimal or suboptimal solution
of the problem.

GA has the advantages of simple structure, high effi-
ciency, fast convergence, etc., but it is easy to fall into local
optimal solutions prematurely, which leads to insufficient
global search-ability. By adopting the idea of “exploration-
exploitation” which is widely used in current swarm
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Figure 2: Change trend of users’ satisfaction with information acquisition time.
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intelligence algorithms, such as ant colony algorithm, par-
ticle swarm algorithm, and artificial fish swarms algorithm
[20, 42, 43].,eMPCGA is proposed and described in detail
as follows.

3.2. Description of MPCGA. In this section, the MPCGA is
proposed, and its specific steps are shown in Algorithm 1.
Following are the description of some details:

SmaxW is calculated by assuming that all users’ satis-
faction toward their desired information is 1, i.e.,
SmaxW � 􏽐

M
m�1 􏽐

N
n�1 􏽐

|Kn|
i�1 Pα

m · xi
m,n.

Since the difference of UAVs’ total energy consumption
under different task allocation strategies is mainly
caused by the difference of UAVs’ total flying distance.

Here, we use a mileage-saving algorithm (MSA) [44],
which is more accurate than GAs, to calculate Emin and
its specific steps is as showed in Algorithm 2.
al

i represents the local optimal feasible solution of the
ith population in the lth iteration.
al
opt represents the global optimal feasible solutions of

the Np poplations till the l-th iteration.
f(·) is the fitness function based on SW

sum and Esum,
where
f(a(i,j)) � ϖ1(SW

sum,(i,j)/SmaxW ) + ϖ2(Emin/Esum,(i,j)).
Evolutionary operators: (1) selection operator: when
conducting selection operation for the i-th population,
a proportional roulette selection operator is used within
the population. While the al

i and al
opt can also be se-

lected as a parent with a certain probability that is

Input:N, M, xi
m,n, K, lek􏼈 􏼉, lr, population size N0, population Number Np, maximum iteration times Iter.

Output: the optimal feasible solution aopt.
(1) Calculate SmaxW and Emin, respectively
(2) Population initialization
(3) for i � 1 to Np do
(4) a0

i⟵ the task strategy a(i,1) represented by the first individual in the i-th population;
(5) end
(6) a0

opt⟵Max a(i,1)|i ∈ [1, Np]􏽮 􏽯;
(7) l⟵1;
(8) while l< iter do
(9) for i � 1 to Np do
(10) for j � 1 to N0 do
(11) Calculate SW

sum,(i,j) and Esum,(i,j) achieved based on the task strategy a(i,j) that is represented by the j-th individual;
(12) Calculate the fitness of a(i,j) through f(a(i,j));
(13) Evolutionary operation: selection, crossover, and mutation;
(14) end
(15) Calculate the fitness of each individual in the current population;
(16) Update al

i;
(17) end
(18) Update al

opt;
(19) l⟵l + 1;
(20) end
(21) aopt⟵al

opt;
(22) Return aopt.

ALGORITHM 1: MPCGA for multi-UAV task assignment.

Input: N, K, lek􏼈 􏼉, lr.
Output: Emin.
(1) Calculate the shortest flight distance from BS to GS k(k ∈K), denoted as disB,k, and that between k1 and k2(k1, k2 ∈K), denoted

as disk1,k2, respectively
(2) Obtaining the mileage that can be saved if visit k1 and k2 one after the other in the same flight path according to saving-mileage

formula, i.e., Δdisk1,k2 � disB,k1 + disB,k2 − disk1,k2
(3) Sort the saving-mileage in descending order
(4) According to the constraints of flight time and energy consumption, as well as the value of saving-mileage, connect each GS

sequentially to finally determine the flight routes of data collection UAVs, as well as the number of UAVs used
(5) Calculate Emin according to (13)
(6) Return Emin

ALGORITHM 2: MSA for calculating Emin.
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independent of each other. (2) crossover operator:
sequential crossover operator is used in the algorithm.
(3) mutation operator: “two-element swap” operation
is used in the algorithm.
We implement different crossover and mutation
probabilities for different populations to enhance the
global search-ability of our algorithm.

3.3. Time Complexity Analysis of MPCGA. ,e time com-
plexity of MPCGA is mainly dependent on two parts: (1) the
complexity of calculating SmaxW and Emin; (2) the complexity
of multipopulation cooperation based GA. Generally, the
complexity of calculating SmaxW is O(1), and the complexity
of calculating Emin is O(K2). Besides, the complexity of
multipopulation cooperation-based GA can be viewed as O
(NpN0Ite). ,en, the time complexity of MPCGA can be
approximate as O (NpN0Ite + K2), which is polynomial.

4. Simulation Results

In this section, the performance of our proposed MPCGA
for the multi-UAV task assignment problem is evaluated,
while traditional GA with/without user’ satisfaction con-
sidered is also simulated for comparison. Among them, the
GA with user’ satisfaction considered is denoted as BGA,
while the algorithm without considering user satisfaction is
denoted as GAWS.

4.1. Parameter Setting. ,e targets are assumed to be ran-
domly distributed in a 1.5 km× 1 km rectangular area, while
the circular area’s center is 1.75 km far from BS. Regarding
the coordinate of BS as (0, 0, 25), set up a coordinate system
with the line between BS and the center of the circular area as
the X axis. ,at is, xe

k ∈ [1000 2500] and ye
k ∈ [−500 500].

Besides, He
k is supposed to follow a uniform distribution

within [0 60]. ,e default number of targets, users, and
available UAVs is set as 50, 10, and 5, respectively. Other
major simulation parameters are as shown in Table 1.

4.2. Performance Evaluation. Figure 3 shows the conver-
gence ofMPCGA. It can be seen that, with the increase of the
number of populations, the global search ability of the
MPCGA will be enhanced to some extent, but when the
number of populations is greater than a certain value, e.g., 8,
the optimal solution converges to almost the same value,
which means that to increase the number of populations too
much does not make much sense. Besides, too large several
populations will also increase the calculation complexity of
the algorithm obviously. To show this more clearly, Table 2
displays the execution time of MPCGA with different
population numbers, where N0 is set as 40, and Ite is set as
200. From the simulation results, one can see that the ex-
ecution time of MPCGA will increase near linearly as the
number of population increases, which is in line with the
theoretical analysis results in Section 3. And, it indicates that,
in the case of a similar convergence rate, a smaller

population number is beneficial to reduce the running time
of MPCGA.

Table 3 displays the comparative results, i.e., the total
energy consumption of UAVs, total weighted user satis-
faction, and the max completion time of tasks, of MPCGA,
BGA, and GAWS with ϖ1 � 0.7 and ϖ2 � 0.3. Among them,
the situation with loose time window constraints means that
most users can obtain their required information within
their expected time window when UAVs visit the GSs
according to the shortest path. In contrast, the situation with
tight time window constraints means that most users cannot
obtain their required information within their expected time
window when UAVs visit the GSs according to the shortest
path. ,e simulation results show that our proposed algo-
rithm performs best in both situations, i.e., the highest
weighted user satisfaction can be achieved at the cost of a
small amount of energy consumption. In particular, when in
the situation with tight time window constraints, our pro-
posed algorithm can improve the weighted user satisfaction
by about 47% compared with GAWS, while the energy
consumption only increased by about 6%. Besides, com-
pared with BGA, our proposed algorithm can also improve
the weighted user satisfaction by about 5% with almost the
same energy consumption.

To better show users’ satisfaction with different priori-
ties, the simulation results of each user’s satisfaction when
using different algorithms under the situation with tight
time window constraints are shown in Figure 4. Among
them, users’ priorities are showed as labels, and the situa-
tions where users are with the same/different time-window
constraints are shown, respectively. We can see from the
simulation results that users with higher priorities usually
can obtain higher satisfaction when completing task as-
signments by using MPCGA than using BGA or GAWS in
both situations. For example, user 7 and user 8 can realize
the highest satisfaction as they are with the highest priority,
which is consistent with our original intention. Although
user 7 is more satisfied than user 8 in some cases, while the
opposite is true in other cases, considering their equal
priority, this is an acceptable task assignment result. In
addition, the average weighted user satisfaction of users with
different priorities is shown in Figure 5. Sometimes users
with higher priorities may achieve higher satisfaction when
conducting task assignments by using BGA than MPCGA,
e.g., the satisfaction of user 8 in Figure 4(a). However, from
the average satisfaction of users with the same priority,
MPCGA still performs better than BGA.

Figure 6 shows the weighted user satisfaction as well as
total energy consumption of UAVs with different N, where
M � 10 andK � 50. One can see that, with the increase of N,
the weighted user satisfaction will increase correspondingly,
while it finally converges since all the users can get their
required data within their expected time window as long as
N is big enough. For the total energy consumption of UAVs,
it will still increase with the increase of N even after the user
satisfaction has converged, which means that more data
collection UAVs is not always better as it will cause extra
energy consumption when N is large, and each UAV is
assigned a mission set. On this basis, if we want to meet
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Table 1: Simulation parameters.

Notation Physical meaning Value
V0 Flight speed of UAVs 20m/s
Hn􏼈 􏼉 Range of UAVs’ flight height 100∼150m
I{ } Range of data quantity collected from one target 40∼80 Mbit

B Communication bandwidth between GSs and UAVs 2MHz
Cn, r Data transmission rate between UAVs and UAVr 4Mbps
Cr, B Data transmission rate between UAVr and the BS 8Mbps
Tmax Maximum flight duration of UAVs 600 s
Pm ,e priority of user m 1∼5
α ,e amplification factor for users’ priority 2
etx Energy consumption parameter of communication 10 pJ/(m bit)
He

k􏼈 􏼉 Height range of GSs 0∼60m
σ2 Additive white Gaussian noise (AWGN) power −174 dBm
δ Airfoil drag coefficient 0.012
W Weight of UAV 20N
Ω Blade angular velocity 300 rad/s
R Rotor radius 0.4m
Utip Tip speed of the rotor blade 120m/s
v0 Mean rotor induced velocity in hovering 4.03
ρ Air density 1.225 kg/m3

A Rotor disc area 0.503m3

d0 Fuselage resistance ratio 0.6
s Rotor solidity 0.05
p0 Transmit power of GSs 5mW
β0 Power gain at the reference distance d0 � 1 m −50 dB
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Figure 3: Convergence of MPCGA.

Table 2: Execution time of MPCGA with different population numbers.

NP Execution time (s)
3 6.48
4 8.78
6 12.59
8 17.17
10 20.95
12 25.09
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users’ needs as much as possible while saving energy con-
sumption, the reasonable number of UAVs that are needed
can be determined.

Figure 7 displays the average weighted user satisfaction
as well as total energy consumption of UAVs with different
K, where N � 5 and M � 10. It can be seen that, with the

Table 3: Simulation results of MPCGA, BGA, and GAWS.

Algorithms Energy consumption (J) Task completion time (S) Weighted user satisfaction

MPCGA Loose time window constraints 3.21 · 105 251 2235.80
Tight time window constraints 4.20 · 105 365 1854.92

BGA Loose time window constraints 3.60 · 105 271 2112.75
Tight time window constraints 4.26 · 105 339 1767.31

GAWS Loose time window constraints 3.12 · 105 314 1951.44
Tight time window constraints 3.95 · 105 350 1259.36
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Figure 5: Average weighted satisfaction of users with different priorities (a) with different time window constraints and (b) with the same
time window constraints.
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increase of K, the average weighted user satisfaction will
decrease while the total energy consumption of UAVs will
increase. ,e main reason is that with the increase of K, the
UAVs need to visit more GSs, which will cause more flight
time and hover time, resulting in more energy consumption.
Besides, as it takes longer for users to get the data they need,
their satisfaction will decrease correspondingly.

Figure 8 shows the weighted user satisfaction as well as
total energy consumption of UAVs with different I, where
N � 5, M � 10, and K � 50. From the simulation results,
one can see that, with the increase of I, the average weighted
user satisfaction will decrease since the data collection and
data transmission time will increase, which results in a long
time for users to get their required data. Besides, the total
energy consumption of UAVs presents an upward trend as

the hover energy consumption, and communication energy
consumption of UAVs will increase. It is noted that since the
minimization of energy consumption is considered in the
objective function, the total energy consumption of UAVs
does not always increase with the increase of I.

,e impact of M on weighted user satisfaction as well as
total energy consumption of UAVs is displayed in Figure 9.
It can be seen that, with the increase of M, although the total
user satisfaction will increase, the average satisfaction is
about the same, and the total energy consumption of UAVs
tends to stabilize. ,e main reason is that the increase of M

may affect the order of UAVs’ visiting GSs, but not the
number of GSs visited and the time of data collection and
transmission. As a result, the total distance traveled by UAVs
will vary, but there will not be significant fluctuations.
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Figure 6: Variation trend of weighted satisfaction and energy consumption with the number of UAVs.
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5. Conclusion

,is paper studied a multi-UAV-based sensor network
where multiple UAVs need to collect data frommultiple GSs
in sequence and transmit the information back to BS
through a relay UAV. In the process of task assignment,
considering different users’ diverse priorities and corre-
sponding priority-related satisfaction, a priority-driven user
satisfaction model was constructed, where a piecewise
function considering soft time window and users’ priority
levels was designed to describe user satisfaction. A combi-
natorial optimization problem with multiple constraints was
formulated, where the objective is maximizing the priority-
weighted satisfaction of users while minimizing the total
energy consumption of UAVs. Furthermore, a multi-
population-based cooperation genetic algorithm (MPCGA)

was proposed by adopting the idea of “exploration-exploi-
tation” into traditional GA. Simulation results showed the
convergence and the effectiveness of our proposed
algorithm.

In the follow-up work, we will consider the distribution
features of GSs and the priority-based fairness problem
between users to improve our algorithm’s effectiveness and
applicability further.

Data Availability

No data were used to support this study.
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Hua Yang and Cuntao Liu are co-first authors.
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Information regarding the current status of urban green space is crucial for urban land-use planning and management. -is study
proposes a remote sensing and data-driven solution for urban green space detection at regional scale via employment of state-of-
the-art metaheuristic and machine learning approaches. Remotely sensed data obtained from Sentinel 2 satellite in the study area
of Da Nang city (Vietnam) are used to construct and verify an intelligent model that hybridizes Marine Predators Algorithm
(MPA) and support vector machines (SVM). SVM are employed to generalize a decision boundary that separates features
characterizing statistical measurements of remote sensing data into two categories of “green space” and “nongreen space”. -e
MPA metaheuristic is used to optimize the SVM training phase by identifying an appropriate set of the SVM’s hyperparameters
including the penalty coefficient and the kernel function parameter. Experimental results show that the proposed model which
processes information provided by all of the Sentinel 2 satellite’s spectral bands can deliver a better performance than those
obtained from the model based on vegetation indices. With a good classification accuracy rate of roughly 93%, an F1 score� 0.93,
and an area under the receiver operating characteristic� 0.98, the newly developed model is a promising tool to assist local
authority to obtain up-to-date information on urban green space and develop plans of sustainable urban land use.

1. Research Background and Motivation

In many regions around the globe, fast pace of urbanization
leads to various problems including traffic congestion, poor
air quality, and noise pollution. As pointed out by Xian et al.
[1], urbanization significantly transforms the landscape from
the natural surface types to impervious surface such as
housing, commercial building, and infrastructures. -is
transformation is happening in a large spatial extent and an
increasing speed due to a burgeoning pressure on additional
housing and commercial/industrial areas. Moreover, devel-
opments of urban lands consume areas of green land areas
and bring about negative impacts on the urban environments
[2–4]. Worsening living environment caused by lack of green
space is a major issue for human heath because roughly 54%
of people in the world are living in urban areas [5].

Urban green space is generally defined as green infra-
structure that contains vegetated spaces including urban
parks, road, and workplace green space [6]. Previous works
have recognized the crucial role of green space for reducing
the adverse impacts of urbanization in both aspects of urban
ecosystem and socioeconomics [7–15]. -e World Health
Organization has identified that green spaces are innovative
methods for enhancing the quality of urban environments
via improvements of local resilience and promotions of
sustainable lifestyles [15]. Turaga et al. [16] state that urban
green spaces become a critical asset because they deliver
various benefits including aesthetics enhancement, pollution
reduction, positive effects on physical and mental health of
citizens, urban heat island reduction, and groundwater re-
charge. -erefore, there is a raising societal support for
protection and development of green space in urban areas.
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-erefore, up-to-date spatial information regarding the
current status of urban green space is crucial for urban land-
use planning and management. -is information has be-
come increasingly difficult to obtain via conventional
landscape surveying approaches since green spaces have
been constantly modified, fragmented, and dispersed due to
the fast pace of urbanization. Moreover, surveying tasks at a
regional scale are daunting because of both time and labor
consumptions required for field data acquisition, processing,
and report. -us, there is a pressing need for advanced
methods to automate the green space surveying task.

Recently, medium-resolution imagery coupled with
advanced machine learning methods has provided effective
solution for urban landscape survey [17–22]. Remote
sensing data used with geographic information system (GIS)
can be used to generate thematic maps to assess green
vegetation cover at a regional scale. Data extracted from such
map can be helpful for further data analyzing processes
regarding the size, shape, and other landscape pattern of
urban green space [23–28].

Rafiee et al. [13] relies on Landsat -ematic Mapper
images to study the patterns of green areas; this study
employs combined techniques of remote sensing image
classification, landscape metrics assessment, and vegetation
indices. El Garouani et al. [29] employ the maximum
likelihood supervised classification to analyze data obtained
from Landsat’s bands with a spatial resolution of 30m; the
authors investigate the relationship between urbanization
and land use changes as well as the effect of the increase in
impervious surface areas. Urban green space distribution has
been modeled in [7] with the use of remote sensing, GIS
technology, and normalized difference vegetation index. Do
et al. [3] relies on Landsat 8OLI (Operational Land Imager)
image datasets provided the United States Geological Survey
to study green space patterns; the support vector machine
(SVM) has been used by the authors for the task of image
data classification; the overall accuracy of the proposed
machine learning model is 82.70%.

Li et al. [30] construct land-use and land-cover maps
including green spaces using Landsat Operational Land
Imager (OLI) and Enhanced-ematic Mapper Plus (ETM+)
imagery; convolutional neural network, random forest, and
SVM are the employed machine learning models used for
image data classification; this study reports a classification
accuracy of 84.40% on the testing dataset. Dinda et al. [31]
construct an integrated model for studying urban growth
and associated green space loss; the model relies on maxi-
mum likelihood classifier, artificial neural network, and
SVM for performing pattern recognition task; the SVM
model has attained the most desired classification accuracy
and the area under the receiver operating characteristic
curve (0.906).

It is noted that besides SVM, deep neural networks
(DNNs) have also been successfully applied in remote
sensing–based land-use classification [32–34]. DNNs are
highly appropriate for image categorization due to its
convolution operator based autonomous feature extraction
phase [35]. However, successful implementations of DNNs
often require a large number of training image samples. -e

computational expense of DNNs is generally significant due
to the time-consuming training process used to fine-tune the
networks’ weights. Moreover, because deep learning models
have a quiet large number of hyperparameters (e.g., the
number of hidden layers, the number and the size of con-
volution operations, the size of the pooling operations, etc.),
the process of identifying a suitable network architecture can
be tedious. Moreover, since the extracted features are rep-
resented as numerical data in this study, the application of
SVM can be highly appropriate. It is because SVM has been
proven to be a capable tool for classifying extracted nu-
merical datasets [19, 36–39].

Based on literature review, there is an increasing trend of
applying machine learning in remote sensing–based urban
green space study. Since the problem of interest is chal-
lenging due to the involvement of multivariate and non-
linear data analysis, other advanced machine learning
solutions need to be investigated to improve the urban green
space detection accuracy. Moreover, the current literature
also points out that individual machine learningmethods are
the commonly employed approach. Hybrid machine
learning models that harness advantages of various com-
putational intelligence techniques are rarely investigated to
construct urban green space detection models. Specifically,
previous studies have mainly relied on the individual ma-
chine learning approach [3, 13, 29, 31], and the employment
of metaheuristic algorithms used for optimizing machine
learning based remote sensing data classification has rarely
been proposed and investigated. -erefore, the original
contribution of the current work is proposing a hybrid-
ization of SVM machine learning and metaheuristic opti-
mization used for remote sensing–based urban green space
detection.

SVM [40] is considered to be a capable pattern recog-
nizer with excellent generalization capability. It is due to the
fact that the model structure of this machine learning
method is learnt via the framework of structural risk
minimization which is resilient to overfitting and noisy data
[41]. Nevertheless, the model construction phase of a SVM
model requires a proper setting of its two hyperparameters
including the penalty coefficient and the kernel function
parameter. -e former specifies the amount of penalty
imposing on data samples having classification errors. -e
later determines the locality of the employed kernel function
which directly influences the generalization of the con-
structed model.

-e task of determining hyperparameters of a machine
learning model is known as model selection [41] and can be
modeled as an optimization problem. For the case of a SVM
model, this is a challenging task because of several reasons.
First, the landscape of the objective function is unknown and
not differentiable. Second, the hyperparameters must be
searched in continuous space; therefore, there is an indef-
inite number of feasible solutions. -is fact means that an
exhaustive search on the hyperparameters is infeasible.
-erefore, various scholars have resorted to metaheuristic
algorithms for dealing with the model selection problems.
-e role of metaheuristic algorithms in the task of hyper-
parameter setting (also called model selection) is indeed
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crucial. -ese algorithms are used to optimize the perfor-
mance of machine learning model to achieve a balance
between model accuracy and model generalization.

-e employed metaheuristic approaches include sym-
biotic organisms search [42], particle swarm optimization
[43, 44], the forensic-based investigation optimization [45],
equilibrium optimization [20], Harris hawks optimization
[46], simulated annealing [47], social spider optimization
[48, 49], gray wolf optimization [38, 50], teaching-learning-
based algorithm [51], salp swarm algorithm [52, 53], arti-
ficial bee colony [54], pigeon-inspired optimization [55],
cuckoo search optimization [56], imperialist competitive
algorithm [57], moth flame optimization [58], and cuckoo
search algorithm [59]. -ose previous works have demon-
strated the effectiveness of metaheuristic algorithms in
optimizing machine learning models and solving complex
tasks in various application domains.

Marine Predators Algorithm (MPA), first introduced in
[60], is a recently proposed nature-inspired metaheuristic
inspired from the foraging strategy of marine predators.-is
metaheuristic is characterized by a novel combination of
Lévy and Brownian movements used for enhancing the
optimization performance. -e capability of MPA has been
demonstrated by various optimization tasks [60]. Never-
theless, the performance of this metaheuristic used in op-
timizing machine learning models has rarely been
investigated. Hence, this study proposes to hybridize MPA
and SVM to form an integrated intelligent model used for
remote sensing-based urban green space detection.

Remote sensing data obtained from Sentinel 2 satellite in
the study area of Da Nang city is used to train and verify the
MPA-SVM hybrid model. In this work, the MPA optimized
SVM model trained by remote sensing data with all of the
Sentinel 2’s spectral bands is compared with the models that
use commonly employed vegetation indices including
normalized difference vegetation index (NDVI) [61], nor-
malized difference water index (NDWI) [62], soil-adjusted
vegetation index (SAVI) [63], and MERIS terrestrial chlo-
rophyll index (MTCI) [64].

-e rest of the article is organized as follows: Section 2
reviews the research methodology and material. Section 3
presents the proposedMPA optimized SVM used for remote
sensing-based urban green space detection. Experimental
results are reported in Section 4. Concluding remarks of the
current study are summarized in Section 5.

2. Research Methodology and Material

2.1. General Description of the StudyArea andRemote Sensing
Data. As mentioned earlier, urban green spaces play a
significant role in the urban living environment; they serve a
variety of functions including climatic modification, aes-
thetics, recreation, and physical/mental health improve-
ment. Nevertheless, due to the physical expansion of Da
Nang city (Vietnam), certain areas of green spaces have been
replaced by impervious surface such as buildings and roads.
-erefore, the current status of urban green space in this city
needs to be updated in a timely manner and this city has
been selected as the study area of this research work.

Da Nang is a crucial coastal city located in Central
Vietnam. Da Nang’s location is at 15o55’ to 16o14’North and
107o18’ to 108o20’ East [3]. It is the third largest city within
the nation with a population of about 1 million. Da Nang
urban center (refer to Figure 1) is located in the eastern
section of the area and consists of six districts: Hai Chau,
Cam Le, -anh Khe, Lien Chieu, Ngu Hanh Son, and Son
Tra [65]. -e rural districts of Hoa Vang and Hoang Sa also
belong to Da Nang city but are not included in the Da Nang
urban center; therefore, these two rural districts are excluded
from the study area.

To survey the urban green space status of Da Nang city,
remote sensing data in form of spectral bands have been
collected from Sentinel 2 on July 16, 2020. -ese spectral
bands (see Table 1) are provided openly by USGS [66]; they
can be processed and analyzed by Sentinel Application
Platform (SNAP) software package [67] as well as ENVI
software package [68]. Using the open-accessed tools of
SNAP, the original Sentinel 2’s spectral bands are con-
verted to TIF format via the geometric operation of
resampling. Moreover, it is noted that the used map
projection of the obtained images is Universal Transverse
Mercator (UTM) within Zone 48N–Datum World Geo-
detic System (WGS) 84. Images of the Sentinel-2 spectral
bands are demonstrated in Figure 2. -is figure demon-
strates the 13 spectral bands obtained from the Sentinel-2
on July 16, 2020. -ese bands are coastal aerosol, blue,
green, red, red-edge 1, red-edge 2, red-edge, near infrared,
near infrared narrow, water vapour, shortwave infrared/
cirrus, shortwave infrared 1, and shortwave infrared 2. -e
wavelength range and resolution of each spectral band are
provided in Table 1.

2.2. Remote Sensing-Based Vegetation Indices. In remote
sensing field, vegetation indices have been widely used to
extract vegetation biophysical information from satellite
image data [69]. Previous works have demonstrated the
effectiveness of vegetation indices in remote sensing–based
green space mapping [7, 13, 70–72]. -erefore, this study
relies on such conventional indices as a means of urban
green space detection. -e employed vegetation indices
include normalized difference vegetation index (NDVI) [61],
soil-adjusted vegetation index (SAVI) [63], normalized
difference water index (NDWI) [62], and MERIS terrestrial
chlorophyll index (MTCI) [64]. -ese indices can be
computed as follows [61, 69, 73]:

NDVI �
ρnir − ρred
ρnir + ρred

, (1)

where ρred and ρnir represent the red reflected radiant flux
(Sentinel 2’s band 4) and near-infrared radiant flux (Sentinel
2’s band 8a), respectively.

SAVI �
ρnir − ρred( 􏼁

ρnir + ρred + L( 􏼁
(1 + L), (2)

where L� 0.5 denotes the soil brightness correction factor
[74].
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NDWI �
ρnir − ρswir
ρnir + ρswir

, (3)

where ρred and ρswir represent the near-infrared radiant flux
(Sentinel 2’s band 8a) and shortwave infrared (Sentinel 2’s
band 11), respectively.

MTCI �
B6 − B5
B5 − B4

, (4)

where ρred is Sentinel 2’s B4; ρred_edge is Sentinel 2’s B5; ρnir is
Sentinel 2’s B6 [74, 75].

2.3. ,e Used Metaheuristic and Machine Learning
Approaches

2.3.1. Marine Predators Algorithm. Marine Predators Al-
gorithm (MPA), first introduced in [60], is a stochastic

global optimization algorithm inspired from the widespread
foraging strategy of marine species such as sharks and tunas.
-e foraging strategy of these marine species effectively
utilizes Lévy and Brownian movements along with optimal
encounter rate policy in biological interaction between
predator and prey [76–78].

-e searching process of MPA consists of three phases
considering three scenarios: (i) high velocity ratio when a
prey is moving faster than a predator, (ii) unit velocity ratio
when the rates of movement of a prey and a predator are
similar, and (iii) low velocity ratio when the rate of
movement of a predator is higher than that of a prey. -e
searching operation of the MPA metaheuristic is demon-
strated in Figure 3. Let XE be the position of predators and
XP be the position of preys within a marine ecosystem. -e
1st phase aims at search space exploration and is applied for
the first one-third of the searching iteration number; the

The study area

Da Nang urban area

Figure 1: Da Nang urban area.

Table 1: -e Sentinel-2 spectral bands.

Band number Description Wavelength range (nm) Resolution (m)
B1 Coastal aerosol 433–453 60
B2 Blue 458–523 10
B3 Green 543–578 10
B4 Red 650–680 10
B5 Red-edge 1 698–713 20
B6 Red-edge 2 733–748 20
B7 Red-edge 773–793 20
B8 Near infrared (NIR) 785–900 10
B8a Near infrared narrow (NIRn) 855–875 20
B9 Water vapour 935–955 60
B10 Shortwave infrared/Cirrus 1360–1390 60
B11 Shortwave infrared 1 (SWIR1) 1565–1655 20
B12 Shortwave infrared 2 (SWIR2) 2100–2280 20
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(a) (b)

(c) (d)

(e) (f )

(g) (h)

Figure 2: Continued.
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mathematical equation used to revise the prey position is
given by

XPi � XPi + 0.5 ⊗ R ⊗ RB ⊗ XEi − RB ⊗ XPi( 􏼁,

i � 1, 2, . . . ,NP,
(5)

where ⊗ is an entry-wise multiplication operator. RB is a
vector including random numbers generated from a normal
distribution which mimics the Brownian motion. i denotes
the index of population members. R represents a vector of

uniform random number within [0, 1]. NP is the number of
population members.

-e 2nd phase serves as an intermediate phase and occurs
within the second one-third of the searching iteration
number. -e positions of the first half of the population
members are updated as follows:

XPi � XPi + 0.5 ⊗ R ⊗ RL ⊗ XEi − RL ⊗ XPi( 􏼁,

i � 1, 2, . . . ,
NP
2

,

(6)

(i) (j)

(k) (l)

(m)

Figure 2: Gray-scale image demonstrated the Sentinel 2’s spectral bands: (a) B1, (b) B2, (c) B3, (d) B4, (e) B5, (f ) B6, (g) B7, (h) B8, (i) B8a,
(j) B9, (k) B10, (l) B11, and (m) B12.
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where RL denotes a vector of random numbers generated
from the Lévy distribution which represents the Lévy
movement.

-e positions of the second half of the population
members are updated as follows:

XPi � XEi + 0.5 × CF ⊗ RB ⊗ RB ⊗ XEi − XPi( 􏼁,

i �
NP
2

,
NP
2

+ 1, . . . ,NP,

(7)

where CF � (1 − (Iter/MaxIter))(2(Iter/MaxIter)); Iter and
MaxIter are the current iteration count and the maximum
number of iterations, respectively.

-e last phase of the optimization process aims at ex-
ploitation of the search space. -e population members’
positions are updated in the following equation:

XPi � XEi + 0.5 × CF ⊗ RL ⊗ RL ⊗ XEi − XPi( 􏼁,

i � 1, 2, . . . ,NP.
(8)

In addition, to model behavior shift in marine predators
according to the eddy formation or Fish Aggregating Devises
(FADs) effects [79], the MPA metaheuristic employs the
following operation:

XPi � XPi + CF[LB + R ⊗ (UB − LB)] ⊗ U if r≤ FADs,

XPi � XPi +[FADs(1 − r) + r] XPr1 − XPr2􏼂 􏼃 if r> FADs,
(9)

where FADs� 0.2 denotes the probability of the FADs effect.
U represents a random binary vector. r is a random number
within [0, 1]. LB and UB are vectors of lower and upper

Search agent 
initialization

Compute agents′ fitness

If Iter < MaxIter/3

Update the agents using 
equation (5)

If MaxIter/3 < Iter < 
2xMaxIter/3

Update the 1st half of 
the agents using equation (6)

Update the 2nd half of 
the agents using equation (7)

If Iter > 2xMaxIter/3

Update the agents using 
equation (8)

Update the agents using 
equation (9)

If r > FADs

Update the agents using 
equation (10)

If Iter < MaxIter

Return the best found 
search agent

Iter = 0

Yes

No

Iter = Iter + 1

Figure 3: Flowchart of the MPA algorithm.
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boundaries of the searched variables. r1 and r2 denote two
random indices.

2.3.2. Support Vector Machine. Introduced by Vapnik [40],
support vector machines (SVM) have gained attentions of
the academic community and have become a preeminent
pattern recognition approach [55, 80–90]. Given a data
sample set S drawn from a data universe XU, a hidden target
function f: X⟶ 0, 1{ }, we first create a labeled training
dataset D, where D � (x, y)|x ∈ S andy � f(x)􏼈 􏼉. -e SVM
machine learning can be used to estimate the target function
f(x) by constructing a function 􏽢f(x): X⟶ 0, 1{ } based on
data samples stored in D so that 􏽢f(x) � f(x) for all x in X.
Herein, for the task of urban green space detection, the data
label can be modeled as “0”� nongreen space (the negative
class) and “1”� green space (the positive class). -e input
data X are properties of the Sentinel 2’s spectral bands.

To construct a SVM model, it is required to solve the
following constrained optimization problem [91]:

Minimize Jp(w, e) �
1
2
w

T
w + C

1
2

􏽘

N

k�1
e
2
k,

Subjected toyk w
Tφ xk( 􏼁 + b􏼐 􏼑≥ 1 − ek k � 1, . . . , N, ek ≥ 0,

(10)

where w ∈Rn and b ∈R are used to construct a classification
hyperplane used for pattern classification. e is the vector of
slack variables. C denotes the penalty coefficient. φ(x) de-
notes a nonlinear data mapping used for dealing with data
that cannot be linearly separated.

One advantage of the SVM method is that the explicit
formula of φ(x) is not required. To construct a SVMmodel,
only the dot product of φ(x) is necessary.-e dot product of
two data samples xk and xl is represented as a kernel function
K(xk, xl):

K xk, xl( 􏼁 � φ xk( 􏼁
Tφ xl( 􏼁. (11)

For multivariate and nonlinear data classification
problem, the radial basis kernel function (RBKF) is com-
monly utilized:

K xk, xl( 􏼁 � exp −
xk − xl

����
����
2

2σ2
⎛⎝ ⎞⎠, (12)

where σ denotes a hyperparameter of the RBKF.
By solving a Lagrangian dual of the aforementioned

constrained optimization problem and using a quadratic
programming solver, the SVM model used for data classi-
fication can be expressed compactly as follows [91]:

y xl( 􏼁 � sign 􏽘
SV

k�1
αkykK xk, xl( 􏼁 + b⎛⎝ ⎞⎠, (13)

where αk represents the solution of the optimization
problem; SV denotes the number of support vectors.

3. The Proposed Marine Predators Algorithm
Optimized Machine Learning Approach for
Urban Green Space Detection

-is section of the article is dedicated to describing the
integrated model used for remote sensing–based urban
green space detection. -e core of the proposed model is a
hybridization of the MPA metaheuristic and the SVM
machine learning. -ese two methods work synergistically
to analyze patterns hidden in a set of remotely sensed data
collected for the study area of Da Nang urban center. In
detail, SVM is used to construct a decision boundary that
separates the input data space into two distinctive regions of
“nongreen space” and “green space”.

To further enhance the performance of the SVM model,
MPA is utilized to autonomously fine-tune the SVM training
process by identifying a set of appropriate model hyper-
parameters. -e optimized hyperparameters include the
penalty coefficient and the RBKF parameter. In this study,
the searching range of the penalty coefficient is [1, 100]; the
searching range of the RBKF parameter is [0.1, 100].

-ese two hyperparameters strongly influence the
learning and the predictive capability of the integrated urban
green space detection model. A too large penalty coefficient
or a too small RBKF parameter leads to overfitted models.
On the other hand, a too small penalty coefficient and a too
large RBKF parameter tends to construct underfitted models
[92]. -erefore, the role of the MPA is to find a set of the
penalty coefficient and the RBKF parameter which features a
balance between predictive accuracy and modeling gener-
alization. Accordingly, it is expected that the constructed
model will not suffer from either overfitting or underfitting.

-e overall model structure is presented in Figure 4. -e
13 spectral bands are obtained from the Sentinel 2 satellite
and processed via SNAP [67] and ENVI [68] software
packages. To accelerate the computing process, the images of
spectral bands are divided into blocks with the size 5× 5
pixels. For the purpose of data classification, the average (μc)
and the standard deviation (σc) of gray intensity of each
image block are computed and used as numerical features by
the integrated MPA-SVM model.

-e average and standard deviation of gray intensity are
given by [93]

μc � 􏽘
NL− 1

i�0
Ii,c × Pc(I),

σc �

�������������������

􏽘

NL− 1

i�0
Ii,c − μc􏼐 􏼑

2
× Pc(I)

􏽶
􏽴

,

(14)

where Ii,c � 0,1,2, . . ., 255. NL� 256 represents the number of
discrete color values. P(I) is the first-order histogram of an
image block [94].

To construct the integrated MPA-SVM model for urban
green space detection, it is necessary to prepare a training
dataset with assigned ground truth labels. -is study has
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Figure 4: -e proposed MPA optimized SVM for urban green space detection.
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performed sampling process to collect data in the nongreen
space and green space areas within the study area (dem-
onstrated in Figure 5). It is noted that the ground truth label
of each image data in this study has been verified by field
trips and Google Earth Engine. Each block is sampled with
the size of 25× 25 pixels to generate nonoverlapped image
patches with the size of 5× 5 pixels. After the data sampling
process, there are 1,000 image patches available for the
feature extraction operator. Herein, each class label contains
500 image patches to guarantee a balanced classification.-e
collected dataset is illustrated in Table 2. Notably, each
spectral band yields two statistical measurements (i.e., the
mean and standard deviation) and there are 13 bands. -us,
the total number of features used for classification is
13× 2� 26.

It is worth noticing that the extracted dataset including
the input features which characterize statistical properties of
the spectral bands and the corresponding class labels has
been randomly separated into a training (70%) dataset and a
testing dataset (30%) [95]. -e first set is used for model
training and the second set is used to inspect the model
predictive capability. In addition, to standardize the input
data range, the Z-score equation is used as follows [96]:

XZ �
XD − MX

STDX

, (15)

where XZ and XD denote the normalized and the original
features, respectively. MX and STDX denote the mean value
and the standard deviation of the features, respectively.

To optimize the SVM model used for urban green space
detection, the objective function of the MPA metaheuristic
has employed a 5-fold cross validation process and the
indices of false negative rate (FNR) and false positive rate
(FPR). -is objective function (OF) is described as follows
[96]:

OF �
􏽐

5
k�1 FNRk + FPRk( 􏼁

5
, (16)

where FNRk and FPRk denote FNR and FPR computed in
the kth run, respectively.

-e FNR and FPR indices are given by [96]

FNR �
FN

FN + TP
,

FPR �
FP

FP + TN
,

(17)

where FN, FP, TP, and TN are the false negative, false
positive, true positive, and true negative data samples,
respectively.

In this study, the source code of the MPA metaheuristic
is provided by Faramarzi et al. [60]. For the purpose of
model optimization, the integrated MPA-SVM has been
constructed in MATLAB. -e SVM model with an opti-
mized set of hyperparameters is then developed in Visual C#

.NETframework 4.7.2 to process and analyze remote sensing
data. -e SVMmodel in Visual C# .NET has been built with
functions provided by the Accord.NET Framework [97].
Moreover, the program has been implemented with the
ASUS FX705GE-EW165T (Core i7 8750H and 8GB Ram)
platform.

4. Experimental Results and Discussion

In this section, a set of performance measurement indices is
used to express themodel predictive accuracy.-is set includes
classification accuracy rate (CAR), precision, recall, negative
predictive value (NPV), F1 score, and area under the receiver
operating characteristic curve (AUC) [98, 99]. -e calculation
of AUC is described in [99]. -e formulas used to compute
CAR, precision, recall, NPV, and F1 score are given by

CAR �
NC

NA

100%, (18)

whereNC andNA are the numbers of correctly predicted data
and the total number of data, respectively.

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

NVP �
TN

TN + FN
,

F1 Score �
2TP

2TP + FP + FN
.

(19)

Besides theMPA-SVMmodel which utilizes information
provided by 13 spectral bands, this study has employed the
MPA-SVM models using the aforementioned vegetation
indices as benchmark models. -e MPA-SVM employing
all of the Sentinel 2’s bands is denoted as MPA-SVM-13B.
-e benchmark models that use the NDWI, NDVI, SAVI,
and MTCI are denoted as MPA-SVM-NDWI, MPA-
SVM-NDVI, MPA-SVM-SAVI, and MPA-SVM-MTCI,
respectively. -e MPA-SVM-13B utilizes the statistical in-
formation obtained from all of the 13 spectral bands (i.e., the
mean and the standard deviation of each band). Meanwhile,
the MPA-SVM-NDWI, MPA-SVM-NDVI, MPA-SVM-
SAVI, and MPA-SVM-MTCI employ the statistical infor-
mation of the vegetation indices of NDWI, NDVI, SAVI,
and MTCI, respectively. -erefore, the feature extraction
phase of the benchmark models is similar to that of the
MPA-SVM-13B. -is feature extraction phase also com-
putes the two indices of mean and standard deviation of
image patches. -e model optimization processes of the
constructed models are demonstrated in Figure 6. Herein,
the maximum number of searching iteration (MaxIter) of
the MPAmetaheuristic has been set to be 100; the number of
population members (NP) is fixed to be 20. -e detailed
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(a) (b)

Figure 5: Demonstrations of the collected image samples using natural color composite: (a) nongreen space class and (b) green space class.

Table 2: Demonstration of the extracted dataset.

Sample X1 X2 X3 X4 X5 . . . X21 X22 X23 X25 X26 Y
0 165.96 152.68 145.48 168.60 168.72 15.58 13.33 5.21 35.76 20.36 20.32 0
1 152.96 101.28 95.32 138.36 158.08 17.27 7.10 9.08 31.78 12.11 16.31 0
2 133.12 90.92 83.68 143.56 160.76 14.02 11.95 6.57 21.24 29.14 31.10 0
3 122.40 91.84 84.52 140.20 168.60 12.01 5.77 3.92 18.13 22.55 26.75 0
4 119.40 90.52 76.00 104.08 124.00 13.80 11.45 9.80 0.00 21.92 21.31 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

996 23.08 24.68 25.76 26.20 67.60 16.22 6.67 11.00 21.87 10.96 7.93 1
997 25.16 25.56 31.16 25.64 69.84 16.18 9.55 9.90 18.37 6.81 3.75 1
998 25.24 30.76 30.16 35.68 72.16 8.07 5.14 8.14 18.49 7.19 5.39 1
999 16.80 19.52 21.00 18.12 63.16 14.17 16.83 5.39 18.13 12.39 6.39 1
1000 19.20 20.80 22.00 19.68 58.92 15.80 12.60 0.98 0.00 3.04 1.51 1
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Figure 6: Continued.
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optimization results are reported in Table 3 which shows the
best penalty coefficient and RBFK parameters for eachmodel
used for urban green space detection. In addition, the best
found cost function values of the MPA-SVM-13B, MPA-
SVM-NDWI, MPA-SVM-NDVI, MPA-SVM-SAVI, and

MPA-SVM-MTCI are provided in Figure 7. It can be ob-
served from Figure 7 that the MPA-SVM using all of the 13
bands results in the lowest value of cost function.

As stated earlier, the constructed dataset has been
randomly divided into a training set (70%) and a testing set
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Figure 6: Optimization process of the MPA metaheuristic: (a) MPA-SVM-13B, (b) MPA-SVM-NDWI, (c) MPA-SVM-NDVI, (e) MPA-
SVM-SAVI, and (e) MPA-SVM-MTCI.

Table 3: MPA-based optimization results.

Hyperparameters MPA-SVM-13B MPA-SVM-NDWI MPA-SVM-NDVI MPA-SVM-SAVI MPA-SVM-MTCI
Penalty coefficient 79.782 3.938 89.886 9.605 32.495
RBFK 10.244 0.438 4.065 1.423 1.622

MPA-SVM-13B MPA-SVM-NDWI MPA-SVM-NDVI MPA-SVM-SAVI MPA-SVM-MTCI
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Figure 7: Cost function values optimized by MPA.
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Figure 8: Continued.

Table 4: Experimental result comparison.

Phase Metrics
MPA-SVM-13B MPA-SVM-

NDWI
MPA-SVM-

NDVI
MPA-SVM-

SAVI
MPA-SVM-

MTCI
Mean Std Mean Std Mean Std Mean Std Mean Std

Training

CAR (%) 95.429 0.586 89.564 0.516 89.514 0.755 88.929 0.439 84.686 0.785
Precision 0.941 0.009 0.882 0.008 0.885 0.011 0.881 0.008 0.819 0.009
Recall 0.970 0.005 0.914 0.006 0.907 0.013 0.901 0.009 0.894 0.015
NPV 0.968 0.005 0.911 0.007 0.905 0.011 0.898 0.007 0.882 0.015

F1 score 0.955 0.006 0.897 0.006 0.896 0.008 0.891 0.005 0.855 0.008
AUC 0.991 0.002 0.940 0.007 0.943 0.006 0.936 0.006 0.916 0.006

Testing

CAR (%) 93.100 1.411 89.400 1.356 89.300 1.729 88.983 1.062 83.850 1.698
Precision 0.916 0.024 0.881 0.024 0.894 0.029 0.886 0.017 0.803 0.022
Recall 0.947 0.018 0.911 0.017 0.895 0.020 0.893 0.023 0.888 0.030
NPV 0.947 0.019 0.908 0.020 0.893 0.022 0.895 0.017 0.881 0.031

F1 score 0.931 0.014 0.896 0.013 0.894 0.017 0.889 0.012 0.843 0.018
AUC 0.979 0.006 0.926 0.014 0.946 0.013 0.937 0.012 0.910 0.016
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Figure 8: Continued.
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(30%).-e first set is used for model training and the second
set is reserved for model validation. Moreover, in order to
reliably evaluate the model predictive performance, this
study has repeated the model training and prediction pro-
cesses 20 times. It is noted that the training and testing
datasets are resampled in each run. -e statistical

measurements obtained from this multiple model con-
struction and validation phases are used for model assess-
ment. -is repeated process aims at diminishing the
variation caused by the randomness in data sampling. -e
model prediction outcomes are summarized in Table 4
which shows the mean and standard deviation (Std) of
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Figure 8: ROCs of the prediction models: (a) MPA-SVM-13B, (b) MPA-SVM-NDWI, (c) MPA-SVM-NDVI, (d) MPA-SVM-SAVI, and
(e) MPA-SVM-MTCI.
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Figure 9: Result comparison in terms of CAR.
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the employed performance measurement indices. It can be
observed that the MPA-SVM-13B with CAR� 93.100%,
precision� 0.916, recall� 0.947, NPV� 0.947, F1 score-
� 0.931, and AUC� 0.979 has obtained the most desired
urban green space detection performance. Compared with
the proposedmethod,MPA-SVM-NDWI has gained a lower

CAR (89.400%) and F1 score (0.896), followed by MPA-
SVM-NDVI (CAR� 89.300% and F1 score� 0.894), MPA-
SVM-SAVI (88.983% and F1 score� 0.889), and MPA-
SVM-MTCI (83.850% and F1 score� 0.843).

In terms of AUC score, MPA-SVM-13B is the best model
(AUC� 0.979), followed by MPA-SVM-NDVI (AUC�
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Figure 10: Result comparison in terms of precision, recall, NPV, F1 score, and AUC.
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Figure 11: Box plot of CAR values obtained from the employed machine learning models.
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0.946), MPA-SVM-SAVI (AUC� 0.937), MPA-SVM-
NDWI (AUC� 0.926), and MPA-SVM-MTCI (AUC�

0.910). -e AUC values of the employed models used for
urban green space detection are demonstrated in Figure 8. In

addition, the model result comparison in terms of CAR,
precision, recall, NPV, and AUC is provided in Figures 9 and
10. -e box plots of CAR, F1 score, and AUC are illustrated
in Figures 11–13.
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Urban green detection models
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Figure 13: Box plot of AUC values obtained from the employed machine learning models.
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Figure 12: Box plot of F1 score values obtained from the employed machine learning models.

Table 5: Wilcoxon signed rank test results with CAR index.

MPA-SVM-13B MPA-SVM-NDWI MPA-SVM-NDVI MPA-SVM-SAVI MPA-SVM-MTCI
MPA-SVM-13B 0.00000 0.00010 0.00013 0.00013 0.00009
MPA-SVM-NDWI 0.00010 0.00000 0.76496 0.31380 0.00009
MPA-SVM-NDVI 0.00013 0.76496 0.00000 0.49869 0.00009
MPA-SVM-SAVI 0.00013 0.31380 0.49869 0.00000 0.00009
MPA-SVM-MTCI 0.00009 0.00009 0.00009 0.00009 0.00000
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Table 6: Wilcoxon signed rank test results with F1 score index.

MPA-SVM-13B MPA-SVM-NDWI MPA-SVM-NDVI MPA-SVM-SAVI MPA-SVM-MTCI
MPA-SVM-13B 0.00000 0.00009 0.00010 0.00010 0.00009
MPA-SVM-NDWI 0.00009 0.00000 0.70891 0.10843 0.00009
MPA-SVM-NDVI 0.00010 0.70891 0.00000 0.31346 0.00009
MPA-SVM-SAVI 0.00010 0.10843 0.31346 0.00000 0.00009
MPA-SVM-MTCI 0.00009 0.00009 0.00009 0.00009 0.00000

Table 7: Wilcoxon signed rank test results with AUC index.

MPA-SVM-13B MPA-SVM-NDWI MPA-SVM-NDVI MPA-SVM-SAVI MPA-SVM-MTCI
MPA-SVM-13B 0.00000 0.00009 0.00009 0.00009 0.00009
MPA-SVM-NDWI 0.00009 0.00000 0.00132 0.02762 0.00642
MPA-SVM-NDVI 0.00009 0.00132 0.00000 0.06195 0.00010
MPA-SVM-SAVI 0.00009 0.02762 0.06195 0.00000 0.00010
MPA-SVM-MTCI 0.00009 0.00642 0.00010 0.00010 0.00000
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Figure 14: Urban green space detection map of the study area.
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In addition, to confirm the superiority of the proposed
MPA-SVM model that employs all of the Sentinel 2’s
spectral bands, the Wilcoxon signed-rank test [100] with
the significant level (p value) � 0.05 is utilized in this study
to express the statistical significance of the model per-
formance indices. -e test outcomes of pair-wise model
comparison with respect to CAR, F1 score, and AUC are
shown in Tables 5–7, respectively. Observably, with p

values <0.05, the null hypotheses of insignificant model
performances can be rejected. -erefore, MPA-SVM-13B
is confirmed to be the best model which provides the
classification performance on the collected dataset. Ac-
cordingly, the MPA-SVM-13B model is employed to
construct an urban green space map for the whole study
area. -e mapping outcome is demonstrated in Figure 14.
Based on the constructed map, it can be found that the
green space occupies roughly 34.40% of the study area.
Nevertheless, the green space is not evenly distributed in
Da Nang. -e majority of the green space is located in Son
Tra peninsula within the Son Tra district.

5. Concluding Remarks

Urban green space plays a crucial role in improving the
living quality of urban environment and has a positive effect
on citizens’ physical/mental health. Nevertheless, few re-
searches have been dedicated to detecting, locating, and
quantifying green space in the study of Da Nang urban
center. -is study is an attempt to fill this knowledge gap by
developing a remote sensing and data-driven approach for
urban green space detection applied in the study area. Re-
motely sensed data obtained from the Sentinel 2 satellite are
used to train and validate a hybrid metaheuristic-machine
learning approach of MPA-SVM. -is hybrid method is
employed to construct a decision boundary that separates
the input space into two distinctive regions of green space
and nongreen space.

-e experimental results supported by the Wilcoxon
signed-rank test show that the MPA-SVMmodel employing
all of the spectral bands is superior to those of the models
relying on individual vegetation indices. Good green space
detection results with CAR� 93.100%, precision� 0.916,
recall� 0.947, NPV� 0.947, F1 score� 0.931, and
AUC� 0.979 demonstrate that the proposed method is
highly suited for the task at hand. Moreover, the MPA
metaheuristic is confirmed to be a capable method for
optimizingmachine learningmodels. Accordingly, the green
space mapping of the entire study area can be constructed by
the proposed hybrid approach.-e information provided by
the newly developed model can be helpful for local authority
to evaluate the status of green spaces in Da Nang city.

Although MPA-SVM has attained a good predictive
performance in urban green space mapping in the study
area, the proposed approach also has several limitations.-e
first limitation is that the MPA-SVM model has not been
integrated with feature selection algorithms used for di-
mensionality reduction. In addition, although the RBFK is
widely used for SVM-based pattern recognition, the effec-
tiveness of other sophisticated kernel functions (e.g., hybrid

kernel functions [101, 102]) in urban green space detection
should be investigated. Accordingly, future extensions of the
current study may include the following:

(i) Investigating other state-of-the-art metaheuristic
algorithms used for optimizing data-driven urban
green space detection

(ii) Studying the effects of the maximum number of
searching iterations and the number of population
members on the performance of the SVM-based
urban green space detection models

(iii) Employing other advanced texture descriptors to
further meliorate the detection accuracy

(iv) Performing detection tasks at different time periods
to inspect changes and trends in urban green space

(v) Performing urban green space detection using high-
resolution satellite images

(vi) Incorporating advanced feature selection algo-
rithms and kernel functions into the current model
structure
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logical interactions: Lévy versus brownian strategies,” Physical
Review Letters, vol. 88, no. 9, Article ID 097901, 2002.

[77] N. E. Humphries, N. Queiroz, J. R. M. Dyer et al., “Envi-
ronmental context explains Lévy and Brownian movement
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To address the imbalanced data problem in molecular docking-based virtual screening methods, this paper proposes a virtual
screening method for drug proteins based on imbalanced data mining, which introduces machine learning technology into the
virtual screening technology for drug proteins to deal with the imbalanced data problem in the virtual screening process and
improve the accuracy of the virtual screening. First, to address the data imbalance problem caused by the large difference between
the number of active compounds and the number of inactive compounds in the docking conformation generated by the actual
virtual screening process, this paper proposes a way to improve the data imbalance problem using SMOTE combined with genetic
algorithm to synthesize new active compounds artificially by upsampling active compounds. 'en, in order to improve the
accuracy in the virtual screening process of drug proteins, the idea of integrated learning is introduced, and the random forest (RF)
extended from Bagging integrated learning technique is combined with the support vector machine (SVM) technique, and the
virtual screening of molecular docking conformations using RF-SVM technique is proposed to improve the prediction accuracy of
active compounds in docking conformations. To verify the effectiveness of the proposed technique, first, HIV-1 protease and SRC
kinase were used as test data for the experiments, and then, CA II was used to validate the model of the test data. 'e virtual
screening of drug proteins using the proposed method in this paper showed an improvement in both enrichment factor (EF) and
AUC compared with the use of the traditional virtual screening, for the test dataset. 'erefore, it can be shown that the proposed
method can effectively improve the accuracy of drug virtual screening.

1. Introduction

In recent years, the continuous discovery of natural and
synthetic compounds and other small molecules has pro-
vided a large amount of data validation resources for the
drug development process, but since the traditional vali-
dation process in drug development is still mainly by means
of clinical trials, nothing can be done in the face of the large
number of clinical trial datasets nowadays [1].'is has led to
the phenomenon that although a very large amount of
money is invested in the drug development process each
year, very few drugs are actually produced [2]. In the drug
development process, the type of lead compound and the
quality of the compound have a direct impact on the ease
and duration of drug development; for example, the better
the quality of the lead compound, the lower the elimination

rate of the drug in the drug development process, and vice
versa [3]. Since the 1980s, computer technology has been
widely used in the drug development process due to the
efficient computing power of computers [4]. 'e use of
computer technology in drug development not only saves
time and money but also, and most importantly, greatly
improves the accuracy of the drug development process.
One of the typical representatives of computer-aided drug
design can be called virtual screening technology [5].

Virtual screening technology is actually a simulation of
the drug development process on a computer, which makes
it an efficient drug development aid due to the efficient
performance of computers, and it can also improve the
accuracy of drug development [6]. In experimental datasets,
imbalance between inactive and active compound datasets
can make the experimental data biased and seriously affect
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the experimental results of virtual screening [7]. 'erefore,
the virtual screening process of drugs can be viewed as an
imbalanced data classification problem. Traditional virtual
screening techniques usually use two schemes, similarity
search and sampling scoring, for the screening of lead
compounds [8]. However, both schemes do not deal well
with the problem of data imbalance caused by the disparity
in the number of active and inactive compounds among the
candidate compounds. In this paper, we introduce the
problem of processed imbalanced data into the process of
virtual screening of drug proteins, an idea that is still rare in
the field of drug development. In the actual drug develop-
ment process, we should focus more on the data of active
compounds with less data volume in the dataset.'erefore, a
detailed study of this imbalanced data prediction problem is
carried out in this paper, and its study is applied to the drug
virtual screening process, and a complete drug virtual
screening scheme is established.

In the process of drug development, virtual screening of
drug proteins using computer-aided drug design can im-
prove the efficiency of drug development to a great extent
[9]. To address the problem of imbalanced data arising from
the large difference between the number of active and in-
active compounds during the virtual screening approach,
this paper proposes a genetic algorithm based on SMOTE to
perform preprocessing on the imbalanced dataset as a way to
reduce the imbalance ratio of the categorical data, by in-
creasing the number of positive examples of data from a few
classes, not only to ensure the integrity of the data but also
reduce the imbalance ratio. In response to the problem that
the traditional virtual screening technique is not effective in
classification, this paper introduces the idea of integrated
learning and proposes a more effective classification of the
binding conformation of molecules based on RF-SVM
classification algorithm, from which effective active com-
pounds can be screened, and this method can not only
improve the screening accuracy of lead compounds but also
accelerate the drug development process and shorten the
drug development cycle [10].

2. Genetic Algorithm Upsampling Technique
Based on SMOTE

Data scarcity is evident during virtual screening experi-
ments, where out-of-balance data are often required. 'is is
because the crystal structures of many proteins have not yet
been resolved. For example, the crystal structure of the
resolved SRC kinase is only about 90, and if SRC is used as a
target protein for virtual screening, it is easy to have a serious
imbalance in the number of positive and negative example
data samples in the dataset. 'e imbalance data problem in
the classification problem is mainly manifested in the im-
balance of the positive and negative data, often appearing in
the classification process to the side of the majority of the
negative data, and some may even cause the phenomenon of
“data flooding.” To address the imbalance problem, this
paper combines the advantages of SMOTE algorithm and
genetic algorithm and proposes a genetic algorithm
upsampling technique based on SMOTE.

'e SMOTE algorithm mainly aims to reduce the im-
balance ratio by adding the number of data elements of the
positive sample, but there is a certain blindness in generating
new data. 'ere are many uncertainties and errors in the
process of actual use; for example, the data information
around the positive sample is not considered in the process
of sample synthesis, so the phenomenon of data confusion is
easy to occur.

'e genetic algorithm synthesizes new data samples by
selecting the determined sample data by crossover variation,
where the selection operator can be used to select the
samples of the dataset to be manipulated and to control the
number of new data to be synthesized in the end, the
crossover operator of the genetic algorithm can keep the
newly generated samples similar to the original sample data,
and the diversity of the new samples can be maintained by
the variation operator. By studying the advantages and
disadvantages of these two algorithms in synthesizing new
datasets, a new algorithm (GA-SMOTE) is proposed, which
incorporates the ideas of the SMOTE algorithm into the
genetic algorithm.

'e specific steps of the new algorithm are as follows.

(1) 'e degree of influence of positive and negative
examples in the training dataset is coded according
to the eigenvalues of the sample dataset

(2) Two samples are selected from the sample data
according to the fitness function

(3) 'e selected two samples are crossed or mutated to
produce a new sample dataset

'e flow of the new algorithm is as follows.

(1) Set the input original training sample TrainData; set
the output path DataSet. Set the number of feature
values in the sample dataset to n, the number of large
class samples in the dataset to N, and the number of
small class samples to T.

(2) Set the number of samples NUM, that is, the number
of minority class samples that need to be synthesized
in order to balance the minority class samples and
the majority class samples.

(3) Coding of eigenvalues.

① A sample is randomly selected from a small
number of classes Ti

② 'e k minority class sample sets
T1, T2, T3, . . . , Tk􏼈 􏼉 around Ti and the kmajority
class sample datasets N1, N2, N3, . . . , Nk􏼈 􏼉 are
selected by the Euclidean distance approach in
the SMOTE algorithm, while the k sample data
around Ti are selected, and if more than half of
the k sample data are majority class samples, this
data is assumed to be at the boundary position
and no cross-variance operation is performed on
it

③ Calculate the average value Lt of the distance
from Ti to T1, T2, T3, . . . , Tk􏼈 􏼉 and the average
value Ln of the distance from Ti
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to N1, N2, N3, . . . , Nk􏼈 􏼉, and calculate
(Lt/Ln) � L1

④ Remove a random eigenvalue from the sample,
and then, calculate the average value Lt′of the
distance from Ti to T1, T2, T3, . . . , Tk􏼈 􏼉 and the
average value Ln′ of the distance from Ti to
N1, N2, N3, . . . , Nk􏼈 􏼉, respectively, after remov-
ing this eigenvalue. (Lt′/Ln′) � L2 is calculated

⑤ If L1 >L2, then this eigenvalue can be charac-
terized as majority class; otherwise, this eigen-
value can be characterized as minority class, and
then use 0 to characterize the majority class ei-
genvalue and 1 to characterize the minority class
eigenvalue

⑥ Repeat the previously mentioned steps until all n
eigenvalues are encoded and finished

'e pseudocode is as follows (see Algorithm 1).
(4) 'e minority class is ranked according to the fitness

function of the minority class sample, and the top
50% is taken out, and then two samples of data are
randomly selected from them, and the crossover
variation is performed. If it is the majority class
eigenvalue, the variation is performed by SMOTE
algorithm, and if it is the minority class sample, the
crossover is performed 'e schematic diagram is
shown in Figure 1, where x represents a random
variable between 0 and 1.

(5) Loop through the fourth step until the new sample
data generated reaches NUM.

'e flowchart of the improved genetic algorithm is
shown in Figure 2.

2.1. Introduction of RF-SVM-Based Classification Algorithm.
Currently, support vector machines (SVM) have been able to
solve most of the data classification problems with relatively
small amount of data, distinct eigenvalue identification, and
relatively balanced data distribution [11]. However, for the
classification problem of imbalanced datasets, the effec-
tiveness of SVM decreases significantly. It is mainly because
of the uneven distribution of the training dataset, which
leads to a serious imbalance in the ratio of positive and
negative example sample data, and the majority class of
negative example data samples dominates, making the final
classification hyperplane tilted towards the negative example
data. Experimental studies have shown that SVM is more
effective in dealing with classification of imbalanced data
compared to other classification models. 'e flow of SVM in
dealing with classification problems is as follows.

'e given sample dataset is denoted as
L � (x1, y1), (x2, y2), (x3, y3), . . . , (xn, yn)􏼈 􏼉, where
xi ∈ Rd, yi ∈ −1, 1{ }, i � 1, 2, 3, . . . , n. yi denotes the class of
sample xi, d denotes the number of bits of sample data, and n

denotes the number of sample data for training. 'e rep-
resentation of the hyperplane is as follows:

w · x + b � 0, (1)

where w is the normal vector, representing the direction of
the hyperplane, and b is the offset, representing the distance
between the hyperplane and the origin. 'erefore, a hy-
perplane can be represented by (w, b). 'e distance of any
individual x in the sample space to the hyperplane can be
expressed as r:

r �
|wx + b|

‖w‖
. (2)

'e SVM algorithm learning problem can be formulated
as a constrained optimality problem, as shown in the fol-
lowing equation:

min
‖w‖

2

2
, (3)

and (‖w‖2/2) denotes the maximization decision edge,
which has the following constraints:

yi ∗ (w · x + b)≥ 1, i � 1, 2, 3, . . . , n. (4)

'is is a convex optimization problem, which can be
solved by introducing the standard form of Lagrange
multipliers with a modification of the objective function, as
shown in the following equation:

Lp �
‖w‖

2

2
− 􏽘

n

i�1
λi yi ∗ (w · x + b) − 1( 􏼁, (5)

where λi denotes the introduced Lagrange multiplier. In
order to minimize λi, w and b can be made equal to zero, and
then, the derivative can be obtained as follows:

zLp

zw
� 0⟹w � 􏽘

n

i�1
λiyixi,

zLp

zb
� 0⟹ 􏽘

n

i�1
λiyi � 0.

(6)

'e problem can be transformed into the pairwise
function formula shown in the following equation:

LD � 􏽘
n

i�1
λi −

1
2

􏽘
i,j

λiλiyiyixixi. (7)

'e decision boundary can also be expressed as shown in
the following equation:

􏽘

n

i�1
λiyixi · x⎛⎝ ⎞⎠ + b � 0. (8)

After determining the parameters of the decision
boundary, the final classifier formula is obtained as shown in
the following equation:

f(z) � sign(w · x + b) � sign 􏽘
n

i�1
λiyixi · z + b⎛⎝ ⎞⎠, (9)

where sign denotes the symbolic function and z denotes the
instance data to be detected.
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To address the shortcomings of SVM in dealing with
imbalanced data problems, this paper introduces the idea of
integrated learning. Since the Bagging classifier does not target
a specific instance data in the training set, each sample is
selected with equal probability. Bagging has a better fitting
performance, and the independence between individual clas-
sifiers of Bagging is higher. 'erefore, the classifiers can run in
parallel with each other, and the speed is faster, almost the same
as the speed of individual classifiers. 'e random forest al-
gorithm is an extension of Bagging, which not only retains all
the advantages of Bagging and adds automatic feature selection
but is also simpler to implement than the Boosting family of
algorithms. SVM shows good performance for processing
small sample data, which is in line with the realistic data sit-
uation in the virtual screening process, and can also solve the
high-dimensional data classification problem, so this paper
chooses the combination of RF and SVM to build a classifi-
cation model for the data of drug proteins.

'e algorithmic idea is as follows: random forest is
actually a combined classifier, combining individual

classifiers together using the voting method to get the final
classifier, because RF is not sensitive to the noise data in the
dataset; therefore, the noise data in the data are first filtered
by the SVM algorithm, that is, the misclassified data or the
data that are not easily distinguished are extracted and se-
lected, and then the data are learned and trained by the RF
algorithm.

Input data are as follows: the training sample dataset
L � (x1, y1), (x2, y2), (x3, y3), . . . , (xn, yn)􏼈 􏼉, xi ∈ Rd, yi ∈
−1, 1{ }, i � 1, 2, 3, . . . , n and the number of input iterations
N.

Phase I:
(1) First, a portion of the data in L is selected for

training, and then, the remaining data is iteratively
added

(2) Classify the data through the hyperplane and remove
the assumed noisy dataset according to a certain
strategy

(3) Repeat the above steps N times

Input: number of minority class samples T; number of attributes n; K nearest nearby data
Output: attributes coding

(1) while x< n
(2) Randomize the minority class samples Ti

(3) k�Number of nearest Nearby
(4) T1, T2, T3, . . . , Tk􏼈 􏼉: k minority classes around Ti

(5) N1, N2, N3, . . . , Nk􏼈 􏼉: k majority classes around Ti

(6) Classes around Ti

(7) if majority classes>minority classes
(8) continue
(9) End
(10) Lt �Average distance from Ti to T1, T2, T3, . . . , Tk􏼈 􏼉

(11) Ln �Average distance from Ti to N1, N2, N3, . . . , Nk􏼈 􏼉

(12) (Lt/Ln) � L1
(13) Randomize delete an attributes
(14) Lt′ �Average distance from Ti to T1, T2, T3, . . . , Tk􏼈 􏼉

(15) Ln′ �Average distance from Ti to N1, N2, N3, . . . , Nk􏼈 􏼉

(16) (Lt′/Ln′) � L2
(17) if L1 >L2
(18) 'en the attribute representative the majority classes
(19) End
(20) 'e attribute representative the majority classes
(21) End

ALGORITHM 1: GA_SMOTE (T, n, k, x).

a b c d eSample 1

Sample 2

0 1 0 1 1

a + x|A – a| c + x|C – c|

c + x|C – c|

B D ESample 1′

A + x|A – a| b d eSample 2′

A B C D E

Figure 1: Eigenvalue cross-variation graph.
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Phase II: training sample dataset N; number of base
classifiers of RF X

(4) 'e training sample data N is randomly divided into
X points, and the subdata samples are assumed to be
Ti, i � 1, 2, 3, . . . , X

(5) Train the base classifier by base classifier CART
decision tree

(6) Repeat the previously mentioned steps X times
(7) 'e final strong classifier is selected based on the

voting method

It is demonstrated experimentally that the best training
effect of RF is achieved when X is taken as 100, and the
sampling ratio of training data can be taken as 0.63. 'e
value of N not only affects the accuracy of SVM algorithm
and the speed of SVM but also affects the judgment of noisy
data.'erefore, the final classification result is optimal when
the value ofN is about 40 through the experimental constant
tuning test.

3. Experimental Verification and Analysis

3.1. Evaluation Criteria. In this paper, we chose the en-
richment factor (EF) as one of the evaluation indexes. EF is
an important criterion for evaluating the effectiveness of
virtual screening, and it is also the most general criterion for
evaluating virtual screening techniques. In the case of rel-
atively small sample data, a larger value of the enrichment
factor indicates a greater number of active compounds,
which can be detected [10]. 'e formula for calculating EF is
as follows:

EF �
Hitsx%

sampled

N
x%
sampled

⎛⎝ ⎞⎠ ·
Ntotal

Hitstotal
􏼠 􏼡, (10)

where Hitsx%
sample denotes the number of active compounds in

x% of the test set database, Nx%
sampled denotes the number of

inactive decoys in x% of the test set database, Ntotal denotes
the number of compounds in the entire test set, and Hitstotal
denotes the number of active compounds in the entire test
set.

In the actual drug screening process, only a small
fraction of the compounds are screened by computer means.
In this paper, EF is selected as the evaluation criteria for
virtual screening, and ROC curve and AUC area are also
introduced in the evaluation criteria of this paper. 'e ROC
curve, also known as the “subject operating characteristic
curve,” is a visual graphical evaluation criterion that
graphically represents the correlation between sensitivity
and specificity. 'e false positive rate is used as the hori-
zontal coordinate and the true positive rate as the vertical
coordinate. 'e AUC area represents the area of the graph
enclosed by the ROC curve and the x-coordinate axis,
allowing a more visual analysis of the model [12]. 'e
formula for the AUC area is as follows:

AUC(f) � 􏽘
n

t�1

1
2

yi−1 + yi( 􏼁 · xi − xi−1( 􏼁. (11)

'e value of AUC area ranges from 0 to 1, but it is usually
between 0.5 and 1. When the value of AUC reaches 1, it
means that the classification effect of the classifier reaches
the optimal situation, and the larger the value of AUC area is,
the better the prediction effect of this model classifier is.

3.2. Experimental Data Acquisition. 'e two specific tech-
niques proposed in this paper, “SMOTE-based genetic al-
gorithm” and “RF-SVM-based classification algorithm,”
were validated using HIV-1 protease and SRC kinase as
experimental data. HIV-1 protease is one of the more critical
proteases for the treatment of human immunodeficiency
syndrome, and HIV-1 protease has two identical peptide
chains, a homodimer composed of two polypeptides [13].
SRC kinase is widely present in tissue cells and can react with
important molecules in signal transduction pathways, par-
ticipating in cellular metabolic processes and regulating cell
growth, development, and differentiation. 'is kinase has
been implicated in the development of several cancers [14].
Activation of the SRC pathway has been detected in ap-
proximately more than 50% of various cancers, so the
treatment of cancer can be achieved by inhibiting the activity
of SRC [12]. 'e crystal structures of HIV-1 protease and
SRC kinase can be obtained directly from the PDB database.
'e HIV-1 protease has a PID of 1PRO with a resolution of
1.80 Å [15] and the structure is shown in Figure 3. 'e SRC
kinase has a PID of 2H8Hwith a resolution of 2.20 Å and the
structure is shown in Figure 4.

In this paper, the experiments are divided into four cases,
in which the two proteins are compared before and after
processing by the “SMOTE-based genetic algorithm” and
the comparison experiments using the two methods of SVM
and RF-SVM. 'e data structures before and after sampling
are shown in Tables 1 and 2.

For both datasets, HIV-1 and SRC, the ROCs of the
previously mentioned two datasets for the comparison ex-
periments are shown in Figure 5.

In order to prove the validity of the experiments, two sets
of representative data were used as experimental data for
model reliability comparison experiments, which were
conducted before and after sampling preprocessing, SVM
algorithm and RF-SVM algorithm, respectively. 'e dif-
ferences in ROC curve, AUC area, enrichment factor (EF),
and accuracy were obtained by the experimental results,
which showed that the RF-SVM algorithm proposed in this
paper was improved for the virtual screening experimental
results of drug proteins.

'e data of HIV-1 protease and SRC kinase were ob-
served: when HIV-1 protease was used as the target protein,
the area of AUC increased from 0.795 to 0.839, the en-
richment factor increased from 6.58 to 7.16, and the accuracy
increased from 0.651 to 0.746, indicating that the results of
the virtual screening of drug proteins by RF-SVM were
improved after the sampling preprocessing. When the vir-
tual screening simulations were performed by the basic SVM
algorithm and RF-SVM algorithm before the sampling
preprocessing, the area of the AUC increased from 0.729 to
0.785, the enrichment factor increased from 5.93 to 6.51, and
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accuracy increased from 0.547 to 0.647, indicating that the
results of RF-SVM for virtual screening of drug proteins
were improved when the sampling preprocessing was per-
formed. When the virtual screening simulation experiments
were performed using the basic SVM algorithm and the RF-
SVM algorithm with SRC kinase as the target protein, the
area of AUC increased from 0.741 to 0.828, the enrichment
factor also increased from 6.25 to 6.96, and the accuracy also
increased from 0.674 to 0.754 after sampling pretreatment.
'is indicates that, after sampling, the area of AUC in-
creased from 0.722 to 0.769, the enrichment factor increased
from 5.87 to 6.43, and accuracy increased from 0.544 to
0.679 when the basic SVM algorithm and RF-SVM algo-
rithm were used for virtual screening simulation experi-
ments before sampling pretreatment. 'e experimental
results show that after pretreatment by sampling, the results
of RF-SVM for virtual screening of drug proteins have been
improved.

3.3. Experimental Verification. In order to verify the validity
of the method proposed in this paper, the experimental
results were verified using carbonic anhydrase II (CA II), a
zinc-containing metalloenzyme that reversibly mediates the
hydration of carbon dioxide, which maintains acid-base
balance in blood and other tissues and helps tissues in the
body to eliminate carbon dioxide. CA II has a PID of 1Z9Y
and a resolution value of 1.66 Å. Its structure is shown in
Figure 6.

'e experimental results are summarized in Table 3.
'e comparative results of the experiment are shown in

Figure 7.
'e stacking of ROC curves and AUC areas in the ex-

perimental results can be obtained: the virtual screening
results have improved after sampling by sampling, which
can verify the effectiveness of the method proposed in this
paper. 'e AUC increased from 0.717 to 0.775, the en-
richment factor increased from 5.83 to 6.36, and the

Start

Enter the data and calculate
the fitness value

Selection of K proximity
based on euclidean distance

Not equal to NUM

Adaptability ranking,
random selection 

Crossover or variation

Output results

Yes

No

Update dataset
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Figure 2: Improved genetic algorithm flowchart.

Figure 3: PID is 1RPO HIV-1 protease complex binding crystal.
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Figure 4: PID is 2H8H SRC kinase complex binding crystal.

Table 1: HIV-1 data classification results.

Algorithm Protein name EF AUC
Before sampling SVM HIV-1 5.93 0.729
Before sampling RF-SVM HIV-1 6.51 0.785
After sampling SVM HIV-1 6.58 0.795
After sampling RF-SVM HIV-1 7.16 0.839

Table 2: SRC data classification results.

Algorithm Protein name EF AUC
Before sampling SVM SRC 5.87 0.722
Before sampling RF-SVM SRC 6.43 0.769
After sampling SVM SRC 6.25 0.741
After sampling RF-SVM SRC 6.96 0.828
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Figure 5: Continued.

Mathematical Problems in Engineering 7



0.0
0.0 0.2 0.4

False positive rate
0.6 0.8 1.0

Tr
ue

 p
os

iti
ve

 ra
te

0.2

0.4

0.6

0.8

1.0

RF-SVM (area = 0.785)
SVM (area = 0.729)

(c)

0.0

Tr
ue

 p
os

iti
ve

 ra
te

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4
False positive rate

0.6 0.8 1.0

RF-SVM (area = 0.769)
SVM (area = 0.722)

(d)

Figure 5: Graph of ROC comparison of two experimental datasets.

Figure 6: CA II with PID of 1Z9Y.

Table 3: CA II data classification results.

Algorithm Protein name EF AUC
Before sampling SVM CA II 5.83 0.717
After sampling RF-SVM CA II 6.36 0.775
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accuracy increased from 0.675 to 0.710 when SVM and RF-
SVM were used for classification, indicating that the results
of RF-SVM for virtual screening of drug proteins were
improved.

4. Conclusion

In this paper, we studied the traditional molecular docking-
based virtual screening technology and pointed out some
problems of the present virtual screening methods, such as
the accuracy of the scoring function and the data imbalance
between inactive compounds and active compounds in
docked conformations. In order to further improve the
screening quality of the lead compounds from the virtual
screening, this paper incorporates machine learning
methods into the traditional virtual screening process. In
order to solve the problem of imbalanced data in realistic
virtual screening process, this paper proposes the pre-
processing of active compounds by combining genetic al-
gorithm with SMOTE. 'e solutions proposed in this paper
provide new ideas for the study of actual virtual screening
techniques. 'e main findings of this paper include the
following.

First, for the situation that the number of active com-
pounds is much less than the number of inactive compounds
that occurs in the actual virtual screening process, this paper
proposes a preprocessing method to deal with the imbal-
anced data problem by using a combination of SMOTE
algorithm and genetic algorithm to upsample the data of
minority class samples to balance the imbalanced dataset by
increasing the number of minority class samples. 'is ap-
proach was chosen because the actual number of active
compounds in the virtual screening process is very small,
and this upsampling approach not only preserves the valid
information of the data but also solves the data imbalance
problem and avoids overfitting to some extent.

Second, in order to improve the quality of the lead
compounds in the virtual screening process, this paper

introduces the idea of integrated learning into the virtual
screening process of drug proteins and proposes the RF-
SVM method. 'e dataset is optimally selected by support
vector machine, and then, the selected dataset is used as the
data input of random forest. By this way, the insensitivity of
random forest to noise can be effectively avoided, thus
improving the generalization ability of the classification
algorithm. 'e simulation experiments of virtual screening
were performed by two more important target proteins,
HIV-1 protease and SRC kinase, and then, the models were
validated by CA II, which showed that the EF of these three
datasets improved, on average, by about 0.95, all of which
can show that the proposed method in this paper is effective
for improving the virtual screening method.
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[14] M. Kästle, C. Merten, R. Hartig et al., “Tyrosine 192 within the
SH2 domain of the SRC-protein tyrosine kinase p56Lck
regulates T-cell activation independently of Lck/CD45 in-
teractions,” Cell Communication and Signaling: CCS, vol. 18,
no. 1, p. 183, 2020.

[15] S. Chakraborty, M. Phu, T. Prado de Morais et al., “'e PDB
database is a rich source of alpha-helical anti-microbial
peptides to combat disease causing pathogens,” F1000Re-
search, vol. 3, p. 295, 2015.

10 Mathematical Problems in Engineering



Research Article
Multiobjective Brain Storm Optimization Community Detection
Method Based on Novelty Search

Xiaoying Pan,1,2 Jia Wang ,1 Miao Wei,1 and Hongye Li1

1Xi’an University of Posts and Telecommunications, Xi’an 710121, China
2Shaanxi Key Laboratory of Network Data Analysis and Intelligent Processing,
Xi’an University of Posts and Telecommunications, Xi’an, Shaanxi 710121, China

Correspondence should be addressed to Jia Wang; 17691032356@163.com

Received 1 February 2021; Revised 16 March 2021; Accepted 7 April 2021; Published 22 April 2021

Academic Editor: Qingzheng XU

Copyright © 2021 Xiaoying Pan et al. .is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A complex network is characterized by community structure, so it is of great theoretical and practical significance to discover
hidden functions by detecting the community structure in complex networks. In this paper, a multiobjective brain storm
optimization based on novelty search (MOBSO-NS) community detection method is proposed to solve the current issue of
premature convergence caused by the loss of diversity in complex network community detection based on multiobjective
optimization algorithm and improve the accuracy of community discovery. .e proposed method designs a novel search strategy
where novelty individuals are first constructed to improve the global search ability, thus avoiding falling into local optimal
solutions; then, the objective space is divided into 3 clusters: elite cluster, ordinary cluster, and novel cluster, which are mapped to
the decision space, and finally, the populations are disrupted and merged. In addition, the introduction of a restarting strategy is
introduced to avoid stagnation by premature convergence. Experimental results show that the algorithm with good global
searchability can find the Pareto optimal network community structure set with uniform distribution and high convergence and
excavate the network community with higher quality.

1. Introduction

Complex networks can be seen everywhere in real life, such
as social networks [1], communication information net-
works [2], biological networks [3], and computer networks
[4], which usually have the characteristics of small world [5],
scale-free [6], and community structure [7]. .e nodes
within the community are closely connected, while the
nodes between the communities are sparsely connected. .e
study of complex networks is to abstract networks into
mathematical models formed composed of points and edges
between points. Detecting community structure in complex
network plays an important role in understanding and
analyzing the topology structure of the entire network and
discovering hidden functions in the network. Related re-
search results have been successfully applied to many fields
such as terrorist organization identification [8], protein
function prediction, and public opinion analysis and
treatment [9].

In recent years, more and more attention has been paid
to the problem of complex network community detection.
Many scholars have carried out a lot of research work on
community detection, regarding community discovery as a
single-objective optimization problem and adopting dif-
ferent heuristic algorithms or approximate algorithms to
optimize community-related objective functions, thereby
obtaining the community structure of the network. To
identify the division of sparse connections and dense con-
nections among communities, Tasgin et al. [10] optimized
the community modularity criterion Q with genetic algo-
rithm (GA) that has good performances in large networks,
such as fast speed and no requirement on the number of
communities.

Pizzutiz [11]defined community scores, which are used
to judge the quality of network division, and utilized Genetic
Algorithm in Networks (GA-Net) to optimize a simple and
effective fitness function. .e function can identify the
connections between groups of nodes and its sparsity and
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improve the variational operator, making it consider the
actual correlation between nodes, thus significantly reducing
the space for studying possible solutions. Lipczak and Milios
[12] proposed agglomerative clustering genetic algorithm
(ACGA) based on the hypothesis that communities are small
enough and the number of communities is limited. Ag-
glomerative clustering genetic algorithm based on the or-
dered table of neighbors of nodes was used as a particle
coding method to explore the community through global
search for the cluster.

Although the above single-objective optimization al-
gorithm has the advantage of time efficiency and can mine
the network satisfying a certain objective, the network
community detection in practical application often needs
to take into account multiple objectives, and there may be
conflicts among these objectives. In view of the above
limitations of the community detection algorithm based on
single-objective optimization, the community detection
based on multiobjective optimization begins to be
concerned.

In solving complex network community detection
problems, a large number of multiobjective evolutionary
algorithms have emerged. Chen et al.[13] proposed a
multiobjective discrete MODTLBO/D method based on
teaching-learning-based Optimization (TLBO). .e algo-
rithm adopted the multiobjective decomposition mecha-
nism and introduced neighbor-based mutation to solve the
community detection problem of complex network, thus
maintaining the diversity of population and avoiding local
optimization.

Gong et al. [14] proposed multiobjective evolutionary
algorithm with decomposition (MOEA/D-Net), making the
multiobjective optimization problem transformed into a
series of single-objective optimization subproblems and
then, with the help of the information of a certain number of
adjacent problems, employed evolutionary algorithm to
optimize these subproblems at the same time. Li et al. [15]
proposed a quantum-behavior discrete multiobjective par-
ticle swarm optimization algorithm for complex network
clustering, which performed well in large networks. Gong
et al. [16] proposed multiobjective discrete particle swarm
optimization (MODPSO), which decomposed multi-
objective network clustering problems into multiple scalar
problems with the decomposition mechanism, and gener-
ated different individuals with high clustering efficiency in
virtue of neighbor-based turbulence operator to promote
diversity. Jiang et al. [17] proposed a community detection
method based on a new link prediction strategy. .e op-
eration steps of the method were as follows. Firstly, the
designed link prediction strategy based on the central node
was used to add and remove edges in order to enhance the
community structure of the network. Secondly, the com-
munity extension strategy was adopted to detect all com-
munities in the network. However, the proposed link
prediction strategy needed to calculate the similarity of a
large number of node pairs, so the algorithm was very time-
consuming. Aiming at the network Gong et al. [18] with
fuzzy community structure, a nondominated neighbor
immune algorithm-Net (NNIA-NET) was proposed to

optimize the density of both internal link and external link
and discovered the community in the network by NNIA.
Zhang et al. [19] considered critical node detection based on
the cascade model as a biobjective optimization problem
(BCVND) proposed an effective multiobjective evolutionary
approach termed as MO-BCVND to solve BCVND. In MO-
BCVND, a cost-reduced population initialization strategy
was raised to increase the population diversity and an
adaptive local search strategy was designed to accelerate the
population convergence.

Zhou et al. [20] came up with multiobjective local search
(MOLS-Net) algorithm, a multiobjective optimization al-
gorithm based on local search, and designed different local
search algorithms for different objectives. A hybrid genetic
algorithm with link strength-based local search strategy
(HGALS) is proposed by Malhotra [21] for solving the
community detection problem. .e local search method
presented in the algorithm is faster than the traditional
modularity-based search operations.

.e above multiobjective community detection opti-
mization algorithms are all intelligent optimization algo-
rithms which need to solve the balance between global
search and local search to achieve the optimal structure
division in the community detection problem..erefore, the
difficulty of multiobjective optimization lies in how to
maintain population diversity and avoid falling into local
optimization. .e brainstorm algorithm searches for the
local optimal with the clustering idea, obtains the global
optimal through comparing the local optimal results, and
increases the diversity of the algorithm by adding the
mutation operation.

To solve the problem of high complexity and slow
speed of Gaussian, we put forward multiobjective brain-
storming community detection methods based on novelty
search, in which, by constructing novelty individuals, the
objective space is divided into elite clusters, ordinary
clusters, and novelty clusters and then mapped to the
decision space. Novelty clustering took the individual with
the smallest NMI value as the novelty solution to generate
offspring through the cross fusion of the elite solution and
the novelty solution. .e novelty search mechanism has
high search efficiency and excellent global optimization
capabilities and adopts the restart strategy to help indi-
viduals escape from the local optimum and avoid pre-
mature convergence. "Premature" and stagnation form a
single optimal solution, which improves the global search
ability of the population. An external archive was estab-
lished to save the Pareto optimal solution. Nondominated
sorting was carried out on the population in each iteration,
and the nondominated solution stored in the external
archive was updated to finally get a set of Pareto optimal
solutions. .e brainstorming optimization algorithm has
not been used to solve the problem of community de-
tection. .erefore, the application of novelty search-based
multiobjective brainstorming optimization algorithm to
complex network community detection problems can
better balance diversity and convergence and search for
better community structure division, which is also the
research motivation of this paper.
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1.1. Section Arrangement. .e rest of this paper was
arranged as follows. In Section 2, the community detection
problem, related work for multiobjective community de-
tection, and brainstorming algorithms are introduced.
Section 3 designs a multitarget brainstorming community
detection method based on novelty search and gives a de-
tailed algorithm flow and introduction. Section 4 shows
experiments conducted on MOBSO-NS on four real net-
work datasets by comparing them with the classic methods
and presents detailed information and empirical results of
the proposed algorithms. Section 5 summarizes the con-
clusions and discussed future work.

2. Related Works

2.1. Multiobjective Optimization Problem. .e problem of
multiobjective optimization is to find a compromise solution
among the conflicting objectives through the mutual re-
striction of decision variables. .e solution can simulta-
neously make multiple subobjective functions as optimal as
possible. It can be modeled as the following equation:

minF(X) � f1(x), f2(x), . . . , fk(x)􏼂 􏼃
T

s.t gi(x)≤ 0, i

hi�0, i � 1, 2, . . . q,

(1)

where x � (x1, x2, ..., xm) ∈ Ω represents the m dimension
decision vector, where m means the dimension of the de-
cision vector and Ω is the feasible region of the decision
space. Multiobjective optimization problem is to optimize
the function vector minF(X) � min[f1(x), f2(x), . . . ,

fk(x)]T, where k is the number of objective functions. .e
objective function F (X) is composed of k functions mapped
from the feasible region of the decision space to the objective
space, where gi ≤ 0, i � 1, 2, . . . , p, is p inequality constraints,
and hi � 0, i � 1, 2, . . . , q, is q equality constraints.

.e following are some important definitions of a
domination-based multiobjective evolutionary algorithm.

Definition 1 (Pareto dominance). In the decision vector XA,
XB ∈ Ω, if and only if i � 1, 2, . . . , k, it is arbitrary, XA is
dominantXB, and f (x) dominant relation is consistent with x
dominant relation;

Definition 2 (Pareto optimal solution). Assuming that there
is a decision variable x∗ in the feasible decision space Ω, if
there is no decision variable x ∈Ω like x> x∗, the decision
variable x∗ is called the Pareto optimal solution.

Definition 3 (Pareto optimal solution set)..e set consisting
of all noninferior optimal solutions is called the optimal
solution set of the multiobjective optimization problem, also
known as Pareto optimal solution set.

2.2. Multiobjective Community Detection. A concrete net-
work can be modeled as an undirected graph G� (V, E),
where V is a set of nodes and E is a set of edges connecting
two elements in V. If the network is composed of N nodes,

the graph can be represented by an N×N adjacency matrix
A, and the undirected graph shown in Figure 1 is represented
by a symmetric adjacency matrix. Its adjacency matrix A is A
symmetric matrix. When Aij � 1, it means that there is an
edge connection between node I and node J, and when
Aij � 0, it means that there is an infinite connection between
the two nodes.

Radicchi et al. [22] gave the definition of community in
an undirected network. Supposing there is a subgraph S⊂G
and node i is a node in the subgraph S, the degree of node i is
defined as Ki(S) � Kin

i (S) + Kout
i (S). Kin

i (S) � 􏽐j∈sAij rep-
resents the internal degree of node i, that is, the number of
edges between node i and other nodes in subgraph S.
Kout

i (S) � 􏽐j∉sAij represents the external degree of node i,
namely, the number of node edges outside node i and
subgraph S. Communities are obtained by categorizing the
structural information of nodes in the network, so a com-
munity is a group of nodes, in which the connections be-
tween nodes in the same community are close, while the
connections between communities are relatively sparse.

In the MOEA/D-net algorithm [19], the module density
functionD, as shown in formula (2), is decomposed into two
different aspects of a society and are divided into 2 evalu-
ation functions: Ration Association (RA) and Ration Cut
(RC). In order to convert them into aminimization problem,
the function Ration Association (RA) invert gets Negative
Ratio Association (NRA), and the optimal solution is ob-
tained by minimizing the NRA and RC set:

D � 􏽘 k
i�1

L Vi, Vi( 􏼁 − L Vi, Vi( 􏼁

Vi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

, (2)

where k is the number of community, I ∈ {1, 2,·· ,m},Vi is the
set of all nodes within community i, Vi is the set of nodes
connected externally by community i, |Vi | is the number of
internal nodes within community i, L (Vi, Vi) is the number
of edges within community i, and L(Vi, Vi) is the number of
edges between community i and external nodes.

.e ratio of community internal connection NRA and
the ratio of community external connection RC are taken as
the objective function. RC is the sum of the density of
connections between communities, and NRA is the sum of
the density of connections between nodes in the community,
as shown in formula (3), where Vi ∈ P,Vi � P − Vi,
L(Vi, Vi) � 􏽐i,j∈Vi

Aij, L(Vi, Vi) � 􏽐i∈Vi,j∈Vi
Aij:

min

NRA � −􏽘
m

i�1
L Vi, Vi( 􏼁

Vi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

,

RC � 􏽘
m

i�1
L Vi, Vi( 􏼁

Vi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(3)

.rough minimizing the NRA and RC functions,
communities are found with dense internal connections and
sparse internal connections. .e optimization of RC func-
tion can reduce the number of communities and increase the
number of nodes in the community. .ese two objective
functions can balance the effect of reducing or increasing the
number of communities.
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2.3. Brain Storm Optimization Algorithm. Brain storm op-
timization algorithm (BSO) is a random optimization al-
gorithm based on human brain storm process where a group
of people with different backgrounds are gathered to
brainstorm on the same problem, propose a large number of
ideas for the problem to be solved, and finally obtain the
optimal solution through mutual communication and
thought fusion. It has novel ideas and strong global
searching capability. In the algorithm, the search strategy
based on grouping operation enhances the search capability,
and the individual update method increases the diversity of
solutions and makes use of the advantages of human in-
telligence in dealing with problems. .us, it can be seen that
it is a very potential algorithm, which can produce results
beyond the classical intelligent algorithm.

At present, the brain storm optimization algorithm has
been successfully applied to solve complex, nonconvex, and
NP-difficult problems with highly correlated variables. .e
brainstorming optimization algorithm clusters information
with the clustering method. .e clustering center in each
class is the optimal value of the class..e cooperation among
the classes and the perturbation of the clustering operation
make the algorithm jump out of the local optimal and carry
out the global search, thus ensuring the convergence per-
formance of the algorithm through the optimization process
of the clustering center.

.e process of K-means clustering adopted by BSO
algorithm is relatively complex. For this reason, Shi [23]
proposed a clustering-based brain storm optimization al-
gorithm in objective space (BSO-OS). After the objective
space is sorted, several optimal individuals are selected as
elite groups and other individuals as ordinary groups. .e
algorithm has been improved on the clustering operation,
which makes the algorithm faster and more time-efficient.
However, because the classificationmethod is too simple, the
population diversity cannot be guaranteed during the
evolution process.

Multiobjective brain storm optimization (MOBSO)
saves Pareto optimal solutions by setting the strategy of
archive set and eventually obtains a set of uniform solutions
close enough to the optimal frontier. MOBSO can solve the
optimization problem of the two objectives well and be
applied to practice. However, it is found that MOBSO in-
creases the algorithm complexity and reduces the operation
efficiency due to clustering and variation, while the increase
of objective function has led to the evolution slowdown and

the low efficiency of diversity maintenance strategy.
.erefore, it is necessary to redesign the objective space and
design the novelty search mechanism to settle the above
problems. Section 3 focuses on the novelty search
mechanism.

3. Multiobjective Brain Storm Community
Detection Method Based on Novelty Search

3.1. Novelty Search Mechanism. In each generation of evo-
lutionary agents, traditional evolutionary algorithms, with a
method of a single population search, select the best per-
forming individual to produce offspring according to some
metric, but this single selection will cause a loss of diversity.
To solve this problem, a multipopulation parallel search
based on elite, ordinary, and novelty clusters is used to
enhance the diversity of the algorithm. In novelty searching,
though the novelty individual is not based on the optimal
fitness in the target search, it is the solution far away from the
best individual, so it is selected as the starting point for
further evolution in this mechanism..is search mechanism
can correct for the loss of diversity and stagnation of evo-
lution in a single evolutionary population.

Figure 2 shows the schematic diagram of novelty search
mechanism, in which point A represents the local best, point
B represents the global best, and point C represents the
novelty solution. Obviously, between point C and the global
optimal point B is less than that between point C and the
local optimal point A. In the iteration process, the novelty
searching mechanism searches from different positions and
selects the solution opposite to the current optimal fitness as
the novelty solution, which ensures the balance of pop-
ulation diversity and convergence to a great extent and has
good robustness.

According to the above mechanism, in complex net-
work community detection, traditional evolutionary al-
gorithms often choose the maximum value of NMI as the
starting point of continuous evolution, while here, the most
novel individual, namely, the minimum value of NMI, is
selected as the novelty solution by maximizing novelty
measurement. Under the specific operation, the external
archive set (storing elite solutions) and the current gen-
erated population are utilized to perform nondominant
ranking, the NMI value of the solution obtained from the
external archive is compared with that of the original
population, and the one with the lowest NMI value is taken
as the novelty individual. In the individual renewal strat-
egy, two new solutions are generated as the elite solution
and the novel solution by the two-point cross fusion of the
external archived solution.

3.2. >e Overall Flow of the Algorithm. In this paper, a
multiobjective brain storm optimization based on novelty
search (MOBSO-NS) community detection method is
proposed to design a novelty search strategy, where the
objective space is divided into elite cluster, the common
cluster, and novelty cluster, among which, the novelty
cluster is the smallest among the individuals with the NMI
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Figure 1: Adjacency matrix represents an undirected graph.
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value as a novelty solution. At present, many swarm in-
telligence optimization algorithms replace traditional se-
lection models with mutation methods to generate new
individuals, which increases the diversity of information,
prevents the algorithm from falling into local optimum, and
enhances the algorithm’s global search ability. In MOBSO-
OS, the offspring are generated by the cross-fusion of elite
solutions and novel solutions, which effectively maintains
the diversity of the population. As the search process
progresses, the individual solutions gradually get better,
making the gap between each solution smaller. At this point,
even if the interaction of individuals in the population is
used to reach the optimal solution, the population may fall
into the local optimal solution. .e strategy of restarting is
used to help individuals escape from the local optimal point,
avoid "precocity" caused by premature convergence, form a
single optimal solution, and improve the global searching
ability of the population. .e external archive is set to save
Pareto optimal solution. In each iteration, the nondominant
solution is sorted into the nondominant solution in the
external archive and then updated to finally obtain a set of
Pareto optimal solutions.

.e flowchart of multiobjective brainstorm community
detection method based on novelty search is presented in
Figure 3.

Steps of MOBSO-NS algorithm for detecting complex
network communities:

Step 1: read the input network and initialize the al-
gorithm by means of the neighbor node-based LAR
coding, as shown in Figure 4.
Step 2: randomly generate the initial popNum solutions
and calculate the NRA and RC values of the initial
solutions by formula (3).
Step 3: update the external archive EP including all the
solutions in the population.
Step 4: elite individuals are disturbed. An individual C1
is randomly selected from the external archive EP to
generate new individuals.
Step 5: obtain the novelty solution, calculate the NMI
value between the solution in the external archive EP
and the solution of the original population, and take the
solution with small NMI value as the novelty solution.

Step 6: randomly select individuals C1 and C2 from the
external archive and the current population to generate
new individuals by two-point crossover fusion of elite
solution and ordinary solution to generate new
individuals.
Step 7: randomly select individuals C1 and C2 from
external archives and novelty solution to generate new
individuals by the cross fusion of elite individuals and
novel individuals.
Step 8: calculate the NRA and RC values for the new
population and update the external archive.
Step 9: when the external archive Q is not updated or
the number of iterations p is reached, the restart op-
eration is performed, returning to step 2.
Step 10: determine whether the termination condition is
met. If so, calculate the Q value and the maximum NMI
value of the external archive, otherwise, return to step 4.
Step 11: output a set of Pareto frontiers, that is, a set of
partition network structures.

3.3. Coding Method Based on Neighbor Node. .e encoding
method based on neighbor nodes is adopted in this paper. All
nodes in the graph are first numbered, then the neighbors of
each node are sorted according to their numbers, and even-
tually the neighbor ordered table is obtained. In this coding
method based on neighbor node, nodes located in the same
connected subgraph are divided into a community so that each
individual is valid and no illegal solution will occur, thus
ensuring the convergence of the algorithm, and there is no need
to know the number of partitioned communities in advance,
which can be obtained through the decoding process.

.e encoding method based on neighbor nodes consists
of four steps: determining the neighbor set of each node,
selecting the neighbor of each node, constructing the
encoding list, and carrying out the decoding process. Taking
Figure 4 as an example, the process is as follows.

3.3.1. Determine the Neighbor Set of Each Node. In a network
topology, all nodes to which each node is connected via an
edge are called the set of neighbors of that node. Figure 4(a)
shows the topological structure of 11 nodes. Taking node 7 as
an example, the number of the nodes it connects are 4, 6, and
8, respectively, that is, the neighbor set of node7 is {4, 6, 8}.

3.3.2. Select the Neighbor of Each Node. Each node will
randomly select a neighbor from the neighbor set as the
neighbor of the current node. If the corresponding gene
value of the No.i node is j, it can be interpreted as there is an
edge connection between node i and node j. According to
the seventh node with ID 7 in Figure 4(b), the gene value is
taken as 8. In the corresponding figure, there is an edge from
between nodes 7 and 8.

3.3.3. Construct the Encoding List. .e list of each node and
its randomly selected neighbors is defined as the encoding
list, as shown in Figure 4(b). Position refers to the node

B
A
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Gbest

Localbest

Figure 2: Novelty search mechanism.
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Figure 3: Flowchart of complex network community detection.
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position, and genotype means the gene bit formed by
randomly selected neighbors of each node.

3.3.4. Decoding Process. Decoding is the process of con-
verting the encoded list into the community structure
corresponding to the figure. All community divisions need
to be identified during the decoding process, as shown in
Figure 4(c). .e network is divided into three communities,
{1, 2, 3}, {3, 4, 6, 7, 8}, and {9, 10, 11}.

3.4. Update the External Archive. An external archive is set
up in the algorithm to save the nondominant solution
obtained by the algorithm after searching. After the objective
value of the individual is calculated, each individual needs to
be compared with other individuals in the population to
determine whether it is a nondominant solution, that is, the
more solutions stored in the external archive are , the more
representative the Pareto frontier becomes.

In this paper, the solutions in the population and the
solutions in the external archive are sorted in a nondomi-
nant way to update the external archive. In the iteration
search phase, if a new nondominant solution is more
dominant than the elements in the library, the elements in
the library will be removed from the library, and if the
nondominant solution in the newly generated population is
dominated by some members of the library, the nondom-
inant solution cannot enter the library.

3.5. Restart Policy. In the process of population iteration,
the failure of an individual to constantly update its position
means that the individual has been in the best position. If
the individual is not helped to escape from this point in
time, as the group evolves, more and more individuals will
gather around the optimal point. If the greatest advantage,
for the local optimal point, is "premature" phenomenon in a
group, the ability to explore new global optimal solution
will be lost. In order to overcome this defect, MOBSO-NS
algorithm adopts a restart strategy to help individuals jump

out of the local optimal in time and maintain global search
ability of the group.

In Algorithm 1, the restart judgment conditions are
divided into the following two points:

(1) In the iteration process, if the external nondominant
population is the same for Q times continuously, the
population is considered to converge to the local
optimal whenQ times are not renewed. In this paper,
Q is referred to as the maximum number of times the
external archive has not been updated, and the value
of Q is determined based on different datasets.

(2) P is the maximum number of iterations to restart. If
the number of iterations reaches P, the restart
strategy will be executed.

3.6. Multiobjective Brain Storm Optimization Community
Detection Method Based on Novelty Search. .e framework
of multiobjective brain storm optimization community
detection method based on novelty search is shown in the
figure below, where Pops is the initial population list, EP is
the external archive, tempRestart is the number of times
that the external archive has not been updated, and tempIter
is the number of iterations..e overall algorithm framework
of MOBSO-NS is shown in Algorithm 2.

Individual renewal adopts three strategies: first, elite
cluster generates part of the new population through mu-
tation; second, elite cluster and ordinary cluster are fused to
generate part of the new population; and third, elite cluster
and novelty cluster are fused to generate part of the new
population to maintain the population diversity..e specific
process is shown in Algorithm 3.

4. Experiment and Analysis

4.1. Dataset. Comparing with other related methods, the
MBSO-OS algorithm was experimentally analyzed in four
real networks including Zachary’s karate club, the Bottlenose
dolphins, the American college football, and the books about
US Politics by comparing with other related methods.
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Figure 4: Encoding and decoding modes based on neighbor nodes. (a) A network with 11 nodes. (b) Encoding method based on neighbor
nodes. (c) Decoded connected subgraph.
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(1) If tempRestart� �Q or tempIter� �P do:
(2) go to Algorithm 2 step 3

ALGORITHM 1: Restart policy.

Input: the edge set data of complex network, the maximum number of iterations of the algorithm maxIter, the population size
popNum, and the proportion of the three new individuals generating the new population are different α, β, c (α+ β+ c � 1); Q is
the maximum number of times that the partial archive has not been updated, and P is the maximum number of iterations
restarted.

Output: a group of network communities are divided into structures.
(1) Initialize: Pops�∅, EP�∅
(2) For i� 1 to popNum do:
(3) .e LAR code is used to randomly generate an initial solution s, as shown in Figure 4, and the NRA and RC values for s are

calculated according to formula (2).
(4) Add s to Pops.
(5) End For
(6) Iterative search:
(7) For iter� 1 to maxIter do:
(8) For s in popNum do:
(9) If no solution in EP can dominate s do
(10) Add s to EP, and remove all solutions in EP that can be dominated by s.
(11) End If
(12) End For
(13) newPops�∅。
(14) Individual update
(15) Restart
(16) End For
(17) Calculate the indicator value:
(18) For s in EP do:
(19) Calculate the Q value and NMI value of s。。
(20) End For
(21) Return the two solutions SI and S2 a maximum value of 0 and NMI in EP

ALGORITHM 2: MOBSO-NS.

//.e elite cluster generates part of the new population through mutation
(1) For i� 1 to popNum∗α
(2) Randomly select a solution P1 from EP, and then perform a mutation operation to generate a new solution C1.
(3) Calculate the NRA and RC values of C1 and add C1 to newPops。
(4) End For

//Elite clusters and ordinary clusters are fused to generate a new population.
(5) For i� 1 to popNum∗β/2
(6) Randomly select a solution P1 and P2 from EP and Pops, and perform the fusion operation (two-point crossover) operation
(7) Generate two new solutions C1 and C2.
(8) Calculate the NRA and RC values of C1 and C2, and add C1 and C2 to newPops.
(9) End For

//Elite clusters and novelty clusters merge are fused to generate some new populations.
(10) For i� 1 to popNum∗ λ/2
(11) Randomly select a solution P1 from the EP, calculate the NMI value of all solutions in P1 and Pops, and select the P2

corresponding to the solution with the smallest NMI value. Perform a fusion operation (two-point crossover) into two new
solutions C1 and C2.
Calculate the NRA and RC values of C1 and C2, and add C1 and C2 to newPops.

(12) End For

ALGORITHM 3: Individual update strategy.
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.e network of Zachary’s karate club represents a
social relationship between 34 members of a university
karate club in the United States, where each node rep-
resents a member, and the edge between two nodes means
that the corresponding two members are friends in fre-
quent contacts. Due to the differences between the club
management and the coaches, the club was finally divided
into two: the coach-centered team was split from the club,
forming a new club, while the manager-centered team
remained at the club. .e network has a total of 34 nodes
and 78 links.

.e dolphin network is an animal social network con-
structed by Lusseau by observing 62 dolphins of different
genders in New Zealand’s Doubtful Bay. Each node in the
network represents a dolphin. If two dolphins are closely
connected, there will be an edge connection between the
corresponding vertices of the dolphins that are naturally
divided into two communities: male and female groups.

.e network of the American college football has a total
of 77 nodes with 121 edges. .e nodes in the network
represent football teams, and the edge between the nodes
indicates that a game has already been played between the
two teams.

.e political books’ network edited by Krebs consists of
105 nodes and 441 edges. .e nodes represent books on
American politics from Amazon, and the edges between the
two nodes indicate that the two books are frequently pur-
chased together. Newman divided the books into different
parts in light of the political views of the book, with a few
exceptions.

Table 1 shows the number of nodes and edges of the four
real networks.

4.2. Introduction to Evaluation Indexes. Currently, the most
widely used community quality evaluation index is the Q
value function developed by Newman and Girva [24]. .e
modularity of Q is defined as follows:

Q � 􏽘 K
i�1

ei

m
−

di

2m
􏼠 􏼡

2
⎡⎣ ⎤⎦. (4)

By studying the related problems of complex network
clustering based on optimization methods, the algorithm
selects the two most common community quality evaluation
indicators (Q, NMI) as the objective function.

.e standard of modularity is a measure of the degree of
goodness of the identified communities in the network. It is
considered that the larger the Q value, the stronger the
community structure. .e modularity is defined as the score
of the edges falling into the community minus the expected
probability of random allocation of these edges, and the
edges are randomly added to the network, independent of
the community structure. k is the number of clusters found
in the network, ei is the total number of edges connecting
nodes in cluster i, di is the sum of nodes in cluster i, andm is
the total number of edges in the network. .e standard of
modularity is generally within the range of [−0.5, 1], whereas
most practical networks have a modularity value within the

range of [0.3, 0.7], where a value greater than 0.3 indicates an
important community structure.

Normalized mutual information (NMI) measures the
similarity between the actual classification of societies and
the detected societies. According to information theory,
normalized mutual information NMI (A, B) is defined as
follows:

NMI(A, B) �
−2􏽐

CA

i�1 􏽐
CB

j�1 Cijlog Cijn/Ci.C.j􏼐 􏼑

􏽐
CA

i�1 Ci.log Ci./n( 􏼁 + 􏽐
CB

j�1 C.jlog C.j/n􏼐 􏼑
.

(5)

Set two partitions of the network as A and B, and let C
represent the mixedmatrix and its element Cij the number of
nodes that appear in communities Ai ∈A, Bj ∈B.

Among them, CA and CB, respectively, signify the
number of communities in the partition of A and B, Ci.

represents the sum of the elements in matrix C, over row i,
C.j indicates the sum of elements in matrix C, over column j,
and n is the number of nodes in the network. .e value of
NMI ranges from 0 and 1. If A and B are completely con-
sistent, the maximum value of NMI is 1, while if A and B are
completely inconsistent, for example, the whole network is
detected as A community, the minimum value of NMI is 0.

4.3. Parameter Setting. In order to verify the detection
performance of the algorithm proposed in this paper, py-
thon3.7 was used to program the algorithm under the MAC
OS X environment. .e performance of the algorithm was
simulated using real networks, respectively, and the test
results were measured with standardized normalized mutual
information. .e maximum number of iterations of all
datasets is set as 160, and the population number of popNum
is set as 100 for each dataset. .e objective space is divided
into elite cluster, novelty cluster, and ordinary cluster. .e
proportions of new population α generated by mutation of
elite cluster, new population β generated by the fusion of
elite cluster and ordinary cluster, and new population λ
generated by the fusion of elite cluster and novelty cluster are
set as 0.5, 0.4, and 0.1, respectively, and the EP (external
archive has not been updated) restart parameter Q is 5, and
the number of iterations restart parameter P is 20.

4.4. Test Results and Analysis

4.4.1. MOBSO-NS Test Results. For each network, the al-
gorithm runs 30 times. After each run, the best Q value and
NMI value are selected for segmentation and recording.
After 30 runs, the average is taken between the best Q value
and NMI each time. .e results are shown in Table 2. From
the results of Zachary’s karate club network and Bottlenose
dolphins’ experiments, it can be seen that the MOBSO-NS
NMI value reaches the maximum value of 1, which indicates
that the results of the community detected by the algorithm
are the same as the real community division. .e American
College Football also has an NMI value of close to 1. For the
Q value, the four network division results are between 0.3
and 0.7.
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4.4.2. Parameter Analysis. .ere are three individual gen-
eration operations in the algorithm, involving three pa-
rameters α, β, and λ, among which, α is the proportion of
the offspring generated by the disturbance of the elite
individual, β is the proportion of the new population
generated by the fusion of the elite cluster and the ordinary
cluster, and λ is the proportion of new populations gen-
erated by the fusion of elite clusters and novelty clusters. In
order to ensure the validity of the experimental results, a
higher weight should be assigned to the elite clusters, with
ordinary clusters and novel clusters as an aid to maintain
the diversity of the population, which means the value of α
should be above 0.5. In this paper, the parameter α starts
from 0.5 and gradually increases to 0.8 in steps of 0.1, β
corresponds to 0.4, 0.2, 0.2, and 0.1, and λ is 0.1, 0.2, 0.1, and
0.1. .e rest parameters remain unchanged..e statistics of
NMImax, NMIavg, Qmax, and Qavg are performed on the test
results as shown in Tables 3–5. Figures 5–8 are the NMIavg
line graphs of the values of the three parameters α, β, and λ
for four datasets: Zachary’s karate club, the Bottlenose
dolphins, the American college football, and the political
books.

From the experimental results in Tables 3–5, it can be
seen that although the values ofQmax andNMImax are higher
than those in Table 2 on individual datasets, the maximumQ
values and maximum NMI values that appear due to the
randomness of the algorithm have no reference value, and
their mean values are both less than those in Table 2.
.erefore, the experimental results reach the best when α is
0.5, β is 0.4, and λ is 0.1.

As can be seen from Figures 5–8, among the four sets of
different values of α, β, and λ, only when α is 0.5, β is 0.4,
and λ is 0.1, NMImax, NMIavg, Qmax, and Qavg performed
the best in four evaluation indexes. From the experimental
results of the karate network, it can be found from the
analysis in Figure 5 that NMI is 1 regardless of the value of
α. .is is because the size of the karate network is very
small, α is the proportion of offspring generated by elite
individual disturbance, and the changes of α, β, and λ have
no effect on NMI. For the network, only when α is equal to
0.5, the result is the best, while when α is equal to 0.4, the
NMI value decreases, and the scale of the network is larger
than karate network, as shown in Figure 6. In Figures 7 and

8, a similar line graph appears. When α is 0.6, β is 0.2, and λ
is 0.2, the NMI value is the smallest, which is caused by the
large number of nodes in football network and political
books’ network.

Figures 9 and 10, respectively, show the real commu-
nities detected on Zachary’s karate club network and dol-
phins social network through MOBSO-NS. .e different
colors of the nodes indicate different communities obtained
by the algorithm.

Figure 11 shows the partition structure with the
highest NMI value and Q value generated by the political
book network through the MOBSO-NS algorithm. It can
be seen that, for the partition with the highest NMI, the
algorithm generates 3 communities, which are exactly
equal to the number of correct communities in the po-
litical book network. .at is to say, the MOBSO-NS
algorithm can find a structure that is closer to the real
structure.

Table 1: Network in the experiment.

Networks Nodes Edges
Karate 34 78
Dolphins 62 159
Football 77 121
Political books 105 441

Table 2: MOBSO-NS experimental results.

Network Karate Dolphin Football Political books
NMImax 1 1 0.9367 0.6287
NMIavg 1 1 0.9229 0.6101
Qmax 0.4198 0.5220 0.6044 0.5269
Qavg 0.4198 0.5220 0.6023 0.5269

Table 3: .e value of parameter α is 0.6, β is 0.2, and λ is 0.2

Network Karate Dolphins Football Political books
NMImax 1 1 0.9269 0.6310
NMIavg 1 1 0.9058 0.5985
Qmax 0.4198 0.5222 0.6044 0.5269
Qavg 0.4198 0.5195 0.5984 0.5259

Table 4: .e value of parameter α is 0.7, β is 0.2, and λ is 0.1

Network Karate Dolphins Football Political books
NMImax 1 1 0.9269 0.6313
NMIavg 1 0.9974 0.9102 0.6018
Qmax 0.4198 0.5238 0.6044 0.5269
Qavg 0.4195 0.5200 0.6000 0.5264

Table 5: .e value of parameter α is 0.8, β is 0.1, and λ is 0.1

Network Karate Dolphins Football Political books
NMImax 1 1 0.9361 0.6287
NMIavg 1 0.9963 0.9094 0.5972
Qmax 0.4198 0.5268 0.6046 0.5269
Qavg 0.4198 0.5211 0.6001 0.5260

Karate

0.6 0.7 0.80.5
0.995

0.996

0.997

0.998

0.999

1

Karate

Figure 5: Line chart in karate when α, β, and λ are given different
values.
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Figure 12 shows the communities in which the MOBSO-
NS algorithm detects the maximum NMI on the American
college football network. MOBSO-NS produced 11 com-
munities, but the correct number of communities in the
soccer network was 12.

4.5.ComparisonofQualities ofOnlineCommunities. In order
to demonstrate the advantages of MOBSONS algorithm in
community detection from various aspects, the experimental

data of MOBSONS algorithm, MOLS-Net, MODPSO,
MOEA/D-NET, and BGLL algorithm in NMImax, NMIavg,
Qmax, and Qavg are compared, as shown in Table 6.

Among them, the multiobjective discrete particle swarm
optimization (MODPSO) proposed by Gong et al. [15]
designed a swarm optimization method specific to the
problem of tag propagation, which adopted neighbor-based
turbulence operators to produce different individuals and
improve diversity, showing high clustering efficiency. Zhou
et al. [20]. proposed the multiobjective local search (MOLS-
NET) algorithm to express the community detection problem
as a multiobjective optimization problem and then presented
amultiobjective optimization algorithm based on local search.
Different target local search methods designed can optimize
two targets simultaneously. .e BGLL algorithm is an ag-
gregation algorithm proposed by Blondel et al. [25] based on
the concept of modularity, which can be used to analyze the

Dolphins

0.995

0.996

0.997

0.998

0.999

1

0.6 0.7 0.80.5

Dolphin

Figure 6: Line chart in dolphins when α, β, and λ are given different
values.
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0.6 0.7 0.80.5
0.9

0.91

0.92

0.93

0.94

0.95

Football

Figure 7: Line chart in football when α, β, and λ are given different
values.

Political books

0.6 0.7 0.80.5
0.55

0.57

0.59

0.61

0.63

0.65

Political books

Figure 8: Line chart in political books when α, β, and λ are given
different values.
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hierarchical structure of weighted networks. .e MOEA/D-
NET algorithm was designed by Gong etal. [14] to solve the
community detection as a multiobjective optimization
problem using the decomposition based multiobjective
evolutionary algorithm. .e proposed algorithm maximized
the density of the interior degree andminimized the density of
the exterior degree.

Table 6 describes the comparison results between
MOBSO-NS proposed in this paper and other four al-
gorithms on the four evaluation indexes. .e network of

karate and dolphins is simple because the real network is
divided into two communities. .e NMI value given by
the algorithm in this paper is the same as that of the
compared algorithm, both of which are 1. .is results in
the community structure of the two networks being di-
vided accurately enough. As for the Q value, the MOBSO-
NS is not the best in the network, but the NMI value of 1
indicates that the divided network is exactly the same as
the real network, which does not affect the experimental
results.
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For Zachary’s karate club network and the Bottlenose
dolphins network, because the real network is relatively
simple, two communities are divided. .e NMI value given
by the algorithm in the paper is the same as that given by the
compared algorithm, both of which are 1, indicating that
these two networks have been accurately divided into net-
work community structures. As for theQ value, although the
performance of MOBSO-NS is not the best performance in
dolphin network, the NMI value of 1 indicates that the
partitioned network is completely consistent with the real
network, which has no effect on the experimental results.

.e political books’ network is complex, and most
existing methods fail to detect the true division of the net-
work. MOBSO-NS is the result when the actual number of
communities is unknown. Compared with those of MOLS-
NET algorithm with the known actual number of commu-
nities, the experimental results of MOBSO-NS algorithm are
more objective and accurate. In addition, it is clear from the
contents recorded in Table 6 that the experimental results in
the political books’ network and the community quality are
much higher than those of the other four known algorithms.

In the American college football network, the real net-
work has 12 community divisions. For the Q value, MOLS-
NET is superior to all comparison algorithms. Due to the
complexity of the network, no algorithm can realize the real
partition structure. Other algorithms perform better than
MOBSO-NS in terms of the average Q because the American
college football league network is essentially a network with
numerous and difficult community divisions. However, it is
found in the experimental results that MOBSO-NS algorithm
has the maximum NMI value compared with other algo-
rithms, indicating that the community structure divided by
the algorithm in this paper is most similar to the real network.

Compared with MOLS-NET, MODPSO, MOEA/D-NET,
and BGLL, MOBSO-NS algorithm has significant advantages
in terms of average and maximum value of community
structure, and the similarity between the community detected
by it and the actual community division is also closer. .e
network of Zachary’s karate club and the Bottlenose dolphins,

in particular, has a strong community structure. Because the
NMI values of the algorithm are uniformly distributed on
each network, the algorithm has stronger robustness.

5. Conclusion

.e research of complex network community detection is of
great significance to Internet culture security and infor-
mation personalized service. At present, most of the complex
network community detection algorithms based on heuristic
optimization are the strength of a single community
structure quality evaluation, and the diversity of community
quality evaluation indexes makes the network community
structure analysis more decision-making. In this paper, a
novel multiobjective brain storm community detection
method (MOBSO-NS) based on novelty search is proposed
to solve the problem of complex network community de-
tection. .e novelty search method can effectively avoid
premature convergence and enhance the global search
ability while maintaining the diversity of the population.
Secondly, the restart operation is used to help individuals
escape from the local optimal point. .e idea of novelty
search is integrated into the brainstorming optimization
algorithm, and themechanism of generating new individuals
is innovated. Experimental results show that the algorithm
in this paper has better optimization ability and can obtain
better results of network community division.

.ere still remains some work related with MOBSO-NS
that deserves to be further investigated. .e MOBSO-NS
suggested in this paper has shown that utilizing local com-
munity information is a promising idea to obtain good
community partition in the static networks. In the future, we
would like to combine this strategy with other frameworks of
MOEA, such as NSGA-II, SPEA2, and IBEA, to further explore
the local information in other kinds of complex networks, such
as overlapping communities and dynamic networks. In ad-
dition, as the real data communities tend to be very large, how
to improve the performance of MOBSO-NS by identifying the
communities with small sizes is also an interesting work.

Table 6: Comparison of network community quality.

Network Index MOBSO-NS BSO-OS MOLS-Net MODPSO MOEA/D-Net BGLL

Karate

NMImax 1 1 1 1 1 0.7071
NMIavg 1 1 1 0.9729 1 0.6280
Qmax 0.4198 0.4198 0.4198 0.4198 0.3715 0.4198
Qavg 0.4198 0.4198 0.4198 0.4138 0.3715 0.4118

Dolphin

NMImax 1 1 1 1 1 0.6363
NMIavg 1 1 1 1 1 0.5148
Qmax 0.5220 0.5269 0.5268 0.5268 0.3735 0.5277
Qavg 0.5220 0.5269 0.5237 0.5196 0.3735 0.5210

Football

NMImax 0.9367 0.9357 0.9361 0.9289 0.9367 0.8923
NMIavg 0.9229 0.9229 0.9273 0.9245 0.9334 0.8765
Qmax 0.6044 0.6044 0.6046 0.6032 0.6005 0.6046
Qavg 0.6023 0.6032 0.6044 0.5995 0.5993 0.6038

Political books

NMImax 0.6287 0.6254 — 0.5910 0.5895 0.4420
NMIavg 0.6101 0.5999 — 0.5910 0.5885 0.4420
Qmax 0.5269 0.5259 — 0.5263 0.5259 0.5186
Qavg 0.5269 0.5259 — 0.5263 0.5259 0.5186
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