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Accurate and fast detection of typical �ttings is the prerequisite of condition monitoring and fault diagnosis. At present, most
successful �tting detectors are anchor-based, which are challenging to meet the requirements of edge deployment. In this paper,
we propose a novel anchor-free method called HRM-CenterNet. Firstly, the lightweight MobileNetV3 is introduced into
CenterNet to extract multi-scale features of di�erent layers. In addition, the lightweight receptive �eld enhancement module is
proposed for the deep layer features to further enhance the characterization power of global features and generate more accurate
heatmaps. Finally, the high-resolution feature fusion network with iterative aggregation is designed to reduce the loss of spatial
semantic information in subsampling and further improve the accuracy of small and occlusion objects. Experiments are carried
out on the TFITS and PASCAL VOC datasets. �e results show that the size of the network is more than 60% lower than that of
CenterNet. Compared with other detectors, our method achieves comparable accuracy with all accurate models at a much faster
speed and meets the performance requirements of real-time detection.

1. Introduction

Transmission line fault is an important cause of power grid
blackout. Inspection periodically can signi�cantly reduce the
workload of operation and maintenance personnel on pole
inspection, which is an essential means to ensure the safe
operation of the power system [1]. Fittings are iron or copper
metal accessories widely used in transmission lines, mainly
used to support, �x, and connect bare conductors, con-
ductors, and insulators [2]. Because the �ttings run outdoors
all year round, it is easy to produce corrosion, deformation,
damage, and other phenomena. �erefore, the realization of
high-precision automatic detection of �ttings can predict
their faults in advance, which is of great signi�cance in
ensuring the safe operation of the power grid [3]. In recent
years, the power system has promoted unmanned aerial
vehicle transmission line inspection for its high security and
e�ciency. It can also be combined with object detection
technology to realize intelligent processing [4]. Besides, the

use of computer vision and image processing technology for
aerial images and automatic video processing can realize the
automatic fault location of transmission line �ttings, which
signi�cantly improves the e�ciency of power maintenance.

With the successful application of deep convolutional
neural network (DCNN) [5], object detection performance
has improved signi�cantly. At present, most of the existing
�tting detectors are anchor-based [6]. Researchers are com-
mitted to improving the accuracy and e�ciency of anchor-
based methods. Although the stability of these algorithms has
been improved, it has high requirements for hardware
computing resources due to too many model parameters. In
addition, the detection speed is slow, which cannot meet the
needs of real-time detection. At the same time, the large size of
the model also makes it unable to apply to the operating
platform with relatively limited hardware resources.

To solve these problems, we put forward anchor-free
detectors to improve the ¥exibility of the �tting detection.
Anchor-free methods do not depend on the preset anchors
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but adapt different fitting objects through regression.
However, these detectors represented by CenterNet [7] also
face some problems. First, they cannot achieve a good trade-
off between efficiency and accuracy in practical applications.
-e accuracy of the faster network is ordinary, while the
efficiency of the network with higher accuracy cannot meet
real-time detection requirements. Secondly, the anchor-free
detectors adopt a simple design and no feature fusion op-
eration, which leads to the problem of mutual interference
between objects of different scales widely, especially in the
detectors using an hourglass network as the backbone. Fi-
nally, these detectors only generate a single-scale feature
map.-e insufficient feature extraction leads to low accuracy
of small fittings (such as hanging board, u-type hanging
ring) and those with occlusion (such as shockproof hammer
and yoke plate). In addition, the low-resolution feature map
also causes objects with huge scale gaps to be mixed into one
feature map, so the accuracy is ordinary for complex aerial
fitting images [8].

-e performance of fitting object detection can be
further improved by designing a novel backbone network
and integrating the feature fusion method. Compared with
anchor-free methods, anchor-based detection accuracy is
better than the former, mainly due to the feature fusion
network (FPN) [9]. FPN integrates the features of various
scales to reduce feature loss in the upsampling process.
Inspired by this idea, we propose a novel anchor-free
method by introducing the lightweight backbone network
and designing the feature fusion structure to CenterNet. Our
method is called high-resolution MobileNet-based Center-
Net (HRM-CenterNet), which can achieve better detection
accuracy with high efficiency. Figure 1 shows the diagram of
our method.

-e main contributions of this paper are listed as
follows. Firstly, it proposes the lightweight MobileNetV3 as
the backbone to extract convolution features of different
layers, reducing the size of the model and detection time-
consuming while maintaining high accuracy. Secondly, it
improves the lightweight feature receptive field enhance-
ment module, which can expand the receptive field of high-
layer features, enhance the feature expression ability of
high-layer semantics, and strengthen its context infor-
mation. -irdly, it designs the high-resolution feature
fusion network based on iterative aggregation. It can re-
duce the spatial features lost due to continuous down-
sampling, maximizing the use of feature information
extracted from the backbone network and generating heat
maps more accurately.

We note that a shorter conference version of this
manuscript appeared in Zhao et al. [10]. Our initial con-
ference paper did not address the problem of HRM-Cen-
terNet’s effectiveness on mutual interference between
fittings of different scales. -is manuscript proposes the
lightweight receptive field enhancement module to address
this issue and provides additional performance comparison
analysis with other state-of-the-art detectors. Our method
effectively improves the fitting detection performance of
CenterNet and achieves the best trade-off between accuracy
and efficiency.

2. Related Work

Object detection has always been the focus of research in
computer vision, and it is also one of the difficulties in this
field. Traditional detection technology uses artificially
designed features, such as edge detection symbols, Ada-
Boost, or combines shallow features such as color, shape, and
texture for recognition [11, 12]. -ese methods are rigid,
with low accuracy and poor generalization ability. -anks to
the powerful feature extraction function of convolutional
neural network(CNN), deep learning has gradually replaced
traditional machine vision as the mainstream methods in
image classification, object detection, and semantic seg-
mentation [13–16]. Object detectors based on CNN can
extract image features more effectively and perform end-to-
end training. -e existing methods can be divided into
anchor-based detectors and anchor-free detectors.

2.1. Anchor-Based Detectors. -e anchor-based detectors
inherit the traditional idea of sliding window and region
proposal strategy. Most detectors take multiple width-to-
height ratio anchors as reference points for object posi-
tioning and then calculate the intersection over union (IOU)
of bounding boxes between ground truth and prediction to
select the most accurate one [17]. Whether there is a region
proposal process can be divided into single-stage detectors
and two-stage detectors.

2.1.1. Single Stage. -e single-stage object detection algo-
rithm arranges the possible bounding boxes on the image in
a complex way and classifies them using the sliding window
method without generating proposal regions. Moreover,
feature maps are directly generated through the convolution
network to predict category probability and position co-
ordinates. Two typical single-stage detectors are YOLO [18]
and SSD [19].

YOLO uses a single network for detection, which im-
proves detection speed and has strong generalization ability.
YOLOv2 [20] introduces the anchor box idea of Fast R-CNN

Anchor–Free Fittings Detector

Detection Results

Feature Enhancement and Fusion

Figure 1: Diagram of our method.
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and uses the k-means clustering method to generate an-
chors. YOLOv3 [21] uses multi-label classification and cross-
scale prediction methods, and it introduces Darknet-53 [22]
as the feature extraction network to improve the detection
accuracy of the model. YOLOv4 [23] uses CSPDarknet-53 as
the backbone network, and the neck adopts SPP additional
blocks and PANet [24] path aggregation blocks. It also
achieves an excellent trade-off between detection speed and
accuracy. SSD combines the regression idea of YOLO with
the anchor mechanism of Faster R-CNN [25] to extract
feature maps with different resolutions for detection [26].

2.1.2. Two Stage. In the two-stage detectors, the image is
passed through a pretrained CNN to extract high-level
features firstly. -e region proposal network (RPN) is ap-
plied to attain two outputs: the probability that the region
has an object and the coordinates of the bounding box. -e
RPN is trained to efficiently extract a predefined number
(k� 2000) regions from images. R-CNN [8], one of the first
successful detectors, selects the region of interest and then
sends it to the subsequent convolutional neural networks
(CNNs) for classification. Fast R-CNN [27] cuts the image
features of different scales to reduce the amount of calcu-
lation and then sends the features to the classification and
regression layer to calculate the final results. However, these
two methods have the disadvantage of relying on manual
feature extraction to obtain the region of interest. Fast
R-CNN proposes the RPN, which replaces the traditional
region of interest generation method. Mask R-CNN [28]
uses ROIAlign instead of ROIPooling and adds mask branch
and corresponding loss based on Fast R-CNN to achieve
better classification performance. Cascade R-CNN [29]
designs the cascade detection network and detects based on
different IOU thresholds.

-e anchor-based detectors improve the accuracy but
bring many disadvantages, such as too many super-pa-
rameters and an imbalance of positive and negative samples.
Besides, it needs much practical experience to design
abundant anchors and assign them to specific objects. When
the anchors use interest over union (IOU) as the evaluation
criterion to determine the object, different IOU thresholds
will significantly fluctuate the algorithm performance. -e
tuning processes of anchors are usually time-consuming and
laborious. For complex transmission line inspection sce-
narios with diversified objects, the applicability of the an-
chor-based method is limited.

2.2. Anchor-Free Detectors. Anchor-free detectors use key
point estimation for object detection.-ey do not need NMS
postprocessing operation and preset anchors [30], which
provide a new idea for achieving high-precision real-time
fitting detection.

CornerNet [31] applies key points to object detection for
the first time. It transforms the object position detection into
detecting key points in the upper left corner and lower right
corner of the object bounding box. -e introduction of
anchor-free approaches greatly simplifies the output, but at
the same time, the accuracy is better than the one-stage

anchor-based detectors. -e ExtremeNet [32] detects four
extreme points and one center point through a standard key
point estimation network and groups the key points using
the geometric relationship. A group of extreme points
corresponds to a detection result. -e CenterNet (key point
triplets for object detection) [33] constructs triple key points
based on CornerNet. Each object is represented by a center
key point and a diagonal point. -e CenterNet (objects as
points) simplifies the problem of detecting paired key points
into the estimation problem of center key points and uses the
regression method to obtain objects’ category, width, and
height. -e model is more concise and speeds up the overall
speed of the algorithm [34]. CenterNet requires only one
central point to locate the objects, which is one of the best
anchor-free networks. FCOS [35] obtains the detection
result of the input image by regressing the distance between
the pixel and the left, top, right, and bottom edges of the
object bounding box through the regression operation of the
feature map pixel level. -e pixel-by-pixel operation also
brings the problem of slow detection speed.

In general, object detection by center point estimation
can effectively adapt to the fitting object with variable size. In
addition, it can meet the needs of real-time detection effi-
ciency. However, the accuracy in complex fitting scenes is
ordinary. To deal with that, we introduce feature receptive
field enhancement and high-resolution methods to improve
fitting detection accuracy.

2.3. Fitting Object Detectors. Driven by the wave of deep
learning, transferring the detectors that perform well in
general object detection to power field detection has become
a research hotspot of power system recognition and de-
tection. In addition, some of the early research used nondeep
learning algorithms, which mainly use the color, gradient,
and contour of the fitting object to recognize the metal tools.
[36] uses saliency detection based on color and gradient
features to locate insulators and then uses adaptive mor-
phology to detect self-exploding defects. [37] applies F-PISA
clustering to locate insulators based on color and structural
characteristics and established a color model to identify
damaged areas. [38] proposes GrabCut segmentation al-
gorithm extract insulator contour and calculated the changes
of gap and overhang of insulator string umbrella cap based
on the convex defects of insulator contour, to quantitatively
analyze the ice coating condition of insulators. [39] adopts
multi-layer perceptron to detect the insulators and shock
hammers based on the detected object’s location correlation
feature and local contour.

At present, the transmission line fitting detectors based
on deep learning algorithm are mainly anchor-based
method. Single-stage models such as SSD and Yolo series
and two-stage model such as Faster R-CNN are classic al-
gorithms. [40] applies the Faster R-CNN to the detection of
grading ring and shockproof hammer. Aiming at the in-
sulator detection task in aerial images, [41] proposes an
object decomposition and aggregation algorithm based on
YOLOv3. -e above algorithms have achieved good results
in fittings with a large proportion of grading ring, insulator,
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and shockproof hammer in the inspection image and single
shape. However, the complex environment of the trans-
mission line leads to the changeable background of aerial
images and multi-scale fitting objects. Hence, the detection
effect of directly using the above algorithms is poor. [42] puts
forward the description method of occlusion relationship
between fitting objects and designs the occlusion relation-
ship module to improve the accuracy of occlusion fittings.
[43] improves the performance of SSD on dense occluded
fittings by expanding the sample of metalware and intro-
ducing effective repulsion loss for dense object detection.
[44] proposes a typical Faster R-CNN fitting detector
combining KullbackLeibler divergence and shape con-
straints, which solves the problem of inaccurate object
bounding box regression in fitting detection to a certain
extent.

Recently, anchor-free detectors have been widely used in
various industrial scenarios, including the electric power
system. [45] adopts the CenterNet combined with structured
positioning to realize the accurate identification and posi-
tioning of different substation equipment and components.
It shows that the anchor-free method effectively improves
the detection accuracy of power images and provides a new
method for intelligent detection of fitting images. [46] uses
DLANet backbone network, deep layer aggregation, se-
quence and exception module, and deformable convolution
to design an efficient deep feature extraction network DLA-
SE on the CenterNet to achieve the real-time detection of

three common inspection faults: insulator self-explosion,
shockproof hammer falling off, and bird’s nest.

3. HRM-CenterNet Approach

-e proposed HRM-CenterNet is an anchor-free detection
method. We redesign MobileNetV3 [47] as the backbone of
CenterNet. Built on M-CenterNet, the lightweight receptive
field enhancement module and high-resolution feature fu-
sion network are proposed to extract features better. Figure 2
shows the structure of HRM-CenterNet.

-e key idea of the CenterNet is to predict the center
point of the object through the key point heatmap and then
regress the object’s size, 3D position, and pose attributes
from other feature maps corresponding to the key points.
Compared with other anchor-free detectors, CenterNet
locates the objects through only one center point with fewer
parameters and a faster detection speed.

We assume that the input image is I ∈ RW×H×3, and W

and H are the width and height of the fitting image, re-
spectively. After passing through the backbone network, the
key point heatmap 􏽢Y ∈ [0, 1]W/R×H/R×c is generated, R is the
scale of the heatmap size, and c is the number of fittings.
-en, three prediction branches are generated from the
heatmap: the key point prediction branch is used to detect
the key points of the heatmap and the object center point.
-e object size prediction branch generates a prediction
bounding box based on the center point to detect the width
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and height. -e local offset prediction branch regresses the
offset of the key point and the center point to detect the
object accurately.

3.1. M-CenterNet. CenterNet adopts the design method of
the backbone and downsampling path as a whole, which has
robust scalability. -e author uses four different backbone
networks, but the performance has apparent differences. As
shown in Figure 3, the high-speed network has general
accuracy, while the high-precision network speed cannot
meet the real-time requirements.

-e transmission line inspection platform usually adopts
a small-size edge-end device to ensure flexibility and por-
tability. Such systems are relatively scarce of computing and
storage resources, and they are more sensitive to the size and
speed of the model. Choosing a lightweight network is the
only way to achieve real-time detection. However, the
original four backbone networks cannot effectively balance
speed and accuracy, so it is necessary to use a novel backbone
network that takes both into account.

-e MobileNetV3 is a lightweight network focusing on
mobile terminals and embedded devices. It improves the
existing deep separable convolution (DSC) [48] inverted
residuals and proposes a squeeze-and-excitation block (SE
block). DSC decomposes the standard convolution opera-
tion into depthwise convolution and pointwise convolution,
so the parameters are greatly reduced.-e inverted residuals
first expand the channels of the input feature map, then use
DSC for downsampling to reduce the size of the feature map,
and finally build the channels to enhance the expression
ability of the model. SE block uses global pooling to generate
channel statistical information for compression operation,
compresses the global spatial information into a channel
descriptor, passes through two fully connected layers, and
finally uses sigmoid activation function for activation op-
eration. Because of the advantages of MobileNetV3 in
lightweight and speed, it is proposed as the backbone

network of our model to extract useful features from fitting
images. In this paper, MobileNetV3-large is selected as the
feature extraction network for fitting detection.

In order to obtain more effective feature maps for high-
precision detection, we have made further improvements to
MobileNetV3. We remove the average pooling layer and
three 1× 1 convolution layers of the last bottleneck layer of
theMobileNetV3 and then add three upsampling transposed
convolution layers to restore the semantic and location
image information. -e feature maps generated by trans-
posed convolution are sent to the three sub-networks of
CenterNet for key point, offset, and size prediction. -e
network is called M-CenterNet, and the structure is shown
in Figure 4.

3.2. Lightweight Receptive Field EnhancementModule. In the
detection task of fittings, there are different scales and
different kinds, and the same kind of fittings also has dif-
ferent scales. Because of the different distances and angles
between aerial images and cameras, even the same fittings
have large differences. It is difficult to solve mutual inter-
ference between fittings of different scales only by relying on
single feature extraction and simple network design. In
addition, in the top-down decoding and fusion feature
process of M-CenterNet, the deep abstract features repre-
senting the semantic meaning of significant objects will be
gradually diluted by the shallow representation information,
thus losing the guiding spatial information.

Based on the idea of RFBNet [49], we propose the
lightweight receptive field enhancement module (LRFEM)
captures different levels of context information by designing
multi-branch and multi-scale perforated convolution to
enhance the robustness of global features.

-e RFBNet simulates the relationship between the size
and eccentricity of receptive fields (RFs) in the human visual
system, enhances the feature extraction ability and robust-
ness, and achieves high detection accuracy while considering
the efficiency. It draws on the idea of the inception algorithm
and introduces three dilated convolution layers, which ef-
fectively increases the receptive field of the network. -e
structure is shown in Figure 5.

-e dilated convolution adds the dilation rate to each
conventional convolution layer.-e dilation rate determines
the distance between pixels when the convolution kernel
processes data, expands the kernel to the specified scale, and
fills the unoccupied pixel area in the original kernel with 0.
-erefore, the receptive field of dilated convolution will be
improved compared with conventional convolution without
increasing the amount of calculation. -e calculation for-
mula of dilated convolution receptive field is shown in
formula (1): K is the receptive field of dilated convolution,
rate is the dilation rate, and k is the size of the convolution
kernel.

K � (rate − 1) ×(k − 1) + k. (1)

In order to reduce the amount of calculation, RFB-s is
improved based on RFB. -e structure is shown in
Figure 6(a). On the one hand, 3× 3 convolution layer is used
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Figure 3: Performance comparison of origin backbone.
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to replace 5× 5 convolution layer, and on the other hand,
1× 3 and 3×1 convolution layers are used to replace 3× 3
convolution layer. Considering that MobileNetV3 has too
many convolution layers, we appropriately delete some
convolution layers in the RFB-s to reduce the calculation
consumption of the network and avoid the feature map

being too small. -e structure is shown in Figure 6(b). -e
input feature map first passes through the squeeze-and-
excitation layer (SE layer) to select the channel and then goes
through the 1× 1 convolution layer to reduce the dimension
and connect four 3× 3 dilated convolution layers in parallel.
After passing through the 1× 1 convolution layer, they are
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Object Size

MobileBottlenecks TransConvs

OutputInput

Figure 4: Structure of M-CenterNet.
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integrated with the previous convolution layer for the sec-
ond time. -e results show that after the module deletes
these convolution layers, the detection accuracy of the model
is equivalent to that before, and the computational efficiency
is significantly improved. In our work, to not excessively
increase the amount of calculation, we mainly apply the
LRFEM to the 16 times downsampling feature map.

3.3. High-Resolution Feature Fusion Method. -e network
usually connects the feature extraction module composed of
convolution operation in series and generates a single-scale
feature map among the anchor-free detectors. Although the
low-resolution feature map output after multiple down-
sampling contains rich high-level semantic information, it
also loses much spatial information.

For example, when ResNet18 is used as the backbone of
CenterNet, the ResNet18 performs 32 times downsampling
on the input image, resulting in two adjacent fittings in the
original image which will become the same pixel or even
disappearing. -erefore, it is difficult to achieve high-pre-
cision detection for small-size fittings and fittings with
mutual occlusion.

In addition, the author only uses the largest feature map
to generate the heatmap in the CenterNet, but the loss of
image features leads to inaccurate generation. In order to
make full use of the feature map generated after convolution
operation, we propose a high-resolution feature fusion
network based on iterative aggregation by referring to the
high-resolution representation network.

HRNet [50] maintains high-resolution representation
and gradually adds parallel subnets in feature extraction,
using the feature maps extracted from the subnets for multi-
scale feature fusion. It effectively utilizes feature maps with
different resolutions and has a better prediction effect on
heatmaps. Figure 7 shows the feature fusion method of the
original HRNet. Firstly, the low-resolution feature map is
sampled to the same scale as the high resolution; then, the
four feature maps are concatenated. Compared with other
networks characterized by aggregating layers by upsampling
from low to high, HRNet has higher parameter efficiency
and lighter weight.

Although the original HRNet utilized features with
different resolutions, the fusion method was too simple to
fully use features with different resolutions. -erefore, we
designed the feature fusion method of iterative aggregation,
as shown in Figure 8.

It integrates low-resolution and high-resolution features
through iterative aggregation, maximizing the use of feature
information extracted from the backbone network and
generating heat maps more accurately. -e formula of it-
erative aggregation is equation (2). x1, . . . , xn represents the
aggregation node and is the input of the aggregation node.

I x1, . . . , xn( 􏼁 �
x1, if n � 1,

I N x1, x2( 􏼁, . . . , xn( 􏼁, otherwise.
􏼨 (2)

We remove the transpose convolution of the M-Cen-
terNet and then select four feature maps obtained from 4

times of downsampling feature map C2, 8 times of down-
sampling feature map C3, 16 times of downsampling feature
map C5, and 32 times of downsampling feature map C6 for
high-resolution feature fusion. -e structure of HRM-
CenterNet is shown in Figure 2. It increases the depth of the
network and improves the learning ability of difficult
samples. Due to the different sizes of the input feature maps
of each aggregation node, we sample the low-resolution
feature maps to the same size as the high-resolution feature
maps through transpose convolution.

4. Experiments

In this section, we evaluate the performance of the HRM-
CenterNet on TFITS and PASCAL VOC. -e experiments
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Figure 7: Feature fusion of original HRNet.
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are implemented in the PyTorch on a machine with GeForce
GTX1080Ti GPUs, CUDA 9.0, and cuDNN v7.

4.1. Implementation Details

4.1.1. Experiments on TFITS. Referring to the construction
method of the PASCAL VOC dataset, we select the aerial
images of UAV according to the requirements of the
standard for shooting position, exposure degree, and fo-
cusing accuracy, and then construct the professional Typical
Fittings Dataset (TFITS).-e TFITS Dataset includes 8 types
of fitting objects, consisting of 3503 images and 7980 boxes.
-e specific number of images and bounding boxes is shown
in Figure 9. Some examples are shown in Figure 10.

We adopt the mini-batch stochastic gradient descent
(SGD) momentum method to train HRM-CenterNet. -e
input images are uniformly scaled to 512× 512. -e initial
learning rate is set to 1.25×10−4, and the batch size is 8. -e
same learning rate is adopted for all layers. In the training
process, when the detection accuracy of the verification set is
no longer improved, the learning rate is reduced to 10% of
the current learning rate by cosine annealing until the

accuracy is no longer improved by adjusting the learning
rate. It is trained for 140 epochs, and flip augmentation is
used in testing.

4.1.2. Experiments on PASCAL VOC. -e PASCAL VOC
dataset contains 20 categories, which are quite different in
object size, direction, posture, brightness, and occlusion
position. We focus on the categories prone to false and
missing detection, such as chairs, dining tables, and potted
plants.

We experiment HRM-CenterNet in a small training
resolution. -e input images are 384× 384, while all other
hyper-parameters in the loss function are the same as the
TFITS experiments. -e network is trained on two GPUs
with the batch size of 32. Adam optimizer is used with an
initial learning rate of 1.25×10−4. It is trained for 160
epochs, and flip augmentation is also used in testing.

4.2. Evaluation Index. In order to analyze the performance
of the fitting detectors, we need to consider their accuracy
and efficiency. At the same time, considering the limited
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Figure 10: Aerial image of complex transmission lines in TFITS.
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hardware devices of the edge, we also need to compare the
computer memory occupied by the model. -erefore, we
quantitatively evaluate the comprehensive performance of
the detectors from the three dimensions: detection accuracy,
efficiency, and model size.

We adopt the average accuracy, false detection rate, and
missed detection rate as the evaluation indexes of the de-
tection accuracy. Model parameters and size can better
reflect the occupation of hardware computing and storage
resources. -e calculation methods of false and missed
detection rates are shown in equations (3) and (4) -e FP
indicates that a nonexistent object is predicted. FN indicates
that no existing object is predicted. TP indicates that the
existing object is correctly predicted, and TN indicates that
the algorithm correctly predicts the background.

false detection rate � FPR �
FP

FP + TN
. (3)

missed detection rate � FNR �
FN

TP + FN
. (4)

4.3. Structure Experiments on TFITS Validation Set. We
horizontally compare the performance of the detectors
before and after improvement in this section. Table 1 shows
the performance of different detectors. Table 2 shows the
average accuracy of CenterNet-HG, M-CenterNet, and
HRM-CenterNet.

It can be seen that our methods have improved the
detection accuracy of each category. Among all kinds of
fittings, the AP of the hanging board, u-type hanging ring,

yoke plate, shockproof hammer, and adjusting board in-
creases most obviously. Besides, the plate fittings such as
yoke plate, adjusting board, and hanging board have large
shape differences due to different shooting angles and are
easily confused with tower materials. After adding the multi-
scale feature receptive field enhancement module, the net-
work can significantly improve the accuracy of such fittings.
In addition, some small fittings such as the hanging board,
u-type hanging ring, and shockproof hammer are densely
distributed in the image, resulting in a large number of
occlusions among the fittings. -e high-resolution feature
fusion method can significantly improve the accuracy of
such fittings.

We can see that the false detection rate and missed
detection rate of our HRM-CenterNet are 19.8% and 13.6%
in Table 1, which are better than before. Besides, compared
with baseline M-CenterNet, the detection accuracy is im-
proved by 4.4%. -e false detection rate and the missed
detection rate are lower by 5.5% and 7.3%, which shows that
our method can improve the feature extraction ability to
distinguish the fitting object and background better.
Compared with the CenterNet-HG, which has the highest
accuracy in the four original backbone networks, our
method improves the accuracy by 2% and the efficiency by
more than twice, meeting the requirements of real-time
detection.

4.4. Ablation Experiments on TFITS Validation Set. -e
baseline for all experiments in this section is the basic
M-CenterNet, which only introduces the MobileNetV3 as
the backbone network. We explore the effectiveness of

Table 1: Results on TFITS test set.

Methods Backbone mAP/% FPR FNR Size/Mb FPS
Single-stage detectors

SSD [19] ResNet101 74.1 28.4 23.5 90.6 13.1
YOLOv3 [21] DarkNet53 75.0 26.5 20.5 59.6 20.0
YOLOv4 [23] DarkNet53 78.6 23.1 19.2 30.0 25.0
RetinaNet [51] ResNet101 79.1 22.3 19.3 65.3 10.2

Two-stage detectors
Fast R-CNN [27] ResNet101 77.1 22.8 18.4 98.0 8.8
Faster R-CNN [25] ResNet101 80.2 20.0 15.3 122.0 7.0

Anchor-free detectors
ExtremeNet [32] Hourglass104 80.9 19.6 14.7 150.6 16.8
CornerNet [31] Hourglass104 77.9 23.2 19.8 160.0 9.2
EfficientDet [52] EffcientNetB0 74.0 26.1 20.8 80.6 47.0

CenterNet
CenterNet-HG Hourglass104 78.1 23.8 19.4 220.3 14.7
CenterNet-Res18 ResNet18 69.9 30.2 25.9 60.3 55.0
CenterNet-Res50 ResNet50 74.6 27.6 23.5 128.0 48.5
CenterNet-Res101 ResNet101 76.0 25.1 20.6 180.0 22.5
CenterNet-DLA34 DLA-34 76.4 24.0 20.1 77.0 27.2
M-CenterNet MobileNetV3 75.9 25.3 20.9 18.5 43.2
HRM-CenterNet MobileNetV3 80.3 19.8 13.6 24.6 32.5

HRM-CenterNet
HRFF LRFEM Backbone mAP/% FPR FNR Size/Mb FPS

MobileNetV3 75.9 25.3 20.9 18.5 43.2
√ MobileNetV3 79.0 22.1 16.6 24.0 33.0
√ √ MobileNetV3 80.3 19.8 13.6 24.6 32.5
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introducing lightweight MobileNetV3, the lightweight re-
ceptive field enhancement module (LRFEM), and the high-
resolution feature fusion (HRFF) network. -e experiments
are carried out on the TFITS Dataset.

Firstly, we verify the influence of different backbones on
the performance of the detectors and the superiority of
adopting MobileNetV3. -e results in Table 1 show that the
detection speed of the M-CenterNet network can reach
43.2FPS, far exceeding the CenterNet with Hourglass104
and DLA-34 as the backbone network. In addition, com-
pared with the CenterNet with Hourglass104, DLA-34,
ResNet101, ResNet50, and ResNet18 as the backbone, the
size of M-CenterNet is reduced by 91.6%, 75.9%, 69.3%,
85.5%, and 89.7%, respectively, greatly reducing the occu-
pation of computer hardware and storage resources. As a
matter of fact, the detection efficiency of M-CenterNet has
been slightly improved, although it brings a small decrease in
accuracy. It achieves an excellent performance balance in
speed and accuracy.

Secondly, to verify the influence of embedding the
lightweight receptive field enhancement module (LRFEM)
in different positions for the feature extraction ability, we
design the ablation experiment of the HRM-CenterNet
network without embedding LRFEM and with embedding
LRFEM in different positions on performance. Table 3 shows
the AP of plate fittings with large shape difference among
yoke plate, adjusting board and hanging board, and the mAP
of 8 types of fittings. -e experimental results show that the
module embedded in different positions all improves the
ability of the model to capture different layers of context
information. Performance improvement is the largest when
the module is applied to 16 times downsampling feature
map. When applied to the 32 times downsampling feature
map, the receptive field of conventional convolution is large
enough, so the accuracy is slightly improved after the
module is embedded. In addition, as the number of layers
embedded in the module deepens, the amount of calculation
brought by the module increases gradually. -erefore, the
module is applied to 16 times downsampling feature map in
the HRM-CenterNet.

-irdly, to verify the effectiveness of the lightweight
receptive field enhancement module, we designed the per-
formance experiment based on HRM-CenterNet using RFB
module, RFB-s module, and our improved module, re-
spectively. Table 4 shows that the amount of parameters is
reduced by 40% compared with the RFB-s module after

deleting part of the convolution layer. However, the de-
tection accuracy is the same as before.

-en, the results of ablation experiments for HRFF and
LRFEM are shown in the last column of Table 1. When both
methods are introduced, the detection accuracy of the fit-
tings reaches the best.-e detection accuracy is improved by
1.3% and 3.1% for LRFEM and HRFF, respectively, and it
shows that the latter improves the accuracy of the model
more significantly than the former.

Finally, we conduct comparative visual experiments.
Figure 11 shows qualitative examples of HRM-CenterNet for
fitting detection on the TFITS validation set.-e above is the
detection result of CenterNet, and the below is the result of
HRM-CenterNet. False and missed detections have been
marked with white boxes. For example, although the grading
ring is detected in the CenterNet in Figure 11(a), the u-type
hanging ring on the left grading ring was missed. In
Figure 11(b), the tower material is mistakenly detected as a
yoke plate. -e bag-type suspension clamp blocked by the
weight in the right corner in Figure 11(c) is not detected by
the CenterNet. In Figures 11(d)–11(f ), the detection results
of HRM-CenterNet embedded with high-resolution feature
fusion and multi-scale receptive field enhancement module
have greatly improved these problems. Small fitting u-type
hanging ring and bag-type suspension clamp due to dense
occlusion are detected. In addition, the confidence of the
bounding boxes has been significantly improved, repre-
senting the improvement of the feature extraction ability of

Table 2: Precision comparison on TFITS.

Category CenterNet-HG M-CenterNet HRM-CenterNet
Grading ring 88.3 86.3 89.3
Shockproof hammer 85.8 83.7 89.6
Bag-type suspension clamp 89.6 89.0 91.8
Yoke plate 70.8 68.4 73.9
u-type hanging ring 60.7 59.5 64.2
Hanging board 59.6 56.1 60.7
Adjusting board 78.3 76.2 80.4
Weight 92.0 88.6 92.2
mAP 78.1 75.9 80.3

Table 3: -e influence of LRFEM embedding position.

Position
AP/%

mAP
Yoke plate Adjusting board Hanging board

No LRFEM 69.4 77.2 57.2 79.0
With 4X 69.8 77.4 57.2 79.3
With 8X 71.3 79.5 58.9 79.7
With 16X 73.9 80.4 60.7 80.3
With 32X 73.5 80.0 58.6 79.8

Table 4: -e influence of different RFB modules.

Methods mAP/% Parameter/M
RFB block 80.0 0.7
RFB-s block 80.3 1.0
Ours 80.3 0.6
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the detectors. -e experiments show that HRM-CenterNet
reduces the probability of false and missed detection and
verifies the effectiveness of the innovations.

4.5. Comparisons with Other Approaches. In order to com-
pare with other state-of-the-art approaches, we trained our
HRM-CenterNet in the TFITS Dataset and then submitted
the results to the leaderboards. -e results are shown in
Table 1. -e M-CenterNet and HRM-CenterNet have the
smallest size, greatly reducing computer hardware and
storage resources. For detection efficiency, although the
HRM-CenterNet is lower than EfficientDet, it is 6.3% higher
than EfficientDet in accuracy, and both of them have real-
time performance. For detection accuracy, HRM-CenterNet
ranks second, but its detection efficiency is more than twice
that of rank 1 ExtremeNet. Although our HRM-CenterNet
cannot achieve the best performance in every category, it
achieves the best speed-accuracy trade-off among all the
detectors shown in Table 1.

4.6. Experiments on PASCAL VOC 2007. We further com-
pare our HRM-CenterNet with different backbone networks
on PASCALVOC 2007.-e results are shown in Table 5.We
selected four categories prone to missed and false detection,
such as potted plants and chairs. -e potted plants have

large-scale changes and many small-scale targets, but the
performance of HRM-CenterNet is much higher than that of
M-CenterNet. -e accuracy is improved by 6.3%, indicating
that the LRFEM can better retain spatial semantic infor-
mation, and the iterative aggregation feature fusion can
make full use of this retained information. Compared with
chairs, cups, dining tables, and other categories vulnerable to
occlusion, HRM-CenterNet is superior to other algorithms.
It shows that our network has a stronger feature extraction
ability and good robustness. In summary, our HRM-
CemterNet also achieves the best trade-off between accuracy
and efficiency on PASCAL VOC 2007 dataset.

5. Conclusion

In conclusion, aiming to improve the performance of the
anchor-free detectors for fitting object detection, we in-
troduce feature enhancement and iterative aggregation to
CenterNet.-e detection accuracy is efficiently improved for
introducing lightweight feature enhancement modules and
high-resolution feature fusion, verified by the experimental
results on the TFITS Dataset. -e results on the TFITS and
PASCAL VOC 2007 demonstrate that our HRM-CenterNet
achieves the best speed-accuracy trade-off. Besides, HRM-
CenterNet is suitable for deployment on the outdoor in-
spection platform. In further research, we will optimize the

(a) (b) (c)

(d) (e) (f )

Figure 11: Qualitative examples of HRM-CenterNet. -e above represents the detection results of CenterNet, and the below represents the
detection results of HRM-CenterNet.

Table 5: -e validation results on the PASCAL VOC dataset.

Methods
AP/%

mAP FPS
Potted plants Cups Chairs Dining tables

CenterNet-Res18 49.6 63.1 59.2 72.8 75.7 96.0
CenterNet-Res101 54.0 67.3 63.2 75.6 78.7 27.0
CenterNet-DLA 58.2 71.4 65.6 77.9 80.1 30.0
CenterNet-HG 58.7 71.5 67.2 78.2 81.5 9.5
M-CenterNet 53.1 66.4 62.0 76.6 78.2 35.5
HRM-CenterNet 59.3 71.6 67.1 79.1 81.6 26.0
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detection performance of difficult samples. -e next step of
the research will be to extract richer features, smaller
structures, and more efficient methods and then make
further model performance improvements in embedded
devices to achieve real-time fitting detection on the mobile
terminal.
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With the multiple waves of COVID-19 in China and other countries, there is an urgent need to design e�ective containment,
especially nonpharmaceutical interventions, to combat the transmission. Media reports on COVID-19—which can induce
precautionary behaviour such as social distancing, by providing disease-related information to the public—are thought to be
e�ective in containing the spread. We include the media-reporting data collected from authoritative and popular websites, along
with the corresponding IP-visiting data, to study the e�ects of media reports in curbing the outbreak of COVID-19 in Beijing. To
quantify how social distancing a�ects the spread of COVID-19, we di�erentiate the fully susceptible from those susceptibles who
are media aware and practice social distancing or are quarantined. We propose a discrete compartment model with the fully
susceptible, the media-aware susceptible, and the quarantined susceptible as three separate classes. We adopt functions dependent
on the media reports and the contacts of media-aware susceptibles to describe the progression rate of susceptibles to media-aware
susceptibles. By �tting the targeted model to data on the two Beijing outbreaks, we estimated the reproduction numbers for the
two outbreaks as R0 � 1.6818 and R0 � 1.3251, respectively. Cross-correlation analysis on our collected data suggests a strong
correlation between the media reporting and epidemic case data. Sensitivity and uncertainty analysis show that even with the
intensi�ed interventions in force, reducing either the social distancing uptake rate or the average duration of social distancing for
media-aware susceptibles could aggravate the severity of the two outbreaks in Beijing by magnifying the �nal con�rmed cases and
lengthening the end time of the pandemic. Our �ndings demonstrate that enhancing social distancing and media reporting alone,
if done in su�cient measures, are enough to alleviate the COVID-19 epidemic.

1. Introduction

�e COVID-19 pandemic is highly transmittable, with
speci�c features, including the emergence of multiple
variants, incubation period, and asymptomatic carriers,
that di�erentiate it from other coronaviruses, such as SARS
and MERS. Although the epidemic in China was essentially
controlled in the early stage, many cities in China, in-
cluding Guangzhou, Nanjing, and Nei Monggol, have
experienced a second epidemic wave [1, 2]. �is is also true
for other countries and regions, where new outbreaks or
multiple epidemic waves occurred despite quarantine and
social-distancing policies. �e number of con�rmed cases

has continued to grow, with 264,815,815 con�rmed cases
and 5,249,793 deaths as of 7 December, 2021 [3]. Con-
trolling the spread of COVID-19 is of vital importance for
the whole world. Even with an e�ective vaccine or speci�c
antivirals, nonpharmaceutical interventions are integral in
reducing the probability of contracting the disease for an
individual and avoiding new waves for a country or a
region [4].

Human behaviour plays a vital role in the transmission
of epidemics [5, 6], and an important factor in¦uencing
behavior is the amount of attention an individual places on
the virus [7]. A major factor in¦uencing such attention is
media awareness [8]. In case of COVID-19, individuals are
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media aware if (a) they receive virus-related information via
media and (b) trust the information. Such individuals are
more likely to practice social distancing and take precautions
to remove themselves as much as possible from exposure to
the virus [9–15]. Social-distancing practices may range from
moderate to extreme total isolation and is one of the main
reasons why the spread of COVID-19 in China is under
control. However, some key questions remain about social
distancing: specifically, how it alters the contact patterns of
the public and how it interacts with other strict containment
measures to reduce the transmission. It is thus necessary to
understand how social distancing may help in curbing the
transmission of COVID-19 and how it might be affected by
the media.

Many mathematical models have been presented to
describe the dynamics of the evolution of COVID-19 since
the outbreak of COVID-19 [16–33]. Wu et al. [16–18] es-
timated the size of the epidemic in Wuhan based on the
initial data. Gatto et al. [19–21] examined the effects of
nonpharmaceutical interventions (NPIs) by modelling the
unfolding epidemic with the laboratory surveillance data,
illustrating the critical contribution of NPIs in reducing
transmission. Laxminarayan et al. [22–26] revealed the
features as well as transmission pathways of COVID-19 and
identified the key factors affecting the contact pattern and
the total number of infections. Zhu et al. [27–29] designed
dynamic models to mimic the data on the epidemic and
hospital bed capacities, studying the role of hospital capacity
in helping curb the outbreak in certain regions. Khajanchi
et al. [31–33] proposed compartmental models to explain the
transmission dynamics of COVID-19 and forecast the case
numbers in India. Although these studies contribute un-
derstanding COVID-19 transmission, the impact of media
reports on the pandemic has not been quantified.

Some mathematical models have been proposed to
assess the effects of mass media on the containment of
other infectious diseases by decreasing the contacts of
susceptible individuals [14, 15, 34, 35]. Heffernan et al.
[14] formulated a stochastic agent-based model by in-
cluding social distancing levels in their modelling,
resulting in three susceptible compartments corre-
sponding to three different social-distancing levels. 0ey
quantified the effects of mass-media reports in the 2009
H1N1 pandemic using this model and found that the
report rate affected the variability surrounding public-
health interventions. Rai et al. [15] formulated a deter-
ministic compartment model by setting the media-aware
susceptibles as a separate class that cannot contract the
disease in order to mimic the COVID-19 outbreak in
India. However, quantifying the variability in the contact
rates of media-aware susceptibles as the media reports
vary has been ignored in these studies, and no media-
reporting data was used in the analysis or to calibrate the
proposed model. Zhou et al. and Guo et al. [34, 35]
considered the variability in the contacts of the population
by adopting media-dependent contact rates and including
media reporting data in the parameterization of the
targeted model for the COVID-19 outbreak. However,
they did not reflect the difference in the degrees to which

different individuals undertake social distancing. To
quantitatively assess the media effect on the contacts and
illustrate the different degrees of social distancing induced
by media reports, we use a compartment model and take
the two COVID-19 outbreaks in Beijing as case study.

We present a discrete dynamic model in order to
quantify the effect of media-induced social distancing on
curbing the transmission of COVID-19.We use themodel to
mimic the data of the two outbreaks in Beijing: the outbreak
from 20 January to 28 April, 2020, and the outbreak from 11
June to 3 September, 2020. We introduce two functions in
terms of media reports, κM(t) and
cmin + (c − cmin)e− κM(t)(t− t0), to describe the effect of media-
induced social distancing. We quantify the effect of social-
distancing using two parameters: the social-distancing up-
take rate κ and the average time 1/λf that susceptibles
practice social distancing.

2. Methods

2.1. Data Collection and Analysis. We collected the data of
COVID-19 cases from 20 January to 28 April 2020 from
Beijing Municipal Health Commission. 0e data include the
cumulative number of confirmed cases and cumulative
number of recovered cases, as shown in Figure 1(a).

As of 28 April 2020, the cumulative number of con-
firmed cases climbed to 415, and the cumulative number
of recovered cases increased to 406. No newly confirmed
cases were reported until 11 Jun 2020. 0erefore, we also
collected the data of COVID-19 cases in Beijing from 11
June to 3 September 2020, as shown in Figure 1(e). 0e
cumulative number of confirmed cases was 335, and the
cumulative number of recovered cases was 335 between 11
June and 3 September 2020. For convenience, the out-
break between 20 January and 28 April is referred as the
first outbreak and the outbreak between 11 June and 3
September is referred as the second outbreak in the rest of
this work. We also obtained the daily number of media
reports on COVID-19 from four authoritative and pop-
ular websites, including xinhuanet.com, huanqiu.com,
cnr.cn, and news.sina.com.cn during the first outbreak,
using the key word “COVID-19” included in the title or
the full text, as shown in Figure 1(b). In addition, we
obtained the daily number of IP addresses that visited
each website, as shown in Figure 1(c). We similarly ob-
tained the daily number of media reports on COVID-19
from seven websites, including china.com.cn, people.-
com.cn, xinhuanet.com, news.sina.com.cn, cyol.com,
chinanews.com, and gmw.cn during the second outbreak,
using the key words “0e epidemic in Beijing” included in
the title or the full text, as shown in Figure 1(f ). We
collected the daily number of IP addresses that visited
these seven websites from 11 June to 3 September 2020, as
shown in Figure 1(g). Finally, we calculated the average
daily number of media reports for the first outbreak by
defining an index “hotness” as the weighting coefficients
to average the number of media reports collected in the
first four websites, as shown in Figure 1(d). If the daily
number of media reports collected in each website is
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Figure 1: Continued.
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denoted by xi and the daily number of IP addresses
visiting the corresponding website by pi, i � 1, 2, 3, 4,
representing xinhuanet.com, huanqiu.com, cnr.cn, and
news.sina.com.cn, respectively, then the average daily
number of media reports x takes the form

x � hixi, (1)

where hi � pi/􏽐
4
i�1 pi represents the index hotness of the

first four websites, respectively. By the same method, we
defined the average daily number of media reports for the
second outbreak in Beijing based on the last seven websites,
as shown in Figure 1(h).

2.2. Cross-Correlation Coefficients. It follows directly from
Figure 1(d) and 1(h) that the average number of daily media
reports relates closely to the number of daily confirmed
cases. 0e cross-correlation analysis method is adopted to
provide qualitative insights on the causal temporal inter-
action between the daily number of media reports and the
number of daily confirmed cases in the two outbreaks in
Beijing. Let x1i denote the number of daily media reports
and y1 denote the number of daily confirmed cases from 20
January to 28 April 2020, where i � 1, 2, 3, 4 represent
xinhuanet.com, huanqiu.com, cnr.cn, and news.-
sina.com.cn, as shown in Figure 2.

We can see from Figures 2(a)–2(d) that there are sta-
tistically significant cross-correlations between the daily
number of media reports x11, x12, x13, x14 and the number of
daily confirmed cases y1; the local maximal cross-correlation
coefficient occurs at lag � 3, − 1, − 1, − 1, respectively.We also
calculated the cross-correlation function (CCF) between the
average daily number of media reports (x1) and the number

of daily confirmed cases (y1) from 20 January to 28 April
2020 at specific lags. It shows that x1 correlated with y1
significantly at lags ranging from − 9 to 5, and this cross-
correlation coefficient achieves its maximum value at
lag � 0, as shown in Figure 2(e). Similarly, we denote the
number of daily media reports by x2i and the number of
daily confirmed cases by y2 from 11 June to 3 September
2020, where i � 1, 2, 3, 4, 5, 6, 7 represent china.com.cn,
people.com.cn, xinhuanet.com, news.sina.com.cn, cyol.com,
chinanews.com, and gmw.cn, respectively. 0e results are
summarized in Figure 3.

From Figure 3, we can see that there also exist statistically
significant cross-correlations between x2i and y2, with the
local maximal cross-correlation coefficient occurring at
lag � − 2, − 2, − 2, − 2, − 2, − 2, − 3 days. Finally, we calculated
the cross-correlation function between the average daily
number of media reports (x2) and the number of daily
confirmed cases (y2) at specific lags. 0e result suggests
statistical cross-correlation between x2 and y2, with the
cross-correlation coefficient achieving its maximum value at
lag � − 2, as shown in Figure 3(h). 0is demonstrates that
the average daily number of media reports has the strongest
correlation with the daily number of confirmed cases two
days prior.

2.3./eModel. Based on the disease progression of COVID-
19 and the intervention measures, we established a discrete
compartment model. To study the effects of media-induced
social distancing, we classified the total population in the
natural transmission process into eight compartments, in-
cluding fully susceptible (S), media-aware susceptible (SM),
quarantined susceptible (Sq), exposed (E), quarantined
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Figure 1: Cumulative number of confirmed cases and recovered cases from 20 January to 28 April 2020 (a) and from 11 June to 3 September
2020 (e); Number of daily media reports (b) and IP addresses (c) visiting xinhuanet.com, huanqiu.com, cnr.cn, and news.sina.com.cn,
respectively; Number of daily media reports (f ) and IP addresses (g) visiting China.com.cn, people.com.cn, xinhuanet.com, news.-
sina.com.cn, cyol.com, chinanews.com, and gmw.cn, respectively. Number of daily confirmed cases and the average daily number of media
reports from 20 January to 28 April (d) and from 11 June to 3 September (h).

4 Discrete Dynamics in Nature and Society



-10 -8 -6 -4 -2 0 2 4 6 8 10

Cr
os

s C
or

re
lat

io
n 

of
 x

11
 an

d 
y 1

-0.5

0

0.5

1

Lag

(a)

-10 -8 -6 -4 -2 0 2 4 6 8 10

Cr
os

s C
or

re
lat

io
n 

of
 x

12
 an

d 
y 1

-0.5

0

0.5

1

Lag

(b)

-10 -8 -6 -4 -2 0 2 4 6 8 10
-0.4

-0.2

0

0.6

0.8

0.4

0.2

1

Cr
os

s C
or

re
lat

io
n 

of
 x

13
 an

d 
y 1

Lag

(c)

-10 -8 -6 -4 -2 0 2 4 6 8 10

Cr
os

s C
or

re
lat

io
n 

of
 x

14
 an

d 
y 1

-0.5

0

0.5

1

Lag

(d)

-10 -8 -6 -4 -2 0 2 4 6 8 10
Cr

os
s C

or
re

lat
io

n 
of

 x
1 a

nd
 y

1

-0.4

-0.2

0

0.4

0.2

0.6

0.8

1

Lag

(e)

Figure 2: Cross-correlation coefficients between the number of daily confirmed cases of COVID-19 in Beijing from 20 January to 28 April,
2020, and the daily number of media reports of websites (a) xinhuanet.com, (b) huanqiu.com, (c) cnr.cn, and (d) news.sina.com.cn.
(e) Cross-correlation coefficients between the average daily number of media reports and the number of daily confirmed cases.
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Figure 3: Continued.
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exposed (Eq), symptomatic infectious (I), hospitalized (H),
and recovered (R), where M represents media reports
(Table 1).

To clearly illustrate the disease transmission, we plotted
the flow diagram of the model in Figure 4.

Based on the flowcharts shown in Figure 4, we estab-
lished the following model equations:

St + 1 � St −
1 − e

− βcIt􏼐 􏼑St

Nt

−
1 − e

− (1− β)cqIt􏼐 􏼑St

Nt

− 1 − e
− μ(t)

􏼐 􏼑St + 1 − e
− λf􏼐 􏼑SM, t + 1 − e

− λq􏼐 􏼑Sq,t,

SM,t+1 � SM,t + 1 − e
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In model (1), the contact rate of susceptible individuals is
denoted by c, the transmission probability per contact is β,
and the quarantined proportion of exposed individuals is q.
If individuals in one compartment move to the other
compartment at rate a, they stay in their own compartment
with probability e− a and move to the other compartment

with probability 1 − e− a. In model (1), susceptible individ-
uals exposed to the virus are effectively infected with
probability 1 − e− βcIt /Nt . 0ey move to the (quarantined)
exposed compartment with probability q(1 − e− βcIt )/Nt or
(1 − q)(1 − e− βcIt )/Nt; those not infected but quarantined
will move to the quarantined susceptible compartment with
probability (1 − e− (1− β)cqIt )/Nt. We assume that a
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Figure 3: Cross-correlation coefficients between the number of daily confirmed cases of COVID-19 in Beijing from 11 June to 3 September,
2020 and the daily number of media reports of websites (a) China.com.cn, (b) people.com.cn, (c) xinhuanet.com, (d) news.sina.com.cn,
(e) cyol.com, (f ) chinanews.com, and (g) gmw.cn. (h) Cross-correlation coefficients between the average daily number of media reports and
the number of daily confirmed cases.
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susceptible person would practice social distancing after
receiving disease information reported via media, moving to
the media-aware susceptible compartment (SM). Media-
aware susceptibles are less social and take more precautions,
and therefore would have a lower contact rate (cf(t))

compared with susceptible individuals (c). Media-aware
susceptibles exposed to the virus can either move to the
quarantined exposed compartment with probability
(1 − e− βcf(t)It )/Nt or the quarantined susceptible compart-
ment with probability (1 − e− (1− β)cf(t)It )/Nt. 1 − e− μ(t)

Table 1: Estimated initial values of variables and parameters for model (1). LS � least squares method.

Variables Description Initial value (I) Resource Initial value (II) Resource
S Susceptible population 21536000 Data 21536000 Data
E Exposed population 40 LS 30 LS
I Infectious population 41 Data 58 Data
SM Media-aware susceptibles 0 Assumed 0 Assumed
Sq Quarantined susceptible population 13 LS 2 Data
Eq Quarantined exposed population 10 LS 0 Data
H Hospitalized population 5 Data 1 Data
R Recovered population 0 Data 0 Data
M Media reports 396.5927 Data 9.8516 Data
Parameters Description Value (I) Resource Value (II) Resource
c Contact rate (per person per day) 5.0061 LS 14.1108 LS
cmin Minimum contact rate of the media-aware individuals 1.9968 LS 5.5671 × 10− 5 LS
β Probability of transmission from I to S per contact 0.0897 LS 0.0801 LS
q Quarantined proportion of latent individuals 0.3001 LS 0.6382 LS
λf Relaxation rate of social-distancing practices 0.0055 LS 0.0356 LS
κ Social-distancing uptake rate of media-aware susceptibles 1.3706 × 10− 5 LS 0.0032 LS
λq Release rate of quarantined individuals 1/14 [17] 1/14 [17]
σ Progression rate of exposed individuals to infectives 1/5 [36, 37] 0.2328 LS
α Disease-induced death rate 9.9328 × 10− 4 LS 0 Data
δ Hospitalization rate 1/4.8644 Data 0.3690 LS
cH Recovery rate of hospitalized individuals 0.0644 LS 0.0924 LS
η Media-reporting rate of the number of new hospital notifications 107.6820 LS 2.3685 LS
μM Media-waning rate 0.0013 LS 0.1510 LS
m Basic number of media reports 456.8387 LS 0 Assumed
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eventually relax from social distancing and move back into susceptible compartment.
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represents the probability by which susceptibles move to the
media-aware susceptible compartment directly or after
being aware of the disease. 1 − e− λf represents the proba-
bility by which media-aware susceptibles (SM) relax social
distancing. 1 − e− λq represents the probability by which
quarantined susceptibles (Sq) are released. 1 − e− σ repre-
sents the probability by which exposed individuals (E)

progress to the infected compartment (I) or quarantined
exposed individuals (Eq) progress to the hospital (H). 1 −

e− δ represents the probability by which infected individuals
progress to hospital. 1 − e− cH represents the probability by
which hospitalized individuals recover (R). 1 − e− α repre-
sents the probability by which the infected and the hospi-
talized die. 1 − e− μM represents the probability by which the
media (M) wanes due to ineffectivenes, story staleness, and
other factors. Finally, η is the response intensity of awareness
programs on the number of newly confirmed cases, and m is
the basic number of media reports.

0e social-distancing uptake rate for media-aware sus-
ceptibles is

μ(t) � κM(t), (3)

where κ � κ1κ2κ3, where κ3M(t) stands for the fraction of
susceptible people who are exposed to media, κ2 stands for
the fraction of exposed people who trust media, and κ1
stands for fraction of media-trusting people who practice
media-induced social distancing. Here, M(t) represents the
media reports. It follows from Section 2.2 that the local
maximal cross-correlation coefficient between the number
of daily confirmed cases and the average daily number of
media reports occurs at lag � 0 days for the first outbreak
and at lag � − 2 days for the second outbreak. Because the
cross-correlation at lag � 0 is not very different from that at
lag � − 2 during the second outbreak, we do not take this
time delay into account in our modelling.

0e lower contact rate cf(t) would decrease with the
increasing of the number of media-aware susceptibles,
which we represent as

cf � cmin + c − cmin( 􏼁e
− μ(t) t− t0( ), (4)

where cmin < c is the minimum contact rate of media-aware
susceptibles with self-isolation and interventions, c is the
contact rate without social-distancing practice, μ(t) is the
decreasing rate of contact, and t0 is the starting day of the
data of the two outbreaks we used for model fitting.

0e relaxation of social-distancing practices in media-
aware susceptibles λf is inversely proportional to the average
duration of social-distancing practices T; i.e.,

λf �
1
T

, (5)

where T is the average time an individual spends practicing
social distancing.

Because the first recovered cases of the initial outbreak in
Beijing was reported on 24 January 2020, as shown in
Figure 1(a), we formulate the recovery rate cH using a
piecewise-defined function, which is 0 before 24 January
2020 and is a constant since January 24 2020; i.e.,

cH �
0, t≤ 4,

cH1
, t> 4.

⎧⎨

⎩ (6)

For the second outbreak in Beijing, the first recovered
cases was reported on 29 June 2020, as shown in Figure 1(e),
so we have

cH �
0, t≤ 19,

cH2
, t> 19.

⎧⎨

⎩ (7)

0e detailed definitions and values of variables and
parameters have been listed in Table 1.

It is worth emphasizing that the targeted model we
propose in this work is novel and quite distinct to the ones
found in the literature. Specifically, we differentiate the fully
susceptibles (i.e., no social-distancing practices) from the
media-aware susceptibles (i.e., taking moderate social-dis-
tancing practices) and the quarantined susceptibles (i.e.,
total isolation), which is distinct from existingmodels, where
only fully susceptible and quarantined susceptibles are
considered [15, 34, 35]. A media-dependent function cf �

cmin + (c − cmin)e− μ(t)(t− t0) with μ(t) � κM(t) is defined to
mimic the contact rate of media-aware susceptibles in our
model, which is quite different from the modelling explained
by Collinson et al. [14], where a constant is adopted to
represent the contact rate of media-aware susceptibles.

3. Results

3.1. Parameter Estimation. 0e reproduction number R0
represents the average number of new infections generated
by one infected individual in the population during the
average infection period [38]. 0e reproduction number can
therefore be regarded as a threshold value, from which we
can determine whether COVID-19 spreads or not. In par-
ticular, the COVID-19 pandemic can be eradicated from the
population for R0 < 1; conversely, it will spread if R0 > 1.
Using the next-generation method [39, 40], the reproduc-
tion number was calculated for our targeted model (1) as

R0 �
c(1 − q)β

2 − e
− δ

− e
− α. (8)

In the first outbreak of the COVID-19 epidemic in
Beijing, almost everyone was susceptible to the virus, so we
set S(0) � 21, 536, 000, the population of Beijing, and as-
sumed SM(0) � 0. Quarantined individuals were required to
be isolated for 14 days, so λ � 1/14 [17]. According to the
data from the Beijing Municipal Health Commission of the
People’s Republic of China, the total number of quarantined
individuals was 23 as of 20 January, so we set
Sq(0) + Eq(0) � 23. 0e number of hospitalized individuals
was H(0) � 5, and recovered cases was R(0) � 0 on 20
January. 0e average daily number of media reports on 20
January was M(0) � 396.59. We calculated I(0) � 41 and
the average period from symptom onset to hospitalization as
1/δ � 4.8644 days based on the detailed information of 178
reported cases. It is worth mentioning that we collected the
daily number of media reports by searching the key word
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“COVID-19” included in the title or the full text, so when the
first outbreak of the epidemic was over in Beijing but not
over in other provinces or cities, there were still media
reports, so it is natural to set the basic number of media
reports m of this outbreak as a nonzero constant.

According to the data of the second outbreak of the
epidemic in Beijing, there were two quarantined individuals
as of 11 June, and both were susceptible individuals, so we set
Sq(0) � 2 and Eq(0) � 0. We also had the number of hos-
pitalized individuals H(0) � 1, the number of recovered
cases R(0) � 0, and the disease-induced death rate α � 0.We
calculated I(0) � 58 based on the detailed information of
285 cases. 0e average daily number of media reports was
calculated as M(0) � 9.85 on 11 June. For this outbreak, we
collected the number of media reports by searching the key
words “epidemic” and “Beijing” included in the title or the
full text, so when the epidemic was over, there were nomedia
reports, which resulted in m � 0.

By simultaneously fitting our targeted model to the data
of cumulative number of confirmed cases, cumulative
number of recovered cases, and average daily number of
media reports from 20 January to 28 April and from 11 June
to 3 September, 2020, we first estimated the values of un-
known parameters and the initial conditions of variables
using the nonlinear least-squares method. 0e best-fitting
results were marked as black asterisks in Figure 5, showing
that our targeted model captures the data well. In Figure 5,
the red asterisks are the data, whereas the black asterisks are
the fitted result. 0e reproduction number of the first and
second outbreaks were estimated as R0 � 1.6818 and
R0 � 1.3251. It follows that a single infected individual can
infect more susceptibles during the first outbreak than the
second outbreak. 0e final size of infected individuals in the
first outbreak is hence larger than that in the second out-
break, resulting in 415 cases in the first outbreak and 335
cases in the second outbreak.

To obtain the confidence intervals, we assumed that the
cumulative numbers of confirmed cases, recovered cases,
and average daily number of media reports follow Poisson
distributions with the observed data on each day being the
respective means of 500 randomly generated samples of data
sets. After 500 stochastic fittings of model (1), we derived
95% upper confidence limits, 95% lower confidence limits,
and 95% confidence intervals of the cumulative number of
confirmed cases, recovered cases, and daily number of media
reports, which are shown by blue curves, green curves, and
grey regions, respectively, in Figure 5. It should be noted that
the number of media reports around 3 February fell outside
the confidence interval. 0is was mainly due to the official
delivery of the Huoshenshan Hospital to the Huibei medical
support team of PLA on February 2, and the overnight
construction of three Fangcang shelters in Wuhan on 3
February, which resulted in an unusually high number of
media reports around 3 February.

In Table 1, initial value (I) and parameter value (I) (resp.
initial value (II) and parameter value (II)) refer to the initial
value and parameter value of the first outbreak (resp. the
second outbreak). It follows from Table 1 that the media-
reporting rate η and the media-induced social distancing

uptake rate κ of the first outbreak are much greater than that
of the second outbreak. 0is is because the COVID-19
outbreak had spread across the country during the first
outbreak in Beijing, when all media reports about COVID-
19 had an impact on the people in Beijing. So we searched
the keyword “COVID-19” to collect the data of media re-
ports, which led to a comparatively large size of the number
of media reports. However, the second outbreak occurred
only in Beijing, so we collected media reports by searching
the key words “epidemic” and “Beijing”, which resulted in a
relatively small size. From Table 1, the contact rate c of the
second outbreak is significantly greater that of the first
outbreak. 0e probability of transmission from I to S per
contact β of the first outbreak is greater than that of the
second outbreak, and the recovery rate cH of the first
outbreak is less than that of the second outbreak, whereas the
quarantine rate of latent individuals q and the progression
rate of infectives to hospital δ of the first outbreak are less
than those of the second outbreak. 0is was because the
Newland Market began to close gradually starting 12 June,
and all the employees of the market and their close contacts
were undergoing nucleic acid testing, which helped shorten
the time from the infected population with symptomatic I to
the hospitalized population H.

3.2. Uncertainty and Sensitivity Analysis. We conducted a
sensitivity analysis of the peak size and peak time of the
epidemic in Beijing from 20 January to 28 April and from 11
June to 3 September, 2020 with respect to the key parameters
by performing Latin hypercube sampling (LHS) and cal-
culating partial rank correlation coefficients (PRCCs) [41].
0is allows us to assess whether there is significant effect of
one parameter on the peak time and peak size of the daily
number of confirmed cases. Latin hypercube sampling was
conducted with 5000 bins and 500 simulations per sampling.
It can be seen from Figures 6(a) and 6(b) that β, σ, κ, δ, c are
the most sensitive parameters of the first outbreak.

In particular, Figures 6(a) and 6(b) demonstrate that
decreasing the transmission probability β and the contact
rate c could lower the peak size of the number of newly
confirmed cases as well as bring forward the peak time of the
first outbreak significantly. Reducing the hospitalized period
1/δ could lower the peak size as well as advance the peak
time, whereas shortening the incubation period 1/σ could
lead to an increase in the peak size and advance in the peak
time. It is worth emphasizing that the parameters related to
social-distancing practices can also affect the peak size and
peak time significantly: increasing the average time an in-
dividual spends practicing social distancing 1/λf and the
social distancing uptake rate for SM class κ could greatly
lower the peak size while bringing forward the peak time.
0is further suggests the vital role of media reports in
curbing the disease transmission. We also derive from
Figures 6(a) and 6(b) that enhancing the quarantine rate q

could bring forward the peak time significantly. Figures 6(c)
and 6(d) show that β, κ, c, λf, δ, σ are the most sensitive
parameters to the peak size and peak time of the daily
number of confirmed cases in the second outbreak. Besides
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these parameters, strengthening the quarantine rate q can
significantly advance the peak time of the second outbreak as
well as lower the peak size, enhancing the response intensity
of media reporting on the number of newly confirmed cases
η or declining the minimum contact rate of media-aware
susceptibles cmin could decrease the peak size and bring the
peak time forward.

Although the parameters β, κ, c, q, λf, δ, σ are significant
to both the first and second outbreaks, the magnitude of the
impact is different. 0e transmission probability β, the
contact rate c, and the progression rate of exposed indi-
viduals to infectives σ havemore effect on the peak size in the
second outbreak than in the first one, whereas the trans-
mission probability β, the contact rate c, the quarantine rate
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Figure 5: Fitting result for the Beijing data from (a)–(c) 20 January to 28 April 2020 and (d)–(f) 11 June to 3 September 2020. 0e red
asterisks are the cumulative number of confirmed cases, recovered cases, and average daily number of media reports, respectively. 0e black
asterisks are the best-fitting result. 0e grey region represents the 95% confidence intervals with the blue/green curves representing the 95%
upper/lower confident limits.
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q, and the progression rate of infectives to hospital δ have
more effect on the peak time in the first outbreak than in the
second. It is worth noting that the social-distancing uptake
rate κ and the relaxation rate of social-distancing practices
λf have more effect on the peak size and peak time in the
second outbreak than in the first, which indicates a vital role
that the social-distancing practices induced by media cov-
erage played in combating the second outbreak.

To further investigate the dependence of the peak time
and peak size of the two outbreaks of COVID-19 in Beijing,
2020, we plotted the contour plots of the peak time and peak
size with respect to the quarantine rate q and the contact rate
c (Figures 7(a) and 7(b) for the first outbreak and
Figures 7(e) and 7(f) for the second outbreak), the social
distancing uptake rate κ and the relaxation rate of social
distancing λf (Figures 7(c) and 7(d) for the first outbreak
and Figures 7(g) and 7(h) for the second outbreak),
respectively.

We find that increasing the quarantine rate q and de-
creasing the contact rate c would bring the peak times of
both outbreaks forward (Figures 7(a) and 7(e)), whereas the

peak sizes would be lowered significantly (Figures 7(b) and
7(f )). If the social-distancing uptake rate κwas enhanced, the
peak time would be advanced (Figures 7(c) and 7(g)), while
the peak size would decline (Figures 7(d) and 7(h)). If the
social-distancing uptake rate κ was fixed, decreasing the
relaxation rate of social-distancing practices could help
advance the peak time as well as lower the peak size, which is
not obvious. 0e results indicate that in the early stage of the
outbreak, enhancing quarantine, strengthening the media
reporting to induce more social-distancing practices, and
reducing contacts could reduce the severity of the epidemic
significantly. In particular, the peak size of the second
outbreak could be greatly reduced with higher quarantine.
To explore the explicit effectiveness of the social distancing
uptake rate induced by mass media and quarantine on both
COVID-19 outbreaks in Beijing, we examined how the
cumulative number of confirmed cases vary with different
values of the contact rate c, the quarantine rate q, the
progression rate of infectives to hospital δ, the media-
reporting rate η, the social distancing uptake rate κ, and
average social distancing time T. We performed a sensitivity
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Figure 6: Sensitivity analysis of the peak size and peak time of the daily number of confirmed cases to the first ((a)–(b)) and second
((c)–(d)) outbreaks.
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analysis to quantify what would happen if c were reduced to
0.8c, 0.6c, 0.4c (Figures 8(a) and 8(d)).

We also investigated the cases if q were decreased to
0.7q, 0.4q, 0.1q (Figures 8(b) and 8(e)), if δ were reduced to
0.8δ, 0.6δ, 0.4δ (Figures 8(c)–8(f)), if η were diminished to
0.5η, 0.3η, 0.1η for the first outbreak (Figure 8(g)) and
0.5η, 0.3η, 0.1η for the second outbreak (Figure 8(j)), or if κ
and T were decreased to 0.4κ, 0.2κ, 0.1κ and 0.4T, 0.2T, 0.1T

(Figures 8(h) and 8(k), 8(i) and 8(l)). It is known from
Figure 8 that decreasing the quarantine rate q, the pro-
gression rate of infectives to hospital δ, the response in-
tensity of awareness programs η, the social distancing uptake
rate κ, and the average time of social distancing T could
increase the cumulative number of confirmed cases; how-
ever, the cumulative number of confirmed cases could be
reduced with a decreasing of the contact rate c. 0e social-
distancing uptake rate κ had a more significant impact on
containing the first outbreak than it did on the second.
Figures 8(i) and 8(l) indicate a more significant impact of the
average time of social distancing on curbing the second
outbreak than it did on the first, which illustrates the im-
portance of social-distancing practices in the post-epidemic
period. Note that the progression rate of infectives to
hospital of the second outbreak (δ � 0.3690) is higher than

that of the first (δ � 0.2056), although the contact rate
during the second outbreak (c � 14.1108) is also larger than
that of the first (c � 5.0061). In fact, the Newland Market,
where the second outbreak occurred, began to close the day
after the outbreak (12 June 2020), and all individuals related
to the NewlandMarket were tested, which resulted in a lower
contact rate and a higher progression rate of infectives to
hospital. We thus examined the effect of the contact rate and
the progression rate of infectives to hospital during the
second outbreak on mitigating the transmission of COVID-
19, as shown in Figure 9.

Figure 9(a) shows that around 200 fewer cumulative
confirmed cases would be reported if the contact rate of the
second outbreak were reduced to the contact rate of the first
outbreak (i.e., c2 � c1), where c1 represents the estimated
value of the contact rate for the first outbreak and c2 is
defined similarly. If the contact rate of the second outbreak
only dropped to the average value of c1 and c2, around 100
infections would be avoided. Figure 9(b) shows that the
cumulative number of confirmed cases of the second out-
break would increase by around 200 cases if the progression
rate of infectives to hospital of the second outbreak remained
the same as that of the first (i.e., δ2 � δ1), where δ1 represents
the estimated value of the confirmation rate for the first
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Figure 8: Variation of the cumulative number of confirmed individuals with various values of the contact rate c, quarantine rate q,
progression rate of infectives to hospital δ, media-reporting rate η, social-distancing uptake rate κ, and the average time of social distancing
T for both the first outbreak ((a)–(c) and (g)–(i)) and the second outbreak ((d)–(f ) and (j)–(l)).
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outbreak of Beijing and δ2 is defined similarly. If the pro-
gression rate of infectives to hospital of the second outbreak
only dropped to the average value of δ1 and δ2, the cu-
mulative number of confirmed cases would increase by
around 80 cases. 0ese findings demonstrate the effect of
hospitalization (characterised by δ2) in the containment of
the second outbreak and the impact of contacts (charac-
terised by c2). To quantify the effect of social-distancing
practices induced by media coverage, contact tracing, and
quarantine measures, we conducted calculations on the
number of confirmed cases and the length of the epidemic
for both outbreaks in Beijing with different values of κ, T, q

and δ with other parameters fixed. 0e results are listed in
Table 2.

0ese results demonstrate that if the social-distancing
uptake rate were reduced to 0.4κ, 0.2κ, and 0.1κ, the final
confirmed cases would increase by 159, 351, and 661 cases
(from 415 cases to 574, 766, and 1076 cases), respectively, for
the first outbreak, whereas final confirmed cases would
increase by 116, 260, and 493 cases (from 335 cases to 451,
595, and 828 cases), respectively, for the second outbreak. If
the average time of social-distancing practices were de-
creased to 0.4T, 0.3T or 0.2T, then 429, 434, or 443 con-
firmed cases (instead of 415 confirmed cases in reality)
would be reported for the first outbreak, whereas 378, 403, or
453 confirmed cases (instead of 335 confirmed cases in
reality) would be reported for the second outbreak. It is
worth emphasizing that the length of the epidemic would be
prolonged by 14% and 28% for the first and second out-
breaks, respectively, even if the social-distancing uptake rate
were reduced to 0.4κ; it would be prolonged by 5% and 80%
for the first and second outbreaks, respectively, if the average
time of social-distancing practices were decreased to 0.2T.
0is demonstrates that social-distancing practices induced
by media, quarantined, and confirmation efficiency could all

alleviate outbreaks of COVID-19 in Beijing. We can con-
clude that enhancing media reporting to induce more social-
distancing practices of susceptible individuals, strengthening
contact tracing and quarantine, and improving the confir-
mation efficiency can help to effectively control the spread of
COVID-19.

4. Conclusion and Discussion

0e COVID-19 pandemic will remain a potential threat to
many countries globally because of its nature of transmission
and emergence of mutated viruses. Various non-
pharmaceutical interventions have helped to mitigate the
epidemic. We proposed a discrete compartment model to
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Figure 9: Cumulative number of confirmed cases of the second outbreak in Beijing from 11 June to 3 September, 2020 with various values of
contact rate c or progression rate of infectives to hospital δ.

Table 2: 0e impact of media awareness, contact tracing, and
confirmation measures on the length of the epidemic and the final
number of confirmed cases.

Parameters

Length of
the

epidemic
(I)

Length of
the

epidemic
(II)

Final
confirmed
cases (I)

Final
confirmed
cases (II)

Real data 44 25 415 335
0.4κ 50 32 574 451
0.2κ 58 35 766 595
0.1κ 68 45 1076 828
0.4T 44 32 429 378
0.3T 45 41 434 403
0.2T 46 45 443 453
0.7q 44 29 453 376
0.4q 46 32 490 427
0.1q 47 36 530 493
0.8δ 48 29 512 374
0.6δ 57 34 669 434
0.4δ 75 56 999 546
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explore how media-induced social-distancing practices,
coupled with contact tracing and quarantine measures,
helped contain the COVID-19 transmission in Beijing from
20 January to 28 April and from 11 June to 3 September,
2020. In fact, one of the reasons why China has been so
successful in containing the COVID-19 outbreak is the
social-distancing practices of the media-aware susceptibles,
which has led to a considerable reduction of contacts. In this
work, we differentiated the fully susceptible from suscep-
tibles who practice social distancing and revealed the vital
role of social distancing in containing COVID-19.

To study the effect of the initial transmission of COVID-19
in Beijing, we computed the basic reproduction number as
R0 � 1.6818 for the first outbreak and R0 � 1.3251 for the
second outbreak. 0is suggests a more severe outbreak of the
first wave compared with the second. 0is is because the
progression rate of infectives to hospital δ and the quarantined
rate q of the second outbreak (δ � 0.3690, q � 0.4382) are
higher than those of the first outbreak
(δ � 0.2056, q � 0.3001). 0at suggests a significant effect
that the more intense nonpharmaceutical interventions in
the second outbreak had compared with the first outbreak.

We conducted a sensitivity analysis of the peak time and
peak size of the cumulative number of confirmed cases with
respect to the model parameters, as shown in Figure 6. 0e
results illustrated that both the first and the second out-
breaks are significantly sensitive to the parameters
β, κ, c, cmin, λf, δ, and σ, although each of them had a dif-
ferent magnitude of impact on the two outbreaks. It revealed
the vital role of the social-distancing practices of the media-
aware susceptibles (i.e., κ and λf) besides the control
measures in mitigating the severity of the epidemic in
Beijing, which suggested that increasing the social-dis-
tancing uptake rate κ and the average time spent practicing
social distancing 1/λf could greatly lower the peak size as
well as bring forward the peak time of the two outbreaks.0e
finding also demonstrated that the second outbreak is much
more sensitive to the media-reporting rate η than the first
outbreak. 0is illustrates the important role of timely media
reporting in the outbreak.

0e results presented in Figure 8 indicate that the key
factors related to media-induced social-distancing practices
had a significant impact on the cumulative number of con-
firmed cases. Table 2 quantitatively revealed the impact of
social-distancing practices, quarantine and confirmation effi-
ciency on the final confirmed cases, and the length of the
epidemic. It suggested that 159 infections (resp. 116 infections)
and 14 infections (resp. 43 infections) are avoided using the
social-distancing uptake rate for media-aware susceptibles κ
and the average time of practicing social distancing T that we
reported in Table 1 for the first (resp. the second) outbreak,
compared with the infections at 0.4κ and 0.4T. 0ese results
demonstrated that strengthening media-induced social-dis-
tancing practices, enhancing contact tracing and quarantine
measures, and improving confirmation efficiency could all help
alleviate the severity of the outbreak significantly.

0e three media-related factors—the social distancing
uptake rate for media-aware susceptibles κ, the average
duration of social distancing T, and the media-reporting rate

η—will significantly affect the outcome of the COVID-19
outbreak in Beijing. 0e media-reporting rate has previously
been shown to affect the outcome of the 2009 H1N1 pan-
demic and the outcome of COVID-19 in India, Wuhan, and
Shaanxi, China [14, 15, 34, 35]. Media fatigue was related to
producing two waves of the 2009 H1N1 pandemic [14].
However, the second outbreak in Beijing was not triggered
by the first outbreak because there were no new cases be-
tween the two outbreaks. It follows that strengthening media
reports to enhance social distancing is a critical tool in
containing the COVID-19 outbreak.

We focused on the effect of media-induced social-dis-
tancing practices in mitigating the transmission of COVID-19
using Beijing as an example. By fitting multisource data, in-
cluding the epidemic data and media data, to our targeted
model incorporating a media-aware susceptible class and
quarantined susceptibles, we found that media coverage and
quarantine measures had a significant effect in containing the
outbreak in Beijing. Our findings may aid in policymaking in
combating COVID-19 for China and other regions or coun-
tries considering nonpharmaceutical measures.
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-is paper presents optimized linear regression with multivariate adaptive regression splines (LR-MARS) for predicting crude oil
demand in Saudi Arabia based on social spider optimization (SSO) algorithm.-e SSO algorithm is applied to optimize LR-MARS
performance by fine-tuning its hyperparameters. -e proposed prediction model was trained and tested using historical oil data
gathered from different sources. -e results suggest that the demand for crude oil in Saudi Arabia will continue to increase during
the forecast period (1980–2015). A number of predicting accuracy metrics including Mean Absolute Error (MAE), Median
Absolute Error (MedAE), Mean Square Error (MSE), RootMean Square Error (RMSE), and coefficient of determination (R2) were
used to examine and verify the predicting performance for various models. Analysis of variance (ANOVA) was also applied to
reveal the predicting result of the crude oil demand in Saudi Arabia and also to compare the actual test data and predict results
between different predicting models. -e experimental results show that optimized LR-MARS model performs better than other
models in predicting the crude oil demand.

1. Introduction

-e development of prediction techniques and machine
learning models is a critical task for crude oil demand [1].
-e prediction techniques can predict different features in
oil [2] including oil price, oil demand, oil viscosity, etc.
Prediction models and techniques can present many ad-
vantages in energy sector such as energy planning, strategy
formulation, and energy advancement. -e design of pre-
diction models and techniques is a complex task which has
huge impacts for the economic trajectories of countries,
energy companies, and other industrial sectors [3].
According to the International Energy Agency (IEA), the
global demand for crude oil accounted for about 41% of the

total fuel share in 2016. According to the Organization of the
Petroleum Exporting Countries (OPEC), Saudi Arabia is one
of the world’s largest oil consumers, ranking fifth after
Russia with a 3.4% share of global oil consumption in 2016.

-ere are numerous models that support the crude oil
demand prediction, including autoregressive conditional
heteroscedasticity (ARCH) model [4], other time series
models, artificial neural networks [5], and fuzzy theory
predictions [6, 7].

Machine learning models play an important role in the
evaluation and prediction tasks. -e features included in the
dataset can be used to perform predictions. Machine
learning models can also perform future predictions based
on the available in the dataset [8]. Regression analysis is a
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statistical process used to assess the relationship between
various variables. In the field of machine learning, regression
analysis models are widely used for predictions. -e idea of
the regression analysis is to show how the dependent var-
iable (predicted variable) changes when one of the inde-
pendent variables changes and other independent variables
remain constant [9]. When the independent variables are
restricted, regression analysis is used to obtain the average
value of the dependent variable. -ere are three main
processes for regression analysis which are (1) determining
the strength of the predictors, (2) predicting an effect, and
(3) trend prediction [10]. Many techniques have been
presented in the field of regression analysis, which can be
divided into parametric method and nonparametric method.
In parametric method, the parameters contain all infor-
mation about the data. -e parameters contain all of the
information required to predict the value of future data from
the model. For example, in linear regression with a single
variable, two parameters (intercept and coefficient) must be
known in order to predict a new value. In nonparametric
method, because more information is available, the ability to
predict new values is more flexible because the parameters in
the nonparametric method have infinite dimensions, and the
data characteristics are superior to parametric models.

-e purpose of this paper is to propose the LR-MARS
model for predicting the demand for crude oil in Saudi
Arabia. To improve the accuracy of the MARS model, social
spider optimization is applied to improve the hyper-
parameters of the MARS model.

2. Related Work

-is section outlines relevant studies in regard to Artificial
Intelligent (AI) models for predicting the demand for crude
oil. In [11], the authors proposed wavelet method to predict
oil price in the long term. -e proposed model can forecast
the Brent oil price one year ahead. Several time series
prediction approaches were compared to [11] model such as
ARIMA, GARCH, and Holt-Winters. Result has shown that
[11] model provides better prediction models than the other
models. China’s crude oil demand was predicted using soft
and hard computing [12]. In [13], three estimated models for
the price of petroleum called theories model, simulation
model, and informal model were used. -e informal esti-
mate model performs better results than the other two
models. -e authors in [14] make use of eight artificial
neural networks (ANN) and fuzzy regression (FR) for oil
price prediction. -e analysis of variance (ANOVA) and
Duncan’s multiple range test (DMRT) are then used to test
the forecast produced by ANN and FR. -e mean absolute
percentage error (MAPE) was calculated for ANN models
and the results have shown that ANN models outperform
the FR models. For verification and validation purposes, the
author have applied Spearman correlation test. -e authors
in [15] studied the factors that play a role in affecting the
demand for oil in thirty developed countries using cointe-
gration functions model. -e variables used in the study
were energy prices and national income. -e result has
shown strong relationship between income and the demand

of energy and oil. In [16], distinct nine oil models were
studied and compared. Oil price, gross domestic product
(GDP), and time trend for improvement were considered
among the most influencing factors of the models. Amethod
that estimates coefficients was used in the comparison of
econometric response of these models [16]. Another study
focused on the markets of global crude oil and natural gas in
the period 1918–1999 [17]. -is study predicted price and
income elasticities for crude oil, demand models, and nat-
ural gas supply [17].

Panel quantification analysis techniques were used to
estimate long-term income and price elasticities in crude oil
demand in the Middle East [18]. Data employed in the study
covered the period 1971–2002. -e result has shown high
price inelasticity and slight income elasticity [18]. A pre-
diction model for crude demand based on cointegration and
a vector error correction model (VEC) is introduced [19].
Four main factors that affect the crude oil demand were
considered: GDP, population growth, oil price, and the share
of industrial sector in GDP. Both error correction model
(ECM) and Johansen cointegration test were applied for the
estimation of elasticities.

In [20], the International Energy Agency (IEA) proposed
the scenarios for future oil demand for China in 2006 World
Energy Outlook. -e study concluded that the minimum
statistical (lower bound) annual oil consumption in devel-
oped countries is 11 barrels per capita. [21]. Another study in
[21] developed crude oil demand models that combines
variance analysis and a flexible fuzzy regression model. -e
results demonstrated the superiority of fuzzy regression over
the conventional model. -e data used covered the period
1990–2005 for different countries: Japan, Canada, Australia,
and United States [21]. In [22], the authors used data that
covers the period 1981–2005. Input variables include pop-
ulation, GDP, oil imports, and export of oil. -e study
demonstrated the benefits of the optimization of particulate
swarm (PSO) versus GA in estimating and predicting Iran’s
crude oil demand. In the domain of energy consumption
prediction, another study [23] compared the performance of
energy consumption prediction using conventional econo-
metric and artificial intelligence-based models. -e result
reflected that AI-based models are robust and scalable for
prediction.-e results also showed that, in national level, the
prediction of yearly energy consumption is preferred using
conventional models. Moreover, nonlinear regression
models obtain the lowest average MAPE (1.79%) for long-
term prediction.

SSO has been successfully used to solve the continuous
optimization problems [24]. In [24] the researchers adopted
SSO and support vector regression as short-term electric
load forecasting model. Results showed that SSO helps to
achieve good results [24]. Another study in [25] used SSO
algorithm to search for optimal cluster centers in fuzzy
c-means clustering algorithm. -e results showed that SSO
improved the performance of fuzzy c-means clustering al-
gorithm among other optimization algorithms [25]. Another
study in [26] used SSO algorithm to solve discrete opti-
mization problems. SSO was used for the problem of
traveling salesman [26]. SSO was compared to eighteen
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algorithms and the experimental results revealed that the
performance of SSO algorithm in solving discrete problems
was very useful for both low and middle-scale TSP datasets
[26].

3. Materials and Methods

3.1. Linear Regression Model. On real-world data, linear
regression model works perfectly. -ere are numerous ad-
vantages to using linear regression, such as the fact that the
linear regression model in training is faster than many
predictive models [27]. Linear regression is used to compute
the strength of the relationship between the dependent
variable and the independent variables, as well as to de-
termine which independent variables have no relationship
with the dependent variable and which independent vari-
ables contain redundant information about the dependent
variable. Furthermore, linear regression models are simple
to implement and use a small amount of memory [28]. If
there is only one independent variable in a linear regression
model, the regression function is a straight line; if there are
two independent variables, the regression function is plane;
and if there are n independent variables, the regression
function is hyperplane with n− dimensions [10]. If the actual
values and predicted values are fitted, then the actual values
will be similar to the predicted values. However, if there is a
difference between the actual and predicted values, this
difference is referred to as a cost, loss, or error. -e re-
gression function 􏽢y dependent on n independent (predictor)
variables x1,x2, . . ., xn is calculated using the following
equation:

􏽢y � w0x0 + w1x1 + · · · + wnxn + b. (1)

Equation (1) represents how the value of 􏽢y varies with
the independent x1,x2, . . ., xn. w0, w1, . . ., wn, where x1, x2,
. . ., xn. w0, w1, . . ., wn are known as feature weights (model
coefficients) and b is called a constant bias term (intercept).

3.2. Ridge RegressionModel. Ridge regression is a model for
multiple regression in order to perform data analysis. In
ridge regression, the independent variables are highly cor-
related. Ridge regression model is used to avoid overfitting
and to reduce the complexity of the model. New values that
are predicted by ridge regression model give better results
when the predictor variables are correlated [10]. Ridge re-
gression model learns two parameters w, b by using the same
standard of the least squares with adding a penalty term to
make an appropriate variation for the parameter w. -e
penalty term in ridge regression is known as regularization
in order to perform restriction to the model and reduce the
overfitting, and also the coefficients of the regression are
controlled using the regularization methods; this will reduce
the sampling error and minimize the variance [29]. Also, L2
regularization is used for ridge regression model to mini-
mize the residual sum of square (RRS) of the coefficients
[29]. RSS for ridge regression can be expressed as in the
following equation:

RSS(w, b) � 􏽘
N

i�1
yi − wxi + b( 􏼁( 􏼁

2
+ α􏽘

p

j�1
w

2
j , (2)

where α is the penalty term. When the value of α is high, this
means that the model is simple and more regularization.-e
penalty term α adjusts the parameters when the values of the
parameters are high, so ridge regression minimizes the
parameters to make the model simple and reduce the
complexity of the model.

3.3. Multivariate Adaptive Regression Splines Model.
MARS model is a nonlinear and nonparametric regression
approach that uses piecewise linear splines to simulate the
nonlinear relationship between the dependent and inde-
pendent variables [30]. -e MARS model is built as a linear
combination of the following basis functions BFs showed in
the following equation:

f(x) � β0 + 􏽘
m

i�1
βiBFi, (3)

where βi, i � 1, 2, . . . ..m are unknown coefficients that can
be estimated using the least square method and m is the
number of terms found in the final model using a forward
backward stepwise process. BFi is the i − th basis function
defined from piecewise linear basis functions and based on
knot C. BFi is calculated from the following set functions
that is showed in the following equation:

BFi � x − Ci

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
+
, Ci − x

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
+

􏽮 􏽯, (4)

where |x − Ci|
+ and |Ci − x|+ are given by

x − Ci

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
+

� max 0, x − Ci( 􏼁, (5)

Ci − x
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
+

� max 0, Ci − x( 􏼁. (6)

Finally, the predicted model is built with m numbers of
BFs to provide the lowest generalized cross validation (GCV)
value that is calculated by the following equation:

GCV �
SSEi

(1 − vmi/n)
2, (7)

where SSEi is the sum of square error, where
SSEi � 􏽐 (O − f(x))2 and v is the smoothing parameter.

3.4. Analysis of Variance (ANOVA). ANOVA is a statistical
analysis technique which is developed by R.A. Fisher in the
1920s. ANOVA can be used for many purposes such as
comparing group mean. Two hypotheses are applied to
determine the output of the comparison, namely, null hy-
pothesis and alternative hypothesis. ANOVA is also known
as analysis of an analysis of variance because it compares two
variance estimations, namely, variation within groups and
variation between groups. In this paper we perform a one-
way ANOVA. -e purpose of a one-way between-groups
ANOVA is to show if there are any differences among the
means of two or more groups/models. When at least two of
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the groups/models have means that are significantly dif-
ferent from each other, the ANOVA test is significant in this
case. However, it does not reveal which of the groups/models
are different.

3.5. Social Spider Optimization Algorithm. -e social spider
optimization (SSO) is swarm intelligence-based meta-
heuristic algorithm [31]. SSO is chosen in this study because
it is a new heuristic algorithm that solves difficult optimi-
zation problems. It is a vital model to search for the global
optimum through performing a simulation to the social
spider behavior. SSO mimics the behaviors of spiders.
Spiders identify the position of prey via the vibration that
occurred on the spider web. Any unusual vibration is a sign
for the social spider to search for food and move into the
source of vibration. -e search area of SSO uses chain-like
social spider structure. -e direction of the food is deter-
mined by insects through signals generated through vi-
brations from the spider web. Equations (8) and (9) define
the SSO operation.

-e vibration intensity [32] at position x is calculated by
the following equation:

I(x, x, iter) � log
1

F(x) − C
+ 1􏼠 􏼡, (8)

where F (x) denotes the cost function and C denotes a
constant number.

-e iteration attenuation is given by the following
equation:

I x1, x2, iter( 􏼁 � I x1, x2, iter( 􏼁 × exp −
D x1, x2( 􏼁

σ × ra

􏼠 􏼡, (9)

where D(x1, x2) indicates the distance between x1 and x2.
-e standard deviation of all members along one searched
dimension is indicated by σ. -e free parameter is ra.

3.6. 8e Proposed Prediction Model. -is paper combines
both LR model and MARS model based on SSO to develop
an optimized LR-MARS prediction model that predicts
crude oil demand. -e proposed LR-MARS model is de-
veloped based on five main stages as demonstrated in
Figure 1. -ere are five stages used to develop the LR-MARS
model which are (1) data collection and data preprocessing
stage, (2) determining training and testing sets, (3) LRmodel
and MARS model, (4) using SSO, and (5) performance
evaluation.

3.6.1. Data Collection and Preprocessing. -e process of data
collection starts with collecting different features for crude
oil demand from different sources. Data are tracked and
verified for any externality or inconsistency. For example,
the gross domestic product (GDP) feature is gathered from
the sources: OPEC, IEA, International Monetary Fund
(IMF), Saudi Statistics Authority, and World Bank. -e data
used in this article come from various sources and cover the
period 1980–2015 [3]. Features such as year, oil demand,

GDP, population, Brent prices, Light-Duty Vehicles (LDV),
and Heavy-Duty Vehicles (HDV) are shown in Table 1.

Table 1 describes a number of statistical metrics such as
mean, standard error, median, standard deviation, etc., of
the features of the dataset which are oil demand, GDP,
population, LDV, and HDV. For instance, the maximum
value of the oil demand is 3318.656317, the minimum value
is 602, and the standard deviation is 774.0563839.

In statistics, the correlation matrix shows the correlation
coefficients between variables. -e correlation matric of the
features of Saudi Arabia oil demand dataset is shown in
Table 2. Each cell represents the correlation value between
two variables. As can be seen in Table 2, the correlation
coefficient of the features is closer to 1 which means that we
have strong positive correlation between each two features in
the dataset.

Data preprocessing stage is an essential step in machine
learning [33]. -e quality of the data can directly affect the
ability of the models to learn; thus, it is critical that we
preprocess our data before using data as inputs into the
proposed model. In this paper, preprocessing is done using
normalization. If the data contains input values with varying
scales, normalization can be used to scale these values.
Normalization scales each input value separately through
subtracting the mean (centering) and dividing by the
standard deviation in order to change the distribution’s
mean to zero and standard deviation to one [33]. Nor-
malization is calculated using the following equation:

z �
x − μ
σ

, (10)

where x is the input value, μ is the mean value, and σ is the
standard deviation value. Mean value (μ) is calculated using
the following equation:

μ �
1
N

􏽘

N

i�1
xi. (11)

Standard deviation (σ) is calculated using the following
equation:

σ �

������������

1
N

􏽘

N

i�1
xi − μ( 􏼁

2

􏽶
􏽴

. (12)

3.6.2. Training and Testing Sets. -e crude oil demand
dataset is split into train data (90%) and test data (10%).
Following that, the train data is split further into training set
(50% of train data) and validation set (50% of train data).

3.6.3. LR Model and MARS Model. -e training set (50% of
train data) is trained by LR model and the validation set
(50% of train data) is used as an input to the LR model to
make predictions through LRmodel. LRmodel provides two
predictions (validation prediction set and test prediction
set). Finally, the validation prediction set will be trained with
MARS model to create LR-MARS model. -is LR-MARS is
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used to make final predictions on the test prediction set to
obtain the final predicted output that is in turn compared
with the actual test data.

3.7. Performance Metrics. To validate the performance and
effectiveness of the prediction models proposed, five error
analysis criteria are introduced to evaluate the proposed
models, as shown in equations (13)–(17), where yreali is the
actual values, ypredi

is the predicted values, and y is the mean
value of actual values [24, 34]. For each model, the perfor-
mance is evaluated using the Mean Absolute Error (MAE),
Median Absolute Error (MedAE), Mean Square Error (MSE),
Root Mean Square Error (RMSE), and R-squared (R2).

MAE �
1
N

􏽘

N

i�1
yreali − ypredi

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (13)

MedAE � median yreal1 − ypred1

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, . . . . . . , yrealN − ypredN

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓, (14)

MSE �
1
N

􏽘

N

i�1
yreali − ypredi

􏼐 􏼑
2
, (15)

RMSE �

������������������

1
N

􏽘

N

i�1
yreali − ypredi

􏼐 􏼑
2

􏽶
􏽴

, (16)
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Figure 1: -e stages for the proposed LR-MARS model.

Table 2: Correlation matrix of features for Saudi Arabia oil demand dataset.

Oil demand (MBD) GDP at 2010 Population Brent prices LDV HDV
Oil demand (MBD) 1
GDP at 2010 0.945006302 1
Population pop 0.952639467 0.924158747 1
Brent prices 0.84962017 0.834478322 0.747342982 1
LDV 0.996837432 0.954042182 0.962077275 0.828231293 1
HDV 0.994288957 0.944879459 0.970942636 0.807996732 0.998513235 1

Table 1: Statistical data analysis of features for Saudi Arabia oil demand.

Statistic Oil demand (MBD) GDP (bill SAR) Population (MM) Brent price ($/Bbl) LDV (M) HDV (M)
Mean 1539.087014 1481.705056 19.57855192 41.68838889 5390.042144 3587.345317
Standard error 129.0093973 79.40556539 1.079092403 5.189740084 578.5509528 288.0411458
Median 1230.609065 1359.74 19.2705 28.5755 4214.092 3085.9235
Standard deviation 774.0563839 476.4333924 6.474554418 31.13844051 3471.305717 1728.246875
Sample variance 599163.2855 226988.7774 41.91985491 969.6024771 12049963.38 2986837.26
Kurtosis −0.247425069 −0.292910639 −1.010727991 0.214674645 −0.121742024 −0.158338512
Skewness 0.962853111 0.655422825 0.157041289 1.232271204 0.950014993 0.857854418
Minimum 602 778.227 9.32 12.713 1268.38 1199.523
Maximum 3318.656317 2545.24 31.016 111.62 13749.2784 7713.0792
Confidence level (95.0%) 261.9030003 161.2018679 2.190674043 10.53573249 1174.520876 584.7546137

Discrete Dynamics in Nature and Society 5



R
2

� 1 −
􏽐

N
i�1 yreali − ypredi

􏼐 􏼑
2

􏽐
N
i�1 yreali − y􏼐 􏼑

2 . (17)

4. Results and Discussion

-e implementation of the models is done using Google
Colab notebook. Google Colab notebook helps to write and
execute python in the browser, where it is an open source

and widely used for the implementation of machine
learning algorithms such as regression, classification, and
clustering. To evaluate the performance of the optimized
LR-MARS model in crude oil demand prediction more
effectively, other models are chosen for comparison.
Furthermore, the models commonly used in machine
learning are chosen. SSO has been used to perform tuning
to the two hyperparameters (penalty term and maximum
number of basis functions (BFs)). -e population of SSO
metaheuristic algorithm consists of 30 members and the

Table 3: Comparison of prediction performances using machine learning models.

Models LR-MARS LR Ridge regression
MAE 0.024 0.042 0.055
MedAE 0.023 0.047 0.054
MSE 0.0007 0.0026 0.0036
RMSE 0.02 0.05 0.06
R2 99.9% 99.6% 99.4%

Table 4: Comparison of prediction performances using LR-MARS model with different cases.

Models Case 1 Case 2 Case 3
MAE 0.024 0.034 0.046
MedAE 0.023 0.041 0.048
MSE 0.0007 0.0038 0.0041
RMSE 0.02 0.031 0.036
R2 99.9% 99.3% 99.1%
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Figure 2: A cross-plot of the actual and predicted crude oil demand using LR-MARS model.
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Figure 3: A cross-plot of the actual and predicted crude oil demand using LR model.
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maximum number of generations is 100. -e output of the
optimization process is that the maximum number of basis
functions (BFs) is 42 and the penalty term is 1.46. -e
prediction model proposed in this paper, which combines
linear regression model with multivariate adaptive re-
gression splines model, has shown high prediction accuracy
when predicting crude oil demand in Saudi Arabia. To
effectively evaluate the performance of LR-MARS in crude
oil demand prediction, traditional prediction models of

machine learning are used in this paper as comparative
experiments. During the experiment, LR model and ridge
regression model are used for crude oil demand prediction
as comparative tests. To objectively evaluate and describe
the performance of the three prediction models, the pre-
diction error values of each model are calculated according
to equations (13)–(17). -e experimental results of MAE,
MedAE, MSE, RMSE, and R2 of the test data are shown in
Table 3.

Ridge Regression Model
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Figure 4: A cross-plot of the actual and predicted crude oil demand using ridge regression model.
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Figure 5: A cross-plot of the actual and predicted crude oil demand using ANOVA model.

Table 5: Comparison of prediction performance for LR-MARS optimized model and ANOVA model, respectively.

Models LR-MARS ANOVA
MSE 0.0007 0.0493
RMSE 0.02 0.2374
R2 (%) 99.9% 89%

Table 6: Analysis of the source of variation.

Source of variation Sum of square SS Degree of freedom DF Mean of square MS F-value P value Fcritical

Between groups 0.001588403 3 0.000529468 10.00246025 0.00982156 3.490294819
Within groups 2.582510317 12 0.215209193
Total 2.58409872 15

Discrete Dynamics in Nature and Society 7



Among all the experimental models in Table 1, ridge
regressionmodel has the largest error, and its MAE, MedAE,
MSE, RMSE, and R2 are 0.055, 0.054, 0.0036, 0.06, and
99.4%, respectively. -e MAE, MedAE, MSE, RMSE, and R2

of LR model are 0.042, 0.047, 0.0026, 0.05, and 99.6%, re-
spectively. -e error of LR-MARS model with optimizing
the two hyperparameters (penalty term and maximum
number of basis functions (BFs)) using SSO algorithm is the
smallest; its MAE, MedAE, MSE, RMSE, and R2 are 0.024,
0.023, 0.0007, 0.02 and 99.9%, respectively, which is sig-
nificantly lower than the other two models. It can be seen
from Table 3 that LR-MARS model with optimizing the two
hyperparameters (penalty term and maximum number of
basis functions (BFs)) using SSO algorithm has a high ac-
curacy in predicting crude oil demand and is more effective
than the other models. Table 4 demonstrates a comparison of
LR-MARS model with different cases: case 1, optimizing the
two hyperparameters (penalty term and maximum number
of basis functions (BFs)) using SSO algorithm, case 2, op-
timizing the one hyperparameter (penalty term) using SSO
algorithm, and third, without optimizing any
hyperparameter.

Figures 2–4 show a cross-plot of the actual and predicted
crude oil demand using LR-MARS model, LR model and
ridge regression model, respectively.

4.1. Analysis of Variance (ANOVA). In this section, we use
ANOVA for two purposes. -e first purpose is to predict the
crude oil demand in Saudi Arabia. -e second purpose is
using ANOVA to compare the actual test data and the
predicted data results between LR-MARS, LR, and ridge
regression model, respectively. R2 which is also known as
coefficient of determination, is used to calculate how close
the data are to the fitted regression line. -e value
(R2 � 0.898) indicates a better fit for the model as shown in
Figure 5.

4.2. ANOVA Predicting Result. ANOVA is used as a pre-
diction model. Table 5 provides a comparison of ANOVA
prediction model and the proposed LR-MARS optimized
model. -e results show that LR-MARS optimized model
gives a high performance comparing to ANOVA model.

In Table 6, the analysis of the source of variation is
carried out in two ways: between groups and within groups.
Between-groups analysis determines the source of variance
of LR-MARS, LR, and ridge regression models, respectively.
Within-groups analysis identifies the experimental error
between the group and itself. From the ANOVA results in
Table 6, SS� 2.582510317, while Mean Square
MS� 0.215209193. -erefore, we can conclude that the null
hypothesis was rejected because Fcritical � 3.490294819 and
F� 10.00246025, where Fcritical < F. Moreover, since the
P value is less than 0.05 (i.e., 0.00982< 0.05), this is another
indication of the significant differences in the attribute
(crude oil demand) between LR-MARS, LR, and ridge re-
gression models, respectively, and therefore is another ev-
idence to reject the null hypothesis.

5. Conclusion

In this paper, a hybrid model called LR-MARS is developed
for predicting the crude oil demand in Saudi Arabia. -is
paper used historical data of one of the world’s largest oil
producers (Saudi Arabia) to demonstrate the applicability and
effectiveness of the proposed LR-MARS model. -e dataset
used in the LR-MARS consists of seven features: time, oil
demand, GDP, population, Brent crude prices, LDV, and
HDV. -e LR-MARS model is a combination of linear re-
gression model and multivariate adaptive regression splines
(MARS) model. We also used SSO algorithm for optimizing
two hyperparameters, namely, penalty term and maximum
number of basis functions (BFs) for the MARS model. To
evaluate the performance of LR-MARS optimized model, we
used MAE, MedAE, MSE, RMSE, and R2 to examine and test
the predictions performance for the LR-MARSmodel that are
0.024, 0.023, 0.0007, 0.02, and 99.9%, respectively. We have
also compared LR-MARS optimized model to other machine
learning prediction models. -e optimized LR-MARS model
is more accurate in predicting crude oil demand in Saudi
Arabia than other models. Moreover, we have used ANOVA
as prediction model to predict the crude oil demand in Saudi
Arabia and also to compare the actual test set and predicted
results between LR-MARS, LR, and ridge regression models.
-is paper will be useful for oil demand planning, setting
strategies, and future oil investments. Due to the limitation in
obtaining some features and the inconsistency of scaling some
data, these limitations of features will lead to a certain range of
errors in data-processing process and prediction process.
-erefore, other possible influencing features can be con-
sidered as input variable. As a direction of future work, as
splines can be modelled by adding more knots, this will help
in increasing the model flexibility. Moreover, cubic spline
model and natural cubic spline model can be used to enhance
the results.
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Urban land use is a core area of multidisciplinary research that involves geography, land science, and urban planning. With the
rapid progress of global urbanization, urban expansion has become a research focus in recent years.-erefore, how to scientifically
and accurately identify key and common themes in the urban expansion literature has become crucial for scientific research
institutions in various countries. -is paper proposes a new framework for identifying such themes based on an analysis of
scientific literature and by using text mining and thematic evolutionary analysis. First, the latent Dirichlet allocation algorithm is
used to capture the thematic clustering of scientific literature. Second, the key degree of the thematic node in the thematic
evolution transfer network is used to represent the key feature of a theme, and the PageRank algorithm is employed tomeasure the
critical score of this theme. When recognizing common themes, the common features of various themes are digitized andmapped
to a specially selected quadratic function tomeasure the degree of commonness. Finally, the hiddenMarkovmodel is used to build
a thematic prediction model. -is method can efficiently identify key and common themes from the literature and provide
theoretical and technical support for future research in related fields.

1. Introduction

-e increasingly drastic land-use changes during the
process of urbanization are important factors that affect the
global social economy and ecological stability [1, 2]. For
half a century, many areas in the world have undergone
rapid urbanization, thereby resulting in the continuous
emergence of large cities and megacities [3, 4]. Accord-
ingly, urban expansion has become a research hotspot in
the fields of geography, economics, ecology, environmental
science, and sociology [5]. Urban expansion refers to an
increase in the total area of urban land and the outward
development of land use under the influence of economic
development, population growth, urban planning, and
urbanization [6]. However, due to the lack of reasonable
planning and guidance for urbanization, the process of
urban expansion is often associated with an excessive

demand for urban land and the disorderly development of
urban fringe areas [7], both of which have a negative impact
on regional economic growth, the layout of production and
living spaces, residential types, urban morphology, and
ecological environment [8–10]. -erefore, how to guar-
antee a continuous demand for urban land for social-
economic development in the new era and how to clarify
the formation mechanism of urban growth in order to
reasonably control the urban scale, delimit the urban
growth boundary, and optimize the spatial pattern of urban
land have become the working emphases of current urban
management [11, 12]. Scholars have carried out extensive
research to clarify those factors that drive urban expansion
[13, 14], strengthen the development and application of
dynamic monitoring technologies for urban expansion
[15, 16], and accelerate sustainable urban spatial planning
[17].
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-e scientific literature is an important and authoritative
knowledge carrier. Using bibliometrics and text mining
methods to study the thematic evolution and thematic
prediction of the massive urban expansion literature can
help trace the development trajectory and grasp the flow of
knowledge in the field of urban expansion. In recent years,
some scholars have qualitatively combed the findings of
urban expansion research from multiple levels, dimensions,
and perspectives [18, 19]. Some scholars have also used
knowledge maps and bibliometric methods to quantify and
visualize the results and topics in urban expansion research
[20, 21]. However, as the number of documents has in-
creased exponentially, the types of these documents have
also become increasingly abundant. Accordingly, thematic
identification is increasingly being used in big data scientific
literature identification. When automatic thematic identi-
fication is faced with high data dimensions and complex data
types, traditional thematic identification methods may be-
come ineffective.

-is article divides themes into key and common
themes. Key themes play relatively important roles in the
urban expansion field. -ese themes have attracted signif-
icant concern, are mature, and have development potential
in each time window. -e evolutionary process of key
themes plays an important role in describing the future
development of a theme [22]. In addition, in the global-
ization context, cities have increasingly become the power
centers of global social-economic development. Whether in
developed or developing countries, the status and role of
cities in national development have become increasingly
important and have begun to represent countries in a global
competition. -erefore, urban development and expansion
play key roles in the competition among countries in the
context of globalization. -is article then defines common
themes as “themes that have received equal amounts of
attention from scholars in developed and developing
countries.”

How to accurately identify themes has always been a
challenge in the field of bibliometrics. Statistical methods
based on word frequency and co-occurrence frequency are
widely used in thematic identification. However, these
methods only simulate the literature as a language package
and do not fully consider the relationship among themes,
and revealing the rich thematic information contained in the
literature is not an easy task [23]. -e topic model repre-
sented by latent Dirichlet allocation (LDA) uses Dirichlet
distribution to describe the literature generation process and
obtains vocabulary clusters by maximizing the co-occur-
rence probability of keywords. -is model can avoid pa-
rameter explosion and overfitting problems and can
effectively extract hidden themes from the literature [24].
However, this method requires predefined empirical values
and can only reveal the potential semantic relationships
among themes. To solve these problems, scholars have re-
cently examined thematic identification by constructing
networks and comprehensively evaluating certain indica-
tors, such as network centrality. For example, by con-
structing a citation network, Shibata et al. [25] demonstrated
the novelty of themes from the time and function

dimensions and detected the emerging themes in regener-
ative medicine. Small [26] and Lee and Choe [27] not only
considered the novelty of themes in their identification
method but also employed network time series analysis and
structural hole theory to measure the characteristics of
thematic growth and influence. However, these studies
conduct static analysis based on historical literature data,
which are unable to reflect the dynamic development
characteristics of a network in real-time. -erefore, how to
construct a dynamic network of themes in the field of urban
expansion and how to accurately identify key and common
themes that can help scholars achieve breakthroughs in this
field are crucial.

Identifying themes is not the end. By expanding research
on thematic evolution, this article aims to predict the future
development of these themes. Researchers have divided
thematic prediction methods into qualitative and quanti-
tative analyses based on different theoretical foundations.
While qualitative methods are often limited by subjective
judgment, quantitative methods are highly scientific. -e
most commonly used forecasting methods include the gray
forecasting method [28], the life cycle method [29], time
series analysis [30], and the neural network forecasting
method [31]. However, uncertainty, ambiguity, and ran-
domness are essential phenomena in scientific research, and
the above models generally ignore the randomness in the
development of technological innovation. -e hidden
Markov model (HMM) with a double stochastic process can
describe the Markov stochastic process of mutual transfer
among various themes, reveal the potential evolution path,
and provide a basis for predicting future thematic devel-
opment [32].

-is article first applies the LDA model for topic
modelling based on the title and abstract of urban expansion
literature to obtain a detailed thematic classification. Second,
in identifying key themes, the key degree of the thematic
node in the thematic evolutionary transfer network is
regarded as the key feature of themes. -ird, the PageRank
algorithm is employed to measure the criticality score of
each thematic node in the thematic relationship network.
When identifying the common theme, the common features
of various themes are digitized and mapped to a specially
selected quadratic function to measure the degree of com-
monality. Finally, by using the HMM, the future develop-
ment trend of each theme is predicted from the microcosmic
angle of the thematic evolution, and a visual display is given.

2. Materials and Methods

2.1. Data Sources. In order to ensure the quality and
completeness of the sample, this paper selects the Web of
Science core collection database for retrieval. Web of Science
includes articles, reviews, editorials, letters, and other
document types. Considering that the article is more creative
and the results are more complete, this article only selects the
article for retrieval. -e search formula is TI� “Urban ex-
pansion” or “Urban extension” or “Urban Growth
Boundaries” or “Urban land growth” or “Urban land ex-
pansion” or “Urban sprawl” [21, 33], and the time span is
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“1985–2020” (November 4, 2020). A total of 1,933 papers are
retrieved, and the bibliographic information is downloaded
and summarized in the form of full records (including
references). -e bibliographic items used in this article
include article titles, abstracts, publication years, and reprint
addresses, which provide the name, organization, and
country information of the corresponding author. Given
that international collaborative papers contain information
frommultiple countries, the corresponding author is used to
determine the country of each paper (when the corre-
sponding author is not specified, the first author is used).
Each article is attributed to only one country to prevent
international co-authored papers from affecting the accu-
racy of national distinction. After the data deduplication,
cleaning, and sorting, a total of 969 documents from de-
veloped countries and 1,045 documents from developing
countries are obtained.

2.2. Research Methods

2.2.1. /ematic Extraction Module. Scholars have investi-
gated the concept of thematic identification by using the
topic model. -e current mainstream model adopted in
thematic identification is the LDA model proposed by Blei
et al. [34]. As a text mining method based on unsupervised
machine learning, LDA can dig out potential themes from
documents while overcoming the shortcomings of tra-
ditional methods in calculating text similarity. In addi-
tion, the LDA model can express scientific literature in the
form of thematic probability vectors, thereby greatly re-
ducing the dimensionality of the literature data and im-
proving the accuracy of text classification and thematic
identification. LDA and its improved models have been
widely used in text analysis. -e output of these models is
usually obtained based on the distribution of words under
each theme in order to extract high-frequency keywords to
describe the themes and achieve excellent thematic clas-
sification results [35]. -e hidden themes in the urban
expansion literature are assumed to follow the
distribution
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where θdk represents the distribution of theme k in scientific
literature d. -e thematic term distributions ∅k ∼ Dir(β)

and θd ∼ Dir(α) are generated for themes k and d, re-
spectively, and the thematic term Zdn ∼ Multinomial(∅Zdn

)

is generated for the n-th term in each literature. -erefore,
the LDA likelihood model can be described as follows:
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-is paper uses Heinrich’s parameter estimation
method, where α � 50/k and β � 0.1, and Gibbs sampling to
obtain the theme set K � k1, . . . , kh􏼈 􏼉 and theme attribution
set Dk � j1, . . . , jn􏼈 􏼉 of each paper.

2.2.2. Key /eme Identification Model. Based on the con-
notation of key themes, during the model construction, the
thematic evolution is regarded as a hidden Markov process
to obtain the thematic transfer network. -ere are two
dynamics for thematic evolution in the field of urban ex-
pansion research: one is the inspiration of historical research
results and the emergence of new ideas in the process of
thematic evolution. However, due to the lack of a record
carrier, this process is an unobservable hidden sequence; the
second is that under the impetus of the first kind of driving
force, as the research environment changes and unexpected
research results appear, scholars constantly adjust their
research thinking and then change the research direction.
-e professional literature effectively records the research
results into an observable sequence.-e latter constitutes the
microfoundation of the former, and the former is the
macroscopic manifestation of the latter. -erefore, the
thematic evolution in the field of urban expansion can be
seen as the superposition of these two processes. -is re-
search uses HMM to describe the evolution process of urban
expansion theme. By inferring the state transition matrix
and the probability distribution of the initial state in the
HMM, the confusion and transition matrices between the
themes in the evolution of themes are determined, and then
the evolution history and future evolution trends of the
themes are determined. Afterward, the criticality of these
themes is measured based on their network relationship.-e
PageRank algorithm is then used to calculate the scores of
network nodes in the thematic transfer network and serve as
the foundation of key theme identification. -is process is
specifically described as follows:

(1) Set the hidden state random transition sequence set
of HMM to S � s1, . . . , sh􏼈 􏼉, where h is the number of
themes generated in the LDA model. Suppose that
the hidden state sequence generated by the random
process is Q � q1, . . . , qt􏼈 􏼉, where qt ∈ S.

(2) -e probability distribution of the transition state is
A � αij􏽮 􏽯, where αij � P (qt+1 � Sj|qt � Si)􏽮 􏽯, 1≤ i,
and j≤N, and satisfies αij ≥ 0, 􏽐

N
j�1 αij � 1, which

suggests that during the development of the urban
expansion field, the themes will shift from state Si to
Sj.

(3) When the state is Si, the probability distribution of
the observed variable is B � bi(v)􏼈 􏼉 � f(Qt �􏼈

v|qt � Si)}, where Qt is the t-th observation variable.
-e observation sequence is O � O1, . . . , Ot􏼈 􏼉 or the
proportion of each theme over the years.

(4) -e probability distribution of the initial state of the
system is π � πi, 1≤ i≤N􏼈 􏼉, where πi is the occur-
rence probability of state Si. Given that a higher
frequency of theme co-occurrence will facilitate the
shift and evolution among themes, this paper uses
the thematic co-occurrence matrix as the initial it-
eration value of the state transition matrix πi.

(5) Set the initial value of model training to O � Q � π.
-is paper uses the Baum–Welch algorithm [36] to
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obtain the following single optimal state transition
matrix:

U � π′ �

π11′ · · · π1h
′

⋮ ⋱ ⋮

πh1′ · · · πhh
′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (3)

where πnm
′ is the probability of transition from theme

n to theme m. By extracting all πnm
′ that exceed a

certain threshold, a directed graph of the topological
relationship between themes in the transfer network
can be established. Key theme identification has
always been an important research problem in
thematic network analysis. PageRank processes the
search results of thematic matching based on a web
page link analysis. As the most famous web page
ranking algorithm, the PageRank algorithm has been
widely used to monitor key nodes in various di-
rected, undirected, weighted, or unweighted net-
works [37, 38]. Applying this algorithm to compute
for the centrality of thematic network nodes presents
a very meaningful research problem.

When calculating the PageRank value of theme i at each
moment in a dynamic thematic network, the network to-
pology structure of the current snapshot and the influence of
the previous centrality on the existing network should both
be considered. One effective method for achieving this goal
is network reconstruction, where the previous network
topology relationships are weighed into the current network
to construct a new network. To describe the dynamic net-
work G, this dynamic network needs to be sampled at
different times. -e sampling results are then arranged in a
time sequence to obtain the time sequence network
G � <G1, G2, . . . , Gt−1, Gt, . . . , Gn > , where Gt represents
the sampling result at time t or the snapshot at time t. -e
analysis of the dynamic network is transformed into the
analysis of the sequential network [39]. Let G1′ � G1,
Gi
′ � α∗Gi−1′ + (1 − α)∗Gi, i≥ 2. In this case,

G′ � <G1′, G2′, . . . , Gn
′ > can be obtained. -e parameter

α ∈ [0, 1] is used to balance the contribution of the current
and previous topologies to the centrality of the network
node.-e PageRank centrality of node i at time t is treated as
the PageRank value of node i in the construction network Gt

′.
-e key theme in this article refers to any mature theme that
has development potential in scientific research. -erefore,
key themes can easily achievemigrating power in the process
of thematic network transfer. Given that the G score can
measure the importance of nodes in the process of directed
network migration, this paper takes the standardized score
G′ as the critical score for each theme.

2.2.3. Common /eme Identification Model. To identify the
degree of commonness of themes, the selected model
should be able to measure the common skewness of dif-
ferent themes in the field of urban expansion. Skewness
refers to the numerical characteristics of the asymmetric
degree in the statistical data distribution [40–42]. Common

skewness in this article refers to the measurement of the
direction and degree of skewness of each thematic distri-
bution. Let k ∈ K � k1, . . . , km􏼈 􏼉, and theme k corresponds
to the number of documents pk. A type documents (de-
veloped countries) correspond to ak themes, and B type
documents (developing countries) correspond to bk

themes. Let pk � ak + bk, and define Uka and Ukb as the
common skewness of A and B type documents in theme k

as follows:

Uka �
ak/􏽐

m
k�1 ak

ak/􏽐
m
k�1 ak( 􏼁 + bk/􏽐

m
k�1 bk( 􏼁

, (4)

Ukb �
bk/􏽐

m
k�1 bk

ak/􏽐
m
k�1 ak( 􏼁 + bk/􏽐

m
k�1 bk( 􏼁

, (5)

where Uka + Ukb � 1. Formulas (4) and (5) eliminate the
influence of the number of A and B documents on common
skewness to prevent the difference in the number of doc-
uments from affecting the calculation of the co-occurrence
degree of themes.

When the common skewness is Uka � Ukb � 1/2, that is,
theme t comprises the themes of A and B type documents,
such skewness indicates the highest degree of commonness.
By mapping Uka and Ukb to the [0, 1] range of the inverted
quadratic function, the common function can be mono-
tonized. Without loss of generality, this quadratic function
relationship is set to

Cka � 1 − 4∗ Uka − 1/2( 􏼁
2
,

Ckb � 1 − 4∗ Ukb − 1/2( 􏼁
2
.

(6)

By learning Cka � Ckb from the symmetry of the qua-
dratic function, Ck � Cka � Ckb can be obtained. -e Ck

function is then used to measure the degree of commonness.
-e highest and lowest degrees of commonness are mea-
sured when Ck � 1 and Ck � 0, respectively. -e logic
structure is shown in Figure 1.

3. Results and Analysis

3.1. Data Preprocessing and /ematic Extraction from the
Urban Expansion Literature. -e preprocessing work in this
article mainly involves word segmentation, removal of stop
words, root restoration, and marked information removal.
In view of the language characteristics of English articles, the
words in a text can be directly divided by spaces and
punctuation. Removal of stop word removes those words
that do not provide useful information for the text analysis,
such as auxiliary words, pronouns, conjunctions, and ad-
verbs. According to the characteristics of the collected urban
expansion literature, this article expands the stop words to
include some additional words (e.g., “data,” “study,” and
“use”) that are unique in the field and appear frequently yet
have no effects on the experimental results. Root restoration
restores words to their corresponding roots. After such
processing, the number of feature items in the sample set can
be greatly reduced, and the efficiency of thematic extraction
can be improved.
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-emes are abstract concepts, and the number of themes
in the corpus can be quantified by dividing them into dif-
ferent granularities. -e number of themes in the LDA
model should be specified in advance. A larger corpus
corresponds to a greater number of themes, and such
number dynamically changes across different time windows.
-is article uses perplexity to determine the optimal number
of themes [43]. Perplexity gradually decreases along with an
increasing number of themes. A lower perplexity corre-
sponds to a stronger generalization ability and better per-
formance of the model.

By calculating the perplexity of each theme, the optimal
number of themes in the LDA model employed in this work
is 29. Experts in the field of urban expansion have read the
sample of thematic classification literature and observed a
relatively high accuracy (with a classification error rate of
less than 3%). -e boundaries between the themes are clear,
and the division effect is ideal. For ease of reference, these
themes are named based on keywords (Table 1).

3.2. Identification of Key /emes in the Urban Expansion
Literature. -e confusion matrix in the HMM indicates the
possibility of transforming a hidden state into an observable
state. -is probability in turn can measure the threshold
barriers for the transition of 29 themes in urban expansion
research and can characterize the direction and extent of
thematic evolution.-e dark (light) squares in the confusion

matrix heat map represent those themes that are easy
(difficult) to transfer in the innovation process (Figure 2).
Most themes in the field of urban expansion show limited
movement, and the thematic evolution is relatively stable.
Varying degrees of transfer possibilities are also observed
among different themes. To highlight the transfer rela-
tionship among these themes, this paper draws a confusion
relationship network diagram (Figure 3) where the direction
of arrows indicates the direction of thematic transfer.

Figure 3 shows that certain themes, including themes 26
(temperature), 15 (urban agglomeration), and 11 (economic
development), have a high proportion of transfer inflow and
a small proportion of transfer outflow. -ese themes are
identified as core themes in the field of urban expansion.
-erefore, transfer inflow and outflow are important
manifestations of the criticality of a theme. To measure such
criticality, this paper uses the PageRank link analysis al-
gorithm, which obtains the critical evaluation of each node
based on PageRank scores. A higher score corresponds to a
higher criticality of a theme.-e results are shown in Table 2.

Table 2 shows the key themes in the field of urban ex-
pansion, including themes 26 (temperature), 15 (urban
agglomeration), 11 (economic development), 13 (housing
development policy), 17 (surface change), and 9 (population
density), of which temperature is the most critical. One
obvious feature of urban expansion is the continuous in-
crease in the area and density of various buildings in urban
construction, which leads to the transformation of many
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natural surfaces into impervious surfaces.-e changes in the
type and spatial structure of land cover affect the storage and
transmission of surface temperature, thereby generating
urban heat island effects [44]. Using remote sensing tech-
nology in analyzing surface thermal infrared information
makes the result of urban spatial temperature distribution
more accurate than the traditional calculations based on
surface meteorological data. -erefore, such information
provides a reliable basis for quantitatively studying the

spatial distribution of urban thermal environments [45].
Studies on the relationship between urban expansion and
surface radiant temperature based on remote sensing
technology are of great significance for improving urban
thermal environments.

Scholars have also investigated those factors that drive
urban expansion and find that economic development
(theme 11), population density (theme 9), and housing
development (theme 13) have important effects on urban
expansion [46, 47]. Urban expansion and economic devel-
opment conform to the Kuznets curve. During the initial
stage of urbanization, economic development requires the
development of a large amount of construction land and
infrastructure land, thereby resulting in the outward ex-
pansion of cities. However, with the adjustment of the in-
dustrial structure, the improvement of infrastructure, and
the increasing intensiveness of land use, the rate of urban
expansion will decline [48]. Moreover, urban land is the
main place that supports human life, work, and study. An
increase in the urban population will inevitably increase the
pressures on housing, transportation, and public facilities.
-erefore, the demand of the urban population for space will
generate momentum for urban expansion. For example, by
studying the law of urban expansion and population growth
in the metropolitan regions of the USA, Marshall [49] found
that the average land area needed to support a new urban
population is twice larger than the per capita land area of the
existing city. Moreover, due to the agglomeration economy

Table 1: Keywords and theme naming.

No. KW1 KW2 KW3 KW4 KW5 ID
1 expansion urban china urbanization city urban expansion
2 growth urban spatial pattern model spatial pattern
3 city growth urban infrastructure state urban infrastructure
4 urban plan planning growth management urban planning management
5 urban scenario future growth prediction scenario prediction
6 land change agricultural development urban agricultural land change
7 sprawl urban measure study index urban sprawl
8 urban study remote city datum remote
9 population city density large high population density
10 metropolitan region urban period paper metropolitan region
11 development spatial urban pattern economic economic development
12 factor urban distance variable datum distance variable
13 policy development housing effect local housing development policy
14 public social cost population economic social cost
15 urban level regional agglomeration beijing urban agglomeration
16 space development green indicator paper green space
17 datum surface image change map surface change
18 urban dynamic analysis coastal result coastal urban
19 transportation effect transport emission center transportation emission
20 model simulation simulate cellular automaton cellular automata model
21 change increase climate effect result climate change
22 associate health form location physical physical health
23 forest increase zone urbanization loss forest loss
24 landscape pattern metric soil patch landscape pattern
25 risk flood level present environment flood risk
26 increase effect temperature decrease degree temperature
27 urban global carbon time project urban carbon
28 ecosystem natural service loss river ecosystem service
29 water impact quality environmental concentration water quality
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Figure 2: Confusion matrix estimated by HMM.
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of sharing, matching, and learning in urban areas, enter-
prises and laborers are constantly attracted to these areas.
However, the urban space is limited, and the constant
gathering of the labor force has increased both housing

prices and living costs. People are also forced to settle further
away from the city center and pay high commuting costs.
When the costs of living and commuting are high enough,
these laborers will move elsewhere due to the low net utility
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Figure 3: Confusion relationship network diagram among themes in the field of urban expansion.

Table 2: Critical scores of each theme.

No. ID Critical score No. ID Critical score
26 temperature 1.0000 18 coastal urban 0.3262
15 urban agglomeration 0.8994 16 green space 0.2226
11 economic development 0.7654 2 spatial pattern 0.2154
13 housing development policy 0.6528 24 landscape pattern 0.2012
17 surface change 0.6197 3 urban infrastructure 0.1993
9 population density 0.6014 6 agricultural land change 0.1835
8 remote 0.5052 20 cellular automata model 0.1624
4 urban planning management 0.5035 28 ecosystem service 0.1449
10 metropolitan region 0.5025 29 water quality 0.1182
27 urban carbon 0.4330 22 physical health 0.0796
7 urban sprawl 0.4210 5 scenario prediction 0.0386
1 urban expansion 0.4025 14 social cost 0.0000
21 climate change 0.3833 23 forest loss 0.0000
19 transportation emission 0.3778 25 flood risk 0.0000
12 distance variable 0.3565
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of living in urban areas. In this case, the government invests
in the conversion of land into urban transportation infra-
structure [50]. By substituting commuting and housing costs
[51], the negative impact of rising housing costs is weakened,
thereby facilitating a continued urban expansion.

3.3. Identification of Common/emes in theUrbanExpansion
Literature. Based on the abovementioned thematic distri-
bution, the proportion of each theme in the documents of
developed and developing countries after unitization is
calculated, and the degree of commonness of these themes is
measured using formulas (4) and (5). -e above results are
then used to plot the degree of commonness of each theme in
a graph as shown in Figure 4. -e red and blue bars indicate
the proportion of relevant documents in developing and
developed countries after unitization, respectively, whereas
the folding line indicates the degree of commonness of
themes.-e common themes in the field of urban expansion
include themes 16 (green space), 26 (temperature), 4 (urban
planning management), 2 (spatial pattern), 18 (coastal ur-
ban), and 5 (scenario prediction). With the transformational
improvement of research data and technical research
methods over the last few years, the available methods for
urban expansion research have further expanded to scenario
prediction [52], 3S spatial analysis [53], spatial econometrics
[54], cellular automata [55], and multiagent simulation [56].
Using these methods to explore the spatial-temporal pattern
distribution of urban expansion and effectively describe,
simulate, analyze, and predict the process of urban evolution
can provide decision-making support for urban planning
and management. In addition, urban expansion research in
developed and developing countries has mainly focused on
coastal urban areas [57, 58] because compared with other
cities, coastal cities have unique geographical locations and
resource advantages, and urban expansion is highly sus-
ceptible to economic development, land-use policies, and
regional development policies. Some significant differences
in future land-use change are also observed under different
development strategies. To expand living and development
spaces, coastal areas are reclaiming land from the sea to
address the increasingly serious problem of scarcity of land
resources [59]. Reclaiming land from the sea is a large-scale
human process that greatly disturbs the geographic pro-
cesses of coastal zones. On the one hand, such land recla-
mation can increase food supply, attract more investments,
and provide a new development space for urban areas. On
the other hand, this reclamation can also reduce the service
functions of marine ecosystems, destroy the ecological se-
curity of bay landscapes, result in marine sedimentation,
degrade the quality of marine environments and habitats,
and reduce coastal biodiversity [60, 61]. -erefore, how to
protect coastal zones during their development has become a
research hotspot.

By combining the aforementioned key and commonness
indices, a key and commonness bubble for themes in the
urban expansion field can be drawn (see Figure 5). -is
bubble chart is divided into the following quadrants based
on the mean values of key and commonness: high degrees of

key and commonness (first quadrant), high degree of key
and low degree of commonness (second quadrant), low
degrees of key and commonness (third quadrant), and low
degree of key and high degree of commonness (fourth
quadrant). -e first quadrant has eight themes, namely,
themes 26 (temperature), 15 (urban agglomeration), 11
(economic development), 17 (surface change), 4 (urban
planning management), 7 (urban sprawl), 27 (urban car-
bon), and 19 (transportation emission), of which themes 7
(urban sprawl) and 4 (urban planning management) have
more documents than the median. In other words, these
themes have received much attention in urban expansion
research and are considered key research directions in this
field. -e connotations of urban sprawl include the fol-
lowing: (1) urban sprawl is a unique way of urban growth
that usually occurs when the land development rate exceeds
the population growth rate; (2) urban sprawl is characterized
by low density, fragmentation, unsustainability, single-form
development, excessive reliance on motor vehicles, and
massive consumption of agricultural and ecological lands
[62]; and (3) urban sprawl has a series of negative effects on
traffic flow, plant and animal habitat, the ornamental nature
of natural landscapes, and water circulation mechanisms
[63, 64]; An in-depth study of urban sprawl has resulted in
the formulation of three main theories in the field of urban
expansion, namely, compact city theory [65], smart growth
theory [66], and new urbanism theory [67]. Urban sprawl
control methods can also be divided into two categories. -e
first category includes the urban planning methods that are
implemented by the government and have attributes of
administrative orders, such as urban growth boundary,
zoning, planned unit development, transfer of development
rights, traditional neighborhood development, and transit-
oriented development [12, 68, 69]. -ese measures are based
on the best spatial structure and scale of urban areas and
directly affect the development decisions of landowners and
developers. -e second category includes guided regulation
measures that are based on market orientation, including
land development, fuel, property, and split-rate taxes. -ese
measures do not compulsorily regulate the behavioral
choices of people and have indirect control over the urban
sprawl. In curbing urban sprawl, the pure market mecha-
nism has a very limited influence on the development of
compact cities. -erefore, the government needs not only to
formulate various urban sprawl control measures but also to
ensure that the relevant policies match the legal and political
environment while restraining rapid urban expansion
[70, 71].

3.4. Forecast on /ematic Evolution in the Field of Urban
Expansion. -is paper uses 2020 as the forecast base period
and imports the confusionmatrix parameters into the HMM
module to obtain the hidden Markov forecast results for the
evolution of themes in the urban expansion literature from
2020 to 2025 (Figure 6). -e proportion of landscape pat-
terns in the prediction results has rapidly increased from
3.09% to 5.14%. -e natural landscape is an important
environmental resource in the urban ecosystem that has
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significant ecological and social functions. Meanwhile, rapid
urban expansion is a process in which man-made landscapes
gradually erode, occupy, and transform natural landscapes,
including forest land, cultivated land, lakes, and grassland,

under the influence of human disturbance. -erefore, rapid
urban expansion not only reduces the natural landscape area
but also results in the fragmentation of natural landscape
patterns. A landscape tends to be a complex, heterogeneous,

climate change

distance variable

physical health

population density

housing devlopment policy

social cost

metropolitan region

urban carbon

economic development

urban infrastructure

transportation emission

urban sprawl

flood risk

urban agglomeration

forest loss

scenario prediction

coastal urban

spatial pattern

urban planning management

To
pi

c n
am

es

green space

temperature

surface change

cellular automata model

water quality

ecosystem service

landscape pattern

agricultural land change

remote

urban expansion

–1 –0.5 0
Generic score

Developing country
Developed country
Generic score

0.5

0.50684

0.63917

0.73065

0.82476

0.8425

0.84933

0.95144

0.99927

1

0.99845

0.99838

0.9925

0.98924

0.92182

0.91072

0.90556

0.88796

0.87697

0.86925

0.84863

0.7796

0.67566

0.59231

0.55357

0.51831

0.48639

0.34697

0.085835

–1

Figure 4: Degree of commonality of each theme.

Discrete Dynamics in Nature and Society 9



and discontinuous patch mosaic from a single, homoge-
neous, and continuous relative whole [72, 73]. -e frag-
mentation of the urban landscape not only reduces the
quality of the living environment of residents but also se-
riously endangers the urban ecosystem and urban sustain-
able development. -erefore, quantitatively identifying the
urban landscape based on a remote sensing index (e.g.,
vegetation, impervious, and water indices) and exploring the
responses of natural landscapes to urban expansion have
become important ways of understanding the ecological
effects of urban landscape evolution [74, 75] and provide
valuable references for regional urban planning and eco-
logical construction.

Agriculture land change remains the main direction in
urban expansion research. -e cultivated land occupied by
urban expansion faces not only a decreasing quantity but
also changes in its quality. -ose areas that surround cities
have excellent conditions, topography, water conservancy,
and transportation. Urban expansion often encroaches on
high-quality cultivated land [76] and affects cultivated land-
use intensity in two ways. On the one hand, urban expansion
easily results in the scarcity of cultivated land resources. -e

intensity of cultivated land increases along with the con-
tinuous growth of population and demand for food. In
addition, the rapid increase in the degree of intensification of
agricultural production also promotes the application of
chemical fertilizers and pesticides per unit area of cultivated
land, thereby bringing agricultural nonpoint source pollu-
tion and ecological damage to the environment [77]. On the
other hand, the increasingly open labor market promotes the
transfer of agricultural labor and consequently reduces or
abandons agricultural labor input. After the abandonment of
cultivated land, the natural succession of farmland ecosys-
tems destroys species habitats and degrades traditional
agricultural landscapes with a high conservation value [78].
In addition, some species that live in the farmland system,
especially birds and arthropods, will begin to disappear. -e
natural succession after abandonment also homogenizes the
vegetation on abandoned land, thereby increasing the risk of
fire and reducing biodiversity by promoting the growth of
pyrophytes [79]. -erefore, studying the evolution of the
spatial-temporal pattern of cultivated land occupied by
urban expansion can provide technical support and a de-
cision-making basis for handling the relationship between
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urban expansion and cultivated land protection and for
scientifically coordinating urban development. Examining
such evolution also has important practical significance in
realizing sustainable land use.

4. Conclusion

Our study combines the LDA topic model with HMM to
develop a new method for identifying key and common
themes from the urban expansion literature. -is method

overcomes the subjectivity of traditional methods. By ap-
plying text mining in a large number of studies in the field of
urban expansion, an accurate thematic classification can be
achieved, and the identified themes meet the empirical
expectations.-is study provides theoretical and operational
support for identifying key and common themes in the field
of bibliometrics.

To study the development trends in the field of urban
expansion, this paper divides the scientific literature into 29
themes. By considering both the critical score and degree of

2.51% 2.80% 3.13%

2.34%

3.23%

4.39%

2.09%

3.67%

2.56%

2.02%

3.25%

4.34%

3.64%

4.59%

4.95%

2.09%
1.44%
2.37%

3.21%

3.11%

4.40%

3.10%

2.97%

3.10%

4.03%

4.99%

4.71%

2.98%

4.52%

3.00%

6.08%

l.65%

2.59%

4.28%

2.88%

3.09%

2.51%

2.25%

3.24%

4.44%

2.62%

3.46%

3.46%

3.14%

2.49%

2.70%

2.64%
1.36%

4.74%

2.96%

2.84%

5.20%

4.17%

3.86%

6.23%

3.23%

4.32%

3.76%

7.38%

2.35%

3.42%

4.07%

2.96%

4.73%

2.63%
0.74%

2.35%

3.77%

3.13%

4.46%

3.71%

1.76%
1.73%

2.68%

2.65%

4.36%

3.04%

2.53%

3.44%

3.72%

4.21%

4.40%

5.95%

5.40%

3.63%

4.34%

4.70% 4.17%

4.67%

3.92%

4.48%

4.67%

5.10%

5.24%

3.48%

2.09%

2.40%

4.12%

3.30%

3.67%

2.64%

2.41%

2.95%

4.73%

3.16%

2.86%

4.39%

2.64%

2.05%
1.77%

4.46%

2.89%

2.89%

2.18%

2.48%

4.18% 5.28%
2.79%

2.60%

2.46%

4.54%

2.36%

5.14% 

2.78%

2.83%

4.36%

2.35%

2.76%

4.29%

1.80%

4.03%

1.85%
1.49%

3.25%

4.24%

4.18%

4.48%

3.22%

3.68%

3.28%

4.95%

4.09%

4.03%

4.03%

3.66%

4.73%

2.65%

3.66%

2.30%

2.72%

4.22%

2.50%

2.06%

3.11%

2.35%
1.77%

3.02%

3.83%

2.75%

2.14%

2.27%

4.61%

3.00%

4.24%

2.31%

2.84%

3.46%

4.13%

4.68%

5.41%

4.50%

5.53%

3.06%

5.59%

climate change

distance variable

physical health

population density

housing devlopment policy
social cost

metropolitan region

urban carbon

economic development

urban infrastructure

transportation emission

urban sprawl

flood risk

urban agglomeration

forest loss

scenario prediction

coastal urban

spatial pattern

urban planning management

green space

temperature

surface change

cellular automata model

water quality

ecosystem service

landscape pattern

agricultural land change

remote

urban expansion

100

90

80

70

60

50

To
pi

c P
er

ce
nt

ag
e

40

30

20

10

0
2020 2021 2022 2023

Year
2024 2025

Figure 6: Forecasted thematic evolution trend from 2020 to 2025.
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commonness, a total of eight important themes for devel-
oped and developing countries are identified, of which six
themes (i.e., temperature, urban agglomeration, economic
development, surface change, urban carbon, and trans-
portation emission) have documents less than the median
number. Future works should focus on these themes in light
of the practical problems being faced in the urban expansion
field.

-e key and common theme identification methods
proposed in this paper have good clustering effects, clear
thematic boundaries, and accurate recognition results, all of
which fully demonstrate their effectiveness and practica-
bility. Future research may consider increasing the scope of
the literature collection and including multisource hetero-
geneous documents to achieve a more comprehensive
identification of key and common themes. However, this
article also has shortcomings. -e data only come from the
core database of Web of Science, so the comprehensiveness
of the data cannot be guaranteed. -is may have a certain
impact on the accuracy of the analysis results. -erefore, in
future research, various databases should be combined to
broaden the data sources in order tomore accurately identify
the key themes and common themes in the field of urban
expansion.
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[50] P. Zhao, B. Lü, and G. de Roo, “Urban expansion and
transportation: the impact of urban form on commuting
patterns on the city fringe of Beijing,” Environment and
Planning: Economy and Space, vol. 42, no. 10, pp. 2467–2486,
2010.

[51] R. J. Arnott and J. E. Stiglitz, “Aggregate land rents, expen-
diture on public goods, and optimal city size,” Quarterly
Journal of Economics, vol. 93, no. 4, pp. 471–500, 1979.

[52] Z. Lei, Y. Feng, X. Tong, S. Liu, C. Gao, and S. Chen, “A spatial
error-based cellular automata approach to reproducing and
projecting dynamic urban expansion,” Geocarto Interna-
tional, vol. 16, pp. 1–21, 2020.

[53] H. Lamphar, “Spatio-temporal association of light pollution
and urban sprawl using remote sensing imagery and GIS: a
simple method based in Otsu’s algorithm,” Journal of
Quantitative Spectroscopy and Radiative Transfer, vol. 253,
Article ID 107068, 2020.

Discrete Dynamics in Nature and Society 13



[54] S. Mathur, “Impact of an urban growth boundary across the
entire house price spectrum: the two-stage quantile spatial
regression approach,” Land Use Policy, vol. 80, pp. 88–94,
2019.

[55] S. Chen, Y. Feng, Z. Ye et al., “A cellular automata approach of
urban sprawl simulation with Bayesian spatially-varying
transformation rules,” GIScience & Remote Sensing, vol. 57,
2020.

[56] A. Mustafa, M. Cools, I. Saadi, and J. Teller, “Coupling agent-
based, cellular automata and logistic regression into a hybrid
urban expansion model (HUEM),” Land Use Policy, vol. 69,
pp. 529–540, 2017.

[57] Y. Deng, W. Qi, Bo. Fu, and K. Wang, ““Geographical
transformations of urban sprawl: exploring the spatial het-
erogeneity across cities in China 1992–2015,” Cities, vol. 105,
Article ID 102415, 2019.

[58] Y. Kim and G. Newman, “Climate change preparedness:
comparing future urban growth and flood risk in Amsterdam
and Houston,” Sustainability, vol. 11, 1048 pages, 2019.

[59] Y. Li, Y. Shi, X. Zhu, H. Cao, and T. Yu, “Coastal wetland loss
and environmental change due to rapid urban expansion in
Lianyungang, Jiangsu, China,” Regional Environmental
Change, vol. 14, no. 3, pp. 1175–1188, 2014.

[60] D. S. Hammond, V. Gond, C. Baider, F. B. V. Florens,
S. Persand, and S. G. W. Laurance, “-reats to environ-
mentally sensitive areas from peri-urban expansion in
Mauritius,” Environmental Conservation, vol. 42, no. 3,
pp. 256–267, 2015.

[61] T. M. Coxon, B. K. Odhiambo, and L. C. Giancarlo, “-e
impact of urban expansion and agricultural legacies on trace
metal accumulation in fluvial and lacustrine sediments of the
lower Chesapeake Bay basin, USA,” /e Science of the Total
Environment, vol. 568, pp. 402–414, 2016.

[62] F. Bidandi and J. Williams, “Understanding urban land,
politics, and planning: a critical appraisal of Kampala’s urban
sprawl,” Cities, vol. 106, Article ID 102858, 2020.

[63] S. Hamidi and R. Ewing, “Is sprawl affordable for Americans?”
Transportation Research Record: Journal of the Transportation
Research Board, vol. 2500, no. 1, pp. 75–79, 2015.

[64] S. M. Mccoshum and M. A. Geber, “Land conversion for solar
facilities and urban sprawl in southwest deserts causes dif-
ferent amounts of habitat loss for Ashmeadiella bees,” Journal
of the Kansas Entomological Society, vol. 92, no. 2, pp. 468–
478, 2020.

[65] M. Jun, “-e effects of polycentric evolution on commute
times in a polycentric compact city: a case of the Seoul
metropolitan area,” Cities, vol. 98, Article ID 102587, 2020.
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