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For deep coal mines, geological disturbances or mining activities can cause damage to coal and rock masses, easily inducing
dynamic disasters such as rock bursts or coal and gas outbursts, which seriously threaten the safety production of coal mine. In this
paper, first, the Liyazhuang Coal Mine introduced the SOS MS (Sensor Observation Service Microseismic) monitoring system
from the Polish Research Institute and verified the accuracy of its positioning. ,en, to study the characteristics of MS signals
induced by different mining activities, based on the field monitoring results, the waveform and frequency spectrum characteristics
of MS signals at different energy levels induced by different mining activities are analyzed, and the energy levels of MS signals
caused by different mining activities are classified. Studies have shown that there are large differences in the waveform and spectral
characteristics of MS signals at different energy levels. High-level energy seismic signals are characterized by large amplitudes, low
frequencies, relatively concentrated distribution, long vibration duration, and slow attenuation. In addition, the relationship
between mining activities and MS events is also statistically analyzed based on the spatial and temporal distribution of MS events
with the advancement of working face, and the results show that the increase of vibration frequency and energy can be precursor
information for roof pressure. With the advance of the working face, the MS energy has the characteristic of periodic distribution,
which is consistent with the periodic weighting revealed by the working resistance of the support. ,is study provides a reference
for further revealing the energy release mechanism of rock burst.

1. Introduction

With the increase of mining depth, the occurrence condi-
tions of coal seams are more and more complex. ,e fre-
quency and damage degree of dynamic disasters such as rock
burst and coal and gas outburst are increasing day by day
[1–3]. ,us, there is an urgent need to develop new tech-
nologies and equipment to monitor coal and rock stability in
real time. Under the action of ground stress, the formation
and expansion of cracks in rock or coal body are accom-
panied by a large number of MS events. During crack ini-
tiation, propagation, and coalescence, the energy
accumulated in the rock is dissipated in the elastic waveform,
of which the signals can be captured by the MS monitoring

system [4]. To reveal the evolution law of MS activity in the
process of rock fracture, the frequency spectrum of MS
waveform was used to evaluate the danger intensity of rock
fracture [5, 6]. Based on the analysis of field data, Zhang et al.
[7] found that the minimum and maximum values of main
frequency of MS events in heading face are 14Hz and
515Hz, and the maximum event duration is 1.78 s. Exper-
imental results regarding the microseism signal time-fre-
quency characteristics in the process of fault stick-slip
instability indicate that the frequency band of the MS signal
before the fault stick-slip is 0∼100Hz, and the main fre-
quency is within 10Hz [8].,e study on the typical intensive
rock burst cases under different excavation methods, tunnel
boring machine (TBM), and drilling and blasting method
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(D&B) in deep marble tunnels of Jinping II hydropower
station demonstrates that the single day lowest MS main
frequency of both TBM and D&B is less than 200Hz during
the intensive rock burst development [9]. Wang and Zong
[10] applied HHTmethod to analyze the vibration signals of
deep-hole large-charge blasting. ,e results indicated that
the vibration duration of blasting is about 150ms, and the
vibration energy is mainly concentrated in the frequency of
17.75Hz. Li et al. [11] pointed out that the coal mining MS
signals have lower dominant frequency (below 80Hz) and
longer vibration duration (more than 2 s) than the blasting
signals (dominant frequency above 80Hz and duration less
than 2 s). And the following peak envelope curves of the two
types of signals fit a power function. ,e VMD decompo-
sition method is utilized by Zhang et al. [12] to analyze coal-
rock fracturing and blasting vibration signals. ,e results
show that the energy of the rock fracturing signals is mainly
concentrated in the low-frequency modes, whereas the
energy of the blasting vibration signals is mainly con-
centrated in the three high-frequency modes. ,e main
frequency of microseismic signals during coal outflow,
blasting, and coal wall collapse is 0.80, 0.50, and 1.00 kHz,
respectively. ,e lower frequency part of microseismic
signals is mainly contributed by the impact failure, and the
higher frequency part is mainly contributed by the coal
body caving; additionally, the greater the impact failure, the
lower the low-frequency bound of its signal [13]. Scholars
have analyzed the frequency spectrum characteristics of a
large number of MS events caused by different mining
activities and taken their variation laws as the precursor
information to predict the occurrence of rock burst
[14–16]. Field test results from 8935 working face in
Xinzhouyao Coal Mine show that the main frequency
spectrum of MS signals before the rock burst is mainly
concentrated in 5–60Hz, and the sharp decrease of the
main frequency and the obvious increase of the amplitude
of MS signals can be considered as one of the precursors
characteristics of rock burst [17]. ,e S transform (ST)
time-frequency analysis technique is introduced to MS
signal analysis field by Jiang et al. [18], and the rock failure
scale can be investigated based on the frequency charac-
teristic of MS signal. ,e MS signal transforms from high
frequency to low frequency before the obvious rock de-
formation. ,us, the frequency decrease of MS signal can
be regarded as the precursory information of macroscopic
deformation of rock mass.

Most of previous research mainly focuses on the dis-
tribution of main frequencies of MS signals induced by rock
deformation. However, there has been a relative lack of
research on the characteristics of MS signals generated by
different disturbances with different energy levels. ,e re-
lationship between energy levels and spectral characteristics
of MS signals caused by different mining activities is also
fuzzy. Taking the island working face of Liyazhuang Coal
Mine (Shanxi Province, China) as the research object, a SOS
MS monitoring system was established. Based on the real-
time monitoring data of MS activities in the deep rock
masses during the mining, this study explored the waveform
and spectrum characteristics of MS signal generated by

different disturbances with different energy levels. And the
MS response characteristics during different mining activ-
ities were also studied. And the flowchart of this study is
shown in Figure 1.

2. Engineering Background

Liyazhuang Coal Mine is the second large-scale mine with
design production capacity of 1.5Mt./a coconstructed by
China and Romania in Huozhou mining area (north area).
,e mine is located in Shizhuang District, Huozhou City,
Shanxi province, 10 km away from southwest of Huozhou
City (see Figure 2). It has mining area of 30.415 km2, geo-
logical reserves of 2.4114 billion tons, and recoverable re-
serves of 2.1064 billion tons. ,ere are 5 layers of mineable
coal seam, and among them 2# coal seam is the current
mining coal seam with average thickness of 3.16m. Because
the average dip angle of coal seam is 6°, the inclined-vertical
shaft development is used.

,e II228 working face being prepared is the isolated
island working face with two completely mined out sections
at the upper and lower sides, located in panel 2 of 2# coal
seam with elevation of +355m. ,e advance length and
width of II228 working face are 630m and 130m, respec-
tively. ,e dip angle of coal seam is 4 to 10°, average 6°. ,e
thickness of coal seam is 2.82m to 3.45m, average 2.67m.
Meanwhile, as a complex structural coal seam, it generally
contains 2 layers of gangue, mainly mudstone and carbo-
naceous mudstone.

After entering the deep part of the panel II, influenced
by the hilly terrain, the mining depth reaches more than
600m, leading to the large deformation of the roadway,
serious floor heave, and frequent coal burst. ,e II228
working face currently being prepared is the isolated island
working face, where the adjacent two sections have been
mined out in the upper and lower sides (see Figure 3). It is
noted that Figure 3 is a simplified excavation engineering
plan of Liyazhuang coal mine, in which some roadways are
not drawn, aiming to illustrate the current state and layout
of the II228 working face. Affected by factors such as
plateau rock stress, mining stress, and gas accumulation,
etc., during the driving period, the coal burst occurred
frequently, and the drills were frequently ejected or grabbed
when drilling, as well as the phenomenon of borehole
spraying, which poses serious threat to the underground
safety production. According to the analysis of current
mining technical conditions, there are multiple factors that
may cause the aforementioned dynamic danger phenom-
ena, including the energy accumulated in the coal seam due
to high in situ stress, the large elastic energy accumulated in
the hard roof of multiple layers, and the accumulated gas
internal energy, etc.,erefore, the real-time Polish SOSMS
monitoring system is introduced to determine and identify
the energy source (hazard source) of the dynamic phe-
nomenon based on the acquired MS signals and further
formulate corresponding prediction and prevention
methods to guarantee the safe production, meanwhile,
providing useful guidance for other panels or mining areas
with similar mining conditions.
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3. Establishment of the Polish SOS MS
Monitoring System at Liyazhuang Coal Mine

3.1. Introduction to SOSMSMonitoring System. ,e SOS MS
monitoring system is a new generation product developed
and manufactured by the Polish Mining Research Institute.
,e hardware of this system is composed of three parts,
namely, geophone (DLM-2001) with 20 sensors, signals
acquisition station (DLM-SO) with 20 channels, and signals
recorder (AS-1). DLM-2001 geophone has the function of
MS pickup, magnetic transformer signals conversion, signal
amplification, etc., of which the sensor is installed vertically

on the anchor bolt with a length of 1m or more on the
bottom floor to facilitate construction, maintenance, and
movement. ,rough the underground cables, the under-
ground acquired signals will be transmitted to the DLM-SO
signals acquisition station, of which the function is to rectify
and filter the signals; besides, the DLM-SO acquisition
station also powers to the geophone. Generally, a set of
DLM-SO acquisition station works in conjunction with 16
DLM-2001 geophone sensors that isolate intrinsically safe
signals from nonintrinsically safe signals. ,e current
modulated signals in the measuring probe are transmitted
through the underground cables into the acquisition station.

Investigation of geological and mining conditions of
II228 working face in Liyazhuang coal mine 

Installation and test of MS monitoring equipment

Installation of underground probe
and laying of signal lines Test of ground SOS system

Daily monitoring of MS activity

MS signal waveform and
spectrum analysis

Analysis of source distribution,
vibration energy and vibration type

Analysis of MS activity during mining process of
Liyazhuang coal mine

Figure 1: ,e flowchart of this study.

600 0 600 km 50 0 50 km

China Shanxi

N

Taiyuan City

Linfen City

Liyazhuang
Coal mine

Figure 2: Geographical location of the Liyazhuang Coal Mine.
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In the acquisition station, the signals are accurately repro-
duced and converted into corresponding voltage signals.,e
distance between each acquisition station and geophone
probe would not exceed 10 km. ,e AS-1 Seismogram
signals recorder is designed based on the IBM PC computer
embedded A/D conversion card with 32 channels. Its main
function is to convert seismic signals into digital signals.

,e software of this system is mainly divided into two
parts, namely, Multilok and Seismogram. Multilok is mainly
used to complete the three-dimensional position and rele-
vant parameters calculation of the rock vibration source.
And Seismogram is used to extract, visualize, and analyze
useful MS signals and isolate and screen the wave groups,
etc.

SOS MS system can continuously and automatically
collect and filter shock signal and accurately calculate the
occurrence time, energy, and space three-dimensional co-
ordinates of shock event (>100 J). Its maximum sampling
rate is 2500Hz. ,e frequency bandwidth of MS signals that
can be monitored by this system is 1–600Hz.

3.2. Planning the MS Monitoring System

3.2.1. Basic /eory of MS Location. Effectively and accu-
rately detecting and locating the MS events, which contain a
large amount of information about rock and coal fracture, is
of important significance to detect potential dangers and
further mitigate hazards [19]. In terms of the range and scale
of coal mine field, the P-wave is often chosen for locating the
MS events because of its advantages of high accuracy. ,e

positioning principle of the MS monitoring system is to use
the time difference of the P-wave under a specific wave
velocity field to determine the rock failure point and further
perform two-dimensional or three-dimensional MS source
location. Besides, the energy released in the duration of the
MS can be also calculated. In practical application, it is often
assumed that the coal body is homogeneous and isotropic.
,at is, the velocity of P-wave in each direction is a constant.
,us, for homogeneous and isotropic velocity models, the
time from the MS sourceH� (X0, Y0, Z0)T to the sensor i can
be calculated:

Ti H, V, Xi(  �

����������������������������

x0 − xi( 
2

+ y0 − yi( 
2

+ z0 − zi( 
2



VP

, (1)

where X� (xi, yi, zi) is the coordinate of the sensor i; t0 is the
time when the MS occurs; ti is the time when the P-wave
reaches the sensor i; VP is the velocity of P-wave; i� 1, 2, . . .,
n, n is the number of sensors installed. From the above
formula, it can be seen that at least four sensors are needed
providing enough data to solve the equation.

3.2.2. Sensors Layout and Installation. ,e II228 working
face in panel 2 is the key area for rock burst prevention and
control, and it is also the important area for MS monitoring,
which can provide useful information for rock burst pre-
diction. Besides, the panel 2 in coal seam 2# has the risk of
rock burst, so the monitoring stations should be arranged as
close as possible to this area, and sufficient distribution
density should be satisfied. ,us, based on the MS location
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Figure 3: Arrangements of MS stations and partial typical MS events in the Liyazhuang Coal Mine.
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theory and MS monitoring principle [20, 21], 11 sensors
were designed to install around the II228 working face, and
the detailed coordinates for the 11 MS sensors are listed in
Table 1. ,e map of the network topology of the MS
monitoring system is shown in Figure 3. And the system
diagram is shown in Figure 4.

Depending on the MS sensor used, the detector probe
can be installed vertically on the drilling bolt with a depth of
more than 1m and an error of 10 degrees (the probe is fixed
to the M2O-bolt thread). To ensure the good operation of
MS sensors, the transmission lines of MS network should be
well and tightly connected. ,erefore, under the condition
that the positive and negative electrodes are correct, the
probe output cable should be connected through the spe-
cially made explosion-proof sleeve or junction box. ,e
schematic of MS sensors installation can be seen in Figure 5.

3.2.3. /e Verification of Location Accuracy of Monitoring
System. ,e location accuracy ofMSmonitoring system is the
foundation of the prevention and early warning of rock burst.
,us, the precision of source positioning must be validated
after installation of the MS monitoring system. A common
approach is to compare positioning results with actual loca-
tions of blasting activities, which provide a useful assessment
on the validity of sensor’s spatial distribution and performance
of the entire system. To ensure the calculation accuracy of the
position and source parameters of MS events, we also per-
formed a location accuracy test of the MS events. ,eir places
in panel 2 were chosen as the blasting positions. ,e coor-
dinates of the blasting points determined through three ar-
tificial explosions at 3 positions showed a maximum error of
5.93m and a minimum error of 1.85m against the actual
points, whichmeets the requirement for studyingMS activities
in the field monitoring. ,e reliability of the equipment is
verified through this test. On the other hand, the rationality of
sensors layout is also validated. ,e detailed data of blasting
location and estimated locations are listed in Table 2.

4. Results and Analysis

4.1. /e Spectrum Characteristics of MS Signals of Mining
TremorwithDifferent Energy Levels in LiyazhuangCoalMine.
Under the effect of external disturbances, dynamic failures
would occur in the rock mass. In the process of rock failure,
detectable acoustic and seismic signals would be produced,
accompanied by the release of energy which can be moni-
tored by the MS monitoring system. Due to the different
failure mechanism of rock and coal, the monitored energy is
in different magnitudes [22, 23]. According to the focal
mechanisms of mine tremors, the characteristics of MS
signals produced by various types of seismic sources are
different, including energy, frequency spectrum, etc.
[24, 25]. Previous studies have shown that there may be a
relation between the MS energy and spectrum [26]. ,us, it
is necessary to analyze the waveform and spectrum char-
acteristics of MS signals with different energy levels and
further provide the theoretical basis for identifying the types
of mining-induced disturbances. It is also of important

significance to take corresponding preventive measures for
the occurrence of the rock burst or other dynamic disasters
induced by different mining disturbances. ,is section
mainly aims at analyzing the spectrum characteristics of MS
signals with different energy levels monitored and recorded
in Liyazhuang Coal Mine.

,e energy of MS events recorded by the MS monitoring
system in Liyazhuang Coal Mine was mainly concentrated
between 102 and 105 J. Figure 6 shows the waveform and
spectrum variation characteristics of MS events with energy
greater than 104 J. From Figures 6(a) and 6(c), it can be seen
that the amplitudes (vibration velocity) of MS signals mainly
concentrate in (0.6–6.5)× 10−4m/s. ,e signal attenuation is
fast, lasting from 800ms to 1000ms. Meanwhile, it also can
be known that the MS signals monitored by sensors with
different distances from the same vibration source have
similar amplitudes. However, the closer the vibration source
is, the longer the MS signals received by the sensor will last.
From Figure 6(b), it can be seen that the main frequency is
about 50Hz andmost of the amplitude is concentrated in the
frequency bands between 25Hz and 100Hz, while from
Figure 6(b), it can be known that themain frequency is about
60Hz and most of the amplitude is concentrated in the
frequency bands between 36Hz and 90Hz. ,ey have
similar characteristics of main frequency distributions.
However, the closer the vibration source, the larger the
amplitude spectrum of the signals. Generally, the seismic
wave continuously attenuates along the rock medium, so
that the MS signals monitored by the station closer to the
vibration source may have more useful information.

Figure 7 shows the waveform and spectrum variation
characteristics of MS events with energy of 1050.7183 J. It
can be seen that the amplitudes (vibration velocity) of MS
signals mainly concentrate in (0.2–5)× 10−4m/s, and the MS
signals last about 600ms. In terms of the spectrum, the
frequency band of the signal is 0–160Hz. Besides, the main
frequency bands range is about 10–75Hz and most am-
plitude concentrates on the frequency bands of 10–50Hz.
Generally, the MS signals with such waveform character-
istics and vibration energy of about 103 J are generated by the
underground artificial blasting.

Figure 8 shows the waveform and spectrum variation
characteristics of MS events with energy of 871.7724 J.
Obviously, the amplitudes (vibration velocity) of MS signals
mainly concentrate in (0.2–0.6)× 10−4m/s, and the MS
signals last about 550–750ms. And the frequency band of
the signal is 0–120Hz, while the main frequency bands range
is about 15–80Hz.

As shown in Table 3, it can be concluded that the higher
the vibration energy is, the longer the corresponding MS
signals would last, and the larger the amplitude (vibration
velocity) is. In addition, for the MS signals with high energy
levels, the frequency is wide, but the main frequency band is
narrow but centralized. Generally, the MS signals generated
by strong vibration are characterized by large amplitude and
low frequency, while the signals of vibration with low energy
level have the characteristic of wide main frequency band. In
most practical cases, the magnitude and the energy con-
centration degree of MS events were identified as the criteria
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for rock burst hazards [27]. Generally, the minimum energy
at which the rock burst occurs is 103 J, and most rock bursts
start from 105 J. ,e area where the MS events with the
energy magnitude of 105 or above frequently occur can be
considered as the high-risk area [28–30].

4.2. /e Spectrum Characteristics of MS Signals Induced by
Typical Underground Disturbances. Mining activity and
tectonic activity are known to pose external disturbances

on the rock and coal mass, resulting in the damage of the
rock and coal mass. Under different disturbances, the MS
signals generated by the rock and coal failure have dif-
ferent characteristics due to the different failure me-
chanics of rock and coal mass [31–34]. ,erefore, it is of
practical significance to identify different focal sources
and further make corresponding preventive measures by
analyzing the waveform and spectrum characteristics of
MS signals generated under different disturbance
conditions.

Table 1: ,e three-dimensional coordinates of MS sensors.

No.
Coordinate

X Y Z
1 37566700.00 4057296.00 −321.5
2 37567261.00 4058164.00 −363.8
3 37567733.00 4056877.00 −275
4 37568230.00 4057494.00 −294.5
5 37568281.00 4056688.00 −228
6 37568599.00 4057151.00 −235
7 37568911.00 4056468.00 −202
8 37568230.00 4057494.00 −294.5
9 37568911.00 4056468.00 −202

(a) (b)

(c) (d)

Figure 4: ,e schematic of MS sensors installation. (a) DLM-SO signal acquisition station (16 channels). (b) Recording instrument.
(c) Analysis meter. (d) Detection and measurement probe.
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Figure 6: Continued.
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Bolt (ϕ 20 mm, l 1500 mm)
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Figure 5: ,e schematic of MS sensors installation.

Table 2: ,e comparison of the three-dimensional coordinates of actual points and estimated location.

No. Actual coordinate Estimated coordinate Error

1
X 37568453.68 X 37568448.32 5.36
Y 4056695.32 Y 4056701.14 5.82
Z −224.52 Z −227.08 2.56

2
X 37568613.02 X 37568608.87 4.3
Y 4056939.97 Y 4056845.45 5.48
Z −231.1 Z −233.26 1.85

3
X 37568673.14 X 37568677.23 4.09
Y 4057176.65 Y 4057182.58 5.93
Z −233.54 Z −236.31 2.77
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Figure 7: Curves of vibration velocity-time and amplitude spectrum-frequency with vibration energy� 1050.7183 J. (a) Vibration velocity-
time (sensor 6#). (b) Amplitude spectrum-frequency (sensor 6#). (c) Vibration velocity-time (sensor 9#). (d) Amplitude spectrum-fre-
quency (sensor 9#).
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Figure 6: Curves of vibration velocity-time and amplitude spectrum-frequency with vibration energy� 39932.22 J. (a) Vibration velocity-
time (sensor 6#). (b) Amplitude spectrum-frequency (sensor 6#). (c) Vibration velocity-time (sensor 9#). (d) Amplitude spectrum-fre-
quency (sensor 9#).

8 Advances in Civil Engineering



By MS monitoring and analysis, in the advancement of
working face, several typical shock events (Figure 3) oc-
curred around the II228 working face. Figure 9 shows the
waveforms of typical seismic signals and Figure 10 shows the
corresponding curves of amplitude spectrum-frequency.

On May 5, 2011, a vibration was detected at the rear of
226 working face at 6:53:10 (Figure 3). According to the
analysis of SEISGR and Multilok software, the geographical
coordinates of the shock event were (37569200.00,
4057027.00, −220.14), and the vibration energy was
1.78×103 J. And the vibration waveform was generated by
the immediate roof falling in the gob (Figure 9(a)). From
Figure 10(a), the main frequency bands range is about
0–100Hz and the maximum energy concentrates on the
frequency bands of 25–35Hz.

On May 6, 2011, a vibration was detected at the rear of
226 working face at 16:51:36 (Figure 3). According to the
analysis of SEISGR and Multilok software, the geographical
coordinates of the shock event were (37569035.71,
4056781.66, −232.14), and the vibration energy was
2.72×104 J. And the vibration waveform was a typical
waveform of main roof rupturing (Figure 9(b)). From
Figure 10(b), the main frequency bands range is about
0–140Hz and the maximum energy concentrates on the
frequency bands of 20–40Hz.

OnMay 10, 2011, amajor shock event appeared in a large
fault near the cut-off of the II228 working face at 23:05:53
(Figure 3). It can be confirmed this shock event was induced
by fault activation by signal waveform analysis and MS
locating. And 7 sensors arranged in the II and IV mining
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Figure 8: Curves of vibration velocity-time and amplitude spectrum-frequency with vibration energy� 871.7724 J. (a) Vibration velocity-
time (sensor 6#). (b) Amplitude spectrum-frequency (sensor 6#). (c) Vibration velocity-time (sensor 9#). (d) Amplitude spectrum-fre-
quency (sensor 9#).

Table 3: Comparison of MS signals with different energy levels monitored in Liyazhuang Coal Mine.

Energy levels (J) Duration (ms) Amplitude (m/s) Attenuation rate Frequency bands Main frequency (Hz)
104 800–1000 (0.6–6.5)× 10−4 Slow 0–200 40–70
103 600–800 (0.2–0.5)× 10−4 Fast 0–160 10–75
102 550–750 (0.2–0.6)× 10−4 Faster 0–120 15–80
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(a) (b)

(c) (d)

(e)

Figure 9: Waveforms of typical seismic signals. (a) Immediate roof rupturing in the gob. (b) Main roof rupturing in the gob. (c) Fault
activation. (d) Roof fracturing in the cut-off. (e) Artificial blasting in the drilling site.
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Figure 10: Continued.
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areas have recorded the vibration information, indicating
that the vibration energy is really large. According to the
analysis of SEISGR and Multilok software, the geographical
coordinates of the shock event were (37568889.84,
4057308.61, −217.87), and the vibration energy was
2.78×105 J. Figure 9(c) shows the waveform of this vibra-
tion. And the corresponding frequency spectrum is obtained
by using the fast Fourier transform method, as shown in
Figure 10(c). Obviously, the main frequency bands range is
about 0–120Hz and the maximum energy concentrates on
the frequency bands of 35–55Hz.

On May 15, 2011, a mine seismicity with high energy
occurred near the cut-off of the II228 working face at 22:
14:20 (Figure 3). According to the analysis of SEISGR and
Multilok software, the geographical coordinates of the
shock event were (37568718.80, 4057133.48, −240.56), and
the vibration energy was 1.38 ×104 J. From the location
and the vertical elevation of the epicenter source, the
vibration was caused by the roof fracturing due to the high
stress superimposing at the II228 cut-off. ,e vibration
waveform was shown in Figure 9(d). After waveform
attenuation, there are still large fluctuations in the tail,
which is obviously different from roof fracturing in the
gob and artificial blasting. From Figure 10(d), the main

frequency bands range is about 0–160Hz and the maxi-
mum energy concentrates on the frequency bands of
40–80Hz. Besides, the spectrum is relatively scattered.
Although the amplitude and frequency of the wave caused
by the vibration were relatively large, there was no rock
burst occurring. ,is is because the vibration energy did
not reach the average energy level required for the oc-
currence of rock burst under normal conditions; on the
other hand, the location of the seismic source was deep, so
the energy is attenuated to some extent during the
propagation process.

On June 10, 2011, a vibration was detected at the NO.3
high-level drilling site near the II228 working face at 00:26:
52 (Figure 3). According to the analysis of SEISGR and
Multilok software, the geographical coordinates of the shock
event were (37568545.00, 4056767.00, −224.06), and the
vibration energy was 1.2×103 J.,e vibration waveform was
typical artificial blasting (Figure 9(e)), and the vibration
information was recorded by 4 sensors arranged at II228
working face. Figure 10(e) shows the variation character-
istics of corresponding frequency spectrum. It was found
that the main frequency bands range is about 0–60Hz and
the maximum energy concentrates on the frequency bands
of 0–10Hz.
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Figure 10: Curves of amplitude spectrum-frequency. (a) Immediate roof rupturing in the gob. (b) Main roof rupturing in the gob. (c) Fault
activation. (d) Roof fracturing in the cut-off. (e) Artificial blasting.
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From above analysis, it also can be found that the vi-
bration waveform caused by main roof fracturing is similar
to that of the immediate roof fracturing, but their spectrum
is different. ,e main frequency of the waveform generated
by the main roof fracturing is lower than that of the im-
mediate roof fracturing, and the energy generated by the
former is generally much higher than that of the latter. ,e
energy released by roof fracturing is basically the same as
that of artificial blasting, but the waveform is obviously
different. Besides, the frequency bands which the maximum
energy concentrate on are also different.

4.3.MSResponse Characteristics duringMining Activities and
Roof Weighting

4.3.1. Variation of MS Events in the Normal Production
Process. Generally, underground vibration caused by mining
activities can be roughly divided into two categories. One type
is directly caused by mining activities, including locomotive
operation, loading loaders operation, artificial blasting, etc.
,e other is caused by the instability failure of surrounding
rock due to mining activities.,e SOSMSmonitoring system
can monitor, record, and preserve various vibration signals in
real time, so as to locate the vibration source and calculate the
magnitude of vibration energy.

(1) Temporal Distribution of MS Events. Figure 11 shows the
variation of MS events near II226 working face in different
periods of a day. More MS events occur in the period of
normal production, while relatively less MS events occur in
the period of handover and overhaul. Although the pro-
duction time of Liyazhuang Coal Mine is not the same every
day, in statistics, the frequency of MS events occurring near
the working face in the period of normal production is twice
that of the inspection time. For instance, during the shift
period (14:00–16:00), as the mining activities reduce, the
frequency of MS events is correspondingly reduced to a
minimum. And after shift period (16:00–18:00), as mining
activity increases, the frequency of MS events is also in-
creased. ,us, it can be concluded that there exists a good
correspondence between the frequency variation of MS
events andmining activities, which validates the reliability of
the SOS MS monitoring system from another prospective.
Meanwhile, it also can be found that the MS events will not
disappear immediately after stopping mining activities at
working face, indicating that it would take some time for the
surrounding rock to return to stability after the stopping of
mining disturbance.

(2) Spatial Distribution of MS Events. Figure 12 shows the
distribution of the MS events in daily production. ,e MS
events are mainly concentrated in two zones: the first MS
events concentration zone lies close to the II228 working
face. In this zone, most MS events with high energy were
mainly caused by the roof separation in front of the working
face and roof fracturing and caving behind the working face.
,e second MS events concentration zone is the high-level
drilling site, where most MS events were mainly generated

by the artificial blasting. In this zone, a high-level drainage
roadway was being excavated. ,us, artificial blasting was
carried out every day. On the other hand, the release of
internal elasticity of rock strata due to the change of in situ
stress caused by excavationmay produce moreMS events. In
addition, it can be easily found that, with the advancement of
II228 working face, the location of MS events also changed.
Generally, the distribution of MS events is affected by
mining activities, both spatially and temporally. ,e energy
of these vibrations is generally below 103 J, which has no
great influence on the occurrence of dynamic disasters.

4.3.2. Relationship between MS Events and Periodic
Weighting of Working Face. To study the periodic weighting
in the II226 working face, the real-time monitoring of hy-
draulic support working resistance was applied in the field.
,emeasurement stations were arranged along the direction
of working face. In the process of periodic pressure analysis,
the sum of the average end-cycle resistance of the hydraulic
support and its mean variance is taken as the main index to
judge the periodic pressure. It can be calculated as

σP �

�������������
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n

i�1
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2
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1
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n

i�1
Pti,

(2)

where σP is the mean variance of the average end-cycle
support resistance; n is the number of cycles; Pti is the end-
cycle support resistance in the ith cycle; Pt is the average
value of the end-cycle support resistance.

,e criterion for the roof weighting can be expressed as

Pt
′ � Pt + σP. (3)

After calculation, the weighting criterion of each support
is shown in Table 4.

Figure 13 shows the variation characteristics of periodic
end-cycle support resistance of each support. ,e red lines
indicate the weighting criterion, and the green lines indicate
the weighting position.

Table 5 shows the statistics of periodic weighting time of
each support in June, and Figure 14 shows the daily number
and energy of MS events before and after three periodic
weighting times in June. ,e column represents the daily
total energy and the red line represents the daily numbers of
MS events. ,e three times of periodic weighting of II226
working face were on June 5, 13, and 23, respectively. From
Figures 13 and 14, with the breakage occurring in the main
roof, the hydraulic support pressure increases periodically in
the time of roof weighting. Two days before the period
weighting, the daily average number of monitored vibrations
was about 11 times, and the number of vibrations showed an
increasing trend; the total energy of daily monitored vi-
brations was about 4500 J, of which the daily maximum
vibration energy was 1800 J, and the overall vibration energy
also showed an increasing trend. ,is increase of vibration
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Figure 12: Spatial distribution of the MS events around II228 working face. (a) May 3, 2011; (b) May 11, 2011; (c) May 18, 2011.
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Figure 11: Temporal distribution of the MS events.
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Table 4: ,e weighting criterion of each support.

No.
End-cycle support resistance (MPa)

Pt σp Pti
3# 26.4 9.3 35.7
6# 27.7 9.3 37
8# 35 2.3 37.3
9# 34.8 2.4 37.2
13# 25.7 9.4 35.1
14# 29.5 5.7 35.2
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Figure 13: Continued.
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frequency and energy can be precursor information for roof
pressure. With the advancement of the working face, the MS
energy has the characteristic of periodic distribution, which
is consistent with the periodic weighting revealed by the
working resistance of the support.

5. Discussion

In the process of fracturing and sliding of coal and rock
under the mining disturbances, microseismic waves with a
certain frequency will propagate to the surrounding rock,
which is also accompanied by the release of accumulated
energy. ,e amplitude and frequency of the waves depend
on the strength, stress state, fracture size, and the defor-
mation speed of coal and rock [35]. ,e incubation process
of rock burst is actually the process of the occurrence and
expansion of cracks or secondary cracks in coal and rock

mass structure, which is the process of energy accumulation.
And the occurrence of rock burst is the fracture and in-
stability process of damage rock structure, which is the
process of energy release [36]. ,e vibration energy of the
roof pressure signals is large, and the amplitude of the signal
is about 104, which is due to the large deformation and
failure area in the rock mass during the roof rupturing, and a
large amount of elastic energy is released. Actually, for the
process of fault activation, the initial instability of sur-
rounding rock compaction fault is the initial stage of fault
activation, and the single vibration energy generated is large,
but the frequency is low. ,en, the elastic stick-slip oscil-
lation process of surrounding rock is the most important
stage of the release of fault activation energy, and the vi-
bration frequency is high. And the vibration frequency and
energy are low in the process of plastic stick-slip failure.
With the vibration energy and frequency of the surrounding
rock in the stage of restabilization of the failure of the wall
rock, the release of energy is large [37]. It can be seen that the
analysis results of this paper are consistent with previous
studies. Besides, the energy accumulated in coal and rock
mass increases gradually, and the energy is in a stable release
state. When the propulsion speed reaches a certain degree,
this stable state will be destroyed, and the sudden release of
energy will lead to the occurrence of large energy events.
,us, the distribution characteristic of MS energy and events
can reflect the roof movement.

Table 5:,e statistics of periodic weighting time of each support in
June.

No. Fist weighting Second weighting ,ird weighting
3# 3rd June 14th June 22th June
6# 5th June 15th June 24th June
8# 6th June 18th June 18th June
9# 4th June 10th June 24th June
13# 6th June 14th June 24th June
14# 2nd June 12th June 19th June
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Figure 13: Variation characteristics of periodic end-cycle support resistance of each support. (a) 6# hydraulic support. (b) 8# hydraulic
support. (c) 9# hydraulic support. (d) 13# hydraulic support. (e) 14# hydraulic support.
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6. Conclusion

(1) ,ere are large differences in the waveform and
spectral characteristics of MS signals at different
energy levels. High-level energy seismic signals are
characterized by large amplitudes, low frequencies,
relatively concentrated distribution, long vibration
duration, and slow attenuation. As the energy de-
creases, the vibration attenuation rate gradually
becomes faster, and the signal duration becomes
shorter. Besides, the dominant frequency gradually
develops from concentration to diffusion.

(2) Due to the different fracture mechanisms of rock or
coal mass, the different types of vibration induced
by underground mining activities are different.
,ere is a strong impact risk during fault activation
because of its more released energy. In compari-
son, less energy would be released during roof
falling.

(3) With the advancement of the working face, the MS
energy has the characteristic of periodic distribu-
tion, which is consistent with the periodic
weighting revealed by the working resistance of the
support. 1-2 days before the periodic weighting of
working face, the MS events would increase.
Combined with the real-time monitoring of hy-
draulic support, these MS characteristics can be
regarded as precursory information of periodic
weighting.
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,e study of the rock crack propagation and fracture behaviors during impact fragmentation is important and necessary for
disaster evaluation of rockfalls. Discontinuous Deformation Analysis (DDA) incorporating virtual joints can offer a powerful tool
to solve such a problem. In the analysis process, the computational efficiency is critical because the mesh must be very dense to
make crack propagation more realistic. ,us, parallel DDA using OpenMP is applied. ,e flattened and precrack Brazilian disc
tests are first reproduced, respectively, to verify the accuracy and efficiency of the parallel DDA with virtual joints. ,en, the
impact fragmentation process is simulated and validated with corresponding laboratory experiments in terms of crack prop-
agation results. Furthermore, the effects of joint-slope angle, joint connectivity rate, and impact velocity on rock fracture behaviors
are investigated. It is concluded that the peak number of cracks occurs when the joint-slope angle ranges between 30° and 45°; the
higher impact velocity and joint connectivity rate tend to cause more cracks and larger damages to the specimen.

1. Introduction

Rockfall is one of the major geohazards in mountainous
regions which is capable of threatening human life and
properties [1, 2]. Since many infrastructures such as high-
speed roads and railways are constructed inevitably through
the area that is susceptible to rockfall, the investigation of
development and mobility of rockfall is important [3–7].

Rockfall has been studied for decades [8, 9]. ,e re-
searches of rockfall mechanics can be classified into two
categories [1]: cause and motion. Rockfall can be triggered
by weathering or fracturing of its surrounding [10, 11] and
other factors like earthquakes [12]. When triggered, the rock
will move in several modes of motion [13–15]. In addition,

researches about rockfall hazard assessment were also
performed [16, 17]. Experiments are also served as an ef-
fective research approach about rockfall [18–20].

Compared to those aspects mentioned above, less at-
tention has been paid to the fragmentation during rockfall
[4]. Rockfall fragmentation is commonly observed in both in
situ investigations and experimental tests [4, 21]. Frag-
mentation shows a great influence on the mechanical be-
haviors of rockfalls, which may greatly alter the trajectory
and increase the probability of impact [22–24]. Because the
physical fragmentation progress in rockfalls is complex,
many computational codes adopted empirical or semiem-
pirical models for the simulation [25]. Various fragmenta-
tion consideration approaches have been applied in rockfall
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risk assessment, and most of them incorporate breakage
models based on In Situ Block Size Distribution (IBSD) and
Rockfall Block Size Distribution (RBSD) [26–29]. In recent
years, some scholars tried to reveal the fragmentation
mechanism in a physical way. ,e authors of [30] used the
Discrete Element Method (DEM) to study the impact-in-
duced fragmentation in rockfalls and claimed that large
fragments are generated only when there are open preex-
isting fractures or when there are fully persistent closed
fractures. De Blasio and Crosta [31] used DEM to study the
fragmentation and boosting of rockfalls and rock ava-
lanches. ,e authors of [32–34] used bond DEM particles to
form an intact rock, and the simulation suggested that the
collisions with the bottom floor produce fragmentations.
,ose studies yielded important and inspiring conclusions.

Nevertheless, the physical simulation of fragmentation
in rockfalls still needs to be investigated. ,e rocks used are
usually bonded by sphere particles, which can be different
from real situations. ,e preexisting defects of the rock may
affect the crack propagation and dynamic behavior of the
fragments. Moreover, many studies were focused on the
effects of impact loads on the fragmentation, but the internal
factors such as preexisting crack have not been thoroughly
investigated in mechanic manners. It is important because
the existing cracks in rocks may significantly weaken the
internal structure and dominate the fragmentation behavior.

To study the effect of preexisting cracks on rockfall
fragmentation, two key issues need to be solved. First, a
proper numerical tool needs to be selected, which can
simulate the whole process of crack propagation, i.e., the
continuity to discontinuity of medium, and the large de-
formation and displacement. Second, the computational
efficiency should be sufficiently high because a careful in-
vestigation of crack propagation requires dense mesh. Based
on those conditions, a parallel two-dimensional Discon-
tinuous Deformation Analysis (2D DDA) on the OpenMP
platform is a good choice. DDA was proposed by Shi [35]; it
aims to analyze the evolution of blocky systems. Many
studies involving DDA have been conducted since it has
been proposed [36–43]. DDA has a complete theory about
contacts and mechanics involving polygonal blocks, which is
clearly suitable for crack propagation study. ,e virtual joint
technique can be adopted to address the propagation of
cracks. It refers to the joints that are not present in reality but
do exist in models between blocks. ,e medium can be
treated as continuous before cracking; when stress within the
medium is great enough to create cracks, the blocks can
detach each other through the virtual joints, and the virtual
joints then become real joints. It has been introduced into
DDA to simulate crack propagation [44–48]. When
implementing virtual joints, the cracks extend through joints
and the individual blocks keep intact. Apparently, to better
describe the propagation of cracks in rockfalls, an intact rock
should be meshed into blocks that are small enough. ,is
brings the second issue, i.e., the computational efficiency.
,e authors have studied OpenMP-based parallel DDA, and
the calculation can be significantly accelerated [49–51]. ,e
parallel DDA is adopted in this study to facilitate the
simulation of crack propagation in rockfalls.

In this paper, the effect of the preexisting crack in rocks
on rockfall impact fragmentation is studied by using parallel
DDA based on OpenMP. First, the theory of DDA and the
involved methods of virtual joints and parallel techniques
are briefly introduced. ,e implementation of the methods
into DDA is also presented.,en, validation examples about
flattened and precrack Brazilian disc tests are provided,
respectively. After that, the effects of joint-slope angle, joint
connectivity rate, and impact velocity on rock crack prop-
agation in rockfall impact fragmentation are discussed in
detail. Finally, conclusions are drawn.

2. Theory of DDA

Proposed by Dr. Shi [35], DDA has become a widely used
tool in simulations involving discrete geological models such
as landslides and rockfalls. ,e basic element in a DDA
model is called block, which is an arbitrarily shaped polygon
with constant stress and strain. ,e displacement variables
are written into a vector form:

Di � u0, v0, r0, εx, εy, cxy , (1)

where Di is the deformation matrix of block i in a blocky
system; u0 and v0 are the x- and y-wise displacements at the
centroid (x0, y0), respectively; r0 is the rotation of the block
i; εxand εy represent the x- and y-wise strains of the block,
respectively; and cxy is the shear strain of the block i. ,e
displacement of a point (x, y) within block i can be cal-
culated by Di using the following equation:

u

v
  � Ti(x, y) · Di, (2)

where Ti(x, y) denotes displacement transformation matrix
at P(x, y), and it is calculated by

Ti(x, y) �
1 0 − y − y0( 

0 1 x − x0

x − x0 0 y − y0( /2

0 y − y0 x − x0( /2
 .

(3)

,e dynamic behavior of a system can be described by

M €D + C _D + K D � F, (4)

where D, _D, and €D denote the matrices of displacement,
velocity, and acceleration, respectively, and M, C, and K

represent the matrices of mass, damping, and stiffness, re-
spectively, of a system subject to the forcing matrix F. ,e
damping matrix C takes the form of

C � ηM, (5)

where η is the viscosity. In this study, the viscosity η equals
zero and thus no viscous damping is introduced. ,e energy
loss is caused by the friction between blocks because the
Mohr–Coulomb yield criterion is adopted to control the
block sliding.

Equation (4) is solved by Newmark’s β and c method,
with parameters c � 1.0 for velocity weighting and β � 0.5
for acceleration weighting:
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(6)
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n+1

� _D
n

+ Δt (1 − c) €D
n

+ c €D
n+1

 , (7)

where superscript n denotes the calculation step. Taking
Dn � 0 as the displacement at the start of the current cal-
culation step and solving for the acceleration €D

n+1 from
equation (6) result in

€D
n+1

�
2

(Δt)2
D

n+1
−

2
Δt

_D
n
. (8)

Substituting equations (8) into (7), the velocities at the
end of the current calculation step are obtained as

_D
n+1

�
2
Δt

D
n+1

− _D
n
. (9)

Substituting equations (8) and (9) into (4) forms the
global form

KD
n+1

� F, (10)

where K and F are generalized stiffness matrix and force
matrix, respectively. Assuming that a blocky system contains
n blocks, equation (10) can be rewritten as

K11 K12

K21 K22

· · · K1n

· · · K2n

⋮ ⋮

Kn1 Kn2

⋮ ⋮

· · · Knn
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, (11)

where Kij is the stiffness submatrices and Fi is the loading
submatrices of block n.

3. Parallel DDA with Virtual Joints and
Its Verification

To model rock crack propagation during impact fragmen-
tation in rockfalls, the domain of interest is generally dis-
cretized into a large number of triangular blocks using a
triangular mesh generation method. Hence, a large-scale
blocky system must be involved. To ensure efficiency, the
parallel DDA with virtual joints is adopted to solve such
problems.

3.1. Parallel DDA with Virtual Joints. ,e virtual joint in
DDA is a general technique to study rock crack propagation,
as shown in Figure 1. ,e essential of modeling rock crack
propagation lies in the representation of an intact rock by
gluing adjacent blocks through virtual joints and in the
representation of the cracking by removing the linkage
between the glued blocks. More specifically, the gluing of
blocks can be realized by specifying strong strength pa-
rameters (friction, cohesion, and tensile strength) for virtual
joints; meanwhile, the rock cracking is implemented by
converting the virtual joints into real joints (with weak
strength parameters). ,ere are thus two kinds of interfaces

between blocks: virtual and real interfaces. ,e real inter-
faces represent the real discontinuities (including the
existing joints or fractures, the primary cracks, and the newly
propagated cracks) whereas the virtual interfaces indicate
the block boundaries that are artificially cut in the contin-
uous domain [45]. ,e crack propagating paths in an intact
rock are predetermined by the virtual joint system, and any
crack propagates along the virtual interfaces.

With an aim to simulate continuous rock, a cohesive
algorithm is applied to glue the adjacent blocks together
through virtual interfaces for preventing their detachment.
In DDA, when the contact between two blocks is in a locked
contact state, both normal and shear contact springs are
applied to prevent normal penetration and relative shear
displacement. Once the contact force exceeds the joint
strength, the corresponding contact spring is removed, and
the contact state is changed. To ensure the bonding between
adjacent blocks, the strength parameters of the virtual joints
take the same values as those of the rock material. When the
failure criterion is satisfied, the bonding between the adja-
cent blocks fails and the virtual interface becomes a real
interface, which results in the crack initiation or propagation
occurred at this interface. ,ere are two types of failure: the
tensile failure and the shear failure that are, respectively,
along the normal and tangential directions. ,e tensile
failure adopts the maximum tensile stress criterion while the
shear failure employs the Mohr–Coulomb criterion. ,e
maximum tensile and shear forces are, respectively, com-
puted by

ft,max � σtl, (12)

fs,max � cl + fntanφ, (13)

where φ, c, and σt are, respectively, the internal friction
angle, cohesion, and tensile strength of the rock material; l is
the contact length of the virtual joint; and fn is the normal
contact force. To determine the failure mode, two ratios (r1
and r2) are used and calculated as

σt
c, φ c, φ

locked

Block i

Block j

kn

σt

ks

ks kτ

Figure 1: Schematic diagram of virtual joints.
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r1 �
fn

ft,max
, (14)

r2 �
fs

fs,max
, (15)

where fs is the shear contact force. If r1 > 1 or r2 > 1, the
tensile failure or the shear failure occurs, leading to crack
initiation or propagation along the virtual joint plane. When
both r1 and r2 exceed 1, their values should be compared
further: if r1 > r2, the tensile failure occurs; otherwise, the
shear failure occurs. ,e flowchart of the cracking judgment
process for virtual joints is presented in Figure 2.

Nevertheless, with the incorporation of virtual joints into
DDA, the problem of computational ability becomes
prominent because the mesh must be very dense to make
crack propagation more realistic. In this case, a parallel
technique based on OpenMP is adopted to accelerate the
simulation. ,e previous work of [51] is followed in which a
parallel framework for 2D DDA was developed and the
parallel 2D DDA was applied to study a large-scale rockslide
(containing numerous blocks) induced by earthquake. ,e
parallelization for 2D DDA is briefly introduced here, and
the interested readers are suggested to refer to [51].

A 2D DDA program can be regarded as an assembly of
subroutines, and each of them has certain purposes and
tasks. ,e main subroutines are contact detection, matrix
assembly, equation solver, and contact post judgment.,ose
subroutines can consume as much as 96% of the total cal-
culation time according to our previous research [51].
,erefore, by parallelizing the major subroutines, compu-
tational efficiency can be significantly improved, and the
modeling of crack propagation will be easier. In this parallel
strategy, independent tasks, for example, contact detection
for every pair of blocks, are distributed to several threads that
are forked by a master thread. ,ese slave threads are then
executed separately. However, for the tasks with data de-
pendency or data race, some additional measures have to be
implemented in advance, such as modifications of code
structure or using atomic operation. Based on the previous
work, the subroutine to complete the cracking judgment
process for virtual joints is also executed in parallel. ,is is
implemented by placing the compiler direction “#pragma
omp parallel for” before the for loop that iterates every
virtual joint, as shown in the upper shaded box in Figure 2.

3.2. Verification for Accuracy and Efficiency. ,e mechanical
parameters such as tensile strength and fracture toughness of
rock material can be determined by using the flattened
Brazilian disc test. To verify the accuracy of the parallel
DDA, the splitting process of the flattened Brazilian disc test
is numerically studied. ,e Brazilian disc has a diameter of
100mm and flats at each end with a central angle of 10°
according to [52]. ,ree numerical models with different
block quantities (2045, 4107, 6081) are constructed, as
shown in Figure 3. ,e disc is placed between two platens
each with a thickness of 20mm. ,e top platen serves as the
loading end and the bottom platen is fixed. ,e mechanical

properties for blocks to form the flattened Brazilian disc are
the density of 2050 kg/m3, Young’s modulus of 10.53GPa,
and Poisson’s ratio of 0.12.

,e strength parameters for virtual joints and real joints
in the calculation are listed in Table 1. In the loading process,
a time-dependent displacement constraint is applied at the
loading platen at a loading rate of 2mm/s. ,e calculation
parameters in DDA are normal spring stiffness kn of 10GPa,
maximum time step size Δt of 1 × 10− 7 s, and maximum
displacement ratio of 1 × 10− 4. In the simulation, gravity is
not considered.

Under the diametrical compression, the crack initiation
and propagation are reproduced.,e cracks first initiate from
the loading regions under the top platen and above the bottom
platen. With the increasing loading, the cracks propagate
along the vertical middle line, and finally, they coalesce to
form a penetrative crack, dividing the specimen into two parts.
,e splitting process is similar to that in the experiment. ,e
final splitting failure for the three numerical models is shown
in Figure 4, compared with the experimental result [52]. ,e
simulated results are in good agreement with the experiment
one, suggesting the accuracy of the parallel DDA with virtual
joints. In addition, a large number of microcracks appear in
the top and bottom ends of the Brazilian disc, which may be
attributed to the excessive stiffness of the platens.

On the other hand, the efficiency of the parallel DDA to
analyze the rock crack propagation is investigated. ,e
speedup ratio, defined as the ratio between serial and parallel
CPU times, is calculated. ,e CPU times and the calculated
speedup ratios for the three numerical models are compared
in Figure 5. One can observe that the parallel DDA has
approximately 5 times enhanced efficiency with 6 OpenMP
threads used, compared with the serial computing.

In addition, the crack propagation of the precracked
Brazilian disc (with a diameter of 100mm) is also numer-
ically studied. ,e single crack in the middle part of the disc
has a length of 25mm, and different values of the crack
inclination (30°, 45°, 60°, 75°) are considered. By making a
compromise between efficiency and accuracy, the domain of
interest is discretized into around 4000 smaller blocks for
each case [53]. ,e numerical model with a crack inclination
of 45° is depicted in Figure 6.

,e same mechanical properties and calculation pa-
rameters in DDA are adopted.,e simulated final failure for
the precracked Brazilian disc with different crack inclination
angles is presented in Figure 7, compared with the exper-
imental results [54]. It can be seen that both the crack
propagation path and the fracture feature obtained by the
parallel DDA accord well with the experiment results.

4. Study on Crack Propagation and Fracture
Behaviors in Impact Fragmentation

In this section, the crack propagation of jointed rock mass
under impact loads will be explored. ,e disc models of
single jointed rock mass under different conditions are
numerically analyzed. ,e fracturing behaviors during im-
pact fragmentation as well as the effects of different factors
on the impact fragmentation are studied.
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Virtual joint i=1

#pragma omp parallel for

Compute fn and fs

Compute r1 and r2

Cracking failure occurs
and becomes real joint

Retain as virtual
joint

Judge failure
or not

Judge failure
mode

r1 > 1 or r2 > 1 ?

Tensile failure

No

i++

No

No

Yes

Yes

Shear failure

r1 > r2 ?

i == n ?

Start
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Figure 2: Flowchart of the cracking judgment process for virtual joints.

(a) (b) (c)

Figure 3: ,ree numerical models with different block quantities for the flattened Brazilian disc test. (a) 2045 blocks. (b) 4107 blocks.
(c) 6081 blocks.
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,emodel for rockfall impact fragmentation comprises a
rectangular collision plate (100mm × 20mm) and a disc
(with a diameter of 100mm) formed by numerous smaller
blocks (around 5500 ∼ 5600). ,e collision plate is placed at
the bottom and keeps fixed in the whole simulation.,e disc
vertically impacts the collision plate. ,e disc contains a
single crack with a width of 0.4mm in the middle part.
Different joint-slope angles θ (0°, 15°, 30°, 45°, 60°, 75°, and
90°) as well as different joint connectivity rates c (0.25, 0.50,
and 0.75) are considered. A representative numerical model
is shown in Figure 8. To save time, the free fall process is not
calculated, and instead, the disc with an initial velocity of v0
impacts the collision plate as the simulation begins. ,e
same mechanical properties listed in Section 3 are employed

for both blocks and joints. ,e calculation parameters in
DDA for dynamic simulation are set as normal spring
stiffness kn of 0.35GPa, maximum time step size Δt of
1 × 10− 7 s, and maximum displacement ratio of 1 × 10− 4. In
the simulation, gravity is considered.

Considering different values of the joint-slope angle θ,
the joint connectivity rate c, and the initial impact velocity
v0, various cases (as listed in Table 2) are studied.

4.1. Analysis of Fracture Behaviors in Impact Fragmentation.
Figure 9(a) shows the failure states for the impact frag-
mentation modeling when different joint-slope angles θ (0°,
30°, 45°, 60°, 90°) are considered. In the different cases, the

Table 1: Strength parameters for virtual joints and real joints when DDA simulating the flattened Brazilian disc test.

Virtual joints Real joints
Friction angle φ (°) 38.5 20
Cohesion c (MPa) 8.29 1
Tensile strength σt (MPa) 7.86 1 × 10− 5

(a) (b)

(c) (d)

Figure 4: ,e final splitting failure for the three numerical models with different block quantities of blocks, compared with the experiment
result [52]. (a) 2045 blocks. (b) 4107 blocks. (c) 6081 blocks. (d) experiment result.
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joint connectivity rate c is 0.25, and the initial impact ve-
locity v0 is 3.5m/s. When θ � 0°, the fragmentation first
occurs at the region near the impacting point, and individual
blocks are cut out by the newly appeared cracks. ,e cracks
then initiate from the middle of the joint and propagate
radially toward the impact point and the top end of the
specimen, and finally, they coalesce to form a penetrative
crack. When θ � 45°, two wing cracks perpendicular to the

joint are first formed at the two ends of the prefabricated
joint and gradually propagate toward the impact point and
the top end of the specimen, and finally, twomacrocracks are
formed. When θ � 30° or 60°, the crack initiation and
propagation are similar to those in the case of θ � 45°. When
θ � 90°, the stress wave is affected when it propagates from
the impact point to the lower end of the joint, and it re-
peatedly oscillates between the impact point and the lower
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Figure 5:,e CPU times and the calculated speedup ratios for the three numerical models of the flattened Brazilian disc test. (a) CPU times.
(b) Calculated speedup ratios.

Figure 6: Numerical model of the precracked Brazilian disc with 45° crack.
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end of the joint, resulting in a large amount of debris near the
impact point. At the same time, the cracks propagate from
the upper and lower ends of the joint toward the ends of the
specimen in the vertical direction, finally leading to the

penetration failure of the specimen. By making a compar-
ison between the simulated failure patterns presented in
Figure 9(a) and the experiment results [55] shown in
Figure 9(b), the fracturing behaviors are quite consistent.

In addition, the crack mechanism in impact fragmen-
tation is clarified based on the calculation results in Case 4
(θ � 45°, c � 0.25, and v0 � 3.5m/s). ,e penetrative crack
formed in the specimen is the resultant failure mode of the
stress distribution. In the simulation, the maximum prin-
cipal stresses at different measurement points are recorded,
as presented in Figure 10. ,e tensile stress is positive while
the compressive stress is negative. It can be observed that
after the specimen impacts the collision board, only the part
near the impact point presents relatively large compressive
stress whereas the tensile stress dominates the other parts.
Measurement pointA near the impact point shows gradually

a1 a2 a3 a4

(a)

b1 b2 b3 b4

(b)

Figure 7: Comparison of the crack propagation paths from (a) the simulated and (b) the experimental results [54] for the precracked
Brazilian disc with different crack inclination angles. a1 and b1 are 30 degrees, a2 and b2 are 45 degrees, a3 and b3 are 60 degrees, and a4 and
b4 are 75 degrees.

v0

Figure 8: A representative numerical model (θ � 45° and c � 0.50)
of rockfall impact fragmentation simulation.

Table 2: Different values of the joint-slope angle θ, the joint
connectivity rate c, and the initial impact velocity v0 for different
cases.

Case no. θ (°) c v0 (m/s) Case no. θ (°) c v0 (m/s)

1 0 0.25 3.5 8 45 0.25 3.5
2 15 0.25 3.5 9 45 0.50 3.5
3 30 0.25 3.5 10 45 0.75 3.5
4 45 0.25 3.5 11 45 0.25 3.0
5 60 0.25 3.5 12 45 0.25 3.5
6 75 0.25 3.5 13 45 0.25 4.0
7 90 0.25 3.5 14 45 0.25 5.0

15 45 0.25 6.0
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decreasing compressive stress after reaching the maximum
compressive stress peak, suggesting the occurrence of the
plastic deformation inside the specimen. ,e measurement
points (B, C, andD) placed along the vertical direction of the
specimen successively attain the peak values from the
bottom to the top. At about 265 μs, the measurement point E
near the lower end of the joint first gets the peak stress and
then rapidly decreases, which enables the stress

redistribution. At about 285 μs, the measurement point F
near the upper end of the joint also reaches the peak stress.
All the peak stresses of these two measurement points near
the joint exceed the tensile strength of the specimen, and
thus the tensile failure occurs. ,e peak values of stresses at
the measurement points G and H placed near the middle of
the joint are small so that the failure will not occur in the
middle of the joint.

Maximum principal tensile stress (Pa)
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3.143E+05
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2.245E+05
1.796E+05
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0.000E+00

a4
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0.000E+00
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1.328E+06
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a3

(a)
b1 b2 b3

b4 b5

(b)

Figure 9: Comparison of failure states for the impact fragmentation modeling obtained from (a) the parallel DDA and (b) the experiment
when the different joint-slope angles are considered (c � 0.25 and v0 � 3.5m/s). a1 and b1 are 0 degrees, a2 and b2 are 30 degrees, a3 and b3
are 45 degrees, a4 and b4 are 60 degrees, and a5 and b5 are 90 degrees.
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Since the tensile strength of the rock material is much
smaller than its compressive strength, the tensile failure
typically occurs during the impact failure process. In order
to reflect the failure of the specimen more clearly, the
simulated maximum principal stress contours are plotted in
Figure 11. One can also observe that relatively large com-
pressive stresses appear in the area near the impact point of
the specimen, but the compressive stress is only distributed
in a small range near the impact point.

At about 300μs, the maximum tensile stress exceeds the
tensile strength of the specimen, causing the virtual joints of
these blocks near the two ends of the preset joint to fail, and
the cracks are thus initiated. At about 500μs, the lower crack
propagates toward the impact point, and the upper crack
propagates toward the top end of the specimen. At about
800 μs, the cracks coalesce to form a penetrative crack, and
the specimen is completely penetrated and destroyed. ,e
failure of the specimen can be divided into three stages,
namely, crack initiation, crack propagation, and crack
penetration.

In addition, the simulated maximum principal stress
contours in Case 1 (θ � 0°, c � 0.25, and v0 � 3.5m/s) and
Case 7 (θ � 90°, c � 0.25, and v0 � 3.5m/s) are shown in
Figure 12. In Case 1, many microcracks appear in the
periphery of the preset joint at about 400 μs, and macro-
cracks sprout upward in the middle of the joint. ,e crack
propagation gradually stagnates for a while. At about
900 μs, the radial cracks continue to propagate toward the
impact point or the top end of the specimen. At 1400 μs, the
upper cracks expand to the top end and the lower cracks
expand to the impact point, causing the specimen to be
completely penetrated and destroyed. In Case 7, at about
300 μs, the largest maximum principal stresses at the lower
and upper ends of the joint, where the cracks initiate and
propagate. At about 400 μs, the radial cracks continue to
expand; due to the collision between the specimen and the
collision board, stress superimposition is generated at the
impact point and the lower end of the joint, resulting in
fragmentation near the impact point of the specimen. At
about 1200 μs, the cracks coalesce to form a penetrative
crack, and the specimen is completely penetrated and
destroyed.

4.2. Effect of Joint-Slope Angles. To study the effect of the
joint-slope angle on the impact fragmentation, seven cases
(Case 1–Case 7) with different joint-slope angles (θ � 0°, 15°,
30°, 45°, 60°, 75°, and 90°) are considered. Some discussions
have been conducted in Section 4.1. ,e cumulative number
of cracks generated inside the specimen can reflect the in-
ternal damage: the more cracks in the specimen, the more
serious the internal damage it suffers. Figure 13 shows the
comparison of the cumulative crack number at about
1800 μs. It can be seen that the number of accumulated
cracks in the specimen increases continuously in the range of
0° ∼ 30° and reaches the maximum when the joint-slope
angle θ is set to 30° ∼ 45°. After that, the number of accu-
mulated cracks decreases with an increase of the joint-slope
angle θ. ,is suggests that the internal damage of the
specimen after impacting the collision plate is relatively large
in the range of 30° ∼ 45°.

Figure 14 shows the comparison of the incremental crack
number over time when different joint-slope angles are
considered.,e largest incremental number of cracks occurs
at 150 μs ∼ 300 μs for the specimens with the joint-slope
angles of 0° and 15°, it occurs at 300 μs ∼ 450 μs for the
specimens with the joint-slope angles of 30°, 45°, and 60°,
and it occurs at 450 μs ∼ 600 μs for the specimens with the
joint-slope angles of 70° and 90°. One can conclude that, with
the decrease of the joint-slope angle, the largest incremental
number of cracks occurs earlier. Possibly because when the
joint-slope angle is smaller, after being reflected by the joint
surface, the stress wave is superimposed at the middle or the
end of the joint to exceed the tensile strength, thereby
initiating cracks and making the incremental number of
cracks earlier reach the peak. When the joint-slope angle
equals 90°, the joint will just slightly hinder the stress wave
from propagating upwards and most of the stress wave will
reflect downwards after reaching the top end of the speci-
men.,erefore, the incremental number of cracks will reach
the peak later.

4.3. Effect of the JointConnectivityRate. To study the effect of
the joint connectivity rate on the impact fragmentation,
three cases (Case 8–Case 10) with different joint connectivity
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Figure 10: Time histories of the maximum principal stresses at different measurement points in Case 4 (θ � 45°, c � 0.25, and v0 � 3.5m/s).
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rates (c � 0.25, 0.50, 0.75) are considered. Figure 15 shows
the simulated maximum principal stress contours in Case 8
(c � 0.25) and Case 10 (c � 0.75).

When the joint connectivity rate is smaller, the smaller
damage of the specimen appears. ,is is because when its
length is shorter, the joint shows less influence on the up-
ward propagation of the stress wave.When the joint length is
infinitely small, the specimen can be regarded as an intact
rock mass without joints. ,e specimen damage increases
with an increase in the joint connectivity rate. It can be seen
from Figure 15(b) that the initial cracks appear at the upper
position of the lower end of the preset joint, and the stress
concentrates at the lower edge of the joint surface.

Figure 16 shows that, with the increasing joint con-
nectivity rate, the cumulative crack number grows, leading
to greater internal damage of the specimen. ,is result
further confirms the analysis above. For the specimens with
the joint connectivity rates of 0.25 and 0.50, the growth of
the cumulative crack number is slower, and the incremental
crack number (as shown in Figure 17) reaches the peak at
about 450 μs; after 1200 μs, the crack propagation basically
terminates. When the joint connectivity rate is 0.75, the joint
has a greater influence on the stress wave. ,e cumulative

number of cracks in the specimen increases sharply,
reaching the peak value at 600 μs. After 1500 μs, the crack
propagation basically terminates. At 1800 μs, the cumulative
crack number of the specimen with the joint connectivity
rate of 0.75 is 3.05 and 5.06 times that with the joint con-
nectivity rate of 0.50 and 0.25, respectively. ,erefore, the
greater the joint connectivity rate, the greater the damage to
the specimen.

4.4. Effect of Impact Velocity. To study the effect of the joint-
slope angle on the impact fragmentation, five cases (Case
11–Case 15) with different impact velocities
(v0 � 3.0m/s, 3.5m/s, 4.0m/s, 5.0m/s, 6.0m/s) are
considered.

Figure 18 shows the simulated maximum principal stress
contours in Case 11 (v0 � 3.0m/s), while Figure 19 shows
those results in Case 14 (v0 � 5.0m/s). When the impact
velocity is smaller, the damage to the specimen is lower. As
shown in Figure 18, the initial crack stops after extending for
a certain distance, and the energy is completely consumed in
the process of crack propagation, making the cracks unable
to penetrate the specimen. When the specimen rebounds
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Figure 11: ,e simulated maximum principal stress contours in Case 4 (θ � 45°, c � 0.25, and v0 � 3.5m/s). (a) 100 μs, (b) 300 μs,
(c) 500 μs, and (d) 800 μs.
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upwards, the cracks shrink and become microcracks. As the
impact velocity increases, the peak value of the stress also
increases. As shown in Figure 19, affected by the impact
stress wave, the specimen forms a high-stress zone at the
joint end. ,e wing cracks are first generated at the joint
ends, and then, secondary cracks also initiate at the joint
ends. Specimen debris appears near the impact point after
the collision. As the impact velocity increases, the specimen
is more smashed.

Figure 20 compares the cumulative number of cracks in
the specimen under different impact velocities. It can be seen

that when the impact velocity is 3.0m/s or 3.5m/s, the
cumulative number of cracks hardly increases before 300 μs.
After 300 μs, it begins to grow slowly, and the growth stops
after 900 μs, which indicates that the stress wave in the
specimen is completely absorbed after 900 μs and the
damage process ends. Meanwhile, when the impact velocity
is greater than 4m/s, the cumulative number of cracks grows
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Figure 13: Comparison of the cumulative crack number at about
1800 μs when different joint-slope angles are considered.
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Figure 12:,e simulated maximum principal tensile stress contours in (a) Case 1 and (b) Case 7 (c � 0.25 and v0 � 3.5m/s). a1 is 400 μs, a2
is 900 μs, a3 is 1400 μs, b1 is 300 μs, b2 is 400 μs, and b3 is 1200 μs.
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slowly before 300 μs but grows rapidly between 300 μs and
900 μs. ,e growth of cracks continues even after 900 μs,
suggesting that the energy generated by the impact is not
completely consumed when the specimen is penetrated, the
stress wave is still propagating in the specimen, and the
damage process is still continuing.

Figure 21 shows the comparison of the incremental
number of cracks in the specimen under different impact
velocities. It can be seen that, within the range of

3.0 ∼ 5.0m/s, the number of cracks reaches the peak value at
300 ∼ 450 μs, and the crack grows the fastest in the whole
process; after that, the number of cracks in the 3.0m/s
specimen drops rapidly, which indicates that the cracks no
longer propagate. ,e greater the impact velocity is, the
slower the decrease in the number of cracks is and the slower
the energy dissipates. ,e comparison results suggest that
the higher impact velocity leads to greater damage to the
specimen.
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Figure 15: ,e simulated maximum principal tensile stress contours in (a) Case 8 and (b) Case 10 (θ � 45° and v0 � 3.5m/s). a1 and b1 are
200 μs, a2 and b2 are 400 μs, and a3 is 800 μs and b3 is 1000 μs.
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Figure 16: Comparison of the cumulative crack number over time when different joint connectivity rates are considered.
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Figure 17: Comparison of the incremental crack number over time when different joint connectivity rates are considered.
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(c)

Figure 18: ,e simulated maximum principal stress contours in Case 11 (θ � 45°, c � 0.25, and v0 � 3.0m/s). (a) 200 μs, (b) 700 μs, and (c)
900 μs.
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Figure 19: Continued.
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Figure 20: Comparison of the cumulative crack number over time when different impact velocities are considered.
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Figure 21: Comparison of the incremental crack number over time when different impact velocities are considered.
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Figure 19: ,e simulated maximum principal stress contours in Case 14 (θ � 45°, c � 0.25, and v0 � 5.0m/s). (a) 200 μs, (b) 1200 μs, (c)
1500 μs, and (d) 3000 μs
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5. Conclusions

In this paper, the effect of the preexisting crack in rocks on
rockfall fragmentation is studied by using parallel DDA with
virtual joints based on OpenMP. Although fruitful research
regarding rockfalls has been conducted, the influence of
preexisting cracks in rocks on the fragmentation of rockfalls
is still worth studying. First, the parallel DDA with virtual
joints is presented. ,en, validation examples about both
flattened and precrack Brazilian disc tests are provided.
,en, DDA simulation cases of the rockfall impact frag-
mentation process are performed and validated with cor-
responding laboratory experiments in terms of crack
propagation results. Further, the effects of joint-slope angle,
joint connectivity rate, and impact velocity on fracture
behaviors during rockfall impact fragmentation are dis-
cussed in detail. It is concluded that the higher impact
velocity and joint connectivity rate tend to cause larger
damages to the specimen. When the joint-slope angle in-
creases from 0° to 90°, the number of cracks tops in the range
of 30° to 45°.

,e study in this paper still has space to improve. ,e
cases used in this study are in a 2D situation. As a future
study, the 3D analysis is desired since the 3D motion and
rotation obviously affect the dynamic behavior of the
rockfalls. In addition, the damping effect is another factor
that should be addressed, especially in rockfalls. Further
studies will focus on those mentioned aspects.
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*is study elucidates the compression behavior of a type of composite foundation of spread footing anchored by helical anchors.
*ree composite foundations were installed at a field site, and compression load testing was carried out on each foundation. Both
the site conditions and the load tests were documented comprehensively. *e compression load-settlement curves of composite
foundations exhibit an initial linear-elastic segment, a curve transition, and a final linear region, and their capacities should be
interpreted from the load-settlement curves. Five representative interpretation criteria (Chin, Terzaghi and Peck, slope tangent,
tangent intersection, and L1–L2) were employed to determine the capacity of each foundation. Both the helical anchors and the
footing share compression loadings on the composite foundation. Soil pressure cells at the center, near the edge, and at the corner
of the footing represent a distribution from the lower, middle, and higher ranges of incremental soil pressures underneath the
footing. Helical anchors underneath the footing approximately share 60%–80% of total load applied on the composite foundation
pier, and higher compression resistance of a composite foundation can be obtained by increasing the footing embedment depth
and the number of helical anchors underneath the footing.

1. Introduction

Spread footings have been widely designed to meet some
unique soil conditions of geology and terrain such as in
swampy grounds, flood plains, tropical areas, and thick
residual deposits with reduced bearing capacities [1, 2].
Numerous investigations on the compression behavior of
spread footings have been conducted based on theoretical
and experimental analyses [3, 4]. As found in many practical
applications, spread foundations are economical than piles
under certain circumstances [5]. However, the solution for
foundation designs using spread footings directly on the soil
with reduced bearing capacity may result in low admissible
pressure associated with remarkable settlement [6], and the
employing of piles may lead to an excessive increase in cost.
An alternative for such instance is therefore the proposal
recommended in this study by designing a type of composite

foundation as shown in Figure 1, in which helical anchors
are installed in the lower layer of soil and a spread footing at
the top layer of soil will then be connected with these helical
anchors. *e helical anchors in such composite foundation
can obtain instant load-carrying capacities upon installation
and can be constructed through groundwater without cas-
ing, unaffected by caving soils.

Helical anchors have been recognized as a practical al-
ternative to traditional pile foundations in construction
industry because of their ease of installation and cost-ef-
fectiveness [7]. Experimental research findings have indi-
cated that the performance of helical anchors under
compressive and tensile loadings is similar, and the anchor
plates can increase the anchor load-carrying capacity ob-
viously, as does the underream in a underreamed cast-in-
place pile [8]. Several design methods have been suggested to
predict the helical pile load-carrying capacity under
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compressive and tensile loads based on the individual plate
anchor theories [9–14], whereas somemethods are similar to
those recommended for underreamed cast-in-place pile
foundations [13, 15–17].

However, the composite foundation in Figure 1 makes
the helical anchor-soil-footing interaction more compli-
cated, and very insufficient experimental research findings
are available for the justification of its design. *is study has
three objectives: (1) to examine the compression load-set-
tlement behavior of the composite foundation as depicted in
Figure 1; (2) to obtain the distribution of incremental soil
pressures underneath the spread footing; and (3) to inves-
tigate the load-transfer mechanism when compression loads
are applied to such composite foundation.

2. Test Site Conditions

*e field test site is selected at Liaoyang City, Liaoning
Province, China. From ground level to the foundation
embedment depth in this study, the soil profile consists of a
topsoil, silty clay, and sandy silt, categorized according to
Chinese National Standard GB50007 [15]. Table 1 lists the
detailed soil profile and properties at the testing site.
Groundwater was not observed at the time that the test
foundations were installed and tested.

As listed in Table 1, soil profile at the site comprises a
surficial fill layer of sand and gravel mixed with some or-
ganics, which extends to about 1.0m with SPT number
ranging from 6 to 7 and moisture content ranging from 19%
to 25%. Underlying this surficial layer is the soft plastic to
plastic silty clay that extends to depths between 8.6m and
8.8m below ground surface with SPTnumber ranging from
9 to 23. Moisture content of this silty clay layer varies from
20% to 27%, with an average of 25.9%. Further down is a
sandy clay with a thickness about 10m with SPT number
ranging from 33 to 48.

To investigate the on-site soil properties, a plate static
loading test was carried out with a concrete plate (0.8m in
diameter and 0.55m in height) on the silty clay at the depth
of 1.5m after topsoil was removed. Figure 2 demonstrates
the load-settlement response from the plate loading test.

*ere is no peak load and asymptote value on the curve,
and therefore, the maximum bearing capacity is difficult to
determine from the test. *ere are two failure criteria
generally recommended in China [18, 19]: (a) the load is held
for 24 h but with the rate of increment settlement still ex-
ceeding 0.10mm/h; and (b) the total settlement is greater
than 10% of the diameter of the plate. *e lesser of the loads
corresponding to above two criteria is then defined as the
failure load. *e first criterion controlled the failure in this

Ground level Ground level

PierTop
layer

of soil

Lower
layer

of soil

Mat

Concrete

Longitudinal bar

Transverse bar

Reinforcement bars

Bedding cushion

Connecting plate

Helix diameter

Helix diameter

Helix thickness

Helix

Helix

Pitch

Central steel sha�

Figure 1: Design scheme of the composite foundation in this study.
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study, and the determined bearing capacity was 175 kPa with
a settlement about 6% of the plate diameter.

3. Foundation Installation

*ree composite foundations as shown in Figure 3, num-
bered from CF1 to CF3, were constructed and tested under
compression load at the aforementioned site. As shown in
Figure 3, all footings of the composite foundations in this
study have two stepped mats, with upper mat having di-
mensions of length/width/thickness� 1.5m/1.5m/0.3m
compared to 2.1m/2.1m/0.3m for the lower.*e piers of the
three footings have an identical cross section of 0.6m by
0.6m. *e helical anchors were manufactured from a single
cylindrical steel shaft with three welded helices, which served
as triple-helix piles in a composite foundation. *e central
cylindrical shafts were manufactured of steel pipes of
108mm outer diameter and 10mm wall thickness. All he-
lices had a dimension of 0.5m diameter, 0.01m thickness,
and 0.25m pitch, and they were welded at intervals of
center-to-center spacing of 1.2m along the steel shaft.

As listed in Figure 3, three field compression load tests
were conducted on: (i) CF1, the footing with embedment
depth of 1.5m anchored by a four-helical-anchor group in
square arrangement with spacing sp � 2.2D (where D is the
helix diameter, and D� 0.5m in this study) and L� 4.85m
(where L is the central steel shaft length); (ii) CF2, the spread
footing with embedment depth of 2.0m anchored by a four-
helical-anchor group with sp � 2.2 D and L� 4.85m; and (iii)
CF3, the footing with embedment depth of 2.0m anchored
by a five-helical-anchor group, with four 4.85 m long helical
anchors being placed in square arrangement at the four

corners with sp � 2.2D and with a 3.85 m long helical anchor
being placed at the core of the footing.

*e construction of the composite foundations in Fig-
ure 3 was performed by three procedures. *e first proce-
dure was to excavate native topsoil to the designed footing
embedment depth.*en, the second procedure was to install
helical anchors in the excavated pit by screwing them into
soil by trained operators with a special torque wrench
equipment which had a safety link to prevent overtorquing
of the anchors and to avoid damage to the anchors and loss
of soil. *e helixes advanced steadily at a rate of the pitch.
Finally, the last procedure was to cast reinforced concrete
pad and pier for footings, including the main progresses of
binding steel bars, supporting wall framework, pouring
concrete, removing template and maintenance, and back-
filling soil.

All footings were made from sulfate-resistant concrete of
nominally identical quality with a specified 28-day com-
pressive strength of 25MPa. Figure 4 shows the installed
helical anchors and the footing with reinforcement prior to
concrete placement.

4. Test Setup and Loading Procedure

Each of the compression load tests on the composite
foundations was conducted after the footing concrete had
cured for about four weeks. *e same axial compression
loading test setup, instrumentation, and data measurement
system were employed for all tests. *e compression load
was axially applied through a system comprising a loading
platform, a reaction beam, and a hydraulic jack in line with
the central longitudinal axis of the composite foundation.

During each load test, pier-head settlements of the
composite foundation were measured at four points with a
90° separation on the pier top head using four electronic
displacement transducers with 50mm range and 0.01mm
sensitivity. All the electronic displacement transducers were
attached to the reference beams fixed over the pier head, and
they were sufficiently stiff to sustain the instrumentation and
to prevent excessive variations in the measurements.

Each compression load test was conducted using static
monotonic loading with no unload-reload loops. *e slowly
maintained-load method was employed in all the tests;
namely, the compression load was applied in increments of
10% of the predicted maximum resistance of each individual
foundation, and the composite foundation was enabled to
move under each maintained-load increment until a des-
ignated settlement rate was achieved. Each compression load
increment was held after loading until two consecutive
settlements within each hour were less than 0.10mm. *e
next load increment was subsequently added. It is noted in
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Figure 2: Load-settlement response in the plate loading test on silty
clay at the depth of 1.5m.

Table 1: Test site soil conditions.

Layer Soil layer thickness H (m) SPT number N (blow counts/300mm) Moisture content w

(%) Unit weight c (kN/m3)

Topsoil (fill) 0.9–1.0 6–7 19–25 —
Silty clay 7.7–7.8 9–23 20–27 18.9
Sandy silt 10.2–10.8 33–48 — 19.3
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Figure 3: Details of composite foundations in the test: (a) CF1, (b) CF2, and (c) CF3.
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Figure 4: Photo of a composite foundation prior to concrete placement: (a) installed helical anchors and (b) the footing with reinforcement
and supporting wall framework.
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this study that the two consecutive settlement values were
defined as the average of the vertical pier-head displace-
ments within each hour from the four electronic displace-
ment transducers on the pier head of the composite
foundation. It is the typical procedure recommended by
Chinese National Code GB50007 [18] and Local Code JGJ 94
[19–22].

5. Test Results and Discussion

5.1. Load-Settlement Response and Load Capacity. In limit
state design, it is of great importance to consider the ultimate
limit state (ULS) (addressing foundation capacity) and the
serviceability limit state (SLS) (addressing foundation set-
tlement) simultaneously [23–25]. *erefore, the load test
results in this study are first analysed in terms of the load-
settlement curves. Figure 5 shows the variation of com-
pression load against pier-head vertical settlement for each
composite foundation. It should be noted that the settle-
ments in Figure 5 are the means of the output of the four
electronic displacement transducers on the pier head.

It can clearly be seen that the compression load-settle-
ment curves in Figure 5 are similar to those of drilled shafts
[26, 27] and footings under compression loads [3], and they
can generally be divided into three distinct segments: initial
linear-elastic, curve transition, and final linear, as was
suggested by Hirany and Kulhawy [28–30] in Figure 6.
Various criteria have been recommended in the literature to
interpret the failure load from this type of load-displacement
curve. In this study, five criteria which employ varied in-
terpretation bases, as noted in Table 2, were used to evaluate
the capacity of each composite foundation. In general, these
criteria can be considered as representative of existing cri-
teria because they represent a distribution of interpreted
failure loads from the lower, middle, and higher bounds, as
identified in practice [20, 21].*e interpreted failure loads of
the test foundations, as well as the corresponding settle-
ments, are listed in Table 3. It should be noted thatQL1 is not
an interpreted failure load, but the elastic limit, and it is
listed for reference only.

Table 3 indicates that a significant scatter exists for the
interpreted load capacities of the foundation using different
criteria, and the interpreted failure loads vary from 475 to
1166 kN for CF1, from 479 to 1410 kN for CF2, and from 562
to 1435 kN for CF3. *e slope tangent, tangent intersection,
and Terzaghi and Peckmethods yield compression capacities
less than the L1–L2 method and are therefore located within
the curve transition segment between L1 and L2. However,
the Chin method always yields the highest load capacity,
even greater than the applied maximum load. *erefore,
defining the failure load as QCHIN yields a value that is too
large, possibly because QCHIN is based on a hyperbolic
mathematical model that corresponds to the asymptote of
the load-settlement curve. In general, the L1–L2 method
could interpret all the load tests, and therefore QL2 could be
adopted as a base for comparison.

As shown in Table 3, the interpreted load capacity de-
fined by L1–L2 method, QL2, is 910 kN for CF2 and 813 kN
for CF1, with a corresponding settlement of 29.57mm for

CF2 and 30.22mm for CF1. It can be seen that a 0.5m
increase of footing embedment depth for CF2 yields an
increase of about 12% in the compression capacity. *e
interpreted load capacity, QL2, of CF3 is about 8% higher
than that of CF2. *is demonstrates that the compression
capacity of a composite foundation as shown in Figure 1
depends on the dimension of footings and the layout of
helical anchors. A higher compression load resistance can be
obtained by increasing the footing embedment depth and
the number of helical anchors underneath spread footing.

5.2. SoilPressuresunderneath theFooting. When a composite
foundation is subjected to compression loads, the steel-
reinforced concrete footing may behave as a rigid body, and
therefore, the soil underneath the footing becomes signifi-
cant to resist the compression forces. To obtain a better
understanding of the load-transfer mechanism, as illustrated
in Figure 7, fifteen miniature vibrating-wire soil pressure
cells, with a diameter of 0.10m and a capacity of 500 kPa,
were fixed underneath each footing of the composite
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foundations after completion of the first two procedures
during the installation.

As demonstrated in Figure 7, the soil pressure cells were
arranged along the center line AB and diagonal line CD and

they were numbered 1 to 7 and 8 to 15 in sections AB and
CD, respectively. All the soil pressure cells were calibrated
and fixed within a 50mm thick sand layer. Unfortunately,
the soil pressure cell 4 of CF3 was damaged after installation.

Table 2: Definitions of representative interpretation criteria examined in this study.

Method Category Definition of interpreted capacity, Q

Chin method [31] Mathematical
modeling

QCHIN is equal to the inverse slope, 1/m, of the line, s/Q�ms+ c, whereQ is the load, s is
the total displacement and m and c are the slope and intercept of the line, respectively.

Terzaghi and Peck method
[32]

Displacement
limitation QT&P is the load that occurs at 1.0 inch (25.4mm) total displacement.

Slope tangent method [33] Graphical
construction

QST occurs at a displacement equal to the initial slope of the load-displacement curve
plus 0.15 inch (3.8mm).

Tangent intersection
method [34, 35]

Graphical
construction

QTI is determined as the intersection of two lines drawn as tangents to the initial linear
and final linear portions of the load-displacement curve and projected to the load-

displacement curve.

L1–L2 method [28–30] Graphical
construction

QL1 and QL2 correspond to elastic limit and failure threshold loads, respectively, as
shown in Figure 6.

Table 3: Interpreted compression load capacities and settlements for all three foundations.

Foundation number
Interpreted compression capacity, Qa (kN), and the settlement, sb,c (mm)

QL1 sL1 QST sST QTI sTI QL2 sL2 QT&P QCHIN sCHIN

CF1 214 1.26 475 7.21 632 15.10 813 30.22 764 1166 >62.43d
CF2 205 1.15 479 6.88 642 12.93 910 29.57 858 1410 >62.05
CF3 375 3.20 562 8.51 724 15.53 977 32.12 878 1435 >60.90
aInterpreted load capacities for various methods: QST, slope tangent method; QTI, tangent intersection method; QL1, L1 method; QL2, L2 method; QT&P,
Terzaghi and Peck method; and QCHIN, Chin method. bSettlements for the various methods: sST, slope tangent method; sTI, tangent intersection method; sL1,
L1 method; sL2, L2 method; sT&P, Terzaghi and Peck method; and sCHIN, Chin method. cBy definition, sT&P � 25.4mm, not included in the table. d*e symbol
(>) expresses that the interpreted settlement is greater than the measured data.

1.48m

1.48m

0.25m

0.25m

0.25m

0.2m

0.2m

0.25m

0.63m

0.63m

0.15m

0.15m

C

A B1 2 3

8
9

10 11
4 5 6 7

3 × 0.3m 3 × 0.3m12

13

14
15

D

2.1m

2.
1m

(a) (b)

Figure 7: Details for (a) schematic diagram and (b) photograph of the arrangement of soil pressure cells.

6 Advances in Civil Engineering



0

50

100

150

200

250

In
cr

em
en

ta
l s

oi
l p

re
ss

ur
e (

kP
a)

–1.5 –1.0 –0.5 0.0 0.5 1.0 1.5
Horizontal distance from the center (m)

1

2

3 4
5 6 7

Center of the mat

Load (kN)
180
270
360
450

540
630
720
810

900
990
1080

0

50

100

150

200

250

In
cr

em
en

ta
l s

oi
l p

re
ss

ur
e (

kP
a)

–1.5–2.0 2.0–1.0 –0.5 0.0 0.5 1.0 1.5
Diagonal distance from the center (m)

Center of the mat

9
10 11

4 12
13

14

158

Load (kN)
180
270
360
450

540
630
720
810

900
990
1080

(a)

0

50

100

150

200

250

In
cr

em
en

ta
l s

oi
l p

re
ss

ur
e (

kP
a)

–1.5 –1.0 –0.5 0.0 0.5 1.0 1.5
Horizontal distance from the center (m)

1

2

3
4

5 6

7

Center of the mat

Load (kN)
180
270
360
450
540

630
720
810
900
990

1080
1170
1260

0

50

100

150

200

250

In
cr

em
en

ta
l s

oi
l p

re
ss

ur
e (

kP
a)

–2.0 2.0

Center of the mat

9

10 11 4

12
13

14

158

Load (kN)
180
270
360
450
540

630
720
810
900
990

1080
1170
1260

–1.5 –1.0 –0.5 0.0 0.5 1.0 1.5
Diagonal distance from the center (m)

(b)

Figure 8: Continued.
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*e measured results of the fifteen soil pressure cells along
horizontal center line AB and the diagonal line CD for CF1,
CF2, and CF3 are plotted in Figure 8.

Figure 8 indicates that the incremental soil pressures
underneath the footing gradually increase with increasing of
the applied compression loads, and a similar trend can be
observed for distribution of the incremental soil pressures.
Soil pressure cells at the center, near the edge, and at the
corner represent a distribution from the lower, middle, and
higher ranges of the incremental soil pressures underneath
the footing. *is phenomenon is similar to that of a
foundation underpinned by micropiles reported by Han and
Shu [36].

5.3. Percentage of Loads on Helical Anchors and Footing.
*e distribution of incremental soil pressures underneath the
footing in Figure 8 indicates that the helical anchors and the
footing of the composite foundation both share the compres-
sion loads. As expected, a well-designed composite foundation
to resist compression loadings will rely on how much of the
compression resistance comes from the helical anchors and how
much of that comes from the soil beneath the footing.

Based on the principle that the compression load applied
on the composite foundation can be shared by the helical
anchors and the soil beneath the footing, the compression
resistance of the footing for each of composite foundations was
estimated by themeasured incremental soil pressures of the soil
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Figure 8: Distribution of incremental soil pressures underneath the footing during compression load testing for (a) CF1, (b) CF2, and
(c) CF3.

Table 4: Average soil pressures and compression resistances from footing and helical anchors.

Applied load on footing pier head (kN)
Average soil pressure

underneath footing (kPa)
Compression resistance

from footing (kN)

Percentage of
compression resistance
from helical anchors (%)

CF1 CF2 CF3 CF1 CF2 CF3 CF1 CF2 CF3
180 6.6 17.7 7.0 29 78 31 83.8 56.6 83.0
270 11.8 28.0 14.0 52 123 62 80.8 54.3 77.2
360 16.7 37.7 21.0 74 166 93 79.5 53.8 74.3
450 21.3 46.1 26.8 94 203 118 79.1 54.8 73.8
540 26.2 54.9 32.5 115 242 144 78.6 55.7 73.4
630 30.3 63.0 37.0 134 278 163 78.8 55.9 74.1
720 36.7 68.9 41.4 162 304 183 77.5 57.8 74.6
810 41.9 75.9 46.4 185 335 205 77.2 58.7 74.7
900 48.7 83.8 51.3 215 370 226 76.2 58.9 74.8
990 54.6 92.3 58.0 241 407 256 75.7 58.9 74.2
1080 61.9 99.0 64.7 273 437 285 74.7 59.6 73.6
1170 — 109.4 72.9 — 482 321 — 58.8 72.5
1260 — 119.7 81.1 — 528 358 — 58.1 71.6
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pressure cells underneath the footing. As listed in Table 4, the
average soil pressure underneath the footing corresponding to
each compression load increment is calculated by each indi-
vidual soil pressure cell.*en, the compression resistance from
the footing is determined by using this average soil pressure to
multiply the footing area. Finally, the corresponding com-
pression resistance from the helical anchors can be obtained.
For the purpose of analysis, as tabulated in Table 4, the
compression resistance from helical anchors corresponding to
each load increment is expressed as the percentage of the
applied load on the composite foundation pier. Figure 9 shows
the variation in the percentage of the compression resistance
from the helical anchors for CF1, CF2, and CF3.

As shown in Figure 9, the percentage of the com-
pression resistance from helical anchors during the
loading fluctuates between 74.7% and 83.8% for CF1,
between 53.8% and 59.6% for CF2, and between 72.5% and
83.0% for CF3. In general, the percentage tends to slightly
decrease with the increase of the total load applied on the
composite foundation pier. *is reduction of the load on
the helical anchors demonstrated that the screw anchors
had started to yield, and more compression load was
transferred onto the soil underneath the footing. *e
helical anchors carry approximately 60%–80% of the
applied compression loads; in other words, the helical
anchors share more loads than the footing.

6. Conclusions

*ree axial compression load tests were carried out on a type
of composite foundation of spread footing anchored by
helical anchors. Based on the field load test results, the
following conclusions can be reached:

(1) *e compression load-settlement responses of
composite foundations approximately exhibit three
distinct segments: initial linear-elastic, curve tran-
sition, and final linear, which are similar to those of
drilled shafts and footings under compression loads,
and their compression resistances should be inter-
preted employing an appropriate criterion as done in
other studies.

(2) Of the five representative interpretation criteria
(Chin, Terzaghi and Peck, slope tangent, tangent
intersection, and L1–L2) examined in this study, the
slope tangent, tangent intersection, and Terzaghi and
Peck methods are located within curve transition
segment of the load-settlement curve, whereas the
Chin method yields the highest load capacity, even
greater than the measured data. According to L1–L2
method, L1 is a definition for the elastic limit, while
L2 could be a useful definition for the interpreted
load capacity and could be adopted as a base for
comparison.

(3) Under compression loads, the helical anchors and
the footing both share the applied compression
loadings on the composite foundation. However, the
helical anchors generally share more compression
loads than the footing, approximately 60%–80% of
the applied loads. Higher compression resistance of a
composite foundation can be obtained by increasing
the footing embedment depth and the number of
helical anchors underneath the footing.

(4) When a composite foundation is subjected to
compression loads, soil pressure cells at the center,
near the edge, and at the corner represent a distri-
bution from the lower, middle, and higher ranges of
the incremental soil pressures underneath the
footing. More load can be transferred onto the soils
underneath the footing after the screw anchors start
to yield.

(5) It should be noted that the results shown in this
study are general behaviors applicable for the
composite foundations of spread footing anchored
by helical anchors installed in silty clay and sandy
silt only, and any extrapolation of these results to
other different soil foundations is not
recommended.

Data Availability

*e data used to support the findings of this study can be
obtained from the corresponding author upon request.
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*e phase-field method is a widely used technique to simulate crack initiation, propagation, and coalescence without the need to
trace the fracture surface. In the phase-field theory, the energy to create a fracture surface per unit area is equal to the critical
energy release rate.*erefore, the precise definition of the crack-driving part is the key to simulate crack propagation. In this work,
we propose a modified phase-field model to capture the complex crack propagation, in which the elastic strain energy is
decomposed into volumetric-deviatoric energy parts. Because of the volumetric-deviatoric energy split, we introduce a novel form
of the crack-driving energy to simulate mixed-mode fracture. Furthermore, a new degradation function is proposed to simulate
crack processes in brittle materials with different degradation rates. *e proposed model is implemented by a staggered algorithm
and to validate the performance of the phase-field modelling, and several numerical examples are constructed under plane strain
condition. All the presented examples demonstrate the capability of the proposed approach in solving problems of brittle
fracture propagation.

1. Introduction

Crack propagation is an active research topic in mechanical,
energy, and environmental engineering, such as under-
ground excavation, oil drilling, and nuclear waste storage
[1–3], during the past decades. In particular, predictive
investigations of crack-induced failure in rocks or rock-like
materials are a complex problem due to the presence of
preexisting fractures and voids which impact the strength
and other mechanical properties. For geological materials
like concrete and gypsum at no/low confinement, the failure
mode is brittle fracturing which can be explained by Grif-
fith’s theory [4] and assuming that the energy to create a
fracture surface per unit area is equal to the critical energy
release rate Gc. Based on the Griffith principle, many nu-
merical computational methods have been developed. Nu-
merical techniques for simulating crack propagation can be
categorised into discrete and diffuse/smear methods
depending upon how they handle the discontinuity.

Discrete methods attempt to capture the exact topology
either in an explicit way or in an implicit manner. For

instance, the extended finite-element method (XFEM) [5, 6]
has become a popular tool to consider the discontinuities. It
enables the accurate approximation of solutions with jumps
within elements through additional enrichment functions of
discontinuous and asymptotic fields, thereby avoiding
remeshing the cracked domain. Nevertheless, algorithmic
tracking of the evolution of complex fracture surfaces is a
tedious task in the numerical implementation. *e cracking
particles method (CPM) [7–9] is a pragmatic alternative to
explicit modelling of crack surfaces in which a crack is
represented by a set of cracking particles that can be easily
updated when the crack propagates.

Diffuse methods for fracture modelling are based on the
assumption that the discontinuity in the cracked material is
not sharp but can be interpreted as smeared damage [10, 11].
Recently, the phase-field method [12, 13] has been attracting
much attention because of its simplicity for numerical
implementation. In the phase-field model, a smooth
boundary of the phase-field is employed to approximate the
internal discontinuity boundary of a crack. *e use of the
phase-field model for fracture can circumvent the

Hindawi
Advances in Civil Engineering
Volume 2021, Article ID 4313755, 13 pages
https://doi.org/10.1155/2021/4313755

mailto:wwang@hhu.edu.cn
mailto:caoyajun@hhu.edu.cn
https://orcid.org/0000-0001-5493-3277
https://orcid.org/0000-0002-6004-1416
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4313755


complexity of tracking crack propagation that is typically
required in discrete models. In this research, we adopt the
phase-field method and propose novel modifications in
order to elegantly simulate complicated fracture processes in
geological materials. *e phase-field method was proposed
by Bourdin et al. [14], and further developed by Borden et al.
[15] and Miehe et al. [16, 17]. Due to its strong ability to
simulate complex fracture processes such as nucleation,
propagation, and branching, great efforts and extensions
have also been done for brittle fracture [18–24], quasi-brittle
fracture [25, 26], ductile fracture [27–30], dynamic fracture
[15, 31], and multi-physicals fracturing problem [32, 33] for
various materials.

*e fundamental concept behind this model is the in-
troduction of a scalar damage field, which ranges from 0
(undamaged material) to 1 (fully damage material), to
represent the degree of fracture or damage of the material
[13]. *e crack propagation problem is sequentially recast as
a standard multifield problem which can then be handled
using the conventional finite-element method for both two-
dimensional and three-dimensional cases. As a result, issues
related to crack discontinuities are circumvented, and
complex crack evolution can be treated naturally without
difficulty. *e phase-field model was developed within the
framework of a variational principle of fracture [14], and this
further enhances its attraction. *e principle [12, 34] can be
regarded as a generalization of Griffith’s theory which en-
ables it to predict not only crack initiation but also the crack
propagation path. Furthermore, the solution of the varia-
tional principle is globally rather than locally optimal; thus,
any new crack nucleation can be detected naturally without
being specified in advance [14, 34].

Despite these contributions, these phase-field models
assume that the critical energy release rates of different crack
modes are the same, but in fact for manymaterials are not. In
rock-like materials, such as concrete and gypsum, the critical
energy release rate for Mode-I fracture is significantly lower
than that for Mode-II fracture. *is feature complicates the
modelling of crack phenomena for rocks. In a rock specimen
with a single inclined flaw under compression, wing cracks
emerge first followed by secondary cracks. It has been re-
ported [35, 36] that the wing crack is a Mode-I crack (tensile
crack), while the secondary crack is usually Mode-II crack
(shear crack). *e sequential appearance of wing and sec-
ondary cracks can be attributed to the considerable difference
in the critical energy release rates for different crack modes.
*us, it has been suggested [37] that this phenomenon cannot
be captured by using the traditional critical energy release
criterion, which does not account for the different critical
energy release rates for mode-I and mode-II fractures.

In this paper, a modified phase-field model for brittle
fracture is proposed to distinguish between the critical re-
lease rates for mode-I and mode-II cracks. *is is achieved
by partitioning the active energy density into distinct parts
corresponding to different crack modes.*e present paper is
organized as follows: in Section 2, the fundamentals of the
phase-field method are first briefly summarized. Section 3
presents the numerical implementation in detail. In Section
4, the accuracy of the numerical simulation is verified by

using one-element example; then a number of classical
experimental tests are simulated. Finally, Section 5 con-
cludes the paper.

2. Fundamentals of the Phase-Field Method

In this section, an arbitrary bounded computational domain
Ω ⊂ Rndim (ndim � 2, 3) is considered with external boundary
zΩ ⊂ Rndim− 1 and internal discontinuity Γ ⊂ Rndim− 1 as il-
lustrated in Figure 1. *e external boundary zΩ is
decomposed into two disjoint parts zΩu and zΩt, i.e.,
zΩu ∩ zΩt � ∅ and zΩu ∪ zΩt � zΩ. *e domain Ω is
subjected to the Dirichlet boundary conditions, u(x) for
x ∈zΩu, and the Neumann boundary zΩt ∈ Ω, with the
corresponding outward unit normal vectors nu and nt. *e
Neumann conditions impose the traction t∗(x) on zΩt.

2.1. Energy Functional. As already mentioned in Introduc-
tion, the phase-field approach to brittle fracture is based on
the work of Bourdin et al. [13] and consists in the regula-
rization of the variational formulation of Griffith’s theory of
brittle fracture, first proposed in 1998 by Francfort and
Marigo [12]. Neglecting inertia effects and assuming quasi-
static conditions, the total energy functional Ψ(u, Γ) of a
solid is the sum of elastic energy ψ(ε), fracture energy, and
external work. *us, the total power is written as

Ψ(u, Γ) � 
Ω
b · udΩ + 

zΩt

t∗ · udS − 
Γ
GcdΓ − 

Ω
ψε(ε)dΩ,

(1)

with the linear strain tensor ε � ε(u) given by

ε ≡ ∇su �
1
2
∇u + ∇uT

 , (2)

where u denotes the displacement field of the body Ω and
∇(·) and ∇s(·) denote the gradient and symmetric gradient
operators, respectively, with (·)T being the transpose
operator.

Regarding the choice of the split of the energy density
function, we introduce the volumetric-deviatoric energy
split proposed by Lancioni and Royer-Carfagni [38]. As-
suming the solid is isotropic and linear elastic, the elastic
energy density ψε(ε) � ψdev(ε) + ψvol(ε) is written as

ψdev
(ε) � μ εdev: εdev  �

1
2
ε: Cdev

: ε,

ψvol
(ε) �

1
2

Ktr2(ε) �
1
2
ε: Cvol

: ε,

(3)

where εdev � ε − (1/3)tr(ε)I is the deviatoric component of
the strain tensor ε, K � λ + (2/3)μ is the bulk modulus of the
material, λ and μ are the Lamé constants, I the second-order
unit tensor, and Cdev and Cvol are the deviatoric and volu-
metric parts of the elasticity tensor C, and defined as follows:

C
vol

� KI⊗ I;

C
dev

� C − C
dev

.

⎧⎨

⎩ (4)
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2.2. Phase-Field Approximation for Fracture Energy. In the
phase-field model, a scalar field (phase-field) is used to
diffuse the sharp crack topology [16, 17] over a certain
domain which avoids complex crack tracking procedures
and an explicit representation of the crack surface as in
discrete crack approaches [39]. *erefore, a narrow tran-
sition band connects the fully fractured and intact domains
with the displacement being still continuous. Within the
context of quasi-static brittle fracture in elastic solids, the
cracks are approximated as bands of finite thickness char-
acterised by the phase-field d(x, t) ∈ [0, 1] as shown in
Figure 1, which satisfies the following conditions:

d �
0, if material is intact,

1, if material is cracked.
 (5)

*is variable indicates the damage in the material. *e
material is fully broken for d � 1, and d � 0 represents the
intact state. A typical one-dimensional phase-field is ap-
proximated with the exponential function:

d(x) � e
− (|x|/ℓ)

. (6)

*e length-scale parameter ℓ plays an important role
which controls the transition region between the fracture
and intact material.

For 2D and 3D problems, the crack surface density per
unit volume of the solid is given by [17]

c(d,∇d) �
d
2

2ℓ
+
ℓ
2

zd

zxi

zd

zxi

. (7)

*us, exploiting equation (6), the fracture energy in
equation (1) can be rewritten as


Γ
GcdS � 

Ω
Gc

d
2

2ℓ
+
ℓ
2

zd

zxi

zd

zxi

 dΩ. (8)

2.3. Governing Equations for Evolution of the Phase-Field.
It is noticed that the phase-field formulation equation (1)
does not distinguish fracture behaviour during tension and

compression. *erefore, based on the volumetric-deviatoric
decomposition of the elastic energy, a more adequate choice
for a split would be adopted [40]:

ψ+
�
1
2

K〈tr(ε)〉2
+ + μ εdev: εdev ,

ψ−
�
1
2

K〈tr(ε)〉2
− .

(9)

We follow Ambati et al. [41] and assume that the phase-
field affects the positive part of the elastic energy:

ψ(ε) � [(1 − k)g(d) + k]ψ+
+ ψ−

, (10)

where 0< k≪ 1 is the parameter that stabilizes the stiffness
matrix to ensure the numerical convergence. Taking ad-
vantage of equations (8) and (10), equation (1) can be re-
written as

Ψ(u, Γ) � 
Ω
b · udΩ + 

zΩt

t∗ · udS − 
Γ
Gc

d
2

2ℓ
+
ℓ
2

zd

zxi

zd

zxi

 dΩ

− 
Ω

[(1 − k)g(d) + k]ψ+
+ ψ−

 dΩ.

(11)

Following Miehe et al. [16], we obtain two coupled local
equations:

divσ + b � 0,

(1 − k) _g(d)ψ+
+ Gc

d

ℓ
− ℓΔ d  � 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

where σ is the stress tensor, defined as

σ � g(d) K〈tr(ε)〉+I + 2μεdev  + K〈tr(ε)− 〉I. (13)

*e degradation function g(d) characterizes the ratio of
residual strain energy and total strain energy during the
crack evolution. *e degradation g(d) function is a
monotonically g(0) � 1 and g(1) � 0. Actually, the se-
lection of degradation function depends on the

Ω

Γ
ε (X, t)

дΩu

дΩt

(a)

2l

Ω

Γ
ε (X, t)

дΩu

дΩt

(b)

Figure 1: Schematic depiction of a solid body Ω with a strong discontinuity Γ (a), modeled by the phase-field fracture method (b). *e
parameter ℓ controls the width of the diffused fracture zone.
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mechanical properties of materials. For this reason, in-
spired by the work of [42–44], a new degradation function
is proposed in this study to describe a large range of failure
processes:

g(d) � (1 − k)
(1 − d)

2

M +(M − 1)(1 − d)
2 + k. (14)

In this degradation function, M is a nondimensional
material parameter, which characterizes the degradation rate
of strain energy with the evolution of the phase-field, as
shown in Figure 2. To prevent crack healing, we take ad-
vantage of the definition of local history field proposed by
Miehe and Schänzel [45] to set up relationship between
phase-field variable and maximum reference energy in
history, whereby the following relation is given:

H(x, t) � max
s∈[0,t]

ψ+
ε , inΩ ×(0, T], (15)

where x is the material point in a reference body and t is the
pseudotime. *us the phase-field evolution equation is fi-
nally given as

lΔ d �
d

ℓ
+(1 − k) _g(d)

H

Gc

. (16)

*e critical energy release rate for brittle tension fracture
is significantly lower than that for the compressive-shear
fracture. To capture this feature, in this work, the model
incorporates different contributions of energy components
to crack growth, which is able to capture tensile and shear
cracks according to the strain states.*erefore, equation (16)
can be rewritten as

lΔϕ �
d

ℓ
+(1 − k) _g(d)

H
+
vol

Gt

+
H

+
dev

Gt

+
H

−
dev

Gs

 , (17)

where the parameters Gt and Gs are the critical energy rates
for tensile and compressive-shear fracture, respectively.H+

vol
and H ±dev represent parts of the volumetric-deviatoric split
of the elastic strain energy:

H
+
vol �

1
2

K〈tr(ε)〉+,

H
+
dev � μ εdev: εdev H(tr(ε)),

H
+
dev � μ εdev: εdev [1 − H(tr(ε))],

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

where H(·) is the Heaviside function.

3. Numerical Algorithm

In this section, we describe the numerical algorithm on
implementation of the phase-field modelling of fracture
propagation in isotropic medium. We use the finite-element
method to discretize the spatial domain and a staggered
scheme to solve the coupling equations and for pursuing a
higher convergence rate.

3.1. Finite-Element Discretization. *e weak forms of the
governing equations are given by


Ω

− σ: δεdV + 
Ω
b · δudV + 

zΩt

t∗ · δudS � 0,


Ω

(1 − k)g′(d)
H

Gc

δϕdΩ + 
Ω

ℓ∇d · ∇δ d +
1
ℓ

dδ d dΩ � 0.

(19)

*e quadrilateral four-node element in 2D elements and
the hexahedral eight-node in 3D elements are implemented
to discretize the bulk domain Ω. *e node values ui and di

are discretized as follows:

u � 
n

i�1
Niui,

d � 
n

i�1
Nidi,

(20)

where n is the total number of nodes per element. Ni denotes
the shape function associated with node i. *e corresponding
matrices of the spatial derivatives can be expressed as

B
u
i �

Ni,x 0

0 Ni,y

Ni,y Ni,x

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

B
d
i �

Ni,x

Ni,y

⎡⎣ ⎤⎦.

(21)

*en it is possible to express the gradients:

M = 0.001
M = 0.01
M = 0.1
M = 0.5

M = 1
M = 5
M = 10
M = 50

0

0.25

0.5

0.75

1

g (
d)

0.25 0.5 0.75 10
 d

Figure 2: *e evolution of degradation function for different M.
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ε � 
n

i�1
B

u
i ui,

∇d � 
n

i�1
B

d
i di.

(22)

According to 21) and (22), the contributions of one-
element at node i to the residual of the overall systems of
equations are given as

Ru
i � Fu,ext

i − Fu,int
i � 

zΩt

Nit
∗dS − 

Ω
B

u
i σdΩ,

R
d
i � − F

d,int
i � 

Ω
(1 − k)g′(d)

H

Gc

Ni + ℓ B
d
i 

T
∇d +

1
ℓ

dNi  dΩ,

(23)

where Fu,ext
i and Fu,int

i denote the external forces and inner
forces, respectively, which correspond to the displacement,
whereas Fd,int

i can be explained as inner forces to the phase-
field. We used the Newton–Raphson procedure to obtain the

solutions by making Ru � 0 and Rd � 0. *e corresponding
tangents on the element level can be obtained based on the
inner forces:

K
uu
ij �

zFu,int
i

zuj

� 
Ω

Bu
i 

TD Bu
j dΩ,

K
d d
ij �

zF
d,int
i

zdj

� 
Ω

B
d
i 

T
ℓ B

d
i  + Ni (1 − k)g

(2)
(d)

H
+
vol

Gt

+
H

+
dev

Gt

+
H

−
dev

Gs

  +
1
ℓ

 Nj dΩ,

(24)

where D is the fourth-order elasticity tensor given by

D �
((1 − k)g(d) + k) C

vol
+ C

dev
 , tr(ε)≥ 0,

C
vol

+((1 − k)g(d) + k)C
dev

, tr(ε)< 0.

⎧⎪⎨

⎪⎩
(25)

3.2. Staggered Scheme. A staggered scheme is adopted here;
where at each increment step, the governing equation (23) is
solved for u by freezing d. After updating the elastic strains,
we solve the phase-field evolution for d. *e step is repeated
until a convergence criterion is reached. A strong coupling
between the displacement field and phase-field introduces a
relatively complicated numerical process. *erefore, a N-R
iteration procedure is needed for solving this nonlinear
equation. For the sake of clarity, we show the flowchart of the
N-R iterative scheme in Figure 3.

4. Verification of the Proposed Approach

In this section, starting with the simplest case where we
compare different methods for one-element, more and more
complex cases are introduced. In all cases, the relevant
numerical parameters are summarized, then the results are
shown and interpreted. In all cases (plane strain), the
thickness of the element is 1mm. *e mesh is densified
where the crack is expected to propagate, the size is specified
in the text, and the mesh is shown in some of the figures.
According to the results of Miehe et al. [17], the length-scale

parameter is always taken two times larger than the smallest
element around the crack path.

4.1. One-Element. One 2D plane strain element is the
simplest case, to verify the correctness of the proposed
model. *e geometry and the boundary conditions are il-
lustrated in Figure 4(a).*e bottom nodes are constrained in
both directions, whereas we allow the top nodes to slide
vertically. For the case of homogeneous materials,
E � 2.1 × 105 MPa, v � 0.3, Gt � 5 × 10− 3 kN/mm,
Gs � 5 × 10− 2 kN/mm, and ℓ � 0.1mm as reported in
[43, 46]. *e loading history is divided into 1000 steps with a
constant increment Δu � 10− 4 mm.

Figure 4(b) shows the comparisons of macroscopic
stress-strain relation and damage evolution between the
analytical solution and the proposed method. Obviously,
these two solutions well recover each other as illustrated in
this figure. *is shows that the proposed phase-field method
can well describe the damage process in homogeneous
materials.

4.2.>ree-Point Bending Test. In this section, an example of
the problem of three-point bending test is presented per-
formed by Perdikaris and Romeo [47] and widely taken as
the benchmark model for numerical investigation onmodel-
I fracture energy for plane concrete. *erefore, some pre-
vious experiences and results are available for comparison.
*e geometry and loading conditions of the specimen are
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shown in Figure 5. Two different finite-element meshes are
considered and shown in Figure 6. It amounts to 6252 el-
ements in coarse mesh and 18474 elements in the fine mesh.
*e displacement imposed onto the notched beam is
Δu � 10− 2 mm.

Young’s modulus is taken as E � 4.83 × 104 MPa. *e
parameter Gt on the one hand has been provided experi-
mentally as Gt � 0.0451N/mm and, on the other hand, can
be calculated by the linear elastic fracture mechanics in
consideration of size effect [48]. According to the work
elaborated in [48], one takes Gt � 0.029N/mm.

Figure 7 illustrates the crack evolution process predicted
from the phase-field model. *e crack initiates from the
notch tip and propagates towards the top surface of the
beam. Comparing the crack evolution processes in Figure 6,
the speed of crack growth in the case of Gt � 0.0290N/mm is
faster than the other one, and the corresponding com-
pressive-shear critical energy release rates are Gs � 0.290N/
mm and Gs � 0.451N/mm, respectively.

Figure 8 compares the load-displacement response from
this study to the experimental data. *ere is no detectable
mesh dependency for the two meshes under consideration,

Input the basic parameters for the calculation

Giving the trial solution of displacement ui
n and phase field di

n

Fixed the phase field, and calculated the Jacobians J, residual Ru of each element

Assembled element Jacobians, residual Ru to global matrices

Calculated the displacement increment δun

Caculated the trial solution of displacement at i + 1 iteration step

Fixed the displacement, and calculated the phase field d at i + 1 iteration step

Convergence

Next time step

No

Yes

ui
n = un

i+1, di
n = dn

i+1

Figure 3: Flowchart of the staggered solution procedure.
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and the beam is subject to noncyclic loading. In the case of
Gt � 0.0290N/mm and Gs � 0.290N/mm, the maximum
force that the beam can sustain from the simulation is
12.3 kN which is very close to the experimental data
(12.0 kN). However, taking Gt � 0.0451N/mm and
Gs � 0.451N/mm, the peak load is about 13 kN which is
8.3% higher than the experimental result.

*e simulated forces both drop much faster than the
experimental data after reaching the bearing capacity. *ese
deviations on one aspect stem from the fact that a linear
fracture model is used in the simulation, whereas the
real fracture is nonlinear; the model neglects any plastic
deformation. It can be clarified by examining the load-
displacement curves from both cyclic and noncyclic loadings.

4.3. L-Shaped Panel Test. In this section, we simulate crack
propagation in an L-shaped slab. *e geometry and

boundary conditions of the problem are depicted in
Figure 9(a). *e experimental results are taken from [49],
and Figure 9(b) illustrates the crack path obtained from the
phase-field modelling and superimposes the range of ex-
perimentally obtained crack paths (shaded region). *e
material parameters are chosen as follows [50]: Young’s
modulus E � 2.0 × 104 MPa, Poisson’s ratio v � 0.18,
ℓ � 10mm, tension fracture energy Gt � 1.3 × 10− 4 kN/mm,
and compressive-shear fracture energy Gs � 1.3 × 10− 3 kN/
mm [51]. *e simulation is led with the step increment
Δu � 2 × 10− 3 mm.

*e computational domain is discretized using a total of
51,766 elements with fine meshes assigned to the critical
zone. Figure 10 illustrates the crack progression at several
loading stages. *e corresponding load-displacement curves
are presented in Figure 11. For ℓ � 10mm, the crack path
from the simulation is located at the path observed in the real
test. *e corresponding load-displacement curves are shown

P
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D
 =

 2
54

Thickness: 127
Unit of length: mm

Figure 5: Symmetric three-point bending test: geometry and boundary conditions.
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Figure 6: FE-meshes used for computation of three-point bending on notched beam: (a) coarse; (b) fine.

0

0.2

0.4

0.6

0.8

1d
u = 0.1mm

u = 0.125mm

u = 0.2mm

u = 0.4mm

(a)

0

0.2

0.4

0.6

0.8

1d

u = 0.1mm

u = 0.125mm

u = 0.2mm

u = 0.4mm

(b)

Figure 7: Predicted crack paths of the three-point bending test. (a) Gt � 0.0451N/mm. (b) Gt � 0.029N/mm.

Advances in Civil Engineering 7



Gt = 0.0290 N/mm

Experimental results
Simulation results

Gt = 0.0451 N/mm

0

2

4

6

8

10

12

14

Re
ac

tio
n 

fo
rc

e (
kN

)

0.25 0.50 0.75 1.000.00
Vertical displacement (mm)

Figure 8: Calculated load-displacement curves of the three-point bending test.

250mm

25
0m

m
25

0m
m

250mm

u

(a) (b)

Figure 9: L-shaped panel test. (a) Geometry and boundary conditions. (b) Experimentally observed crack pattern.

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

(a)

Figure 10: Continued.

8 Advances in Civil Engineering



in Figure 11(a); the global response matches the experi-
mental peal loads. *e reaction force from the simulation
increases steadily to a maximum value and then drops
sharply. To further investigate the effect of the length scale, a
second simulation is performed with a larger length scale
(ℓ � 20mm). For ℓ � 20mm, a diffusive crack path is ob-
tained due to the relatively large length scale. Although the
maximum force obtained by using ℓ � 20mm is even lower
as shown in Figure 11(b), the predicted crack path agrees
well with the experimental data (Figure 10(b)).*e proposed
model is fairly in good agreement with the experimental
results in terms of crack pattern.

4.4. Compression of a Rock Plate with Double Flaws. To
further verify the modified phase-field model proposed and
highlight its capabilities, crack propagation involving frac-
ture coalescence is considered. Figure 12 shows a schematic
illustration of the problem where a specimen with double
inclined open flaws is loaded under uniaxial compression.
Such a test has been widely investigated experimentally [35]

and numerically [52] by means of prefracture specimens of
gypsum under uniaxial compression. In the test, the gypsum
specimen is 76.2mm long and 152.4mm high. *e length
and the width for the flaws are 12.7mm and 0.1mm, re-
spectively. *e geometry of the flaws is represented by the
terminology “β − s − c,” as shown in Figure 12. Herein we
consider the case of “45 - 2a - 2a” geometry (2a� 12.7mm).
Displacement increment Δu � 0.002mm is prescribed in
line with laboratory tests [35].

*e mechanical properties of the material are
E � 5 × 103 MPa, Poisson’s ratio v � 0.24, ℓ � 0.5942mm,
tension fracture energy Gt � 5.0 × 10− 6 kN/mm, and com-
pressive-shear fracture energy Gs � 1.0 × 10− 2 kN/mm. *e
numerical simulation gives a crack pattern similar to the
experimental observation, that is, the growth of four wing
cracks and the coalescence of a secondary and one wing
crack. *e fracturing process is explained in more detail in
Figure 13. Initially a stable growth of four wing cracks is seen
(Figure 13(b)). *e outer wing cracks continue to grow for a
while, and a shear crack is subsequently initiated close to the
inner tip of the upper notch; it coalesces with the inner wing

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

(b)

Figure 10: L-shaped panel test. Damage profiles for various length-scale parameters at displacements u� 0.22mm, 0.30mm, 0.45mm, and
1.0mm. (a) ℓ � 10mm. (b) ℓ � 20mm.
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crack of the lower notch (Figure 13(d)).*en, the inner wing
crack of the upper notch is located in a strong shear stress
state and approaches the preexisting flaw (Figure 13(e)).
Eventually, they connect with each other. Up to this point,
the simulated crack pattern is quite similar to the experi-
mental [35].

5. Conclusions

*is paper presents a new framework of the phase-field
method based on the split of the fracture energy release rate
for simulation of crack propagation in geotechnical mate-
rials. *e critical release rate for tensile cracks is significantly
lower than the energy release rate for shear cracks. In the
proposed approach, the crack-driving energy is identified,
and a new degradation function is introduced, in which a
nondimensional parameter is used to describe crack prop-
agation of brittle materials with different weakening rates.

Several numerical examples are carried out. Firstly, the
modified phase-field model is validated by the widely used
benchmark example, and the simulation results well agree
with the analytical results. Furthermore, to demonstrate the
capability of the modified phase-field model in simulation
crack propagation and bifurcation in brittle materials,
several numerical examples are presented. *e presented
phenomenon of crack propagation shows that the modified
phase-field fracture model gives results in good agreement
with the experimental observations both with respect to
crack patterns and critical stress loads.

In summary, the modified model is capable of describing
the failure behaviour for brittle and presenting the failure
processes. Moreover, it is noteworthy that the effects of
length parameter and critical energy release rate on simu-
lation results need to be investigated further [53]. In future
work, the proposed approach can be extended to predict
crack propagation in multi-physics problems, for example,
hydraulic fracture propagation and heat transfer.
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(e recent earthquakes have caused serious damage to Chinese rural houses. Research on the seismic performance and rein-
forcement for traditional rural houses is strongly needed. In this study, the seismic performance of traditional brick-wood
structural houses in Jiangxi province and surrounding areas is analyzed and confirmed by site investigation and numerical
simulation. And, the traditional constructions, such as the purlin roof and the cavity wall, are considered.(ese construction types
can reduce the seismic behavior of rural houses, and limited research has been carried out. (is study found that the structure will
produce plastic deformation and local damage above 6-degree earthquake fortification action. (e damage positions occurred in
the walls close to purlins and the walls close to doors and windows. Given the above seismic safety problems, a reinforcement
method of reinforced cement mortar strip and mesh surface is proposed, which is suitable for engineering applications for
traditional rural houses. (e seismic strengthening effect is analyzed by numerical simulation. Comparing the calculation results,
it is found that the seismic performance of the structure after reinforcement is significantly enhanced, and the stress concentration
of the walls is improved.

1. Introduction

Currently, there are many problems in rural buildings in
China, such as unreasonable structural design and non-
standard construction. (ere is a great earthquake risk due
to a lack of corresponding seismic design code for rural
houses. Different from urban buildings, the structural types
of traditional rural buildings have obvious regional char-
acteristics and unique styles. (e seismic performance and
safety problems of rural houses from the different areas are
distinct. (erefore, the research on seismic performance of
regional rural buildings and the seismic reinforcement
methods of existing rural houses need to be supplemented
urgently.

At the same time, it was found that the unreinforced
masonry structure could not withstand the test of large
earthquakes through the damage to the Xingtai earthquake
in 1966, the Tangshan earthquake in 1976, and the Wen-
chuan earthquake in 2008. In particular, the self-built ma-
sonry structured houses in rural areas were seriously

damaged. For example, the walls of rural masonry buildings
in theWenchuan earthquake cracked a lot and even partially
collapsed [1]. In the 8-degree area, most of the old rural
houses were damaged, and some collapsed. Above the 6-
degree area, most of the rural masonry buildings were se-
riously damaged or collapsed [2]. However, for areas with
low fortification intensity and lack of seismic fortification
awareness and measures, even under the action of medium
and small earthquakes, the traditional rural buildings will be
seriously damaged. For example, in 2005, regarding the
Jiujiang earthquake with Ms5.7, the traditional brick-wood
structured houses were severely damaged, with a damage
ratio of 48.61% and a medium damage ratio of 26.22%,
which was the highest among all kinds of buildings [3]. (e
traditional brick-wood structured farmhouse is also the
main research object of this paper.

At present, the research on seismic performance of
masonry structures of China mainly focused on three types
of structures, namely, reinforced masonry structure, re-
strained masonry structure, and reinforced masonry

Hindawi
Advances in Civil Engineering
Volume 2021, Article ID 7648989, 16 pages
https://doi.org/10.1155/2021/7648989

mailto:baokui_2000@163.com
https://orcid.org/0000-0003-3423-7455
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/7648989


structure. Based on the earthquake damage analysis of the
Tangshan earthquake, it is generally recognized that the
structure of reinforced concrete rang beams and structural
columns can effectively increase the deformation capacity of
brick masonry buildings, make use of deformation energy,
and enhance the seismic capacity of brick buildings, espe-
cially the collapse resistant capacity [4]. Based on the re-
strained masonry structure, researchers also put forward the
reinforced masonry structure, and it has been proven by
relevant tests [5] that the reinforced masonry has good
seismic performance with high strength and strong defor-
mation capacity. (e form of masonry structured abroad is
quite different from that in China. (e main masonry
structure is concrete or clay block, and the masonry method
is mostly reinforced masonry structure [6–9].

(e studies on masonry structure reinforcement
methods mainly focus on the reinforcement of masonry
walls, including experimental studies on traditional material
reinforcement methods, such as adding ring beam to
structural column, reinforced by steel bar-mortar [10] and
reinforced by steel bar-mortar crossed strip method [11].
Moreover, in recent years, some newmaterial reinforcement
methods have been put forward, such as composite fiber
sheet reinforcement method [12], high-performance com-
posite mortar with steel mesh strip reinforcement method
[13], high ductility fibber reinforced concrete surface layer
reinforcement method [14], high strength wire cable mesh
and polymeric mortar reinforcement method [15], and high
ductility concrete reinforcement structure column restraint
method [16]. Generally speaking, there are mature theories
about seismic reinforcement of masonry structures, but
there is little research on seismic reinforcement of traditional
masonry structure buildings in specific areas.

Nowadays, numerical simulation technology has become
the main method of structural seismic research. Dynamic
analysis of masonry structured models in some cities and
towns has been published. Ge et al. [17] used ABAQUS to
analyze the seismic performance and collapse risk of old
masonry buildings before and after reinforcement. Sun and
Deng [18] analyzed the seismic behavior of bottom frame
structure building. Hua et al. [19] andWu et al. [20] analyzed
the seismic performance and dynamic characteristics of
rural brick-concrete structure buildings. Yu et al. [21] an-
alyzed the effect of masonry strength on seismic perfor-
mance of self-built dwellings through shaking table tests and
numerical simulation method. Zhou et al. [22] analyzed the
seismic performance of existing rural masonry buildings.
Zhao et al. [23] tried to analyze the seismic vulnerability of
rural buildings. (e above results are mainly aimed at brick-
concrete structured houses, but there are few studies on
traditional brick-wood structured houses. Yao et al. [24]
conducted seismic elastic-plastic analysis of brick-wood
structured farmhouse, found that the strength of mortar has
an important impact on the seismic capacity of the structure,
and gave the weak spots of the structure. (is study mainly
focuses on low-rise rural houses in north China, whose
structure is different from brick-wood structures in south
China, and the cavity wall is not considered.

In summary, to master the seismic safety of traditional
brick-wood structured buildings in Jiangxi Province and
surrounding areas and cooperate with the national poverty
alleviation and rural dilapidated houses reconstruction, this
paper, combined with a large number of research studies and
finite element numerical analysis, determined the seismic
performance and seismic weak spots of this kind of structure
and put forward the seismic reinforcement method suitable
for this kind of buildings in this region. (e seismic per-
formance of the brick-wood structured model before and
after reinforcement is compared to further verify the rein-
forcement effect.

2. Seismic Performance of Existing Brick-Wood
Rural Structures in South China

(e brick-wood rural buildings in Jiangxi were mostly built
in the 1970s and 1980s. (ey are made of ordinary fire brick
and built with lime mortar.(e thickness of the exterior wall
is generally 240mm, and the interior wall is 120–240mm.
(ey are generally cavity walls, and there is a mixed-use of
fire brick and adobe brick. (e wall is high, without a ring
beam and structure column. (e purlin roof is usually of a
double slope structure and consists of small green tiles or
glazed tiles.

(e survey found that the traditional brick-wood
rural buildings in Jiangxi are highly seismic risk, and
many safety problems are not conducive to earthquake
resistance. First of all, due to the large bay and height of
the frame, the bearing walls are generally cavity walls,
which causes the load-carrying capacity and stability of
the walls to decrease, and the walls are prone to cracking
and skewing, which is not conducive to earthquake re-
sistance, as shown in Figure 1. Secondly, there are many
masonry quality problems of brick-wood rural buildings,
such as the fact that the vertical and horizontal walls are
not firmly overlapped, have inadequate mortar, and have
mixed masonry of brick masonry and adobe brick (as seen
in Figure 2). (irdly, due to the high wall and unrea-
sonable set of door and window openings, lintels or brick
arched lintels are generally not set, resulting in cracks in
the wall near the opening, as shown in Figure 3. In ad-
dition, the hard mountain purlin structure used in the
roof has weak horizontal restraint ability to the house,
and the timber purlin and the wall are not firmly con-
nected and cannot form cooperative work between each
other (as shown in Figure 4). Under the action of an
earthquake, local damage is easy to occur, resulting in an
overall collapse of the wall.

Moreover, such buildings have been built for a long
time, the materials may be eroded and aged, and most of
the existing buildings are still used for living. (erefore,
the seismic risk of this kind of buildings is high, and it is
easy to cause the loss of family property and even ca-
sualties under the action of an earthquake. So, it is urgent
to quantify the seismic risk of the building and do seismic
reinforcement.

2 Advances in Civil Engineering



3. Seismic Performance of Brick-Wood
Rural Buildings

Different from urban buildings, rural houses in China are
basically constructed by farmers themselves based on tra-
ditional crafts in China, not designed and constructed
according to architectural norms. Since there are a large
number of self-built bricks and wood houses in rural China,

these houses often lack the necessary seismic design.
(erefore, this paper studies the specific seismic defects of
these houses, which proves that this paper has good engi-
neering application value. In addition, the study selected
building examples of a household still living in Shangli
County, Jiangxi Province. (e converted house is a typical
brick and wood structured house in the region. (e research
group has made reinforcement design and field construction
with this building as an engineering example.

By using the finite element analysis software ADINA, a
refined seismic response analysis model of buildings con-
sidering the structure of cavity wall and purlin roof is
established. Firstly, through modal analysis, compare the
natural vibration period calculated by the finite element
model and the empirical formula to verify the rationality of
the model. (en, through seismic response analysis, the
seismic safety and seismic weak points of the structure under
the earthquake action of 6 and 7 degrees are quantified.

3.1. Model Introduction. In this study, a numerical model is
established by taking the traditional brick-wood rural
buildings in Jiangxi Province as an example. (e structure is
a 2-story, 3-bay, and 4-room house.(e story height is 3.6m,
there is no floor between the stories (it belongs to the
common structure of brick-wood rural buildings in Jiangxi
Province and surrounding areas), and the cavity wall
thickness is 240mm. (e purlin roof is directly laid on the
horizontal wall. (e purlin diameter is 200mm, without ring
beam and structural column, and the model building design
drawing is shown in Figure 5.

3.2. Model Simplification and Parameters. In this paper, the
bearing brick wall adopts the overall modelling method to
establish the finite element model of the brick-wood
structure. In addition, through the equivalent method, the
thickness of the model wall is adjusted to 190mm to ensure
the rationality of the cavity wall modelling, so that the model
has the same dynamic characteristics as the original struc-
ture and meets the needs of dynamic analysis.

Masonry adopts the masonry constitutive relation ex-
pression put forward by Professor Liu [25] of Hunan
University, which is shown in formula (1). According to the

Figure 1: Wall cracks.

Figure 2: Mixed masonry method.

Figure 3: Crack in the wall between the windows.

Figure 4: Roof truss structure.
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code for the design of masonry structures and related lit-
erature [26], the basic parameters of masonry materials can
be calculated, as shown in Table 1.

σc
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ε
ε0

− 0.96
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ε0
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,
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1.2 − 0.2
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, 1≤
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(1)

where σc and ε are the compressive stress and strain of
masonry and fm and ε0 are the average axial compressive
strength of masonry and their corresponding strain values.

As a natural growth material, the mechanical properties
of the wood show obvious anisotropy. At the same time,
affected by many factors such as growth environment and
varieties, the performance varies greatly. (erefore, this
paper adopts the mechanical properties of wood under the
general ideal state. According to the relevant literature [27],
the basic parameters of timber purlin material are listed in
Table 2.

In the table, EL, ER, and ET are, respectively, the elastic
modulus (MPa) of the timber purlins parallel to the grain,
transverse grain tangential, and transverse grain radial; μTL,
μRT, and μLR are, respectively, the Poisson ratios (MPa) of

the timber purlin’s parallel to grain radial, transverse grain
tangential, and transverse grain radial; GLR, GRT, and GTL
are, respectively, the shear modulus (MPa) of the timber
purlin’s longitudinal and tangential, radial and longitudinal,
and tangential and radial.

3.3. Seismic Waves. Earthquake has great randomness.
Under different seismic wave actions, the actual responses of
the structure have obvious difference, so the seismic wave
should be selected reasonably for analysis. (e selection of
seismic wave is mainly based on factors such as peak ac-
celeration, duration, spectrum characteristics, and site
conditions. (e selected period of seismic wave should be
close to the site characteristic period. At the same time, the
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Figure 5: Architectural diagram of brick-wood structural house. (a) Layout plan of an engineering project. (b) Front elevation layout.
(c) Model side elevation layout.

Table 1: Basic parameters of masonry materials.

Elastic modulus (MPa) Poisson ratio Density (kg/m3)
2218 0.15 2000

Table 2: Basic parameters of timber purlin material.

EL ER ET μTL μRT μLR GLR GRT GTL
1955 9702 1955 0.52 0.352 0.106 971 218 609
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reasonable duration of seismic wave is easy to cause the
structure to be damaged by plastic deformation accumu-
lation, so as to achieve the purpose of analysis. In addition,
when the peak acceleration of the original seismic wave does
not meet the requirements of the relevant codes or analysis
needs, the seismic wave size should be adjusted
proportionally.

In this paper, the site classification of brick-wood
structure is class II, the classification of design earthquake is
the first group, and seismic fortification intensity is 6 (7)
degrees (only some areas in Jiangxi Province have seismic
fortification intensity of 7 degrees). According to the above
conditions, the Taft wave, EL-Centro wave, and Loma Prieta
seismic wave are selected in this paper. Each seismic wave is
intercepted at 12 s, the seismic wave is calculated according
to the peak acceleration of 6 and 7 degrees, and the original
acceleration record of Taft wave is shown in Figure 6.

(e so-called “standard” in the standard seismic wave
means that its response spectrum is more consistent with the
code design spectrum or the “average spectrum” of multiple
earthquakes. (erefore, it has many applications in the field
of earthquake engineering. Among them, the spectra of EL-
Centro wave and Taft wave combined with the “average

spectrum” are similar. Take the EL-Centro wave as an ex-
ample and compare it with the average spectrum of 20
earthquakes as shown in Figure 7: comparison of EL-Centro
wave and average spectrum of 20 earthquakes.

3.4. Numerical Results

3.4.1. Modal Analysis. (rough modal analysis, the first 6
natural vibration periods of the structure are obtained, as
shown in Table 3.

Yang et al. [28] put forward the empirical formula of the
basic period of masonry structure, and the formula is as
follows:

T1 � 0.0168 H0 + 1.2( , (2)

where T1 is the basic period and H0 is the height of the
structure. According to empirical formula (2),
T1� 0.0168× (7.2 + 1.2)� 0.141 s, which is close to the nu-
merical simulation results with an error of less than 5%,
proving that the brick-wood structure model is reasonable.

Different from other structures [29, 30], the shaking
table tests of the brick-wood structured houses studied in
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Figure 6: Taft wave source record. (a) X-direction. (b) Y-direction. (c) Z-direction.
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this research are relatively rare, and the numerical results in
this study are compared with the theoretical solution of the
natural vibration period of the masonry structure to verify
the model.

3.4.2. Displacement Response. Under the action of an
earthquake, the displacement response to each floor of the
structure is shown in Figures 8–10. (e failure degree of the
masonry structure of this study takes the interval dis-
placement angle as the evaluation standard, as shown in
Table 4. Statistics of the displacement of each floor, the
interval displacement angle, and the failure degree of brick-
wood structured houses in the three earthquakes are shown
in Table 5.

According to the structure displacement cloud diagram
and the interval displacement angle statistics, it is found that
under the action of an earthquake, the maximum dis-
placement in the Y direction of the structure appears in the
top of the gable, while the maximum displacement in the X-
direction occurs in the top of the inner transverse wall and
the opening of the second floor. In addition, the displace-
ment response in the Y direction of the structure is sig-
nificantly greater than that in the X-direction. Taking the
Taft wave (0.2 g) as an example, the maximum displacement
in the Y direction of the structure is 6.599mm, the

maximum displacement in the X direction is 2.34mm, and
the maximum displacement in the Y direction is 2.82 times
that in theX-direction. It can be seen that under the action of
an earthquake, the purlin roof is not conducive to the seismic
resistance of the structure, and the top of the gable is easy to
generate a large displacement, and even cause local collapse.

(e calculation results of the analysis model show that
under the action of a 6-degree earthquake, the structure
reached medium damage and the structure has reached
serious damage under the action of a 7-degree earthquake. It
can be seen that the seismic performance of brick-wood
rural buildings is poor, which cannot resist the action of 6
and 7-degrees earthquakes.

At the same time, combined with the cloud diagram,
it is found that the structure has a large displacement in
the top of the gable, the opening and the top of the inner
transverse wall, and it is the weak seismic position, which
should be paid attention to as the key reinforcement
location.

3.4.3. Stress Response. Under the earthquake loads, the
statistics of the maximum shear stress of the wall bottom are
shown in Table 6, and the cloud diagram of the maximum
main tensile stress of the structure is shown in
Figures 11–13.

According to the cloud diagram of the maximum main
tensile stress of the structure and the statistics of the
maximum shear stress of wall bottom, it can be seen that the
main tensile stress of the wall has obvious stress concen-
tration phenomenon in the top of the gable, the opening, the
wall between windows, and the intersection of horizontal
and vertical walls. (e main tensile stress exceeds 0.23MPa
of the clay brick, indicating that the local wall has entered the
plastic stage.
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Figure 7: Comparison of the EL-Centro seismic response spectrum and the average spectrum of 20 seismic waves on medium-hard soil
sites.

Table 3: (e first 6 natural vibration periods of brick-wood
structure.

Vibration 1
order

2
order

3
order

4
order

5
order

6
order

Frequency
(Hz) 7.285 8.029 8.382 8.656 8.876 8.929

Period (s) 0.137 0.125 0.119 0.1169 0.113 0.112
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Figure 8: Cloud diagram of wall peak displacement under Taft earthquake with 7-degree fortification intensity. (a) X-direction.
(b) Y-direction.
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Figure 9: Cloud diagram of wall peak displacement under EL-Centro earthquake with 7-degree fortification intensity. (a) X-direction.
(b) Y-direction.
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Figure 10: Cloud diagram of wall peak displacement under Loma Prieta earthquake with 7-degree fortification intensity. (a) X-direction.
(b) Y-direction.

Table 4: Limiting values of interval displacement angle of masonry structure.

Seismic damage grade Intact Slight damage Medium damage Serious damage
Limiting values of the interval displacement angle 1/3000 1/2000 1/1100 1/350
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Under the action of a 6-degree earthquake, the average
shear stress of wall bottom is 0.225MPa. And under the
action of a 7-degree earthquake, the average shear stress of
wall bottom is 0.388MPa, which has greatly exceeded the
shear strength of clay brick by 0.11MPa, indicating that
there is a risk of shear failure or even collapse of local
walls.

4. Seismic Performance of Rural Buildings after
Seismic Reinforcement

It is found that, under the action of 6-degree (0.1 g)
earthquake, the structure of brick-wood rural buildings in
Jiangxi suffered medium damage. And under the action of
7-degree (0.2 g) earthquake, the structure was seriously

Table 6: Maximum shear stress of wall bottom under each earthquake (Pa).

Seismic intensity Taft wave EL-Centro wave Loma Prieta wave Average
6 degree 182384 262260 229559 224734
7 degree 380692 468292 314878 387954

SIGMA-P1
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Time 5.8400
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(b)

Figure 11: Cloud diagram of the maximum main tensile stress of the wall under Taft earthquake (0.2 g). (a) X-direction. (b) Y-direction.

Table 5: Structure maximum displacement (mm), maximum interval displacement angle, and failure degree.

Seismic waves First-floor
displacement

Second-floor
displacement Maximum interval displacement angle Failure degree

Taft wave (0.1 g) 0.57 3.4 5.549×10–4 Medium damage
Taft wave (0.2 g) 0.739 6.622 1.154×10–3 Serious damage
EL-Centro wave (0.1 g) 0.733 3.63 5.68×10–4 Medium damage
EL-Centro wave (0.2 g) 1.261 8.599 1.439×10–3 Serious damage
Loma Prieta wave (0.1 g) 0.611 2.27 3.25×10–4 Slight damage
Loma Prieta wave (0.2 g) 0.931 4.044 6.104×10–4 Medium damage
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Figure 12: Cloud diagram of the maximum main tensile stress of the wall under EL-Centro earthquake (0.2 g). (a) X-direction.
(b) Y-direction.
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damaged. (ere is an obvious stress concentration phe-
nomenon at locations, such as the intersection of hori-
zontal and vertical walls, the opening, and the wall between
windows, which are seismic weak spots. In a word, the
seismic safety of the rural building is not enough to resist
the strong earthquake load, which should add seismic
reinforcement to improve the seismic performance of the
rural house.

Most of the villages and towns in Jiangxi are dis-
tributed in mountainous areas, which are easy to use
conventional materials and adopt simple construction
methods to realize the reinforcement of rural houses.
(erefore, referring to domestic and foreign research and
the reinforcement methods that are easy to realize in local
villages and towns [10, 11], the research proposes a re-
inforcement method of steel bar and wire mesh with
cement mortar, adding steel mesh mortar surface layer on
the outside of the house. Based on the needs of easy
purchase and preparation of construction materials, ce-
ment mortar is used for the reinforcement of rural
housing and add reinforced cement mortar strip at the
junction of the vertical and horizontal walls of the external
wall, the height of the first floor (3.6 m), and the eaves
position to increase the integrity of the wall and improve
the collapse ability of the house. By establishing the nu-
merical model of the reinforced building, the effect of the
reinforcement methods proposed in this paper is analyzed
and compared.

(e addition of reinforced mortar strips plays a role
similar to ring beams and structural columns. It is an
effective measure to strengthen the integrity of masonry
buildings. It can restrain the development of cracks and
greatly enhance the collapse resistance of the masonry
walls. (e house adopts the horizontal reinforced mortar
belt as the ring beam at the elevation of the cornice (wall
top), and the vertical reinforced mortar belt as the
structural column at the junction of the vertical and
horizontal walls of the outer wall of the house and the end
of the wall.

(e layout of the reinforced mortar belt is shown in
Figure 14(a), and the mortar strength grade is M10. (e

height of the horizontal reinforced mortar belt is 240mm,
the thickness is 50mm, the reinforcement is 2 HRB300 steel
bars with a diameter of 12mm, and the spacing between the
steel bars is 200mm. (e reinforcement of the horizontal
reinforced mortar belt is shown in Figures 14(b)–14(e). (e
vertical reinforced mortar belt is arranged at the junction of
the horizontal and vertical walls of the external wall and is
mainly divided into “L-” and “T-” shaped vertical reinforced
mortar belts. (e “L-” shaped vertical reinforcement mortar
belt uses two L-shaped wall-through steel wires to anchor the
main reinforcement, and the “T-” shaped one uses U-shaped
wall-through steel wires and in-line wall-through steel wires
to anchor the main reinforcement (construction method:
brick wall drilling, insert U Shaped steel wire, and bend and
bind on another layer of the wall), the steel wire spacing is
500mm, and the wire diameter is not less than 4mm; see
Figure 14(f ) for details.

4.1. Structural Model after Reinforcement. In the reinforce-
ment plan, the steel bars in the reinforced cement mortar are
selected Φ 12 steel bars and anchored through wall steel
wires. (e reinforced model and layout of steel bars are
shown in Figure 15. In addition, the steel wire mesh mortar
surface layer is modelled as a whole, and it is safe to use only
the mortar layer material (without considering the param-
eters of steel wire mesh) for simulation.

4.2. Constitutive Relationship and Parameters of Reinforce-
ment Materials. In this study, the constitutive relationship
of cement mortar proposed by Du et al. [31] is selected,
which is improved based on the concrete constitutive model
and has passed the test verification. (e constitutive rela-
tionship under compression is as follows (3):

y �

2.1x − 1.2x2
+ 0.1x

3
, (x≤ 1),

x

10(x − 1)
2

+ x
, (x≥ 1),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)
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(b)

Figure 13: Cloud diagram of the maximum main tensile stress of the wall under the Loma Prieta earthquake (0.2 g). (a) X-direction.
(b) Y-direction.
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where x � ε/εm, y � σ/fm, ε and f are compressive stress and
strain of cement, and fm and εm are compressive strength
and strain of cement mortar. Moreover, the Poisson ratio
of cement mortar is 0.2, and the elastic modulus is cal-
culated according to formula (4). (e strength of the
reinforced mortar is M10, which can be obtained by
calculation. (e material parameters of mortar are shown
in Table 7.

Em � 1057f
0.84
2 . (4)

4.2.1. Constitutive Relationship of Steel Reinforcement.
(e ideal elastic-plastic constitutive relationship is adopted
for steel reinforcement, and the material parameters are
shown in Table 8.
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Figure 14: Schematic diagram of reinforced mortar belt. (a) Reinforced mortar belt layout drawing. (b) Brick masonry horizontal re-
inforcement mortar belt reinforcement map. (c) Sectional view of horizontally reinforced mortar belt of brick masonry. (d) Reinforcement
diagram of “L”-shaped vertical reinforcement mortar belt. (e) Reinforcement diagram of “T”-shaped vertical reinforcement mortar with
reinforcement. (f ) Node diagram at the junction of vertically reinforced mortar belt and horizontally reinforced mortar belt.
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4.3. Numerical Results

4.3.1. Modal Analysis of Reinforced Model. (rough modal
analysis, the first 6 natural vibration periods of the
structure are obtained, as shown in Table 9. And as shown
in Figure 16, the comparison shows that the natural vi-
bration period of each order of the model after rein-
forcement is smaller than that of the original model, which
indicates that the stiffness of the model is significantly
improved after reinforcement, and the integrity of the
building is improved.

4.3.2. Displacement Response of the Reinforced Model.
Under the action of 6-degree and 7-degree earthquakes, the
displacement response comparison of each layer before and
after reinforcement is shown in Figures 17–19 . Table 10
summarizes the maximum displacement, interval dis-
placement angle, and damage degree of the reinforcement
model under the action of an earthquake.(e analysis found
the following.

(e maximum displacement of the structure after re-
inforcement is significantly reduced, which shows that the
reinforcement method can effectively improve the seismic
performance of the building and the displacement response
of the structure under earthquake action.

According to the statistics of the interval displacement
angle shown in Table 10, under the action of a 6-degree
earthquake, the reinforced structure only suffered slight
damage. Under the action of the 7-degree earthquake, the

structure produces medium damage, which is significantly
improved compared with the unreinforced structure. In
the reinforced model, the maximum displacement still
appears at the top of the gable. It can be seen that, under
the action of an earthquake, due to the purlin roof
structure, timber purlin and top of the gable are easy to be
separated or collide, resulting in large displacement or
damage. (erefore, in the reinforcement of the building,
the wall should be added with other structures to

(a) (b)

Figure 15: Numerical model of brick-wood structure after reinforcement. (a) House model. (b) Layout of steel bars.

Table 7: Material parameters of cement mortar.

Elastic modulus (MPa) Poisson ratio Density (kg/m3)
7312 0.2 2000

Table 8: Steel material parameters.

Elastic modulus
(MPa)

Poisson
ratio

Yield strength
(MPa)

Density (kg/
m3)

210000 0.3 300 7800

Table 9: (e first 6 natural vibration periods.

Vibration 1
order

2
order

3
order

4
order

5
order

6
order

Frequency
(Hz) 7.97 9.234 9.669 9.681 9.747 10.05

Period (s) 0.125 0.108 0.103 0.103 0.103 0.100

1 2 3 4 5

0.100
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6
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)
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Figure 16: Comparison of natural vibration periods before and
after reinforcement.
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strengthen the connection between the wall and the
timber purlin, to form a whole, and to further improve the
seismic performance of the house. In this model, the stable
connection between the timber purlin and the wall is
considered.

4.3.3. Stress Response of the Reinforced Model. Taking the
stress response of the reinforced structure under the action
of EL-Centro seismic wave as an example, the comparison of
main tensile stress and shear stress before and after rein-
forcement is shown in Figures 20 and 21. It was found that,
before reinforcement, there was an obvious stress

concentration in the wall near the opening and between the
windows. After the reinforcement, the wall stress was sig-
nificantly improved, and the shear stress of the gable and so
on was greatly reduced.

Figure 22 shows the stress cloud diagram shared by the
mortar layer and masonry structure after reinforcement. It
can be found that, under the seismic action, the reinforced
surface layer shares the main shear stress and the main
tensile stress, which effectively improves the stress con-
centration at the opening and the intersection of horizontal
and vertical walls. Adding reinforced mortar strips can also
effectively improve the overall shear stress and local shear
stress concentration of the wall.
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Figure 18: Comparison of the maximum displacement of the structure under EL-Centro earthquake.
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Figure 17: Comparison of the maximum displacement of the structure under Taft earthquake.
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Figure 19: Comparison of the maximum displacement of the structure under the Loma Prieta earthquake.

Table 10: Maximum displacement (mm), maximum interval displacement angle, and failure degree of the structure after reinforcement.

Seismic wave First-floor displacement Second-floor displacement Maximum interval displacement angle Failure degree
Taft wave (0.1 g) 0.511 2.472 3.845×10–4 Slight damage
Taft wave (0.2 g) 0.519 4.818 8.429×10–4 Medium damage
EL-Centro (0.1 g) 0.594 3.459 5.618×10–4 Medium damage
EL-Centro (0.2 g) 0.819 3.844 5.931× 10–3 Medium damage
Loma Prieta (0.1 g) 0.4393 1.726 2.523×10–4 Slight damage
Loma Prieta (0.2 g) 0.770 2.990 4.353×10–4 Slight damage
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Figure 20: Comparison of main tensile stress of the structure before and after reinforcement. (a) Original structure (before reinforcement).
(b) Structure after reinforcement.
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5. Conclusion

Based on the earthquake investigation and numerical
simulation, it is found that the seismic capacity of tradi-
tional brick-wood rural buildings in South China is in-
sufficient. Under the earthquake action of 6-degree and 7-
degree fortification intensity in China, the structures raise
plastic deformation as the increase of the peak ground
acceleration. (e structure has medium damage under
seismic load with 6-degree fortification intensity. (e
structure is seriously damaged under seismic load with 7-
degree fortification intensity. Cracks often appeared at the
contact position between timber purlin and gable, resulting
in the maximum Y-direction displacement. (is is mainly

due to the nonconnection of the traditional purlin roof
structure, which is not conducive to the structural seismic
resistance. In addition, the weak spots occurred in the
opening of the wall, the wall between windows, the top of
the inner transverse wall, and the junction of the transverse
and longitudinal walls, and there is an obvious stress
concentration phenomenon.

After reinforcement with a steel bar and wire mesh with
cementmortar or other structures, the seismic response analysis
shows that the structure displacement and stress response
significantly reduced. Under the action of a 6-degree earth-
quake, the reinforcement model was only slightly damaged;
under the action of a 7-degree earthquake, the reinforcement
model hasmediumdamage, and the damage generally occurs at
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Figure 21: Comparison of shear stress of the structure before and after reinforcement. (a) Original structure. (b) Structure after
reinforcement.
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Figure 22: Comparison of stress cloud diagram between the mortar layer and masonry for structures after reinforcement. (a) Main tensile
stress of mortar layer. (b) Main tensile stress of masonry. (c) Shear stress of mortar layer. (d) Shear stress of masonry.
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the contact position of the gable topwith the timber purlin.(is
type of damage is mostly caused by the purlin roof structure. As
far as the exterior wall is concerned, the original stress con-
centration position is transferred to the reinforced surface after
reinforcement, and the damage mostly occurs in the reinforced
surface. (e overall stress and displacement of the wall are
improved. At the same time, considering that the reinforcement
effect of steel mesh has not been considered in the model, the
simulation results tend to be conservative. (erefore, the
reinforced buildings can ensure the safe use of the buildings
under the action of 6- and 7-degree earthquakes.

Moreover, under the earthquake action, the stress
concentration still exists in the junction of the inner and
outer wall and the window and door holes after rein-
forcement. (erefore, these parts of the traditional brick-
wood rural buildings should be regarded as the main objects
for seismic reinforcement.
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Dangerous rock mass in the overhanging slope of Puerdu town has good free-face condition, high position, and great potential
energy, identification and stability evaluation of which is a difficult problem in the disaster prevention. In this paper, the limit
equilibrium method was used to evaluate the dangerous rock mass stability in the overhanging slope. Firstly, geomorphic
characteristics and the distribution of dangerous rock mass are determined by the field geological survey. Secondly, six dangerous
rock masses which may cause more threat are studied, with defining their failure modes and characteristic parameters. Finally, a
simplified geological model is established, the stability coefficient of dangerous rock mass under different conditions is calculated
by the limit equilibrium method, at the same time, stability analysis of dangerous rock mass is carried out based on the ste-
reographic projection, and the hazard probability is estimated by the empirical formula. Results show that joints obviously
developed in the dangerous rock mass ofW1,W2,W3,W4,W5, andW6, with falling-type and toppling-type failure modes. In the
natural condition, the dangerous rock mass is understable and unstable under the rainstorm and earthquake conditions.
Consequently, rainstorm and earthquake are the key triggering factors of the instability and collapse of dangerous rock mass.

1. Introduction

Rock mass collapse is a common geological disaster in
mountainous areas. Most dangerous rock masses exist on
the overhanging slope or steep cliff, and such rockmasses are
divided by multiple structural planes and have poor stability
[1]. In June 2006, the overhanging slope of a highway in the
southeastern Qinghai-Tibet Plateau, China, collapsed after
more than ten consecutive days of rainstorm, and the loose
dangerous rock mass fell about 400m3. A large number of
rock mass tumbled down the slope, and some houses at the
foot of the slope were destroyed, forming a disaster.
Meanwhile, it is also a serious threat to the highway project
and the production and life of local residents, with extremely
serious consequences [2]. In August 2017, a magnitude 7.0
earthquake occurred in Jiuzhaigou, Sichuan, China. Due to
the impact of the earthquake on the rock mass cracking

damage, a large number of high or very high collapse hazards
existed in the core scenic spots of Jiuzhaigou, which seri-
ously threatened the life and property safety of tourists and
local residents [3].

0e stability evaluation of dangerous rock mass can be
used as the basis for the design of support structure to
prevent and control the disaster of dangerous rock mass
scientifically and effectively. 0e Bishop method [4] con-
siders the lateral force of the soil strip, but does not take into
account the horizontal force; on the other hand, the tangent
force is assumed to be equal, so the analysis results have
certain limitations. Mithun et al. [5] used remote sensing
technology to monitor glacier changes on the Bhutanese
Himalayan Plateau and evaluate the stability of dangerous
rock mass. Li et al. [6] also proposed that the unstable failure
of dangerous rocks has obvious spatial characteristics. When
Wang et al. [7] studied the stability of Jianchuandong
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dangerous rock mass in the 0ree Gorges Reservoir area,
they proposed that the instability mechanism was that the
weight of the upper rock mass and the periodic change of the
reservoir water level led to the weakening of the foundation
rock mass and the increasing damage, which eventually led
to the collapse of the bedrock, and carried out stability
analysis on it. Li [8] proposed the collapse prevention
method by strengthening the dangerous rock mass to slow
down the development of unloading cracks. In a general
way, the classification of deformation and failure modes is a
necessary step for the stability analysis of the dangerous rock
mass. According to the geological conditions of the study
area. Dong et al. [9] classified the hazard soruces in sur-
rounding slope of a hrdropower station into isolated stone,
dangerous rock, dangerous rock mass and high position
covering layer. Kuang [10] comprehensively considered the
failure mechanism and stress state of unstable dangerous
rock mass and classified the collapse types into shear-fall,
tension-break, fall-fall, tipping-collapse, crushing and cav-
ing, etc. Huang and Deng [11] divided the dangerous rock
mass into seven types according to the instability mecha-
nism, including slope attachment type, suspension type,
isolated type, slab crack type, cataclastic type, block type, and
soft foundation type. When Zhang et al. [12] studied de-
formation and failure characteristics of Lianziya dangerous
rock mass, they summarized 8 deformation and failure
modes.

0e stability evaluation of dangerous rockmass is mainly
carried out from qualitative and quantitative methods. Li
et al. [13] used the stereographic projection method and
limit equilibrium method to analyze the stability of slipping
Hesonglou dangerous rock mass in Hubei province of
China. On this basis, the measure is put forward. Based on
the key block theory, Zhang et al. [14] proposed the stability
probobility assessment method of the cataclastic rock
masses. Tao et al. [15] analyzed stability of a cutting rock
slope of a hydropower project located on Dadu river in
Sichuan province of China using the SSPCmethod. Based on
the limit equilibriummethod and fracturemechanics theory,
Gong [16] generalized the mechanical model of dangerous
rocks in the 0ree Gorges Reservoir area, analyzed the
maximum circumference stress fracture criterion and
maximum shear stress fracture criterion, and deduced the
stability coefficient expression of dangerous rocks. Xiao [17]
used the limit equilibrium method to analyze the stability of
dangerous rock mass in the Wanzhou Taibai rock slope and
studied the influence of crack angle, vertical seismic force,
and horizontal seismic force on the safety factor of dan-
gerous rock mass. Chen [18] used the limit equilibrium
theory to calculate and analyze the stability of slump-type
dangerous rock mass in the Shouli Mountain, Wanzhou.
When earthquakes and rainfall acted together, the decisive
factor for the stability of dangerous rock mass was mainly
horizontal seismic force. Li et al. [19] took the dangerous
rock mass in a limestone area and granite area of Baoxing
County, Yaan City, the “Wenchuan” earthquake zone, as the
research object and made stability evaluation and analysis of
the dangerous rock mass. 0e results showed the simplicity
of the rigid body limit equilibrium method in the stability

analysis of the dangerous rock mass. Zhao and Bu [20] used
the block limit equilibrium method to calculate the safety
factor and sliding direction of dangerous rock mass and
analyze its stability. By combining the Monte Carlo method
and the block limit equilibrium method, the function of
stability reliability was proposed, and the reliability index
and instability probability were obtained. Taking Baiyanshan
dangerous rock mass as the object, Liu et al. [21] used the
limit equilibrium method to carry out quantitative checking
calculation on the stability of the dangerous rock mass and
comprehensively analyzed and evaluated the development
characteristics and stability of the dangerous rock mass in
Guilin.

0e dangerous rock mass of the overhanging slope in
Puerdu Town, Yanjin County, Zhaotong City, Yunnan
Province, China, is a riparian slope area with a canyon
landform that is intersected with structural erosion and river
erosion. According to the terrain, the slope has already had
the condition of collapse. Once the dangerous rock collapses,
it will bring a great threat to the lives and property safety of
the villagers. 0erefore, the stability evaluation of dangerous
rockmass in the study area will be beneficial to the geological
disaster prevention and control planning of Yanjin County,
and it provides the corresponding theoretical basis for di-
saster prevention and control, which has a very important
practical significance. At present, there are many studies on
the stability analysis of dangerous rockmass, but the stability
evaluation of overhanging slope dangerous rock mass in
mountainous areas is less. Based on the limit equilibrium
method, this paper calculates the stability coefficient and
hazard probability of the falling-type and tipping-type
dangerous rock mass in the study area under different
working conditions and evaluates the stability of six groups
of dangerous rock mass with greater threat in the study area.

2. Geological Environment Background

2.1. Geographical Position. Puerdu town is located at the
confluence of the Chuansi River, the Shangqing River, and
the first-class tributary of the Jinsha River. 0e geographical
coordinates are 104°10′E, 28°14′N.0e straight-line distance
from Zhaotong is about 110 km and from Yanjing is about
25 km. 0e location of the study area is shown in Figures 1
and 2.

2.2. Meteorological Hydrology. 0e average annual tem-
perature in the region is 17°C, and the average annual rainfall
in the area is 1226.2mm. Rainfall is concentrated in June,
July, August, and September, accounting for 82%of the
annual precipitation. 0e average annual evaporation is
1083.5mm, and the relative humidity is 81%.

2.3. Topographic Features. 0e topography and geomor-
phology of Puerdu town are mainly characterized by the flow
geomorphology controlled by the geological structure. 0e
basic geomorphologic units are mountains and canyons, in
addition to the gentle slope geomorphology developed along
the sedimentary rock level. Deep valley in the area is mainly
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manifested as V-type valley and steep valley slope, slope is
generally above 30, and vegetation coverage is high.

2.4. Stratigraphic Lithology. On the basis of field investigation
and exploration, the stratigraphic lithology of this area is
mainly composed of the quaternary residual slope layer
(Q4

el +dl) containing gravel silty clay, block stone soil, gravel
soil, and pebble, and the underlying bedrock is the Jurassic
Middle Series Shaximiao formation (J2S), including brown,
purple gray sandstone interbedded with purplish red mud-
stone, silty mudstone, and argillaceous siltstone.

3. Engineering Geological Features of
Dangerous Rock Areas

0e occurrence of collapse is closely related to the scour
cutting of the Guanhe River and Chuansi River and also to
the slope rockmass structure.0e regional geological history
study shows that there is a belt distribution under the cliff,
with a length of 100–1000m, and a large collapse accu-
mulation layer with a thickness of 10–20m, which is a large-
scale collapse in theMiddle and Late Pleistocene.0e scale of
modern collapse is small, but the harm is serious. 0e
dangerous rocks in this area have various forms, and their
basic geometric forms are massive, columnar, plate-shaped,
and inverted-cut cone-shaped. Other forms include arch

bridge and cantilever. According to their deformation
characteristics and failure forms, dangerous rock collapse
can be divided into collapse accumulation area and cliff
dangerous rock area. According to the topographic features,
the study area is divided into four levels of dangerous rocks
from bottom to top, and each level of dangerous rocks is
further divided into three microlandforms, including the
upper gentle slope area, the steep cliff area, and the lower
slope area. 0e landform map of the collapse accumulation
area and cliff dangerous rock area is shown in Figure 3.

Grade 1 dangerous rock upper gentle slope area: it is
located in the upper part of a steep cliff, the terrain slope is
20–34°, the average slope is 29°, the elevation difference is
51–104m, and the average is 68m; steep cliff area: the length
of the cliff zone is 984m, the slope of the cliff is N62°W, the
height difference is 8–25m, most of the steep cliffs are
upright, and some of the steep cliffs’ angle is between 70 and
90°. 0e main slope area at the bottom of the Grade 1
dangerous rock steep cliff: from the lower part to the upper
part of the Chuansi River, the elevation difference increases
gradually from 58m to 102m. 0e topographic slope also
increases gradually from the lower part to the upper part of
the Chuansi River, from 26° to 38°. In the middle part of the
country, the topography is mostly step-shaped due to the
residential area cutting slope construction. 0e cut slope
height is 10–15m, and the cut slope degree is mostly in an
upright state.
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Figure 1: Location of the study area.
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Figure 2: Location of the study area (satellite camera).
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Grade 2 dangerous rock upper gentle slope area: it is
located in the upper part of the secondary steep cliff, with a
topographic slope of 25–34°, an average slope of 33°, an
elevation difference of 30–50m, and an average of 39m;
steep cliff area: the distribution is discontinuous, the length
of the cliff is 497m, the cliff line is S63°E, the height dif-
ference is 6–13m, most of the cliffs are upright, and some of
the cliffs’ angle is between 70 and 90°. 0e lower slope of the
grade 2 dangerous cliff is the upper gentle slope of the grade
1 steep cliff.

Most of the grade 3 and grade 4 dangerous rocks are
connected together. 0e terrain is relatively slow from the
upper part to the gentle slope area of the mountain top, and
the slope of the terrain is 20–25°. 0e length of the steep cliff
zone is 820m, the cliff direction is N62°W, and the height
difference is 15–43m. 0e lower slope of the grade 3 and
grade 4 dangerous rocks is the upper gentle slope of the
grade 2 dangerous rocks.

3.1. Engineering Geological Characteristics in the Collapse
Accumulation Area. 0e collapse accumulation area is lo-
cated on the slope zone on the right bank of the Chuansi
River. 0e slope and the steep cliff are in abrupt contact. 0e
overall trend of the slope is N25°–30°W and tends to NE.
Generally belonging to the middle slope, due to artificial
slope cutting, the terrain slope is almost verticle, the height
of cutting slopes is 8–10m, with a height of 15m in some
areas. 0e collapse accumulation body has a transverse
length of 750–m, a longitudinal length of 115–320m, a
thickness of 2.3–18.2m, an average thickness of 8m, an area
of 111,660m2, and a volume of 893,280m3. It is a large
collapse accumulation body with a large scale of collapse
points.

3.2. Engineering Geological Characteristics in the Steep Cliff
Dangerous Rock Area. 0e steep cliff dangerous rock area is
located in the high-steep slope zone on the right bank of the
Chuansi River. 0e high-steep slope can be divided into two
sections. 0e upper section is the steep cliff, and the lower
section is the moderate gentle slope. 0e slope height is
mostly 100–200m. Most of the cliff walls are in the upright

state, the rock walls are smooth, and the dangerous rocks are
well developed.0e first level of the cliff dangerous rock area
is 8–68m away from the residential area, and the cliff
dangerous rock belt is 976m long. 0e strike of the wall is
S44°E from the starting point to 350m, from 400m to 976m,
it is S44°E from 400 to 976m, and it breaks off at
350m–400m, and the height difference is 8–25m. Most of
the cliffs are upright, and part of the cliff angle is between 70
and 90°. Joints cut the rock mass into blocks with different
volumes of about 100–500m3, and most of them are small
collapses. In the distribution area of the steep cliff, there are
many sections of soft rock weathering and denudation that
have formed continuous cavities, the cavity rate is about
68%, and the cavity volume is mostly between 70 and 220m3.
0e lithologic composition of the dangerous rock mass is
mainly the Middle Jurassic Shaximiao Formation (J2S)
sandstone, argillaceous siltstone, silty mudstone, mudstone,
etc.

In a word, dangerous rock mass will be transformed into
an unstable state under the combined action of self-weight,
fissure water pressure (natural state), rainstorm, earthquake
force, and other factors.

3.3. Characteristics of Dangerous Rocks. After the field in-
vestigation of W1, W2, W3, W4, W5, and W6, the basic
characteristics of the dangerous rock mass are shown in
Table 1.

0e photographs ofW1,W2,W3,W4,W5, andW6 fields
are shown in Figure 4.

4. Analysis of the Formation Mechanism and
Cause in Dangerous Rock Mass

0rough geological survey, it is concluded that the steep cliff
dangerous rock area is located in the high-steep slope zone
on the right bank of the Chuansi River, and the slope height
is mostly 100–200m. 0e unloaded rebound of dangerous
rock mass, the deformation and failure of the slope, and the
formation and development of dangerous rock mass are very
favorable because of the good hanging conditions. 0e rock
mass structure of the steep slope provides the material

Collapse accumulation area Grade 1 cliff dangerous rock area
Grade 2 cliff dangerous rock area

Grade 3 and grade 4 cliff dangerous rock area

Figure 3: Geomorphologic map of the collapse and accumulation area and cliff dangerous rock area.
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foundation for the formation of the dangerous rock, espe-
cially the interbedded sand and mudstone of the Middle
Jurassic Shaximiao (J2S) Formation.0e upper section of the
slope is covered with sandstone, and the mudstone is under
it, forming the step-like suspended slope with steep and slow
phases. 0e sandstone layer is prone to brittle fracture, and

the mudstone layer is prone to plastic deformation, which
aggravates the deformation and failure of the whole rock
mass.

Comprehensive analysis shows that the cutting and
separation of the joints is the internal reason for the for-
mation of dangerous rock mass in the study area. 0e rock

Table 1: Basic parameters of the dangerous rock mass.

Characteristic parameters W1 W2 W3 W4 W5 W6
0e height of the dangerous rock mass (m) 5.0 23.0 2.0 17.0 18.0 17.0
0e length of the dangerous rock mass (m) 32.7 23.0 20.0 24.0 23.0 30.0
0e thickness of the dangerous rock mass (m) 4.0 8.0 7.0 6.0 8.0 5.0
Crack depth (m) 4.7 14.0 1.7 6.0 10.0 5.0
Dangerous rock mass volume (m3) 654.0 4232.0 280.0 2448.0 3312.0 2550.0
Weight (kg) 1654.6 10,706.5 708.0 6192.0 8378.9 6450.0

(a) (b)

(c) (d)

(e) (f )

Figure 4: Photographs of dangerous rocks. (a)W1 dangerous rock mass. (b)W2 dangerous rock mass. (c)W3 dangerous rock mass. (d)W4
dangerous rock mass. (e) W5 dangerous rock mass. (f ) W6 dangerous rock mass.

Advances in Civil Engineering 5



blocks were formed with the intersecting of joints. In ad-
dition, under the action of hydrostatic pressure, water in-
filtrating into the fissure further promotes the fissure
expansion, and the infiltration and immersion reduce the
strength of the soft base of mudstone, strengthen the
weathering effect, and intensify the plastic flow deformation.
Meanwhile, they also increase the sliding force of dangerous
rock mass and accelerate the formation of dangerous rocks.

Combined with the studies of many scholars on the
instability failure modes of dangerous rock mass, it is
concluded that the instability of dangerous rock mass of the
overhanging slope in the study area is mainly falling type and
tipping type, and its collapse formation mode is shown in
Figure 5.

As shown in Figure 5, because the upper part of the cliff
is hard and the lower part is soft, the mud layer in contact
with the main slope begins to disintegrate under the action
of pore water, the mudstone cavity appears, and the upper
rock mass is unstable, resulting in the collapse of the
dangerous rock body along the unloading joint.

5. Stability Analysis of Dangerous Rock Mass

5.1. Stability Analysis of Dangerous Rock Mass Based on the
Stereographic Projection. 0e stability of the rock slope by
the stereographic projection is based on the rigid assump-
tion. 0e internal strain of the block is not considered; only
the effect of sliding force and antisliding force of the block is
considered. 0rough the stereographic projection, the
structure surface and slope surface are projected to the plane,
and the stability of the slope is evaluated. 0e basic attitude
of the dangerous rock mass is shown in Table 2, and the
stereographic projection is shown in Figure 6.

0e dangerous rock mass was analyzed according to the
stereographic projection, and the results are as follows:

In Figure 6(a), the angle between the slope surface and
dip direction of the rock layer is 22°, with a similar dip
direction, which is generally an unfavorable combi-
nation slope. 0ere is little difference between the at-
titudes of J1 and b, both of J1 and b have a steep
dip. Line represents J2 intersects with the layer as an
unfavorable combination with the slope surface.Under
the condition of “cavity” in the underlying mudstone, it
is easy to cause the upper dangerous rock mass to
“falling-type” failure.
In Figure 6(b), the angle between the slope surface and
dip direction of the rock layer is 22°, with a similar dip
direction, which is generally an unfavorable combi-
nation slope. 0e combination intersection of J1, J2,
and st with the slope surface is unfavorable. Under the
condition of “cavity” in the underlying mudstone, it is
easy to cause the upper dangerous rock mass to “tip-
ping-type” failure.
In Figure 6(c), the angle between the slope surface and
dip direction of the rock layer is 7°, with a similar dip
direction, which is generally an unfavorable combi-
nation slope. 0e combination intersection of J1, J2,
and st with the slope surface is unfavorable. Under the

condition of “cavity” in the underlying mudstone, it is
easy to cause the upper dangerous rockmass to “falling-
type” failure.
In Figure 6(d),the angle between the slope surface
and dip direction of the rock layer is 8°, with a similar
dip direction, which is generally an unfavorable
combination slope. 0e combination intersection of
J1, J2, and st with the slope surface is unfavorable. J1
and J2 are rocks with cutting steep cliffs. Under the
condition of “cavity” in the underlying mudstone, it
is easy to cause the upper dangerous rock mass to
“falling-type” failure. Similarly, stability and failure
modes of W5 and W6 can be analyzed based on
Figures 6(e) and 6(f ).

5.2. Establishment of the Geological Model. Stability evalu-
ation of dangerous rock mass is the foundation of the risk
evaluation of dangerous rock mass. We analyzed the
combination relationship of joints developed in dangerous
rock mass, the degree of tension and closure, penetration,
collapse direction of dangerous rock mass, and other
factors. According to the field survey, six sections were
selected to study the dangerous rock mass, and a gener-
alized geological model was established according to the
method proposed by Zhang et al. [21] and Doug Stead et al.
[22].0ey are numbered W1, W2, W3, W4, W5, and W6;
among them, the failure mode of W1, W3, W4, and W6 is
falling type. On the contrary, W2 and W5 are the tipping-
type dangerous rock mass [24]. 0eir geological profiles are
shown in Figures 7–12, respectively.

5.3. Stability Calculation

5.3.1. Calculation Method. 0e dangerous rock mass in the
study area is divided into two categories, falling-type dan-
gerous rock mass and tipping-type dangerous rock mass.
0is paper adopts the calculation model proposed by Chen
et al. [25, 26] similar to the project. 0e calculation models
and main formulas of falling-type and tipping-type dan-
gerous rocks are as follows. 0e schematic diagram of the
falling type is shown in Figure 13, and the schematic diagram
of the tipping type is shown in Figure 14.

Normal force:

N � W cos β − P sin β. (1)

Tangential force:

T � W sin β + P cos β, (2)

σ �
N

H/sin β
,

τ �
T

H/sin β
,

(3)

τf � σ tanϕ + c, (4)
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Figure 5: Collapse formation mode (the order of collapse is from (a) to (d)).

Table 2: 0e basic attitude of the dangerous rock mass.

Number W1 W2 W3 W4 W5 W6
General attitude
of the slope
surface

N62°W/NE∠84°

Rock attitude N40°W/SW∠8° N60°W/SW∠12° N55°W/SW∠10° N54°W/SW∠11° N60°W/SW∠13° N55°W/SW∠9°

Main joint J1 N45°W/NE∠89° N79°W/NE∠89° N45°W/NE∠80° N40°W/NE∠87° N16°W/NE∠88° N20°W/NE∠74°
J2 N10°E/SE∠86° N82°E/NW∠71° N20°E/SE∠85° N10°E/SE∠86° N76°E/NW∠87° N80°E/NW∠56°
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Figure 6: Continued.
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K �
(W cos β − P sin β − Q)tan ϕ + C(H/sin β)

W sin β + P cos β
. (5)

0e above formulas (1)–(5) are about the calculation
principle of the falling-type rock.

K �
MR

MO

, (6)

MO � Wa + Ph0 + Q
1
3

e1

sin β
+

H − e

sin β
 , (7)

MR � σt 
H − e

sin β
H − e

2 sin β

�
1
2

σt 
(H − e)

2

sin2 β
.

(8)

0e above formulas (6)–(8) are about the calculation
principle of the tipping-type rock.

In the above formula,W is the gravity of dangerous rock
mass per unit length (kN); P is the horizontal seismic force
(kN) borne by dangerous rock mass per unit length; Q is the
hydrostatic pressure in the gap (kN); H is the vertical dis-
tance from the upper end of the edge fracture to the lower
end of the incomplete segment (m); β is the dip angle (°) of
the fracture surface; c and φ, respectively, are the equivalent
cohesive force (kPa) and internal friction angle (°) of the
fracture surface; e is the pore depth (m); e1 is the pore water
filling depth (m); a is the horizontal distance between the
gravity action point and the overturning point (m); h0 is the
vertical distance between the seismic force and the over-
turning point (m); [σt] is the standard value of tensile
strength of dangerous rock mass (kPa); M0 is the over-
turning moment (kN·m); and MR is the antioverturning
moment (kN·m).
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Figure 6: Analysis diagram of the stereographic projection. (a) W1. (b) W2. (c) W3. (d) W4. (e) W5. (f ) W6.
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Figure 7: Falling-type dangerous rock mass of W1.
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5.3.2. Load Combination. 0e failure modes of dangerous
rock mass in the study area are tipping type and falling type,
and the main influencing factors of dangerous rock ac-
tivities are rainstorm. 0e basic seismic intensity in the
exploration area is 7°. Considering the influence of the
earthquake on dangerous rocks, the following three
working conditions are selected to evaluate the stability of
dangerous rocks:

Working condition I: self-weight (natural)
Working condition II: self-weight + fissure water
pressure (rainstorm)
Working condition III: self-weight + fissure water
pressure (rainstorm) + earthquake force

5.3.3. Calculation Parameters of Dangerous Rocks. 0e
dangerous rock mass in the study area is mainly meta-
morphic sandstone. Suggested values and characteristic
parameters of physical and mechanical parameters of the
rock mass are shown in Tables 3–5.

5.4. Stability Assessment of Dangerous Rock Mass

5.4.1. Stability Discrimination Basis of Dangerous Rock Mass.
Refer to the Landslide Industry Code in China “Specification
of geological investigation for landslide stabilization (DZ/
T0218-2006).” 0e stable state of dangerous rock mass can
be divided into four states: stable, basically stable, under-
stable, and unstable. 0e specific determination basis is
shown in Table 6.
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Figure 9: Falling-type dangerous rock mass of W4.
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Figure 8: Falling-type dangerous rock mass of W3.
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Figure 10: Falling-type dangerous rock mass of W6.
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Figure 14: Calculation model for the unstable tipping-type rock.

Table 3: Suggested parameter values.

Physical and mechanical parameter Suggested values
Natural gravity (kN/m3) 2.00
Saturated unit weight (kN/m3) 25.50
Natural compressive strength (MPa) 25.60
Saturated compressive strength (MPa) 18.80
Natural tensile strength (MPa) 1.60
Saturated tensile strength (MPa) 1.52

Table 4: Characteristic parameters of falling-type dangerous rocks.

Dangerous rock mass number W1 W3 W4 W6Characteristic parameters
Weight per unit length (t) 50.6 35.4 258.0 215.0
Dip angle of the fracture surface (°) 89.0 80.0 87.0 74.0
Cohesive force of the rock mass
(kPa) 700.0 700.0 700.0 700.0

Internal friction angle of the rock
mass (°) 31.9 31.9 31.9 31.9

Cohesion of structural planes (kPa) 70.0 70.0 70.0 70.0
Internal friction angle of the
structural plane (°) 28.0 28.0 28.0 28.0

Equivalent cohesion (kPa) 107.8 164.5 162.7 107.1
Equivalent angle of internal
friction (°) 28.2 28.6 28.6 28.2

Earthquake force (kN) 60.7 42.5 309.6 258.0
Normal force (kN) −51.9 19.64 −174.2 344.6
Tangential force (kN) 506.9 356.0 2592.6 2137.8

Table 5: Characteristic parameters of tipping-type dangerous
rocks.

Dangerous rock mass number W2 W5Characteristic parameters
Weight per unit length (t) 465.5 364.3
Dip angle of the fracture surface (°) 89.0 83.0
Hydrostatic pressure (kN) 106.7 54.8
Earthquake force (kN) 558.6 437.2
[σt] (kPa) 390.8 390.8
H− e (m) 9.0 8.0
Overturning moment 7550.6 11,723.9
Resistance moment 15,832.2 12,694.1

Table 6: Criteria for the stability evaluation of dangerous rocks.

Failure mode
Stable state

Unstable Understable Basically stable Stable
Falling type K< 1.0 1.0≤K< 1.5 1.5≤K< 1.8 K≥ 1.8
Tipping type K< 1.0 1.0≤K< 1.3 1.3≤K< 1.5 K≥ 1.5
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5.4.2. Safety Analysis Results. Hazard probability reflects the
general relationship between the disaster rate and the sta-
bility coefficient under different working conditions. 0e
calculation formula adopts the empirical formula proposed
by Zhang [27] and Deng [28].

P � 1.1 −
k

1.2
. (9)

In the above formula (9), P is the hazard probability of
the disaster; K is the stability coefficient of dangerous rock
mass. When K≥ 1.2, K= 1.2 is taken. 0e calculation results
of dangerous rock mass under different working conditions
are shown in Table 7.

6. Conclusions

In this paper, six groups of dangerous rock mass with
overhanging slope in Puerdu Town, Yanjin County, Zhao-
tong City, Yunnan Province, China, were taken as the re-
search objects. Field investigation was conducted to analyze
the development characteristics of dangerous rock mass and
define its failure and instability modes. According to the
characteristics of dangerous rock mass, a simplified geo-
logical model is established. 0e influence of dead weight,
rainstorm, and earthquake on dangerous rock mass is
considered reasonably, and the stability state of dangerous
rock mass under different working conditions of the
overhanging slope is objectively reflected. 0e stability co-
efficient of dangerous rock mass under different working
conditions is calculated by the limit equilibrium method,
and the hazard probability is estimated by the empirical
formula. 0e main conclusions are as follows:

(1) According to the results of the engineering geological
survey, the joints of dangerous rock mass (W1, W2,
W3, W4, W5, and W6) in the study area are

obviously developed, with good hanging conditions
and serious potential threats.

(2) 0e failure mode of dangerous rock mass (W1, W3,
W4, andW6) in the study area is falling type, and the
failure mode of dangerous rock mass W2 and W5 is
tipping type.

(3) In dangerous rock mass (W1,W2,W3,W4,W5, and
W6), under condition I, stability coefficient
K= 1.006–1.101, for the understable state, and the
hazard probability is 18.3–26.2%; under condition II,
stability coefficient K= 0.863–1.168, which is an
unstable state, and the hazard probability is
19.6–38.1%; under condition III, stability coefficient
K= 0.833–1.040, which is an understable state, and
the hazard probability is 23.3–40.6%. In a word, the
dangerous rock mass including W1, W2, W3, W4,
W5, andW6 is mostly in the understable state. Under
the conditions of rainstorm and earthquake, the
stability coefficient decreases, and the hazard
probability increases. 0erefore, monitoring should
be strengthened.
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Table 7: Calculation results of dangerous rock stability.

Failure mode Dangerous rock number Working condition Stability factor Stable state Hazard probability (%)

Falling type

W1
I 1.075 Understable 20.4
II 0.950 Unstable 30.8
III 0.928 Unstable 32.7

W3
I 1.024 Understable 24.7
II 0.980 Unstable 28.3
III 0.953 Unstable 30.6

W4
I 1.101 Understable 18.3
II 0.953 Unstable 30.6
III 0.909 Unstable 34.3

W6
I 1.006 Understable 26.2
II 0.863 Unstable 38.1
III 0.833 Unstable 40.6

Tipping type

W2
I 1.026 Understable 24.5
II 0.907 Unstable 34.4
III 0.866 Unstable 37.8

W5
I 1.168 Understable 12.7
II 1.085 Understable 19.6
III 1.040 Understable 23.3
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In order to make clear the cracking reasons in arch dam of XiaowanHydropower Station during operation period, the approach to
combine ANSYS with finite element program COCE-3D is adopted. Firstly, the influence by element type and mesh size for the
temperature field simulation result is analyzed. Subsequently, the three typical dam segments cut from Xiaowan arch dam are
selected and the relevant finite element model is established; the effect of the measured diurnal air temperature on temperature
field and temperature stress of arch dam is analyzed thoroughly. *e results indicate that the temperature gradient in mass
concrete becomes lower, whereas the affecting depth becomes deeper when the mesh size is too large. *erefore, it is advisable to
use smaller size mesh to study the influence of the measured diurnal air temperature on the surface temperature distribution in
mass concrete. *e temperature of downstream zone in arch dam is significantly affected by air temperature; the changing laws of
temperature field and temperature stress with the air temperature are basically consistent, which is sensitive to lower temperature.
When the temperature sharply decreased, the temperature stress in the downstream zone is mainly in tensile stress state. *e
calculated results are basically consistent with the measured results, and the temperature stress induced by the day-night
temperature difference is the important reason for the horizontal cracks on the downstream surface. *e submodel analysis
method is an important alternative approach to study the changing laws of temperature field of arch dam.*e research results not
only provide an evidence for temperature control and crack prevention of Xiaowan arch dam but also provide a reference for
temperature field simulation of similar projects.

1. Introduction

It is acknowledged that thermal load is one of the important
reasons for concrete arch dam cracking, both during con-
struction and operation [1–4]. During the construction, due
to the exothermic reactions, a lot of hydration heat cannot be
released in time, resulting in the increase of internal tem-
perature gradient and thermal stress, which leads to cracks.
It is usually controlled by cooling water pipes or lowering
concrete pouring temperature. Due to the influence of ex-
ternal environment, the cracking of arch dam during op-
eration is still a difficult problem [5, 6]. As for the causes of
cracks during the operation, Zhu proposed that the fun-
damental reason was that the influence of nonlinear tem-
perature difference and cold wave was not considered in the

calculation of temperature load. Furthermore, he proposed
that permanent surface thermal insulation was an effective
method to prevent cracks occurring in arch dams during
operation [7]. Temperature cracks problem was an impor-
tant research topic in the field of high arch dam structure. To
date, lots of achievements [3] related to thermal stress and
temperature cracks of concrete dams mainly are focused on
the influence of the diurnal temperature variation during the
construction [8, 9], and the annual temperature [10], sea-
sonal temperature variations [4, 11, 12], solar radiation
[13, 14], and water temperature variations [1] during the
operation. *e results show that the cold wave or the diurnal
temperature variation will affect the thermal field within a
certain range below the concrete surface and lead to the
surface cracks [15].
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Xiaowan hydropower station, which is located in the
middle reach of the Lancang River, is primarily for power
generation and can also make other comprehensive utilization
benefits such as flood control. Xiaowan arch dam is a parabolic
double-curvature concrete dam, with the dam crest elevation of
1245m, the maximum dam height of 294.5m, the arc length of
the crest centerline of 892.8m, the bottom width of the crown
cantilever of 69.49m, and the crest width of the crown can-
tilever of 13m. *e dam includes 5 open surface spillways, 6
middle discharge holes, and 2 emptying bottom holes. During
the service period of the arch dam, some horizontal and ir-
regular cracks with different lengths are found on the arch dam
downstream surface at the elevation of 1150m to 1190m
through the field inspection. In order to find out the causes of
cracks at the downstream side of Xiaowan arch dam, the
temperature effect of concrete under the action of diurnal
temperature variation is studied. It is necessary to establish a
finite element model with smaller mesh size and select the
calculation time step in hours. Due to the great difference
between the size of the study area and that of the whole dam, it
requires large computation scale and high request on computer
hardware if establishing a finite element model for the whole
dam. In order to better analyze the influence of the diurnal
temperature variation on the thermal field and thermal stress
field of the downstream-side concrete of Xiaowan arch dam,
firstly, the sensitivity of element type and mesh size to the
thermal field was analyzed. Subsequently, the 27#∼29# typical
segments of Xiaowan arch dam were taken as an example to
establish 3-D finite element submodel, and the method of
combining the whole model and the submodel [16] was
adopted to simulate the changing law of thermal field and
thermal stress field at the downstream side of arch dam under
the action of diurnal temperature variation. Finally, the cause of
cracks at downstream side of Xiaowan arch dam was revealed.
It provides the guideline for temperature control and crack
prevention of Xiaowan arch dam and reference for similar
projects.

2. Computational Principles of Thermal Field
and Thermal Stress

2.1. )ermal Field. According to the principle of thermal
balance, the heat absorbed as the temperature rise is equal to
the sum of the net heat flowing in from the outside and the
heat of hydration inside. As for the isotropy, the basic
equation of heat conduction in the 3-D transient thermal
field is

a
z
2
T

zx
2 +

z
2
T

zy
2 +

z
2
T

zz
2  +

zθ
zτ

�
zT

zτ
, (1)

where θ is the adiabatic temperature rise of concrete (°C),
α� λ/cρ, λ is the thermal conductivity of concrete (kJ/(m. h.
°C)), c is the specific heat of concrete (kJ/(kg. °C)), ρ is the
concrete density (kg/m3), and τ is time (h).

For (1), the unique solution can be obtained by intro-
ducing corresponding initial conditions and boundary
conditions [17]. According to the variation principle, the
governing equation of finite element can be derived:

[H] T{ } + F{ } � 0, (2)

where [H] is the heat conduction matrix and {F} is the
thermal flow array.

2.2.)ermal Stress. From the elastomer hypothesis, it can be
known that the coefficient of thermal expansion of a material
is constant in all directions; that is to say, the positive strain
does not change with direction or does not produce angular
strain. Assuming the temperature variation on each node in
the elastomer is ΔT, the coefficient of thermal expansion is α,
and the produced free deformation is αΔT, the corre-
sponding initial strain arising therefrom shall be

ε0  � ε0x, ε0y, ε0z, c
0
xy, c

0
yz, c

0
zx  � αΔT 1, 1, 1, 0, 0, 0{ }

T
.

(3)

*e total strain of elastomer is composed of the strain
generated by temperature difference and the strain gener-
ated by other stresses, so the stress-strain relationship shall
be

σ{ } � [D] ε{ } − ε0   � [D][B] δ{ }
e

− [D] ε0 . (4)

And the relationship between node force and node
displacement can be expressed as

F{ }
e

� [K]
e δ{ }

e
+ FΔT 

e
, (5)

where σ{ } � σx, σy, σz, τxy, τyz, τzx 
T
; [D] is the elastic

matrix of element; [B] is the characteristic matrix of element;
δ{ }

e is the node displacement matrix of element; [K]e is the
stiffness matrix of element; and
[FΔT]e � −   

e
[B]T[D] ε0 dxdydz is the equivalent

nodal load generated by temperature variation.

3. Basic Information of the Project

3.1. Daily Temperature of Dam Site. According to the air
temperature measured at the weather station (hourly vari-
ation), the process of temperature changes in the winter of
2014 (from 14 h on January 24 to 14 h on January 28) and in
the summer of 2013 (from 14 h on June 11 to 14 h on June
15) is shown in Figure 1, where the maximum diurnal
temperature variation is 19°C.

3.2. Water Temperature of the Reservoir. *e normal
impounding water level of Xiaowan is 1240m during op-
eration, and the water level of the corresponding down-
stream plunge pool is 1004m. *e average annual water
temperature on the surface of Xiaowan reservoir is 20.6°C,
and the annual amplitude of the water temperature on the
surface (including the influence of sunlight) is 6.0°C. *e
water temperature under the elevation of 1120m is constant
at 10°C, while the water temperature in the elevation range
from 1120m to 1240m is computed according to the fol-
lowing equations [17]:
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T(y, t) � Tm(y) + A0e
− 0.048y cos ω t − t0 − ε( ,

Tm(y) �
Tb − Tse

− 0.04H

1 − e
− 0.04H

+ Ts −
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− 0.04H

1 − e
− 0.04H

 e
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,

(6)

where T (y, t) is the temperature at depth y at time t (°C); A0
is the average of the difference values of the monthly
maximum and minimum temperatures; ω is the cycle of
daily temperature change, taking π/12; ε is the phase dif-
ference between water temperature and air temperature; Tb
is the average annual water temperature at the bottom of the
reservoir (°C), taking 10°C; Ts is the monthly air temperature
on the surface plus the sunlight (°C); t is the time when the
calculation conducted (h); t0 is the time of the highest
temperature (h), generally taking 14 h; H is the reservoir
depth (m); and y is the water depth (m).

3.3. )ermodynamic Property of Dam Concrete. *e dam
concrete was divided into A, B, and C; these three zones and
the thermal and mechanical parameters of concrete could be
found in Table 1.

4. Analysis Models and Analysis Methods

4.1. Sensitivity Analysis of Element Type and Mesh Size.
*e simulated calculation of thermal field [20] showed that
the element type and mesh scale significantly influenced the
precision of computation results. In general, to the mesh
scale with the same element type, if the mesh scale is large,
the calculation precision is low. Otherwise, the calculation
precision is high but the efficiency is low. *erefore, the
complex engineering problems could not even be realized on
a microcomputer. *erefore, to investigate the influence of
the element type and the mesh scale on the precision of
simulating results of concrete thermal field, especially the
influence of the external air temperature on the gradient of
thermal field in the surface region of concrete, a simple

example should be first established to analyze the sensitivity
of mesh scales and element types to the precision of
computation.

To a rectangle model with size of 2m× 2m× 4m, two
element types and three mesh scales were adopted discretely
(as shown in Table 2). C18040 is taken as the thermal pa-
rameter, the initial temperature is the uniform temperature
of 20°C, and the air temperature boundary is the winter
temperature curve as shown in Figure 1.

Figure 2 shows the cloud chart of the thermal field of
above four schemes at 20 h. From Figure 1, it could be
known that the air temperature at 20 h is 6.6°C, so by
comparing the four schemes, the results are shown such that
the range of temperature gradient of scheme 1 and scheme 4
is 12.8°C–20°C, and the influence depth is about 0.35m. *e
temperature variation range of scheme 3 is 16.1°C–20°C, and
the influence depth is about 0.8m, roughly twice as much as
options 1 and 2. Scheme 4 has the same temperature var-
iation range as that in schemes 1 and 2 and has the same
influence depth of air temperature as that in scheme 3.

Figure 3 is the temperature course curves of a node on
the external surface of the models in four schemes. From
Figure 3, it could be known that the trend and amplitude of
temperature variations of schemes 1, 2, and 4 are the same,
while the amplitude of temperature variation of scheme 3 is
smaller and its peak time obviously lags behind that of its
peak time of air temperature.

In conclusion, we have the following: (1) *e temper-
ature distribution law and the variation process of schemes 1
and 2 are consistent with the understanding of relevant
literatures [1, 15]. (2) When the element type is the same, if
the mesh size is too large, the surface temperature range of
concrete is small, and the calculated value of temperature
influence depth is large. (3) When the mesh size is the same,
the calculation precision of surface temperature could be
improved by using the high-order element, but the precision
of the influence range is not improved. *erefore, an 8-node
hexahedral element is applied in the paper, and the element
scale in the direction of dam thickness is controlled within
the range of 0.1m–0.5m.

4.2. Finite Element Mesh. By considering the element with
small scale and its computation scale, 27#∼ 29# dam seg-
ments of Xiaowan arch damwere selected as research objects
(as shown in Figure 4(a)) to be conducted discretely by using
8-node hexahedral element. *e element scale in the di-
rection of dam thickness was controlled within 0.1m–0.5m,
while the element scales in vertical direction and at right
angle were controlled at about 10 times the element scale in
the direction of thickness. *e finite element mesh of
submodels was shown in Figure 4(b), with total elements of
669,960 and with total nodes of 721,315.

4.3. Initial Conditions and Boundary Conditions. For stress
and strain analysis, it was agreed in the coordinate system
that the X-axis pointing to the left bank was positive, the Y-
axis pointing to the upstream was positive, and the Z-axis
upwards was positive.
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Figure 1: Temperature variation chart of typical time period.
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Table 2: Element types and mesh sizes.

Scheme Element type Mesh size (in the direction of thickness) (m)
1 8-node hexahedral element 0.1
2 8-node hexahedral element 0.2
3 8-node hexahedral element 1
4 20-node hexahedral element 1
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Figure 2: Continued.

Table 1: *ermal and mechanical parameters of dam concrete.

Concrete grade
Parameter C18040 C18035 C18030

*ermal conductivity kJ/(m·h°C) 8.479 8.227 8.016
*ermal diffusivity m2/h 0.003239 0.003116 0.002991
Density kg/m3 2500
Specific heat kJ/(kg°C) 1.047 1.056 1.072
Coefficient of linear expansion 10− 6/°C 8.26 8.15 8.1
Heat exchange coefficient kJ/(m2·h°C) 47.1
Elasticity modulus 104MPa 3.21 3.11 3.01
Poisson’s ratio 0.24 0.167 0.167
Compressive strength Ra/MPa 45.5 39.7 34.4
Tensile strength Rl/MPa 3.52 3.36 3.07
Safety factor against cracking on the surface [18, 19] 1.4–1.5
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Boundary conditions: in the computation of thermal
field, the water temperature at the boundary between the
dam and water was taken according to the first boundary
condition, and the boundary between the dam and air was
selected according to the third boundary condition, while
the bottom and two sides of the foundation were treated
according to the adiabatic condition. And in the

computation of stress field, the bottom of the foundation was
fixed, the four sides of the foundation and the two sides of
the dam were normal constraints, and the rest were free
surfaces.

Initial conditions: for thermal field analysis, the diurnal
temperature variation of typical days in winter and summer
was investigated, respectively. According to the measured
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Figure 2: Cloud chart of thermal field at 20 h. (a–d) Temperature.
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data, the time from 14 : 00 on January 24 to 14 : 00 on
January 28 of 2014 was selected as winter period and the time
from 14 : 00 on June 11 to 14 : 00 on June 15 of 2013 was
selected as summer period.*e thermal fields corresponding
to 14 : 00 on January 24 of 2014 and 14 : 00 on June 11 of 2013
were respectively served as the initial condition. Since the
stress-strain analysis only considered the increment caused
by the diurnal temperature difference, the initial stress field
was set as 0.

4.4. Analysis Methods

4.4.1. )ermal Field Analysis. *e arch dam was closed by
grouting to the dam crest on June 11, 2010, and by 2013, the
internal temperature of the dam was stabilized and the
temperature on the dam surface was mainly influenced by
the external air temperature and the reservoir water tem-
perature. In view of the calculation scale of the simulated
analysis of thermal field for the whole dam section and the
whole process, the mesh scale was larger than 1m, and the
time step was “day”. *erefore, when the results of the
simulated analysis of thermal field for the whole dam section
and the whole process were applied to analyze the effect of
diurnal temperature variation of precise submodels (the
time step was “hour”), the initial temperature conditions
should be properly treated. And the effect of diurnal tem-
perature variation on January 26, 2013 and June 13, 2014 was
investigated respectively as winter and summer periods, so
the initial value of node temperature of 27#∼29# finite ele-
ment mesh models could be obtained through the inter-
polation of the simulated analysis results of the whole dam
section and the whole process in the thermal fields at 14 : 00
on January 24, 2013 and June 11, 2014. Subsequently, the
boundary conditions of daily air temperature and water
temperature were applied to 27#∼29# submodels for simu-
lated calculation, with 2 days apart from January 26, 2013
and June 13, 2014, respectively, not having obvious influence
on the precision of typical daily thermal field results.

ANSYS software was applied to analyze the thermal field,
with total computation time of 4 days, time step as “hour”,
and 96 computation steps in total. *e initial conditions

should be set according to the methods mentioned above,
and the boundary conditions of air temperature and water
temperature were simulated according to Sections 3.1 and
3.2.

4.4.2. Stress-Strain Analysis. *is paper focused on the state
of incremental stress generated by the diurnal temperature
variation, so as to explain the possibility of cracking caused
by the diurnal temperature variation. *erefore, the linear
elastic finite element calculation was carried out on 27#∼29#

dam section models by considering the action of diurnal
temperature variation, and the concrete was considered as a
homogeneous isotropic elastomer.

*e calculation of period and step length kept consistent
with that of thermal field, and the temperature action was the
difference between the simulated calculation of the thermal
field results at a certain time and that at the previous time,
and so on.*e incremental method was adopted to calculate
the stress and strain. Since the concrete pouring had been
finished for about 3–4 years and the analysis time was short,
the creep was not taken into account.

Self-developed finite program COCE-3D was adopted
for the finite element calculation of stress-strain, the pro-
gram was successfully applied in many large-scale hydro-
power projects such as the *ree Gorges hydropower
station, Longtan hydropower station, Xiluodu hydropower
station, and Xiaowan hydropower station, [21, 22].

5. Results

5.1. Result Analysis of)ermal Field. For the convenience of
analyzing, two points P1 and P2 at the downstream side of
the dam were selected, where P1 was located at the
downstream side with elevation of 1190m and P2 was lo-
cated at the downstream side with elevation of 1150m, as
shown in Figure 5.

Figure 6 shows the temperature-time curves of the two
representative points, from which we could know the fol-
lowing: (1) *e temperature on the downstream surface was
significantly influenced by the air temperature variation, and its
variation law was consistent with that of air temperature,

27#, 28#, 29#

(a) (b)

Figure 4: Finite element mesh of Xiaowan arch dam: (a) the whole model and (b) the submodel.
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presented as a cosine curve, but the peak time of the dam
surface temperature had an obvious hysteresis effect compared
with that of the air temperature, about 2 hours lagging behind.
*is is consistent with the research rule in reference [1, 23]. (2)
Under the same action of air temperature variation law, values
of temperature variation at P1 and P2 were basically consistent
with the variation law. (3)*e temperature gradient of concrete
surface was affected more obviously by the change of diurnal
temperature variation in winter.

Figure 7 shows the temperature curves of two typical
time periods in the direction of dam thickness, where 4
moments (24 h, 48 h, 72 h, and 96 h) were listed for each
season. *e compute node was taken every 0.15 m from
the surface to the inside. From Figure 7, it could be found
that a curve near the surface had a larger slope, which
indicated that the temperature gradient in the region of
this part was larger, and the air temperature had greater
influence on the concrete of this part. When the distance

reached a certain depth, the slope of curve was very small,
almost developing into a straight line, which showed that
the temperature gradient in the deep region was very
small, and air temperature changes had little influence on
it; the influence law is consistent with reference
[14, 24, 25]. In the region where the temperature gradient
had larger changes, and if the distance kept unchanged, as
the computation time increased, the slope of curve de-
creased; for example, the slope of temperature curve at
24 h was larger than that at 96 h, which explained that the
shorter the action time of temperature changes, the larger
the temperature gradient in the affected region.

When the influence depth of air temperature changes on
concrete temperature was taken into consideration, the
corresponding influence depth could be determined
according to the difference of internal temperature variation
amplitude; for example, the internal temperature variation
was considered as 0.1, 0.05, and 0.01 times of the surface

1245

1190

1150

969

P2

P1

Figure 5: Position of representative points.
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temperature variation amplitude of concrete. *e influence
depth of temperature at each condition is shown in Table 3,
from which it could be known that the influence depth of
temperature in winter was larger than that in summer.

In summary, the following conclusions could be drawn:
(1) Air temperature changes in winter had greater influence
on the thermal field of concrete; in other words, the concrete
had sensitive temperature changes to temperature drop, a
similar conclusion was obtained in reference [15]. (2) *e
longer the action time of the temperature difference, the
greater depth of concrete affected by the temperature, but to

be kept unchanged after reaching a certain depth. (3) *e
shorter the action time of the temperature difference, the
greater the change of temperature gradient of concrete
surface in a certain range.

5.2. Result Analysis of )ermal Stress. According to the
observation, the cracks at the downstream side of Xiaowan
arch dam were mostly horizontal; therefore, the maximum
main stress and changes of thermal stress in the Z direction
were mainly discussed in this paper. Figure 8 shows the
cloud charts of the maximum principal stress and the Z-
direction stress at 68 h in winter (the external temperature of
8.1°C). From Figure 8, it could be known that the maximum
principal stress and the Z-direction stress were almost the
same in size and direction, both of which were tensile stress.
Figure 9 shows the cloud charts of the maximum principal
stress and the Z-direction stress at 76 h in winter (the ex-
ternal temperature of 23.6°C). From Figure 9, it could be
known that the maximum principal stress and Z-direction
stress were almost the same in size and direction, and a
compressive stress appeared. *e typical times in summer
also had the similar laws, so it was not described in this
paper.

Figure 10 shows the time curves of the normal stress in
the Z-direction obtained at two representative points in two
typical periods. From Figure 10, it could be known that the
change law of Z-direction stress-time curves of the arch dam
at P1 and P2 was consistent with that of temperature-time
curves, both of which varied as cosine curve, which indicated
that the stress state of concrete was greatly affected by the air
temperature. *e same rule was found in reference [23]. *e
Z-direction stress calculation results of both points at special
moments are shown in Table 4.

In conclusion, under the action of diurnal temperature
difference in winter, concrete at the downstream of arch dam
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Figure 6: Temperature-time curves of two representative points at typical time.
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Table 3: Influence depth of air temperature.

Times of surface temperature variation amplitude
Time period

Winter Summer
24 h 96 h 24 h 96 h

0.1 0.45 0.6 0.3 0.4
0.05 0.6 0.75 0.45 0.65
0.01 1.2 1.5 1.1 1.2
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(a)
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(b)

Figure 8: Stress contour at the downstream side of Xiaowan arch dam in winter (68 h): (a) the maximum principal stress and (b) the Z-
direction stress.
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Figure 9: Stress contour at the downstream side of Xiaowan arch dam in winter (76 h): (a) the maximum principal stress and (b) the Z-
direction stress.
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produced larger tensile stress, which indicated that the
temperature variation of concrete was sensitive to the
temperature drop. When the diurnal temperature variation
was larger, the downstream side of arch dam generated
larger tensile stress, about 2.4MPa, and cracks occurred
when the tensile stress caused by thermal stress and other
loads exceeded the tensile strength of concrete. *e mea-
sured positions of cracks were basically around the elevation
of 1190m and 1150m, almost the same to calculated po-
sitions of tensile stress, so it showed that larger diurnal
temperature variation was one of the main causes of hori-
zontal cracking at the downstream side of Xiaowan arch
dam.

6. Conclusions

Based on ANSYS and the self-developed COCE-3D finite
element software and adopting the method of combing the
integral model and submodel, the sensitivity of element
types and mesh scales to the calculation results of thermal
field were calculated and analyzed, and the change process of
thermal field and thermal stress in three standard dam
segments (27#∼29#) during typical periods in winter and
summer was also analyzed. *e conclusions are as follows:

(1) When the same element type and different mesh
sizes were used to calculate the thermal field, the
mesh size was too large, so that the temperature
gradient of concrete surface changed slowly, and the
influence depth by temperature was greatly deep.
When the high-order element was used for calcu-
lation, yet the calculation precision of surface tem-
perature was improved, the precision of the scope of
influence had not.

(2) *e downstream side of arch dam was greatly af-
fected by the air temperature, especially sensitive to
the diurnal temperature variation in winter. *e
shorter the action time of air temperature, the greater
the changes of temperature gradient of dam concrete
surface; the longer the action time of air temperature,
the greater the influence depth of concrete tem-
perature, but to be kept unchanged after reaching a
certain depth. As the air temperature changed, the
temperature variation of concrete had different
hysteresis effect.

(3) *e thermal stress of concrete at downstream side
of arch dam was larger, and the change law of
thermal stress was basically consistent with that of
air temperature. *e maximum principal stress
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Figure 10: Z-direction stress-time curves of two representative points.

Table 4: Z-direction stress of two representative points at typical moments.

Time (h) External air temperature (°C) P1 σz (MPa) P2 σz (MPa)

Winter

20 6.6 2.35 2.20
44 6.9 2.40 2.30
68 8.1 2.20 1.90
92 8.2 2.20 1.90

Summer
43 17.4 1.30 0.95
67 16.1 1.40 0.90
91 16.4 1.30 0.75
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and Z-direction stress were almost the same in
direction. When the temperature dropped sharply,
the thermal stress was mainly a tensile stress, and
when the temperature increases, a compressive
stress appeared.

(4) *e calculation results of thermal stress was basically
consistent with the positions of measured cracks,
which indicated that the thermal stress generated by
the diurnal temperature variation was one of the
important causes of horizontal cracking at the
downstream side of Xiaowan arch dam.

(5) *e combination of the integral model and submodel
is an effective method to study the thermal field and
the change law of thermal stress of dam concrete
surface, so as to obtain satisfactory results.
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Analysis of the movement trajectory and risk assessment of the high-slope dangerous rock mass collapse are of great significance
for preventing and controlling the geological disasters of collapse..is study firstly takes the dangerous rockmass of the high slope
in Pu’erdu Town, Yanjin County, Zhaotong City, Yunnan Province, as the research object, calculates and analyzes the trajectory of
collapse movement of several groups of dangerous rock mass with great threat, and RocFall are used to carry out numerical
simulation analysis and verification. Secondly, the risk and vulnerability of the dangerous rockmass in the study area are analyzed,
and the risk evaluation is carried out through the risk evaluation matrix to clearly define the risk level. Results show that if the
dangerous rock mass collapses, the horizontal movement distance was approximately 53–88m, and the maximum bounce height
of the platform was approximately 3–18m, which will seriously threaten the life and property safety of residents. .ere is little
difference between the simulation of the collapse of dangerous rock mass by RocFall software and the calculation result of the
formula. Although RocFall software is more intuitive and can be directly compared with charts, software cannot completely
simulate the actual situation, and it is only suggested as a reference from design rather than a basis of design. .e result of risk
evaluation shows that there are 2 high-risk dangerous rocks, 3 medium-risk dangerous rocks, and 1 low-risk dangerous rock in
this area. It is suggested that a reasonable and scientific engineering treatment scheme should be put forward as soon as possible in
combination with the collapse trajectory of the collapsing movement.

1. Introduction

Pu’er Town, Yanjin County, Zhaotong City, Yunnan
Province, is an area where the geological hazards are most
developed in Yunnan Province, especially with landslides,
collapses, debris flow, etc. For instance, on July 18, 2005, a
landslide occurred in the residential area of the Pu’er branch
of Yanjin Vocational Middle School. .e crack was more
than 30meters long and the crack width was about 30 cm.
.e overall downward trend involved an area of more than
0.7 acres, which directly threatened 22 residents, two gov-
ernment agencies, 10 people in the family planning station,
and a middle school, totally about 35 million yuan in
property threatened. On August 29, 2007, a collapse

occurred above Shijie Community of Tiaoqiao, Pu’er Town,
and a house was smashed, the stone weighing about 2 tons,
endangering 21 people in 8 households and causing a direct
economic loss of 800,000 yuan. On August 10, 2008, hit by
heavy rain, a collapse occurred on the left side of Gua-
nyinyan (Bench Rock) in Tiaoqiao Community, Pu’er Town,
accompanied by debris flow, resulting in varying degrees of
damage to 13 households; one person was injured, and 15
pigs washed away. .e direct economic loss is more than 2
million yuan. .e frequent occurrence of geological hazards
threatens the life and property safety of the people in Pu’er
Town, causing huge losses to the national economy and
severely restricting the development of the local economy.
.erefore, it is very urgent and necessary to analyze the

Hindawi
Advances in Civil Engineering
Volume 2021, Article ID 7153535, 15 pages
https://doi.org/10.1155/2021/7153535

mailto:dong1986@kust.edu.cn
https://orcid.org/0000-0003-0125-8532
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/7153535


trajectory of the collapse of the dangerous rock mass in the
disaster area and evaluate the risk to prevent the geological
disaster from further causing casualties and property losses.

At present, the analysis methods of the falling path
trajectory of the dangerous rock mass mainly include field
test, empirical discrimination, and theoretical calculations.
For example, the prediction formula for falling rock
movement trajectory proposed by Bobbert et al. [1] and
Dorren [2] has proposed the DOA model (reach angle
model) of Angle and the shadow cone model (shallow angle
model). Cui et al. [3], through the field test, obtained the
overall flat, angle formulas for calculating local change linear
slope rolling speed, and then estimated the speed of
movement of the rolling stones and impact energy. Gu He
and Wang [4] studied the analytical method of rockfall
trajectory prediction, indoor rockfall experiment, and field
experiment. Yang and Zhou [5] considered the influence of
rockfall shape of rockfall trajectory and approximated
rockfall to an ellipse; according to the common forms of
rockfall motion, a theoretical method of calculation and
prediction of rockfall trajectory was proposed. Based on the
three stages of the whole process of rockfall movement, Fu
et al. [6] obtained the velocity calculation formula for each
stage by using the segmented cycle algorithm, established the
model, and applied the theoretical formula for the prediction
of rockfall movement trajectory. Cheng and Su [7] studied
nearly 400 collapsing rock profiles in the Wenchuan
earthquake through statistical analysis and obtained the
movement characteristics and damage ranged parameters of
the rock. RocFall software appeared with the development of
computer technology, which can be used to assess the risk of
a rockfall by two-dimensional statistical analysis [8]. Ye et al.
[9] proposed a three-dimensional prediction method of
rockfall trajectory combined with the characteristics of
geotechnical materials. Qin et al. [10] proposed a three-
dimensional analysis method of rockfall trajectory with the
arbitrary shape of geotechnical slope; this method estab-
lished rockfall and slope model with arbitrary shape,
established rockfall motion equation according to the
contact search algorithm and contact collision model be-
tween rockfall and slope, and simulated the three-dimen-
sional motion trajectory of rockfall along a slope; the gap
between the prediction results and the actual situation is
narrowed. At present, despite the emergence of new
methods, RocFall software is still most widely used. Based on
RocFall software, many scholars have studied the kinetic
energy, velocity, and bounce height envelope of the rockfall
on the slope, the position of the endpoint of the rockfall
rolling, the kinetic energy along the slope line, the velocity,
the bounce height distribution, etc., which provide a ref-
erence for actual engineering [11–21].

Many institutions and scholars have put forward various
definitions of geological hazard risks [22]. For example,
Zhang [23], based on summarizing the risk assessment
experience of developed countries and Hong Kong, China,
put forward a basic concept of regional risk evaluation of
geological hazards. RenQin [24] proposed to use the
“product function” of hazard, vulnerability, and exposure to
calculate risk. Yuan and Fang [25] proposed to evaluate the

risk and hazard risks matrix and take the Yan’an Baota
District in Shaanxi as an example to conduct geological
hazards risk evaluation research and exploration.

Based on the analysis of the stability of the dangerous
rock mass in the treatment area, this paper conducts a study
on the prediction of the trajectory of the dangerous rock
mass collapse and verifies it by numerical simulation
through RocFall. By judging the hazard and vulnerability of
the dangerous rock mass, the risk assessment matrix is used
to evaluate the risk to clarify the risk level.

2. Project Description

Pu’erdu Town is located in the northwest of Yanjin County,
Zhaotong City, Yunnan Province, about 20 km away from
Yanjin County and 140 km away from Zhaotong City. .e
town covers an area of 234 km2 and has a population of
about 60,000. .e topography and geomorphology condi-
tions in the treatment area are very complex, which mainly
manifested as flowing water geomorphology controlled by
geological structures, the basic geomorphic units are alpines
and valleys, and there are also gentle slope landforms de-
veloped along with the sedimentary rock layer. .e lowest
elevation within 4 km2 with Pu’er Town as the center is
355m at the confluence of Chuansi River and Guan River,
and the highest elevation is 699m about 1 km northwest of
Pu’er Town. .e valley in the area is deep, mainly repre-
sented by V-shaped river valleys, and the slopes of the valleys
are steep, generally above 30°. Pu’erdu Town has been af-
fected by river erosion for a long time, the terrain is steep and
the ravines crisscross, which is a typical mountainous ter-
rain. .e geographic location of the study area is shown in
Figure 1.

In this paper, we selected six dangerous rock masses W1,
W2, W3, W4, W5, andW6 in the control area for study. .e
plane distribution of each dangerous rock mass is shown in
Figure 2, the field photos are shown in Figure 3, and joints
developed in the dangerous rock mass are shown in Table 1.
.e characteristics of dangerous rock points and their de-
scriptions are shown in Table 2.

3. Trajectory Analysis of Collapse Failure of
Dangerous Rock Mass

3.1. 0eoretical. .e analysis methods of the falling path of
dangerous rock can be basically classified into four cate-
gories: field test, empirical discrimination, theoretical cal-
culation, and numerical simulation. .e falling rock is
simplified as a sphere or particle, and here falling rock is
simplified as a sphere in the theoretical calculation [26]. .e
results show that only when the slope is less than a certain
critical value (about 12°) with the increase in slope, it can be
shown as sliding, rolling, jumping, and free cave, and part or
all of it can be accumulated at the foot of slope or valley [27].
When the slope of the avalanche is between 12° and 45°, it
will roll; when the slope is between 45° and 76°, it will roll and
jump; and if the slope is greater than 76°, the avalanche will
perform a free-fall motion. .e falling angle is shown in
Figure 4(a).
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Different types of dangerous rock blocks are unstable,
and their collapse motion characteristics are different. .e
toppling dangerous rock mass is disintegrated at the foot of
the cliff as the contact point and rolls down along the lower
slope of 25° ∼ 40°, and the initial rolling velocity is small. .e
instability of falling dangerous rock mass all starts to fall
from the upper or top of the cliff at about 80°, mainly due to
the rotational fall of massive dangerous rock mass, rolls, and
jumps on the lower slope at a high initial velocity until it
stops. .rough the investigation of the collapse block, the
collapse distance of the dangerous rock in the exploration
area is restricted by the terrain, and the shape of the block is
similar to the dangerous rock block in the cliff zone.

Prediction and analysis of the movement distance of
dangerous rock mass: as shown in Figure 4(b), when the
falling rock falls on the slope surface for the first time, the
energy changes due to collision, and part of the energy is
consumed in the collision process.

According to the law of conservation of kinetic energy,

g · h �
1
2

mV
2
, (1)

where g is the acceleration of gravity, h is the height of the
object from the reference plane, m is the mass of the object,
and V is the velocity of the object.

According to the above equation, the velocity V before
the falling rock collision can be calculated. Vn (normal
velocity) and Vt (tangential velocity) after the collision can
be calculated by the following formula:

Vt � V · cos β, (2)

Vn � V · sin β, (3)

where Vt is the subvelocity of V perpendicular to the slope
(m/s), Vn is the subvelocity of V parallel to the slope (m/s), β
(°) is the angle between Vt and V, and its value can be
obtained according to the terrain contour.

3.2. Analysis of the Motion Trajectory of Dangerous Rock
Mass. .e terrain in the survey area has a steep slope and
hard rock. After the collapse of the dangerous rock mass,

except along the joint surface and bedding plane, most of the
rock blocks are maintained well, forming rock blocks of
different sizes, and the rock blocks will jump and roll along
the hillside when they are unstable, which has strong impact
damage ability, with the schematic diagram of collapse
damage movement of dangerous rock mass (Figure 4(b)), it
can be seen that after the collapse of dangerous rock mass,
movement way of the rock mass is mainly rollingand
jumping down. Taking the geological section of dangerous
rock mass W1 as an example, as shown in Figure 5, the
normal collision between falling rock and a loose layer of the
slope between the 4 and 3 section of the W1 dangerous
falling rock path can be considered as the core plastic
collision, so Vn= 0. In the tangential collision, the loss rate is
10%.

.e kinetic energy of the first impact of the falling rock
on the slope and its continuous motion is 0.5m(0.9Vt)

2. .e
continuous movement towards falling rock on the slope is a
comprehensive form of rolling and sliding, and for the
convenience of calculation, it can be simplified to the
comprehensive friction motion along the slope. According
to the principle of function, the potential energy change of
the falling rock is equal to the kinetic energy change and the
work done to overcome friction:

 mg · Δhi �
1
2

m V
2
i − V

2
t  +  mg cos ai · tgΦr · Li,

(4)

where Vi is the velocity of falling rock at any position on the
slope surface (m/s), ai is the average slope (°) of each straight
line section, Δhi is the vertical height of the slope of each
straight line segment (m), Φr is the comprehensive friction
angle between the falling rock and the slope (°), and Li is the
length of each slope (m).

3.3. Calculation of Movement Distance. Since the cliff slope
where the dangerous rock mass is located is greater than 76°,
it can be considered that the dangerous rock is in free-fall
motion during the fall. According to the law of conservation
of kinetic energy, all the potential energy of the dangerous
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Figure 1: Geographical location of the study area.
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rock mass is converted into kinetic energy immediately
before the collision with the next slope section (without
considering the air resistance). .e maximum horizontal

movement distance to the dangerous rock mass can be
calculated by the above formula. .e calculation results are
shown in Table 3.
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3.4. Bouncing Calculation. In this article, we only calculated
the bounce height of W1, W2, W3, andW4, and the formula
used is as follows.

Reflection speed after hitting the platform:

V0 � (1 − λ)VR ·
cos c

sin c
. (5)

.emaximum height of the first bounce of the rock hmax:

hmax �
V

2
0

2g
sin2 c. (6)

Total height of rock jumping:

h � hs + hmax, (7)

where λ is the coefficient of friction when hitting the
platform, VR is the velocity after hitting the platform, c is the
reflection angle after hitting the platform, and hs is the safe
value of jump height (generally 0.5 ∼ 1.0). .e calculation
results are shown in Table 4.

4. The Numerical Simulation Verification
Based on RocFall

4.1. RocFall Software Introduction. RocFall is statistical
analysis software used to evaluate the risk of falling rocks on

(a) (b) (c)

(d) (e) (f )

Figure 3: Field map of the investigated dangerous rock mass: (a) W1, (b) W2, (c) W3, (d) W4, (e) W5, and (f) W6, respectively.

Table 1: Main joint developed in the dangerous rock mass.

Joint Attitude
Frequency (bar/m) Strike extension length (m) Tendency extension length (m)

Dangerous rock mass Code Dip Dip angle

W1 J1 N45°E 89° 1/4∼5 18∼20 5∼6
J2 S80°E 86° 1/18∼20 4∼5 15∼20

W2 J1 N80°E 89° 1/8∼10 10 10∼14
J2 S10°E 71° 1/23 8 20∼23

W3 J1 N45°E 80° 1/7∼8 20 20∼25
J2 S70°E 85° 1/10 7∼8 15∼20

W4 J1 N50°E 87° 1/5∼8 5∼8 10∼15
J2 S80°E 86° 3/20 6∼8 14∼16

W5 J1 N35°E 83° 1/6∼8 20∼25 18∼20
J2 S35°E 72° 1/20∼25 6∼8 10∼15

W6 J1 N70°E 74° 1/5∼6 8∼10 10∼15
J2 N10°W 56° 3∼30 6∼8 14∼16
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steep slopes. It stimulates the movement path, energy dis-
tribution, and bounce height changes of falling rocks on the
slope by inputting basic parameters related to the slope and
falling rocks..is software regards falling rocks as rigid mass
points and the slope surface as isotropic plastic bodies, ig-
noring air resistance. .e main parameters include the
normal recovery coefficient, tangential recovery coefficient,
dynamic friction coefficient, and the weight of the falling
rock [28, 29]. .e slope restitution coefficient range used in
the numerical simulation is shown in Table 5.

Dangerous rock mass located on a high slope has a lot of
potential energy; according to the law of potential energy,
the heavier the dangerous rock mass, the greater the po-
tential energy. If they are unable to maintain their stability
due to some reasons like external forces, or due to weath-
ering, earthquakes, these dangerous rock masses will lose
their stability and fall from the mountain [30].

In the process of falling dangerous rock mass, according
to the law of conservation of kinetic energy, the huge

potential energy of dangerous rock mass itself will be
transformed into the kinetic energy of movement of dan-
gerous rock mass [31]. .e falling rock will collide with the
slope body and consume part of the kinetic energy, because
the normal recovery coefficient, tangential recovery coeffi-
cient, and inclination angle are different on different slopes
[32].

When the rock falls to the bottom of the cliff, it collides
with the gentle slope. After several jumps, most of the kinetic
energy is consumed, and the rock begins to roll and slide into
the gentle slope. Finally, with the kinetic energy under the
action of the friction force of the gentle slope, the kinetic
energy of the rock is consumed and the rock finally stops
moving. Due to the difference in slope, friction coefficient
and weight of falling rocks, the movement trajectory of
falling rocks is also different, but in this process, the law of
conservation of kinetic energy is still observed [33].

Numerical simulation software RocFall can directly
analyze the trajectory of falling rock, which divides the

Table 2: Characteristics of dangerous rock spots and economic losses caused by disasters.

Category Destruction
mode

Volume
(m3) Stable state .reat object Economic loss

W1 Falling 654 Under stable
People, houses,

highways, engineering
facilities

Located above the concentration of residential houses, it
seriously threatens the safety of life and property, and the

economic loss caused by instability is huge

W2 Toppling 4323 Basically
stable

People, houses,
highways, engineering

facilities

Located above the concentration of residential houses, it
seriously threatens the safety of life and property, and the

economic loss caused by instability is huge

W3 Falling 280 Unstable
People, houses,

highways, engineering
facilities

Located above the concentration of residential houses, it
seriously threatens the safety of life and property, and the

economic loss caused by instability is huge

W4 Falling 2448 Understable
People, houses,

highways, engineering
facilities

.ere are fewer houses under the dangerous rock mass,
and the economic loss caused by instability is greater

W5 Toppling 3312 Understable Houses, cultivated field,
roads

.e dangerous rock mass is far away from the house, and
the economic loss caused by instability is not large

W6 Falling 2550 Unstable Cultivated field, road .e economic loss caused is not big

Roll 

45°

Roll and jump 

76° falling free 

12° stuck at the foot of the cliff 

Dangerous rock mass 

(a)

Vt

Vn
V

β

(b)

Figure 4: (a) Schematic diagram of the collapse and destruction movement of dangerous rocks. (b) .e trajectory of dangerous rock
collapse.
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Figure 5: Geological section of dangerous rock mass W1.

Table 3: Maximum horizontal movement distance of dangerous rock mass.

Dangerous rock mass number Destruction mode Horizontal movement distance X (m)
W1

Falling

52.91
W3 57.99
W4 84.85
W6 52.49
W2 Toppling 61.25
W5 66.61

Table 4: Calculation results of the jumping height of dangerous rock mass.

Serial number Jump safety value hs (m) Jumping height hmax (m) Total high jump h (m)
W1 1 8.964 9.964
W2 1 2.697 3.697
W3 1 7.133 8.133
W4 1 17.930 18.930
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trajectory of falling rock into two processes: parabolic
motion in the air and impact motion between falling rock
and ground [34].

.e equation of parabolic motion:

1
2

g t
2

+ VY0
− qVX0

 t + Y0 − Y1 + q X1 − X0(   � 0,

(8)

q �
Y2 − Y1

X2 − X1
, (9)

where X1, Y1 represent the starting point coordinate of the
straight line segment (m), g is the acceleration of gravity (m/
s2), and VX0, VY0 are the fall velocity of rock (m/s), generally
taking 0.

Impact time equation:

t �
−b +

�������
b
2

− 4ac


2a
, (10)

where a � g/2, b � VY0
− qVX0

, c � Y0 − Y1 + q(X1 − X0).

4.2. Numerical Simulation of the Motion Trajectory of the
Falling Rock. When using RocFall software, we should first
clarify the location, initial speed, andmass of the falling rock.
Secondly, the two-dimensional model of the slope should be
drawn according to a certain scale.

4.2.1. Determine the Initial State of the Falling Rock. In this
simulation, without considering the influence of random
factors, it is considered that when the rock mass leaves the
ground, it is a free-fall motion with an initial velocity of zero.
Regardless of the shape and size of the rock, treat it as a mass
point.

4.2.2. Determine the Mechanical Parameters of the Slope.
.e rock will be affected by the slope friction during the
falling process. During this process, the speed attenuation
depends on parameters such as Rn (normal recovery coef-
ficient) and Rt (tangential recovery coefficient). Table 6 lists
the reference values of Rn and Rt for different geological
slopes.

4.3. Simulation Calculation of the Falling Rock Trajectory.
On the slope section where the dangerous rock is unstable, it
is assumed that the near-spherical falling rock of the dan-
gerous rock mass starts to move, and it moves in a com-
bination of rolling, collision, bounce, and air flight.

Usually, the falling rock first falls freely, dumps and falls,
then collides and rebounds or rolls down along the slope,
rolls to the edge of the cliff, enters the next level of cliff, and
continues to roll down until it stops or does projectile
motion, or flies in the air, does projectile movement, and
then collides again. Repeat this until it stops.

.e independent motion simulations of 60 groups of
single rolling rocks are performed randomly and the results
are statistically analyzed to determine the most dangerous
rolling rocks stagnation zone and maximum bouncing
height. .rough this numerical simulation, the results we
want to obtain are the following items: the motion trajectory
diagram of dangerous rock mass displayed in Figure 6. .e
bounce height envelope diagram of the dangerous rock mass
is shown in Figure 7. .e horizontal location of rock end-
points is shown in Figure 8.

.e figure lists the parameters of each slope, the X co-
ordinate represents the relative horizontal distance between
the falling rock and the instability point B.

W1 falls freely from point B, most of the falling rocks hit
section D-E, and they begin to roll and fall into section F-G
and continue to bounce. Eventually, they stop atX= 53.93m.
W2 falls freely from point B, it begins to roll at section C-E,
then falls into section F-G, and continues to bounce.
Eventually, it stops at X= 65.33m. W3 falls freely from point
B, after the jumping movement of section C-D, it will fall
into section D-F and begins to roll, and then it falls into
section G-H. Finally, it stops at X= 57.03m. W4 falls freely
from point B, rolls along section C-E, then falls into section
F-G, and finally stops at X= 86.27m.

It can be seen that the shape of the slope is an important
factor that affects the trajectory of falling rock. When the
slope remains the same and the height increases, the po-
tential energy of the rock is greater. After being converted
into kinetic energy, the speed also increases. Its horizontal
movement distance will be farther. In addition, due to the
existence of the platform, the falling rock with a certain
speed produces a greater bounce height.

As shown in Figure 7, the maximum bounce height of
W1 is 9.68m, and the horizontal movement distance at this

Table 5: Range of restitution coefficient (according to Chen et al. [27]).

Slope characteristics Rn (normal recovery coefficient) Rt (tangential recovery
coefficient)

Smooth hard rock surface, paved concrete surface 0.25∼0.75 0.88∼0.98
Soft rock face, strong weathered hard rock face 0.15∼0.37 0.78∼0.95
Rock pile slope 0.15∼0.37 0.75∼0.95
Rubble dense, hard surface slope, the vegetation growth, to shrub 0.12∼0.33 0.30∼0.95
Dense gravel pile, hard soil slope, no or little vegetation development 0.12∼0.32 0.65∼0.95
Loose gravel piles, soft soil slopes, well-developed vegetation, mainly shrubs 0.10∼0.25 0.30∼0.80
Soft soil slope, no or little vegetation development 0.10∼0.30 0.50∼0.80
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Table 6: Reference values of different geological slope sections [35, 36].

Slope section of lithology Rn Rt Coefficient of rolling friction
.e bedrock is exposed, the strong weathering sandstone, the rock quality is hard 0.53 0.99 0.4
.e bedrock is exposed and strongly weathered mudstone 0.3 0.86 0.48
Weeds and shrubs covered by dense gravel piles, hard soil slope 0.25 0.84 0.58
Gravel soil and blocks of stone piled up 0.28 0.85 0.4
Loose gravel slope, soft soil slope 0.2 0.61 0.54
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Figure 6: Continued.
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time is 19.13m, which is located in section F-G. .e
maximum bounce height ofW2 is 3.71m, and the horizontal
movement distance at this time is 20.59m, which is located
in section F-G. .e maximum bounce height of W3 is
8.13m, and the horizontal movement distance at this time is
34.22m, which is located in section G-H. .e maximum
bounce height of W4 is 18.86m, and the horizontal
movement distance at this time is 62.18m, which is located
in section F-G.

As shown in Figure 8, the farthest horizontal movement
distance fromW1 dangerous rock masses is 53.93m, and the
falling rocks are mainly distributed at coordinates
37.5∼48m. .e farthest horizontal movement distance of
W2 dangerous rock masses is 65.33m, and the falling rocks
are mainly distributed at coordinates 41.3∼63.8m. .e
farthest horizontal distance of W3 dangerous rock masses is
57.84m, and the falling rocks are mainly distributed at
coordinates 44.8∼58.8m. .e farthest horizontal distance of
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Figure 6: Motion trajectory diagram of the dangerous rock mass. (a) Motion trajectory diagram of W1. (b) Motion trajectory diagram of
W2. (c) Motion trajectory diagram of W3. (d) Motion trajectory diagram of W4.
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Figure 8: Horizontal location of rock end-points. (a) Rockfall distribution of W1. (b) Rockfall distribution of W2. (c) Rockfall distribution
of W3. (d) Rockfall distribution of W4.
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W4 dangerous rock masses is 86.27m, and the falling rocks
are mainly distributed at coordinates 70.1∼81.3m.

4.4. Analysis of Calculation Results. Comparing the calcu-
lation result with the RocFall software simulation result, it is
found that the two results are relatively close. It can be seen
from Table 7 that the results of calculating the trajectory of
the dangerous rock mass by the two methods are not much
different, indicating that the RocFall simulation can be used
as a reference from the prediction of the trajectory of the
dangerous rock mass.

5. Risk Evaluation of Dangerous Rock Mass

Pu’erdu Town was built close to the mountain. .e in-
stability of dangerous rock is a great threat to the safety of
people or property. According to geological survey data,
the total volume of collapsed and dangerous cliffs in the
study area is 893,300m3. .e threats are mainly residents,
streets, bridges, and so forth. Once the dangerous rocks
become collapse, they will seriously threaten the lives of
2,685 people below and cause economic damage. .e loss
was as high as 120 million RMB Yuan. At present, the cliff
rock is basically in an unstable state. .erefore, it is
necessary to evaluate the instability risk of dangerous rock
mass and provide data support for disaster prevention and
mitigation in the study area. In this paper, risk assessment
of dangerous rock mass of high slope is carried out from
two aspects of risk and vulnerability.

5.1. Risk Assessment of Dangerous Rock Mass. According to
the scale and stability of dangerous rock masses, the risk
levels are classified, which is the semiquantitative method.
.e risk of dangerous rock mass is classified according to
technical requirements for geological hazard evaluation of
construction land, as shown in Table 8.

When categorizing the risk of dangerous rock masses, it
is necessary to make a comprehensive judgment based on
factors such as its scale, stability, instability failure type, and
topography..e danger grade in dangerous rock mass in the
study area is divided, and the results are as follows: I level
dangerous rock mass: W3,W6; II level dangerous rock mass:
W1, W4, W5; III level dangerous rock mass: W2.

5.2. Vulnerability Evaluation of Dangerous Rock Mass.
Analyzing the damage degree of hazard-bearing bodies after
the collapse of rock is the vulnerability evaluation of dan-
gerous rock mass, which is an indispensable factor to study

the instability risk of the dangerous rock mass. .e vul-
nerability evaluation is mainly to count the types, quantity,
and loss value of the hazard-bearing bodies within the range
of collapse threat of dangerous rock mass. .e unstable
dangerous rock mass may produce many different disasters
bearing bodies, especially near the market town. In this
paper, different hazard-bearing bodies were classified into
the following four categories for statistics, as shown in
Table 9.

.e paper divides the severity of the losses suffered by
the above four types of disaster-bearing bodies into three
levels: mild, moderate, and severe. .e degree of injury
received by people is expressed as a minor injury, severe
injury, and death. Combining the historical damage
caused by the collapse of dangerous rock masses and the
disaster resistance capacity of the disaster-bearing bodies
of the study area, the vulnerability is classified into 3 levels
in total. Aiming to quantitatively analyze the vulnerability
of hazard-bearing bodies of the study area, a dimen-
sionless assignment was made to the levels. .e results are
shown in Table 10.

According to the plan of the study area, the vulnerability
evaluation of dangerous rock mass disaster in the study area
is carried out, and the results are as follows: I level vul-
nerability: W1, W2, W3; II level vulnerability: W4; III level
vulnerability: W5, W6.

5.3. Instability Risk Estimation of Dangerous Rock Mass.
As the United Nations’ definitions and formulas for geo-
logical hazard risk evaluation [37] to assess the risk of
dangerous rock masses, the formula is as follows:

R � HV � 1 2 3( 

3

2

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ �

3 2 1

6 4 2

9 6 3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (11)

where R is the risk index of dangerous rock mass, H is the
hazard score of the dangerous rock mass, and V is the

Table 7: Comparison of results of two calculation methods of motion trajectory.

Serial
number

Calculation method
.e formula to calculate RocFall simulation

Horizontal distance X
(m)

Maximum bounce height of falling
rocks H (m)

Horizontal distance X
(m)

Maximum bounce height of falling
rocks H (m)

W1 52.91 9.96 53.93 9.682
W2 61.25 3.70 65.33 3.714
W3 57.99 8.13 57.03 8.135
W4 84.85 18.93 86.27 18.863

Table 8: Hazard source level of the dangerous rock mass.

Steady state Large scale Medium scale Small scale
(≥100m3) (10∼100m3) (<10m3)

Basically stable III III III
Less stable II II III
Unstable I I I
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vulnerability score of the dangerous rock mass. After de-
termining the two major factors of hazard and vulnerability
of dangerous rock mass, a matrix is formed to evaluate the
risk of dangerous rock mass with the hazard as the column
and the vulnerability as the row. Among them, each value of
the matrix is the risk index of dangerous rock mass disaster.
Table 11 is the evaluation level of instability risk of the
dangerous rock mass.

According to the calculation results, the instability risk of
dangerous rock mass is classified according to Table 12.

According to the risk classification and vulnerability
classification of dangerous rock mass in the study area, the

risk grade classification of rock was carried out, and the
results are shown in Table 13.

6. Conclusion

Based on the study of the stability of the dangerous rock
mass in the treatment area, this paper predicts the move-
ment trajectory of rock after the collapse. Based on the
RocFall simulation verification, the risk evaluation of dan-
gerous rock masses is carried out, and the following con-
clusions are drawn:

Table 9: Type of disaster-bearing body.

Serial number Type Possible damage
1 People Injuries, deaths
2 Arable land Destroyed, buried
3 Housing, engineering facilities Collapse, cracking
4 Highway Damaged

Table 10: Vulnerability grade of disaster-bearing body.

Level Grade Consequences Score

I Severe A small number of people died or a large number of people were seriously injured, and the damage to property
was huge 3

II Moderate A small number of serious injuries or more minor injuries, resulting in partial property damage 2
III Mild .ere were no or a few minor injuries and little property damage 1

Table 11: Failure risk evaluation matrix of dangerous rock mass.

Score Serious vulnerability Moderate vulnerability Slight vulnerability
Small risk 3 2 1
Medium risk 6 4 2
High risk 9 6 3

Table 12: Risk grade of dangerous rock mass.

Serial number Risk level Risk index
I High 6≤Ri≤ 9
II Medium 3≤Ri< 6
III Low 1≤Ri< 3

Table 13: Risk grade of dangerous rock mass.

Dangerous rock number Hazard score Vulnerability score Risk index Risk classification
W1 2 3 6 High
W2 1 3 3 Medium
W3 3 3 9 High
W4 2 2 4 Medium
W5 2 1 2 Low
W6 3 1 3 Medium
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(1) .rough the comparison of formula calculation and
numerical simulation analysis, the furthest hori-
zontal movement distance, bounce height, and main
distribution range of falling rocks can be determined,
and RocFall software has a good effect on the pre-
diction of falling rocks trajectory.

(2) .rough dimensionless assignment and risk as-
sessment matrix, W1 and W3 can be determined as
high-risk dangerous rock mass, W2,W4, andW6 are
medium-risk rocks, W5 is the low-risk rock mass. It
is suggested that a reasonable and scientific engi-
neering treatment scheme should be put forward in
combination with the collapse trajectory and risk
assessment results of dangerous rock mass, to
eliminate the hidden danger of dangerous rock mass
in the high slope of the treatment area as soon as
possible.

(3) .e trajectory calculated by the calculation formula
is more accurate and the calculation results are more
reliable. However, the calculation process is more
complex and requires more process geological pa-
rameters to be prepared for the early stage, which
consumes a lot of manpower and material resources
and leads to high cost. At the same time, simulation
by Rockfall software is convenient as fewer param-
eters are needed.

With the current study, the calculation method of
collapse motion trajectory of dangerous rock mass and
risk evaluation theory are not perfect for the prevention
and control of geological disasters. .e calculation
method used in this article is just an attempt. And the
effectiveness still needs to be verified and improved by
generations of engineers and technicians in future engi-
neering examples.
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Due to the fluctuation of the bearing stratum and the distinct properties of the soil layer, the buried depth of the pile foundation
will differ from each other as well. In practical construction, since the designed pile length is not definitely consistent with the
actual pile length, masses of piles will be required to be cut off or supplemented, resulting in huge cost waste and potential safety
hazards. Accordingly, the prediction of pile foundation buried depth is of great significance in construction engineering. In this
paper, a nonlinear model based on coordinates and buried depth of piles was established by the BP neural network to predict the
samples to be evaluated, the consequence of which indicated that the BP neural network was easily trapped in local extreme value,
and the error reached 31%. Afterwards, the QPSO algorithm was proposed to optimize the weights and thresholds of the BP
network, which showed that the minimum error of QPSO-BP was merely 9.4% in predicting the depth of bearing stratum and
2.9% in predicting the buried depth of pile foundation. Besides, this paper compared QPSO-BP with three other robust models
referred to as FWA-BP, PSO-BP, and BP by three statistical tests (RMSE, MAE, and MAPE). +e accuracy of the QPSO-BP
algorithm was the highest, which demonstrated the superiority of QPSO-BP in practical engineering.

1. Introduction

Pile foundation is one of the oldest foundation forms. With
the development of history, pile foundation has become the
most commonly used foundation form of high-rise build-
ings, significant structures, tunnels, bridges, offshore plat-
forms, and other structures on soft ground [1]. Pile, as a
member of foundation structure, is vertically or aslant set in
the soil and has certain stiffness and bending shear capacity.
It allows itself to pass through the soft compressible soil
layer, compact the weak soil, and transmit part or all of the
load from the superstructure to the soil layer or rock below
with low compressibility and certain bearing capacity, thus
avoiding the excessive settlement of the foundation and
improving the bearing capacity of the soil layer [2]. As one of
the most important steps in foundation construction, the
construction of pile foundation is a large-scale project;
meanwhile, there is also a problem of waste of materials. It is

usually found that the designed length of pile is much higher
or lower than the required value in actual engineering, which
can be seen from Figure 1

Each pile to be bored would be surveyed in advance
according to current construction technique. +ere is a
construction technique of “one pile with one investigation”
or “one pile with lots of investigation” [3], namely, each pile
to be driven will be investigated in advance, and the pile
length is designed by the elevation of pile bottom which is
estimated by the most unfavorable principle, but this
technique is not adopted in every project [4]. Only a few
survey boreholes are arranged to predict the soil distribution
of the whole site in general engineering.

When the irregular fluctuation of the bearing stratum
changes greatly, it may result in a large elevation difference
between the undrilled area and the nearby drilled area.
+erefore, in the area where the bearing stratum is relatively
shallow, the pile will reach the bearing stratum too early and
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cannot continue going deeper. At this time, the pile head will
extend too long from the soil and needs to be cut off, which
can be seen from Figure 2 below. On the contrary, in the area
where the bearing stratum is deeply distributed, the pile
length will be insufficient and needs to be supplemented.+e
reason for this situation is that the variety of pile length is
limited, especially the prefabricated pile. If the construction
is carried out according to the designed pile length, a large
number of piles will be cut off or supplemented, resulting in
unnecessary waste in pile foundation engineering.+erefore,
this paper predicted the buried depth of pile foundation and
bearing stratum, then made targeted technical scheme
preparation and construction deployment in practical en-
gineering according to the prediction results.

At present, there are few research studies on predicting
the buried depth of pile foundation and the fluctuation of
bearing stratum; however, in the field of pile foundation
engineering, many scholars have made some achievements.
In the static load test of pile foundation finished by Qi et al.
[5], a first-order linear dynamic differential equation was
derived by studying the settlement of pile under various
loads. On the basis of gray system theory, the GM (1, 1)
model of load-settlement relationship of single pile was
established and employed to predict the ultimate bearing
capacity and the complete load-settlement relationship.
Despite the accurate prediction results obtained by this
method, the uniformity of original data should be ensured.
According to the measured data, Gao et al. [6] adopted the
hyperbolic method to predict the bearing capacity of
squeezed branch pile. Although the error between the
predicted results and the measured curve was not great, the
values predicted by this method were generally too large and
had certain limitations. Deng et al. [7] used the superlong
and large-diameter cast-in-place pile foundation of the
Sutong Yangtze River Bridge as an example to calculate its
settlement amount by adopting different specifications, and
then a new empirical formula considering pile compression
and modifying additional stress of the pile tip was proposed

by comparing with the settlement value of the large-scale
centrifugal model test. Afterwards, this formula was applied
to verify the settlement value of a super large-scale pile group
foundation on the Nei-Kun Line, and the calculation result
of which was relatively consistent with the measured data.
However, this formula was not suitable for the analysis of
single pile settlement, which had certain limitations as well.

Most of the forecasting methods mentioned above rely
on a fixed knowledge framework and can only be adopted
under certain preconditions, which are rigid and not flexible
enough. As a consequence, an intelligent technology that can
deal with various problems flexibly and has self-learning
awareness will be needed. Machine learning, as a technology
that computers build models based on data to simulate
human activities, can meet this condition. It possesses the
strong generalization ability and has been applied in dif-
ferent aspects. Methods of machine learning were used by
Ahmadi et al. [8] to successively predict the solubility of
carbon dioxide (CO2) in brines, porosity and permeability of
petroleum reservoirs, the amount of dissolved calcium
carbonate concentration throughout oil field brines, con-
densate-to-gas ratio in retrograded condensate gas reser-
voirs, solubility of hydrogen sulfide (H2S) in ionic liquids,
etc. +e prediction of pile foundation depth belongs to a
highly nonlinear problem, which can also be analyzed by this
method. +e artificial neural network (ANN) is a kind of
machine learning, which is a powerful intelligent learning
tool with functions [9, 10] such as mapping nonlinear re-
lations, information processing, optimization calculation,
classification, and recognition. It has been widely applied in
the fields of model prediction, content prediction, cost
control, fault diagnosis, information processing, construc-
tion engineering, mechanical engineering, medicine, etc.,
and the results were great as expected. Hamid et al. [11] built
an ANN model based on the critical pressure (Pc), critical
temperature (Tc), and molecular weight (Mw) of pure ionic
liquids to predict the solubility of hydrogen sulfide (H2S) in
different temperature, pressure, and concentration ranges.

(a) (b) (c)

Figure 1: +e buried depth of piles in the site varied greatly.
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Moosavi et al. established an ANN model based on 214 data
records of published CO2-foam injection tests into oil-
reservoir cores to predict the CO2-foam flooding perfor-
mance for improving oil recovery. Shang et al. [12] proposed
two kinds of ANN models to analyze the content and types
of heavy metals in the soil based on the complex permittivity
of materials, so as to determine whether the soil is con-
taminated. +e first ANNmodel was adopted to confirm the
presence of heavy metals in the site, and the second model
was employed to classify the presence of heavy metals in the
site. Alias et al. [13] completed the cost of the skeletal system
of a building project through the ANN model. Sorsa et al.
[14] detected and diagnosed the faults in the testing process
based on three different ANN structures. Jin et al. [15]
established an ANN model with water-cement ratio, spec-
imen shape, and section size as input parameters based on
the size effect of concrete compressive strength, then pre-
dicted the compressive strength with different section sizes.
Suzuki [16] found it feasible to apply the improved ANN to
reduce false positives in computer detection of pulmonary
nodules in low-dose computed tomography images, and the
results turned out to be great.

+e emergence of ANN provides a more convenient and
intelligent prediction way for many fields. It no longer needs
a large amount of statistical data to predict the future trend
but can achieve a good prediction effect based on limited
data. +erefore, in this paper, the highly nonlinear problem
of the prediction of pile foundation burial depth can be
solved by relying on ANN.

Among them, the backpropagating (BP) neural network
is the most widely used artificial neural network, which is a
multilayer feedforward neural network trained according to
the error backpropagation algorithm. It has a certain ability
of summary and extension. Some mathematical analysis has
demonstrated its ability to deal with any nonlinear problem
to solve complex internal mechanisms [17]. However, there
are still some shortcomings of the traditional BP network at
present. (1) It is a complex process for the BP neural network

to optimize the objective function by using the gradient
descending method, and when the output of neurons is in
the vicinity of 0 and 1, the weight error only changes within a
small range. +is phenomenon causes training to almost
stop, so that the efficiency of the BP neural network is low
and the speed of the BP neural network is at a slow pace [18].
(2) From the mathematical point of view, the algorithm used
by the BP neural network is mainly to search the local area,
which will easily fall into the local extreme value. +e final
training curve presented is almost going to be a straight line,
as a result of which the training of the network will fail [19].
(3) +e prediction ability of the network is proportional to
the learning ability within a certain range, but once beyond
this range, the prediction ability of the BP neural network
will decline with the improvement of the learning ability,
which leads to the phenomenon of “overfitting.” At this
time, even if the network has learned a large sample, it
cannot directly and correctly reflect its rules [20]. To sum up,
there will be plenty of deficiency when the BP neural net-
work is solely used for prediction; as a result, it is necessary
to apply some algorithms to optimize the BP neural network
and then establish a more accurate training model.

In recent years, several swarm intelligence optimization
algorithms have emerged in an endless stream. +is kind of
algorithm is also one of the optimization algorithms that
scholars pay the most attention to, which has the charac-
teristics of simplicity and high efficiency when compared
with others [21]. So that they have been also widely adopted
in various fields. +e swarm intelligence algorithm uses the
group relations among some animals or individuals in the
society, such as interaction, heredity, variation, cooperation,
and other behaviors, to achieve the purpose of searching for
optimal solution.

Fireworks algorithm (FWA) is a new swarm intelligence
optimization algorithm proposed by Tan et al. [22] in recent
years, which simulates the mechanism of the simultaneous
explosion and diffusion of the firework explosion operator.
It introduces the idea of concentration suppression in the

(a) (b) (c)

Figure 2: +e section of the pile that has been cut off.
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immune algorithm and the mechanism of distributed in-
formation sharing, thus having stronger global search ca-
pabilities [23]. Compared with traditional algorithms, the
population of FWA is more diverse, and its characteristics
have also attracted the attention of many scholars. However,
the FWA still has several shortcomings. For example, when
the explosion point range is large and there are many ex-
plosion operators, the targets generated by the explosion will
overlap, resulting in irrelevant searches. +en, it will greatly
affect the optimization efficiency of FWA, which is the major
cause of slower convergence speed and lower search accu-
racy [24].

Particle swarm optimization (PSO) algorithm [25], as
one of the most classic optimization algorithms, is inspired
by the foraging behavior of birds. It seeks the optimal value
in the stochastic solution of particle swarm through constant
iteration. Compared with FWA, it has the advantages of
simple operation and fewer parameters to be adjusted [26].
Ahmadi et al. [27] used the neural network model optimized
by the PSO algorithm to predict asphaltene precipitation due
to natural depletion. Wang et al. [28] predicted the me-
chanical properties of hot rolled strip steel in material
processing based on the PSO-BP model. Likewise, this PSO-BP
model was applied by Ismail et al. [29] in the field of soil-
structure composite interaction to predict the load-deformation
characteristics of axially loaded piles as well. Shafiei et al. [30]
predicted the solubility of hydrogen sulfide in different
temperature, pressure, and concentration ranges in the same
way. Ahmadi et al. used the PSO-ANN model to predict the
dew point pressure of condensate gas reservoir. In another
paper by the same author, estimation of efficiency of
chemical flooding in oil reservoirs was predicted. Although
the above literature studies have achieved relatively good
prediction results, the PSO algorithm still has plenty of
problems, and it has been proved that it is not a globally
convergent algorithm [31]. In the meantime, it also has some
problems to be solved, such as premature convergence, lack
of dynamic adjustment of velocity, easy to fall into local
extreme value, lack of randomness in particle position
change, inability to effectively deal with discrete and com-
binatorial optimization, and limitation of search space [32].
From the perspective of dynamics, there is a point with
potential energy field in the search area that attracts the
particle swarm, causing the surrounding particles to con-
stantly approach this point.When the velocity decreases to 0,
the particles converge to this point as well. +erefore, the
motion of each particle in the traditional PSO algorithm is
carried out along a fixed orbit, the velocity of the particle is
always a finite value, and the search area of its feasible
solution is also small [33]. In order to improve the global
optimization capability of PSO, this algorithm needs to be
optimized. As a result, the concept of quantum particle
swarm algorithm (QPSO) was proposed by Sun [34].

Based on the traditional PSO algorithm, the QPSO al-
gorithm randomizes the velocity of the particle. In the
quantum space, the state of the particle is not represented by
position and velocity vector any more, but by wave function.
In this way, within the feasible region, the probability of
particles appearing at a position is random, and the motion

of particles is no longer along a fixed orbit. +eir updated
position in the next second has no correlation with the
previous position; that is, the search can be carried out in the
whole feasible solution region, which improves the global
optimization performance of particles. Chen et al. [35] took
the gear reducer of belt conveyor as the research object and
optimized the parameters such as modulus, tooth width
coefficient, and helical angle of the gear reducer based on the
QPSO and PSO algorithm. +e results showed that the
optimization effect of QPSO was obviously better than that
of PSO. Genetic algorithm (GA) and ANN, PSO, and QPSO
algorithms were used by Lu et al. [36] to predict the pa-
rameters of the batch fermentation kinetic model. +e re-
sults demonstrated that the prediction effect of QPSO in all
aspects was superior to that of other algorithms. +erefore,
on the basis of the BP neural network, this paper used the
QPSO algorithm to optimize the BP model and then pre-
dicted the buried depth of pile foundation. Finally, three
error analysis tools, RMSE, MAE, and MAPE, were, re-
spectively, employed to analyze its reliability and
uncertainty.

Based on the above, this paper provides the following
contributions. (1) In this paper, the ANN in machine
learning was used to predict the buried depth of pile
foundation. However, there were very few research
studies on this topic before; as a result, it can be applied as
a new field in practical engineering. (2) In this paper, the
samples of piles were collected on the spot based on
engineering examples. +e relevant parameters of pile
samples in this area were sorted out and summarized,
which were X-coordinate, Y-coordinate, Z-coordinate,
thickness of miscellaneous fill h1, thickness of silty clay
h2, thickness of silt h3, thickness of fine sand h4, and pile
buried depth H. Some samples were selected as training
models. (3) In this paper, the steps of predicting test
objects after optimizing the BP neural network by the
QPSO algorithm were described in detail. (4) +is paper
used the QPSO algorithm to optimize the BP neural
network for modeling training and then predicted the
remaining samples in step (2). +e great global optimi-
zation of the QPSO algorithm successfully made up for
the defect that the traditional PSO algorithm was easy to
fall into the local extreme value, and the prediction results
were very close to the measured results, indicating that
this method had achieved a good prediction effect in the
research objects. (5) +is paper compared the errors of
the QPSO algorithm with other robust models: PSO al-
gorithm, FWA, and BP neural network. +e results
showed that QPSO had higher prediction accuracy.

+is paper also introduces the following parts. Section 2
introduces training parameters based on project example.
Section 3 describes the concept of BP neural network and the
optimization methods of PSO and QPSO algorithms. Sec-
tion 4 is the error analysis after using different algorithms to
optimize the BP neural network for prediction. Section 5 is
the conclusion of the above description and the analysis of
the predicted results. At the same time, this paper also gives
an overview of how to apply this method in engineering
examples with similar soil propriety.
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2. Project Example

2.1. Project Profile. +e project is located in the East Campus
of Yangtze University in Jingzhou District, Jingzhou City,
Hubei Province, which was to build dormitory and canteen
in this area. According to the design document, this in-
vestigation site with pile location layout is shown in
Figures 3–5 below.

+e distribution of boreholes and piles can be obtained
from the figure. Each long black dotted line, such as “11-11′,”
represents “11-11′ section” of boreholes from K64 to K67.
According to the section drawings, the soil stratification at
each borehole fromK64 to K67 can be known. First of all, the
piles at the boreholes were selected as the data of the network
model, X-coordinate, Y-coordinate, and Z-coordinate of
each pile were taken according to the coordinate informa-
tion provided by layout drawings, and the length of the
bearing stratum and the buried depth of pile were obtained
from the section drawings. In order tomake the selected data
representative, 43 piles were randomly selected as the
training samples and 10 piles were randomly selected as the
prediction samples from the boreholes of investigation in the
figure. With the difference of the geographical location, the
fluctuation of the bearing stratum of the site will have a
certain trend of change as well. +e process of driving the
pile into the bearing stratum needs to pass through different
soil layers on the upper side. However, the thickness of each
soil layer at the undetected coordinates is an uncertain
unknown. As the thickness of the soil layer is different, the
depth of the bearing layer changes to another number, which
will affect the buried depth of the pile. According to the field
data, the piles were all driven into the fine sand layer, which
indicated that the fine sand layer was the bearing stratum.
+e depth of the sample pile into the first layer of soil called
miscellaneous fill is h1, the depth of the sample pile into the
second layer of soil called silty clay is h2, the depth of the
sample pile into the third layer of soil called silt is h3, and the
depth of the sample pile into the fourth layer of soil called
fine sand is h4 which presents the bearing stratum. H is the
sum of h1, h2, h3, and h4, which represents the buried depth
of pile. +e depth of the sample pile into different layers of
soil can be calculated by combining the geological profile
and the data of pile buried depth H measured from actual
engineering. Based on the above, the X-coordinate, Y-co-
ordinate, and Z-coordinate of each pile were collected as
input parameters for model training. In this training, to
predict the fluctuation of the bearing stratum is to predict
the depth of h4, to predict the buried depth of pile is to
predict the depth ofH, and the thickness of h4 is less than the
thickness of fine sand layer. In addition,H� h1+ h2+ h3+ h4,
H and h4 are output parameters. +e schematic diagram is
shown in Figure 6.

2.2. Geological Overview. +e terrain of the site is relatively
flat, and the absolute elevation value of the ground is in the
range of 31.5m–32.88m, which belongs to the first-grade
terraced geomorphic unit on the north bank of the Yangtze
River.+ere is no adverse geological action such as landslide,

soil collapse, and debris flow. According to the detailed
investigation report of the site, the area within this depth
range can be divided into artificial fill soil layer, Quaternary
Holocene alluvium and Quaternary Upper Pleistocene al-
luvium and diluvium according to its genetic type and
sedimentary age [37].

According to their properties and composition, the
geotechnical layers can be classified into the following parts,
which are distributed as follows: (1) artificial fill soil layer
(Qml), miscellaneous fill, brown, moist, and loose. +e main
component is clay, containing a small amount of plant
rhizomes. +is layer is distributed in the whole field, and the
soil uniformity is poor. +e thickness is 0.4m–1.7m. (2)
Quaternary Holocene alluvium (Qal

4 ), silty clay, yellowish-
brown to grayish-brown, soft to plastic, saturated, full-field
distribution. +is layer contains a small amount of ferro-
manganese nodules and medium compressibility. +e
thickness is 4.5m–14.8m. (3) Quaternary Holocene allu-
vium (Qal

4 ), silt, gray, slightly density to medium density,
saturated, full-field distribution, medium compressibility.

+e thickness is 1.9m–12.4m. (4) Quaternary Holocene
alluvium (Qal

4 ), fine sand, gray, medium density, saturated,
full-field distribution, mainly composed of quartz and
feldspar, and low compressibility. +e thickness is
3.9m–16.5m. (5) Quaternary Upper Pleistocene alluvium
and diluvium (Qal+pl

3 ), pebbles, gray, white and other colors,
medium dense to dense state, low compressibility, and full-
field distribution. +e main component is quartzite, with
good roundness and poor sorting.+e particle size is generally
3∼5 cm, and the larger particle size is greater than 7 cm, of
which the particle size greater than 2 cm accounts for about
51%. +e filling material between pebbles is fine silty sand.

It can be seen from the above data that the thickness and
uniformity of each layer are greatly different.

3. Optimization Algorithms for Pile
Depth Prediction

3.1. Implementation of BPNeural Network Algorithm. As the
name suggests, the neural network is an artificial intelligence
algorithm to simulate the human brain nervous system,
which has a strong self-learning ability and can deal with
complex nonlinear models [9, 10]. +rough the connections
of countless neurons, it can carry out huge parallel pro-
cessing and analysis on the information of the previous input
layer and then pass it to the next layer. A large amount of
training can constantly update the weights of the neuronal
connections in the front and rear layers, so as to achieve the
goal of reducing error and meeting people’s expectations.

X-coordinate, Y-coordinate, and Z-coordinate of pile were
regarded as input parameters for model training of the BP
algorithm. Besides, the depth of bearing stratum h4 and buried
depth of pile H were regarded as output parameters. +e de-
tailed process can be described as the following steps. (1) A
training model based on X-coordinate, Y-coordinate, Z-coor-
dinate, h4, andH of 43 training samples was established. (2)+e
h4 andH of 10 remaining sampleswere predicted. (3)+e values
of output parameters were compared with measured values. (4)
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+e error between predicted values and measured values was
analyzed. During the process of prediction, there was no cor-
relation between the input and output parameters, which was a
nonlinear function. As a result, the three-layer network for
nonlinear function can meet the training requirements in the
BP algorithm [17]. +e diagram is shown in Figure 7.

+e S-type action function shown in (1) is its activation
function [38]:

f(x) �
1

1 + e
− x, (1)

where xk is the input parameter of the input layer; vj is the
output parameter of hidden layer; yk is the output parameter
of output layer; wjk is the connection weight of neurons
between the input layer unit and the hidden layer unit; and
wij is the connection weight of neurons between hidden
layer unit to output layer unit. +e number of neurons of
input layer, hidden layer, and output layer is, respectively, n,
m, and l.

+e training process was as follows:

(1) Since the activation function of the neural network is
a logarithmic S-type function, it may have the

problem of convergence; that is, the infinite or in-
finitesimal results appear in the calculation process.
+erefore, the input data of X-coordinate, Y-coor-
dinate, and Z-coordinate and output data h4 andH of
the samples should be normalized first, which was to
make these values vary from 0 to 1.

(2) +e values randomly generated in the interval [−1, 1]
were taken, and the initial values were assigned to the
weights.

(3) +e independent variable parameters of the pro-
cessed sample data were input at the corresponding
nodes of the input layer, and the output values of the
BP neural network were calculated at the corre-
sponding nodes of the output layer through the
action of weight and activation function.

(4) +e output values of the BP neural network training
were compared with the expected values, and then
the error between them was calculated.

(5) +e error obtained was propagated back from the
output layer, and the weight was corrected according
to the gradient method when it reached the first
layer, and then step (3) was repeated and
recalculated.

(6) +e above steps (1)–(5) were repeated until the error
function satisfied equation:

E �
1
2



m

i�1
yi − oi( 

2 ≤ ε. (2)

After the BP neural network had been trained according
to the above steps, the trained network model could be used
to predict the samples. Based on the measured data from
engineering project, 43 and 10 piles were, respectively, se-
lected as input and test vectors, and each pile was deter-
mined by three parameters.

+e BP algorithm with single hidden layer was
adopted in this paper. It was difficult to determine the
number of neurons in the hidden layer, and the neurons
affected the determination of accuracy to a certain degree.
If the number of neurons was too small, the algorithm had
almost no ability to train. On the contrary, if the number
of neurons was too large, the training time would be
extended, which was easy to fall into the local optimal
solution. As a result, the normal predicted values were
not available to obtain. Generally, there are three
methods to identify hidden layer neurons [39]: (1) For
FangfaGorman theory, the relation between the number
of neurons S and the input parameter N is S � log2N; (2)
for Kolmogorov theory, the relation between the number
of neurons S and the input parameter N is S � 2N+ 1; (3)
the relation between the number of neurons S and the
input parameter N and the output parameter M is S � sqrt
(0.43MN+ 0.12NN+ 2.54M+ 0.77N+ 0.35) + 0.51. +e
input parameterN was 3, and the output parameterM was
2 in this BP training; thus, the calculated S using the
above three method was, respectively, 1.58, 7, and 3.45.
Since the number of neurons needed to be an integer,
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three values of 2, 4, and 7 were selected for prediction and
the errors of them were compared in the later section.

+e transfer function in hidden layer and output layer
was S-type tangent function and logarithmic function, re-
spectively. +e network training function was “traingdx,”
gradient descent method was used during learning process,
and the learning rate was adaptive.

3.2. ImplementationofPSO-BPAlgorithm. +eprocess of the
BP algorithm optimized by PSO is shown as follows [40]:

(1) Firstly, the maximum number of iterations required,
the number of independent variables required by the
objective function, the maximum particle velocity,
and the position information of particles were set as
the whole search space. In addition, the velocity and
position coordinates were initialized randomly in the
velocity interval and search space, and each particle
was given an initialized random flight velocity.

(2) +e fitness function was defined, and each particle
would have an extreme value, which was the indi-
vidual extreme value and the optimal solution of the
unit particle.+en, a global value was found from the
optimal solution of all particles, that was, the global
optimal solution. Finally, this optimal solution was
updated after comparing with the global optimal
solution obtained in history.

(3) +e updating velocity and position [41] were, re-
spectively, shown in equations:

Vi d � ωVi d + C1random(0, 1) Pi d − Xi d( 

+ C2random(0, 1) Pg d − Xi d ,
(3)

Xi d � Xi d + Vi d, (4)

where ω is inertial factor and a nonnegative value.
When ω is large, the ability to find the global optimal
solution is strong, but the ability to find the local

optimal solution is weak. When ω is small, the ability
to find the global optimal solution is weak, but the
ability to find the local optimal solution is strong.
+erefore, the ability to find the global and local
optimal solution can be adjusted by different values
of ω. C1 and C2 are learning factors, and current
research studies [42] have investigated that a better
solution can be obtained when C1 and C2 are con-
stants. +e values of C1 and C2 are between [0, 4],
which are equal to 2 in general.+e random (0, 1) is a
random value on the interval [0, 1]. Pid is the in-
dividual extremum of i-th variable at d-dimension;
Pgd is the global optimal solution at d-dimension.

+e weights and thresholds optimized by PSO can be
assigned as initial value for training and prediction of the BP
algorithm [40]. +e detailed process is shown in Figure 8.

+e PSO-BP algorithm can be realized in two methods. (1)
By combining the powerful global searching ability of the PSO
algorithm with the local searching ability of the BP neural
network, the global searching performance of the PSO algo-
rithm is used to compensate for the topological structure,
weight, and threshold of the BP neural network, so as to op-
timize the generalization and training ability, and the overall
searching performance of the BP neural network. (2) +e BP
algorithm is added to the PSO algorithm, and the optimization
performance of the PSO algorithm is improved through the
powerful training and learning skills of the neural network,
which can reduce the huge requiredworkload and accelerate the
convergence of the PSO algorithm. In this paper, the first
method was adopted to obtain the optimal initial threshold
through the PSO algorithm, and it was assigned to the BP
algorithm to improve the efficiency and accuracy.

However, in the PSO algorithm, the convergence form of
the particle is along the orbit, and the maximum velocity of
the particle is always a finite value, which leads to certain
limitations in the search area of the PSO, which cannot
guarantee that it can search the whole feasible space, and the
global convergence will be affected [33].

3.3. Implementation of QPSO-BP Algorithm. Based on the
traditional PSO algorithm, the QPSO algorithm randomizes
the velocity of the particle. In the quantum space, the state of
the particle is not represented by position and velocity
vector, but by wave function. Due to the uncertainty
principle, the probability of a particle appearing at a certain
place x is expressed by a probability density function, and no
longer along a fixed orbit. As a result, the position of the
particle has no relationship with the previous position [43].
+e evolution equations of each dimension of the particle
state are shown by the following equations:

pi d(t) � φi dPi d(t) + 1 − φi d(t)( Pg d(t), (5)

Xi d(t + 1) � pi d(t) ±
1
2

Li d(t) × In
1

ui d(t)
 , (6)

where Pid is the attractor of the i-th particle in the evolu-
tionary iteration, Xid is the current position of the i-th
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Figure 5: +e investigation site with pile location layout of 24#
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particle, φid and uid are uniformly distributed random
numbers on [0, 1], and Lid represents the characteristic
length of the attractor and potential well, which is used to
describe the search range of a particle, and Lid can be shown
in the following equation [43]:

Li d(t) � 2α × MBPi d(t) − Xi d(t)


, (7)

where MBPi d(t) is the mean best position, and α is the
compression-expansion factor.

By substituting equations (7) into (6), the iterative
equation (8) below of quantum group evolution can be
obtained:

Xi d(t + 1) � pi d(t) ± α × |MBPi d(t) − Xi d(t) × In
1

ui d(t)
 .

(8)

+e size of the particle swarm is set as M. +e imple-
mentation of its specific steps is as follows. (1) Initialize the
particle swarm and set the maximum number of iterations.

(2) Determine and initialize the individual optimal extre-
mum and global optimal extremum of the particle swarm.
(3) +e fitness value of each particle is calculated. (4) +e
individual optimal extremum of each particle and global
optimal extremum of the particle swarm are updated. (5)
+e new position of the particle swarm is calculated
according to equation (8), and then the original particle
swarm is updated. (6) Repeat steps (2)–(5) until the fitness
values of the particle swarm meet the convergence
condition.

+e above is the principle and realization of QPSO, and
the method of using the QPSO algorithm to optimize the BP
neural network is similar to that of PSO. +e explanation in
Section 3.2 above can be used as a reference.

4. Analysis of Results

4.1. Prediction Results of Different Models. +e original 43
groups of data for training were shown in Table 1, which
were prepared to form a database to predict the other 10
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Figure 6: Schematic diagram of h1, h2, h3, h4, and H.
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groups of samples to be evaluated, where X-coordinate, Y-
coordinate, and Z-coordinate were input parameters and h4
and H were output parameters.

+e original 10 groups of data to be evaluated are shown
in Table 2.

+e first was the prediction result of the BP neural network.
As mentioned above, the number of hidden layer neurons was
calculated by three different methods, which were 2, 4, and 7,
respectively. +erefore, three different prediction results and
error comparison for h4 andH based on the number of neurons

in the hidden layer were obtained, which are shown in
Figures 9–12.

It can be known from the above figures that different
numbers of hidden layer neurons can affect the forecast results.
When the number of neurons in the hidden layer was 7, the
errors of the BP neural network in predicting h4 and H were
smaller than that of the other two neurons. +is phenomenon
indicated the forecast result of the secondmethodmentioned in
Section 3.1 named Kolmogorov theorem was the best. In ad-
dition, no matter how many neurons there were, the errors

Input transform layer Input layer Output layer Output transform layer

Hide layer

Actual outputActual input
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X2
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Figure 7: Schematic diagram of three-layer neural network transmission.
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between the prediction results of the sample using the BP neural
network algorithm and the actual values were still very large.
Especially, for the prediction results of h4, the maximum error
was up to about 41% when the number of neurons was 2 and
was up to about 31% when the number of neurons was 7.
Besides, it was found in Figures 9 and 10 that the curves of
prediction results of the BP neural network were all relatively
gentle and the basic trend was a straight line, which proved that
the BP network is easy to fall into the characteristics of searching
for local optimal solution.+erefore, in order to compensate the
lack of global search capacity of the BP network, the QPSO
algorithm was going to be employed to optimize the BP net-
work model when the number of neurons in the hidden layer
was 7.

+e linear fitting formula for predicting h4 and H had
been calculated. +e calculation results indicated that the
deviation between the prediction values and the actual values
reached 58.8%, which demonstrated the necessity of using
the QPSO-BP algorithm. In order to intuitively observe the
error comparison between different algorithms, relative
error was adopted to compare the accuracy of QPSO-BP,
PSO-BP, and FWA-BP. +e formula can be seen in the
following equation:

ER �
xp − xa





xa

, (9)

where xp is the predicted value and xa is the actual value.
+e parameter settings of the BP neural network and

QPSO algorithm were as described below. +e number of
iterations of the BP network was 1000, the training goal of
the BP network was 0.01, the learning rate of the BP network
was 0.001, the population size of the QPSO algorithmwas 20,
the dimension of the QPSO algorithm was 30, and the it-
eration termination error of QPSOwas 10−7. Compared with
other models, QPSO was simple to operate and had fewer
parameters to set.

+e predicted curves of different models are shown in
Figures 13 and 14. +e predicted error curves of different
models are shown in Figures 15 and 16.

According to Figures 15 and 16, a conclusion can be
confirmed that the relative error of QPSO-BP was the
smallest compared with that of PSO-BP, FWA-BP, and
linear fitting. In the process of predicting h4, the minimum
relative error was 9.4%, the maximum relative error was only
14.7%, and all of the errors were basically around 11%; in the
process of predicting H, the maximum relative error was
merely 2.9%, which confirmed the powerful prediction
accuracy of QPSO. Furthermore, the prediction curve of

Table 1: 43 groups of data for training.

No. Pile number Borehole number X-coordinate Y-coordinate Z-coordinate h1 (m) h2 (m) h3 (m) h4 (m) H (m)
1 3 K42 11.7510 171.2880 31.9300 0.40 12.60 3.80 6.60 23.40
2 12 K43 32.2510 174.2880 31.7000 0.70 12.10 4.50 5.90 23.20
3 27 K44 59.6510 174.2880 31.9600 1.30 12.60 3.10 6.70 23.70
4 41 K45 82.4510 175.6380 31.9200 0.80 14.20 2.70 6.90 24.60
5 51 K46 91.7000 164.9380 31.9700 0.90 12.70 3.30 7.60 24.50
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
39 15 K66 53.0730 246.5240 31.7400 1.40 12.30 2.70 6.80 23.20
40 160 K56 12.7330 204.0270 31.6100 1.30 9.00 5.50 7.60 23.40
41 151 K57 36.2730 204.9410 31.5900 1.30 11.90 3.00 7.10 23.30
42 148 K58 53.0730 203.5410 31.8600 1.20 13.30 2.10 6.80 23.40
43 139 K59 73.5230 204.9410 31.9400 1.30 4.50 9.90 7.70 23.40

Table 2: 10 groups of data for prediction.

No. Pile number Borehole number X-coordinate Y-coordinate Z-coordinate h1 (m) h2 (m) h3 (m) h4 (m) H (m)
1 314 K32 14.4510 136.7880 31.9800 0.50 11.00 4.90 8.10 24.50
2 350 K33 25.0510 124.4880 31.8700 1.20 10.60 5.20 7.40 24.40
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
9 306 K29 97.5713 103.1992 32.0300 0.40 14.30 3.90 5.90 24.50
10 269 K28 74.0510 102.5880 31.9100 1.10 13.10 5.00 5.20 24.40
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Figure 9:+e prediction curve of h4 when the number of BP neural
network neurons was 2, 4, and 7, respectively.
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QPSO-BP possessed the characteristic of fluctuation, rather
than an almost flat straight line like the BP network. +is
showed that QPSO successfully compensated for the lack of
global search characteristics of BP and was not easy to fall
into the endless loop of finding local optimal solution. After
comparison and analysis, the accuracy of these models in
descending order was QPSO-BP>PSO-BP> FWA-
BP> linear fitting.

Figure 17 shows the convergence curves of QPSO-BP,
PSO-BP, and FWA-BP. It can be seen from the figure that
the curve of decreasing fitness of QPSO-BP started to be very
smooth and tended to a fixed value after iterating for about
25 times, and then the program stopped iterating when the
number of iterations was around 143, which presented the
optimal value of QPSO-BP had been discovered. Besides,
from the comparison of the iterative curves of the other two

algorithms, it can be seen that the decline rate of QPSO in
the early stage was the fastest, and it was the first of the three
models to converge in the subsequent iterative process,
which demonstrated the capability of fast search and con-
vergence of QPSO.

+e above conclusions indicated that it was feasible to
use the QPSO-BPmethod in machine learning to predict the
buried depth of pile foundation and the fluctuation of
bearing stratum, and the particle swarm optimization al-
gorithm was already a relatively mature optimization al-
gorithm compared with many other algorithms, which was
not difficult to implement. QPSO-BP has the advantages of
fast search and fast convergence speed, simple operation,
and high precision; therefore, it was more reasonable to
apply this algorithm in this paper.
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Figure 10: +e prediction curve of H when the number of BP
neural network neurons was 2, 4, and 7, respectively.
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4.2. Error Analysis of Different Models. In order to further
prove the powerful prediction accuracy of QPSO, three
statistical test methods were, respectively, used [44–46],
namely, RMSE, MAE, andMAPE.+e three formulas can be
obtained from equations (10)–(12), and the error compar-
ison of different algorithms can be seen in Table 3 in detail.

RMSE is root mean square error, which represents the
square root of the ratio of the square deviation between the
actual value and the predicted value to the number of test
sets. It evaluates the model by the following criteria: the
smaller the value of RMSE, the smaller the error of themodel
and the higher the accuracy. When the actual value is
completely consistent with the predicted value, it means this
model is a perfect model:

RMSE �

�������������

1
n



n

i�1
xai − xpi 

2




, (10)

where xai is the actual value, xpi is the predicted value, and n
is the number of test sets.

MAE is mean absolute error, which represents the av-
erage of the absolute values of the deviations of all predicted
values and the arithmetic mean. It evaluates themodel by the
following criteria: the smaller the value of MAE, the smaller
the error of the model and the higher the accuracy. Similar to
RMSE, when the actual value is exactly the same as the
predicted value, it is also a perfect model:

MAE �
1
n



n

i�1
xai − xpi



. (11)

MAPE is mean absolute percentage error, which mea-
sures the relative errors between the average predicted value
and the actual value on the test set [40]. It evaluates the
model by the following criteria, the smaller the value of
MAE, the smaller the error of the model and the higher the
accuracy. Similar to RMSE and MAE, it is also an ideal

model when the actual value is consistent with the predicted
value:

MAPE �
100%

n


n

i�1

xai − xpi

xai




. (12)

According to the statistical tests, the minimum RMSE of
QPSO-BP was only about 0.48, that of PSO-BP was about 0.99,
and that of FWAwas about 1. 94, while themaximumRMSE of
BP reached 3.16. Similarly, theMAE andMAPE values ofQPSO
were the minimum values compared with those of the other
three models, which confirmed our checking calculation above.
Furthermore, by separately comparing the prediction results of
h4 and H, the accuracy of these models was as the following
orders, QPSO-BP>PSO-BP>FWA-BP>BP, which was also
echoed above.

Because of its high accuracy, fast convergence, and few
parameters, QPSO successfully demonstrates its advantages
in practical application.

4.3. Application of QPSO-BP in Practical Engineering. In a
practical project similar to the geological condition of the
project in Section 2.2, themethod proposed in this paper can be
adopted to predict the distribution of bearing stratum and the
buried depth of pile foundation. +e specific implementation
steps are as follows: (1) it is necessary and the most critical step
for professional personnel to conduct geotechnical investiga-
tion, which determine whether the soil properties in the area
meet the predicted conditions or not. (2) +e designers should
determine the specific location of each pile foundation in
AutoCAD based on the pile foundation design drawings and
geotechnical investigation report, and then sort out the X-co-
ordinate, Y-coordinate, and Z-coordinate, which must be based
on the geodetic origin. (3)+e QPSO-BPmodel is employed to
predict the indicators to be predicted with a method similar to
that in this paper. (4) According to the prediction results, the
length of the precast pile in the area with different bearing depth
can be determined, and then the pile number and
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Figure 14: +e prediction curve of H by using different models.
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corresponding coordinates are recorded. Finally the piles will be
driven into the soil layer one by one in the actual engineering.

5. Conclusion

It is of great significance to determine the fluctuation of bearing
stratum and the buried depth of pile foundation before con-
struction, which can effectively reduce the project cost and avoid
unnecessary losses. +e QPSO-BP model was adopted to deal
with this highly nonlinear problem, and the following part is a
summary of the specific work completed in this paper:

(1) Based on engineering examples, the BP network
model was used to predict the fluctuation of bearing
stratum and the buried depth of pile foundation in
this paper. Besides, when the number of neurons S in
the hidden layer and the input parameters N meet
S� 2N+ 1, the error of prediction results was the
minimum.

(2) +e prediction results indicated that the BP network
would easily fall into the local optimal solution, and the
error between the predicted value and the actual value
was quite large; the maximum error of which reached
about 41%when the number of neurons was 2 and 31%
when the number of neuronswas 7.+erefore, although
the predicted value of the BP neural network could be
used as a reference, its algorithm still had shortcomings
and disadvantages.+erefore, it needed to be optimized.

(3) +e QPSO algorithm was adopted to optimize the
BP network, and then the model of QPSO-BP was
no longer trapped in the infinite loop of searching
for local optimal solution. +e relative error was
merely 9.4% in predicting h4 and 2.9% in pre-
dicting H. Besides, two other optimization algo-
rithms (FWA and PSO) were used to optimize the
BP model, and the results demonstrated the high
accuracy of QPSO-BP. +e error of QPSO-BP was
the smallest of the three algorithms.

(4) +ree different statistical tests (RMSE, MAE, and
MAPE) were further employed to evaluate the accuracy
of the three models. +e calculation results of the three
statistical tests were consistent with the above, and the
accuracy followed the order of QPSO-BP>PSO-
BP>FWA-BP.

(5) All the evidence demonstrated the superiority of the
QPSO-BP model in engineering application.
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design,” Géotechnique, vol. 53, no. 10, pp. 847–876, 2003.

[2] J. R. Meyer, Analysis and Design of Pile Foundations, ASCE,
Virginia, NV, USA, 2015.

[3] Z. M. Zhang, “Achievements and problems of geotechnical
engineering investigation in china,” Journal of Zhejiang
University-Science, vol. 12, no. 2, pp. 87–102, 2011.

[4] W. Fleming, A. J. Weltman, M. F. Randolph, and K. Elson,
Piling Engineering, CRC Press, Boca Raton, FL, USA, 3rd
edition, 2009.

[5] K. J. Qi, M. J. Xu, and J. M. Zai, “Gray prediction of ultimate
bearing capacity of single pile,” Chinese Journal of Rock
Mechanics and Engineering, vol. 23, no. 12, p. 2069, 2004.

[6] X. J. Gao and X. R. Zhu, “Forecasting ultimate bearing ca-
pacity of single squeezed branch pile by hyperbola method,”
Rock and Soil Mechanics, vol. 27, no. 9, pp. 1596–1600, 2006.

[7] Y. S. Deng, W. M. Gong, and A. M. Yuan, “Research on
calculating methods for settlement of extra-long large-di-
ameter pile group,” Journal of the China Railway Society,
vol. 29, no. 4, pp. 87–90, 2007.

[8] M. Ali Ahmadi, “Applying a sophisticated approach to predict
CO2 solubility in brines: application to CO2 sequestration,”
International Journal of Low Carbon Technologies, vol. 11,
no. 3, pp. 325–332, 2016.
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Based on large-scale triaxial tests of sandy gravel materials, the strength and deformation characteristics under loading/unloading
conditions are analyzed. At the same time, the applicability of the hyperbolic constitutive model to sandy gravel is studied using
experimental data. +e results indicate that sandy gravel under low confining pressures (0.2 and 0.4MPa) shows a weak softening
trend; the higher the confining pressure, the more obvious the hardening tendency (0.6 and 0.8MPa) and the greater the peak
strength. During unloading tests, strain softening occurs, and the peak strength increases with increasing confining pressure.
During loading tests, dilatancy appears when the confining pressure is low (0.2MPa).With increasing confining pressure (0.4, 0.6,
and 0.8MPa), the dilatancy trend gradually weakens, and the cumulative volume tric strain increases, which reflects the relevance
of the stress paths.+rough research, it is found that the hyperbolic constitutive model has good applicability to sandy gravel soils,
and the corresponding model parameters are obtained.

1. Introduction

With the rapid development of rail transit, shield tunnel
construction has encountered many severe challenges in
sandy gravel strata in China. For example, the first phase of
the Luoyang Urban Rail Transit Line 2 project under con-
struction uses the shield method to cross the sandy gravel
stratum, which is particularly important for the ground
settlement, seepage damage, and the stability of the exca-
vation surface [1–3]. In addition to a large number of field
tests, the mechanical characteristics and description of the
stress-strain relationship of coarse-grained soil are hot topics
[4, 5], which can provide necessary conditions for numerical
calculations in practical engineering.

+e mechanical properties of soils are determined by
many factors, including externally applied stress, soil type,
microstructure damage [6], density, matrix suction caused
by surface tension passing through the air in unsaturated
environments [7], and temperature [8–10]. To date, many
constitutive models of saturated/unsaturated soil have been

proposed, but there are still many controversies regarding
some basic problems [9, 11], such as the selection of state
variables of stress and strain and the theoretical framework
of hydraulic coupling processes [12, 13]. Alonso et al. [14]
established a constitutive model of unsaturated soil materials
by utilizing the double-stress variables of net stress and
matrix suction. Many scholars [15, 16] have discussed the
hydraulic coupling characteristics of saturated/unsaturated
soil and even some basic thermo-hydromechanical coupling
characteristics [17, 18]. +ese theoretical studies considered
the influence of the volume water content on mechanical
properties, such as irreversible compression during drying
and changes in the water content during loading/unloading.
Based on the principle of thermodynamics, some researchers
[19–21] established the hydraulic coupling effects of three-
phase unsaturated soil by analyzing the thermodynamic
potential of the solid-liquid-gas phase and dissipated energy.
Recently, Bai et al. [22] proposed a thermo-hydromechanical
constitutive model for geomaterials in view of the concept of
particle rearrangement during the thermodynamic process
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of porous granular materials, which is contributed to un-
derstand the mechanical properties of the particle move-
ment of sandy gravel soils from the microscopic point of
view.

For subway tunnel projects in sandy gravel strata
[23–25], when discussing settlement control and deforma-
tion characteristics, the constitutive relationship of sandy
gravel is rarely mentioned, and the commonly used
Mohr–Coulomb relationship is still utilized [26]. +e actual
sandy gravel is a kind of coarse-grained soil; however, it is
not reasonable to use the Mohr–Coulomb relationship.
+erefore, it is particularly important to study the defor-
mation characteristics of shield tunneling in sandy gravel
formations and to determine the appropriate constitutive
model and parameters [27, 28]. It has important engineering
significance in stratum settlement control and station
foundation pit excavation [29].

In this paper, a large-sized laboratory triaxial shear test is
carried out on sandy gravel soil taken from the Luoyang
subway site, and then triaxial shear tests on sandy gravel
under different confining pressures are carried out to de-
termine the appropriate sandy gravel constitutive model as
well as the model parameters accordingly. +is work can
help with engineering design and practice. +e established
constitutive model can well reflect the loading process and
unloading process of sandy gravel soil, which is also used for
the numerical calculation during the unloading process in
the shield tunnel excavation process.

2. Experiments of Large SandyGravel Soil under
a Complex Stress Path

2.1. Test Schemes. +is paper selects sandy gravel soil
samples from the first phase of the project of Luoyang Urban
Rail Transit Line 2 to conduct a large-scale triaxial test. +e
purpose is to investigate two typical stress state change
processes (namely, loading and unloading stress paths) and
then determine the stress-strain relationship characteristics
and volumetric strain-axial strain characteristics, as well as
the seepage effect [30, 31] and damage mechanism of the soil
layer [24, 32, 33].

Actually, the stress and deformation state changes of the
surrounding stratum are very complicated during the shield
tunnel excavation process [34, 35], even related to the effect
of environmental temperature [36, 37] and the thermal-
mechanical behavior of tunnel lining segments [38, 39]. For
simplicity, this test simulates two extreme stress path change
processes, namely, active failure and passive failure of the
excavation surface. +e specific test scheme is shown in
Table 1, including 2 groups of tests. Among them, the sample
size is 30 cm in diameter and 70 cm in height, and the test
confining pressure is determined by the actual stress state at
the site to be 200, 400, 600, and 800 kPa. +e loading/
unloading tests were accomplished by the stress-controlled
method, and the shear rate was 0.2 kPa/s. +is test primarily
studies the strength and deformation characteristics of sandy
gravel under triaxial compression and unloading conditions.

2.2. Preparation of Soil Samples. +e soil layer in the project
area is composed of silty clay, silt soil, a sand layer, and a
gravel soil layer, which is a multilayer structure. According
to the actual situation of the project, samples were taken at a
depth of 10m, and the dry density was controlled to be
2.27 g/cm3.

+rough particle analysis, the maximum particle size of
sandy gravel tested was 80mm, and its characteristic particle
size is shown in Table 2.+e inhomogeneity coefficient of the
soil is greater than 10, and the curvature coefficient is be-
tween 1 and 5. It belongs to coarse-grained soil with good
gradation.

+e test equipment was an SJ70 large-scale high-pressure
triaxial shear tester. +e test specimen has a diameter of
300mm and a height of 700mm. According to the sampling
and sieving situation, the gravels that exceed the particle size
limit of 60mm account for only approximately 5%, so a
particle size of 40−60mm was used instead. +e sample was
prepared by splitting the soil into 5 layers. +e sample
preparation method uses a vibrator to vibrate. +e static
pressure of the vibrator bottom plate is 14 kPa, and the
vibration frequency is 40Hz. +e vibration time is deter-
mined according to the dry density of the sample.

According to the actual engineering conditions and the
high water permeability of sandy gravel, this test adopts the
consolidated drained shear (i.e., CD) test. +e sample sat-
uration method adopts the suction saturation method.

3. Test Results and Analysis

3.1. Stress-Strain-Strength Characteristics. From the stress-
strain relationship curves of sandy gravel in Figures 1 and 2,
under the condition of the same shear rate, sandy gravel is
loaded under low confining pressure (0.2 and 0.4MPa),
showing a weak softening trend. +e higher the confining
pressure, the more obvious the hardening tendency (0.6 and
0.8MPa) and the greater the peak strength. For the
unloading test, there is a more obvious softening phe-
nomenon, and as the confining pressure increases, the peak
value becomes more obvious. +e deviator stress-strain
curves of the two groups of sandy gravels show a strong
nonlinear relationship when the stress and strain reach a
certain value.

3.2. Volume Deformation Characteristics. Figures 3 and 4
give the εv − εa relationship of sandy gravel when loading
and unloading under different confining pressures. From
Figure 3, under conditions of low confining pressure
(0.2MPa), sandy gravels exhibit shear shrinkage first and
then dilatancy. As the confining pressure increases (0.4, 0.6,
and 0.8MPa), the dilatancy trend gradually weakens, and the
cumulative body strain increases. Under unloading condi-
tions (Figure 4), the main manifestation is dilatancy, and
with increasing confining pressure, the dilatancy phenom-
enon becomes more obvious, which fully reflects the rele-
vance of the stress path.
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Table 1: Test schemes for large-size specimens.

Test number Load path Loading/unloading Confining pressure (kPa) Number of soil samples

1 σ3 � constant, Loading 200, 400, 600, 800 4σ1 � increases

2 σ1 � constant, Unloading 200, 400, 600, 800 4σ3 � decreases

Table 2: Particle gradation of sandy gravel samples.

Particle size (mm) 80 60 20 10 5 1 0.5 0.25 0.1
Cumulative percentage (%) 100 96.9 58.9 42.9 34.5 30.5 29.1 16.85 0
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Figure 1: Axial stress-strain curve of sandy gravel soil under
loading conditions.
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Figure 2: Axial stress-strain curve of sandy gravel soil under
unloading conditions.
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Figure 3: Curve of volumetric strain-axial strain under loading
conditions.
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Figure 4: Curve of volumetric strain-axial strain under unloading
conditions.
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4. Constitutive Model of Sandy
Gravel Considering the Loading/
Unloading Process

Kondner [40] thought that the hyperbola can be used to fit
the general triaxial test (σ1 − σ3)-ε1 curve, namely,

σ1 − σ3(  �
εa

a + bεa

, (1)

where a and b are test constants.
For the conventional triaxial shear test, εa � ε1. Later,

Duncan and Chang [41] proposed a widely used nonlinear
elastic model, namely, the Duncan–Changmodel, which was
developed widely [42].

4.1. Conventional Triaxial Loading Test. Under conventional
triaxial loading conditions, (1) can be written as

ε1
σ1 − σ3( 

� a + bε1, (2)

where a is the intercept of the line and b is the slope of the
line.

Obviously, there is an approximately linear relationship
between ε1/(σ1 − σ3) and ε1. In the conventional triaxial shear
test, the tangent elastic modulus can be expressed as

Et �
d σ1 − σ3( 

dε1
,

�
a

a + bε1( 
.

(3)

When ε1 � 0 and Et � Ei, the combination of (3) leads to

Ei �
1
a

. (4)

When ε1⟶∞, from (1), we can get

σ1 − σ3( ult �
1
b
. (5)

In (4) and (5), a represents the reciprocal of the initial
elastic modulus Ei, and b represents the reciprocal of the
ultimate deviator stress (σ1 − σ3)ult corresponding to the
asymptote of the hyperbola.

In the conventional triaxial test, the shear strength
(σ1 − σ3)f is determined according to the stress value cor-
responding to the strain value ε1 � 15%; for the stress-strain
curve with a peak value, it generally takes its strength, that is,
(σ1 − σ3)f � (σ1 − σ3)peak.

In this way, the damage ratio Rf can be defined as

Rf �
σ1 − σ3( f

σ1 − σ3( ult
. (6)

Considering (5), one has

b �
1

σ1 − σ3( ult
,

�
Rf

σ1 − σ3( f

.

(7)

Consider Et as a function of stress, which can be obtained
by transforming (2):

ε1 �
a σ1 − σ3( 

1 − b σ1 − σ3( 
. (8)

Substituting (8) into (3), we get

Et �
1

a 1/ 1 − b σ1 − σ3( (  
2. (9)

Substituting (4) and (7) into (9), we can get

Et � Ei 1 − Rf

σ1 − σ3( 

σ1 − σ3( f

⎡⎣ ⎤⎦
2

. (10)

According to the Mohr–Coulomb strength criterion,
there is

σ1 − σ3( f �
2c cos φ + 2σ3 sin φ

1 − sin φ
. (11)

+e expression of the initial elastic modulus Ei with
consolidation pressure σ3 can be described as

Ei � Kpa

σ3
pa

 

n

, (12)

where pa is the atmospheric pressure (pa � 101.4 kPa) and K
and n are experimental parameters, representing the in-
tercept and slope of the straight line between log (Ei/pa) and
log (σ3/pa).

Substituting (11) and (12) into (10), we can obtain

Et � Kpa

σ3
pa

 

a

1 − Rf

σ1 − σ3( (1 − sin φ)

2c cos φ + 2σ3 sin φ
 

2

. (13)

In (13), the tangent elastic modulus Et contains five
material parameters (K, n, c, φ, and Rf ). +ere is a hyperbolic
relationship between the axial strain ε1 and the confining
strain −ε3 based on the conventional triaxial loading test data
of the soil (Figure 5).

+e hyperbolic equation shown in Figure 5(a) can be
written as

ε1 �
−ε3

f + D −ε3( 
. (14)

+e linear equation in Figure 5(b) can be written as

−
ε3
ε1

  � f + D(−ε3)

� f − D(ε3).

(15)

When ε3 � 0, −ε3/ε1 � f� ]i is initial Poisson’s ratio; when
−ε3⟶∞, D� 1/(ε1)ult. +e triaxial shear test shows that
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initial Poisson’s ratio is related to the confining pressure
[9, 12]. As shown in Figure 5(c), it is assumed that

]i � f,

� G − Flg
σ3
pa

 ,

(16)

where G and F are test constants.

+e difference of (14) induces

υt �
−dε3
dε1

,

�
υi

1 − Dε1( 
2.

(17)

Substituting (8) and (16) into (17), we get

vt �
G − Flg σ3/pa( 

1 − D σ1 − σ3( / Kpa σ3/pa( 
n 1 − Rf σ1 − σ3( (1 − sin φ)( / 2c cos φ + 2σ3 sin φ(    

2. (18)

4.2. Conventional Triaxial Unloading Test. Assuming that
the soil is an isotropic medium, according to the generalized
Hooke’s law, the stress-strain relationship can be written as

Et �
Δσa Δσa + Δσr(  − 2Δσ2r
Δεa Δσa + Δσr(  − 2Δεrσr

, (19)

where Δσa �Δσ1 is the axial stress increment, Δσr �Δσ3 is
the lateral stress increment, Δεa �Δε1 is the axial strain
increment, and Δεr �Δε3 is the lateral strain increment.

WhenΔσa � 0 andΔσr≠ 0, the tangent elastic modulus Et
can be written as

Et �
12Δσr

Δεa − 2Δεr

,

�
z 2 σa − σr(  

z εa − 2εr( 
.

(20)

Referring to the derivation process of the triaxial loading
test, under the condition of lateral unloading, the

relationship curve of 2(σrc − σr)− (εa − 2εr) is still satisfied
with a hyperbolic relationship, namely, (εa − 2εr)/
2(σrc − σr)− (εa − εr).

Use (12) to establish the relationship between the initial
tangent elastic modulus Ei and the axial consolidation
pressure σac. Here, Ei is actually the slope of the curve be-
tween 2(σrc − σr) and (εa − 2εr) at the origin of the curve.
Hence,

Ei � Kpa

σac

pa

 

n

. (21)

During lateral unloading, the failure deviator stress can
be deduced:

σa − σr( f �
2c cos φ + 2σac sin φ

1 + sin φ
. (22)

Because σa � σac is a constant during lateral unloading, it
can be obtained from (20):

O

1

1/v1

–ε3

ε 1

(a)

1

D

f =
 v 1

–ε
3/
ε 1

O –ε3

(b)

v1

G

F

1.0 2.0 5.0 10.0
σ3/pa

(c)

Figure 5: Determination of the relevant parameters of tangent Poisson’s ratio: (a) ε1 and −ε3, (b) −ε3/ε1 and −ε3, and (c) ] and log(σ3/Pa).
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Et � Kpa

σac

pa

 

n

1 − Rf

σrc − σr( (1 + sin φ)

2c cos φ + 2σac sin φ − σac − σrc( (1 + sin φ)
 . (23)

+e tangential elastic modulus Et of the triaxial
unloading test still contains 5 material constants (i.e., K, n, c,
φ, and Rf ). Comparing the unloading and loading paths, it
can be seen that the axial strain ε1 increases and ε3 decreases.
+at is, the two effects on the test results are the same. From

this point of view, the calculation formula of Poisson’s ratio
for loading and unloading tests is the same. +erefore, the
final expression of tangent Poisson’s ratio in the unloading
test is

vt �
G − Flg σ3/pa( 

1 − D σ1 − σ3( / Kpa σ3/pa( 
n 1 − rf σ1 − σ3( (1 − sin φ)( / 2c cos φ + 2σ3 sin φ(    

2. (24)

5. Determination of Loading/
Unloading Parameters

5.1. Parameters of the Triaxial Loading. According to the
stress-strain relationship shown in Figure 2, three groups of
confining pressures and corresponding failure stresses
(σ1 − σ3)f are obtained, as shown in Table 3. +us, we can
obtain the cohesive force c� 19.2 kPa and the friction angle
φ� 40°. In the coordinates of ε1 and ε1/(σ1 − σ3), the rela-
tionship between the two is approximately linear (Figure 6).
In Figure 6, a and b are the intercept and slope obtained by
fitting a straight line. Combining equation (24), the Ei value
can be obtained as shown in Table 4.

Figure 6 indicates that ε1 and ε1/(σ1 − σ3) of sandy gravel
have a good linear relationship, which means a hyperbolic
relationship between shear stress and strain. +e determi-
nation parameter R2 values are all greater than 0.98, and the
hyperbolic model has better applicability. Combining (7)
can calculate the values of Rf to be 0.91, 0.93, and 0.92, and
the average value is 0.92.

According to (12), the following expression can be
obtained:

lg
Ei

pa

  � lgk + nlg
σ3
pa

 . (25)

From the results in Table 4, three sets of Ei and σ3 values
can be obtained. According to the fitting results, we can
obtain the intercept K� 97 and the slope n� 0.538.
According to the relationship between the axial strain of
sandy gravel and the volume tric strain, the relationship of
−ε3/ε1 and −ε3 can be obtained as shown in Figure 7. Figure 7
indicates that there is a good linear relationship between −ε3/
ε1 and −ε3. By fitting the result to a straight line, the average
value of the slope D is 0.07.

According to the three groups of values of vi and σ3 in
Figure 7, the relationship between vi and log(σ3/pa) is shown
in Figure 8. Due to vi � G − Flg(σ3/pa), the parameters
G� 0.49 and F� 0.186 can be obtained.

5.2. Parameters for Triaxial Unloading. A large number of
experimental studies [13–15] show that the cohesion c and

the friction angle φ in the unloading test are equal to those in
the load test, that is, the cohesion c is 19.2 kPa and the
friction angle φ is 40°. +e damage ratio Rf of the unloading
test is consistent with (26). In the coordinates (ε1 − 2ε3)/
2(σ1 − σ3)− (ε1 − 2ε3) (Figure 9), the linear fitting results are
poor. +is is because high or low stress levels will cause the
test point to deviate from the straight line.

+e relevant values obtained according to this method
are shown in Table 5, and the fitted straight line relationship
is shown in Figure 10. Combining the stress paths of the
unloading test, there are

Ei �
1
a

, (26)

2 σ1 − σ3( ult �
1
b
, (27)

where a and b are the intercepts and slopes obtained by
fitting in Figure 4.

Combining the results in Figure 4, the relevant pa-
rameters of the unloading test and Ei and Rf can be obtained
(Table 6). Finally, the average value of Rf in the sandy gravel
unloading test can be obtained from Table 6, namely,
Rf � 0.43. Using (21), the following equation can be
obtained:

lg
Ei

pa

  � lgK + lg
σ1
pa

 , (28)

where K represents the intercept and n represents the slope.
According to Table 6, three groups of Ei and σ1 values

can be obtained to fit a straight line, and the expression is

lg
Ei

pa

  � 1 · 6322 + 0 · 759lg
σ1
pa

 . (29)

Comparing (28) and (29), we can obtain that intercept
K� 43 and slope n� 0.759. Finally, the parameters G, F, and
D related to tangent Poisson’s ratio are determined. Figure 5
shows the relationship between the axial strain and the body
strain and the relationship between −ε3/ε1 and −ε3
(Figure 11).
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Figure 11 indicates that there is an obvious linear re-
lationship between −ε3/ε1 and −ε3, indicating that the as-
sumption that the axial strain ε1 and the lateral strain ε3 are
hyperbolic in the unloading test is applicable. +e average
value of the slope D of the fitted straight line is −0.015.
According to Figure 11, three groups of values of vi and σ3

Table 3: Failure stress under loading conditions.

σ3 (kPa) (σ1 − σ3)f (kPa) (σ1)f (kPa)
200 800 1000
400 1529 1929
600 2238 2838
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Figure 6: Relationship between ε1 and ε1/(σ1−σ3).

Table 4: Model parameters of the triaxial loading test (unit: MPa).

σ3 a b Ei
0.2 0.0084 1.1296 119.05
0.4 0.0074 0.6102 135.14
0.6 0.0061 0.4091 163.93
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Figure 7: Relationship between −ε3/ε1 and −ε3.
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Figure 8: Relationship between vi and log(σ3/Pa).
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Table 5: Failure stress under unloading conditions.

ε1
ε1 − ε3 ε1 − 2ε3

(ε1 − 2ε3)/
2(ε1 − ε3)

70% 90% 70% 90% 70% 90%
0.2 0.29 0.37 1.9 3.8 3.3 5.2
0.4 0.55 0.7 2.48 5.2 2.2 3.7
0.6 0.75 0.97 3.4 6.2 2.0 3.14
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Table 6: Model parameters of the triaxial unloading test (unit: MPa).

σ1 a b Ei Rf

0.2 0.014 1 71.43 0.42
0.4 0.0078 0.56 128.21 0.43
0.6 0.0062 0.41 162.60 0.43

0 2 4 6 8

 0.2
 0.4
 0.6

σ3 (MPa)

–ε3 (%)

0.0

0.2

0.4

0.6

0.8

1.0

–ε
3/
ε 1

Figure 11: Relationship between −ε3/ε1 and −ε3.
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can be obtained, and the corresponding relationship be-
tween vi and log(σ3/pa) can be drawn, as shown in Figure 12.

Due to

vi � G − Flg
σ3
pa

 , (30)

the equation of the fitted straight line in Figure 12 is

vi � 0 · 47 + 0 · 145lg
σ3
pa

 . (31)

Comparing (30) and (31), the value of G is 0.47, and the
value of F is −0.145.

5.3.8eTangent ElasticModulus and Tangent Poisson’s Ratio.
For triaxial loading, according to the relevant parameters
determined above, the tangent elastic modulus Et and
tangent Poisson’s ratio vt of sandy gravel under triaxial
loading can be obtained as

Et � 97pa

σ3
pa

 

0·538

1 − 0 · 92
σ1 − σ3( (1 − sin φ)

38 · 4 cos 400 + 2σ3 sin 400
 , (32)

vt �
0 · 49 − 0 · 186lg σ3/pa( 

1 − 0 · 07 σ1 − σ3( /97pa σ3/pa( 
0·538 1 − 0 · 92 σ1 − σ3( (1 − sin φ)( / 38 · 4 cos 400 + 2σ3 sin 400    

2. (33)

For triaxial unloading, Et and vt during the unloading
test are

Et � 43pa

σ3
pa

 

0·759

1 − 0 · 43
σ1 − σ3( (1 − sin φ)

38 · 4 cos 400 + 2σ3 sin 400
 

2

, (34)

vt �
0 · 47 + 0 · 145lg σ3/pa( 

− 0 · 015 σ1 − σ3( ( /43pa σ3/pa( 
0·759 1 − 0 · 43 σ1 − σ3( (1 − sin φ)( / 38 · 4 cos 400 + 2σ3 sin 400   

2. (35)

6. Conclusions

Consolidation and drainage shear tests of sandy gravel under
different confining pressures under loading/unloading
conditions are carried out. +e differences in the strength
and deformation of sandy gravel are analyzed. In using the
proposed model, the parameters are few and can be obtained

from normal geotechnical tests, which has high application
value in practical engineering. +e main conclusions drawn
are as follows:

(1) +e relationships between σ1 − σ3 and ε1 and εv and
εa of sandy gravel soil under loading conditions are
all nonlinear. +e smaller the confining pressure, the

1 2 3 4 5 6 7 8

0.45
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y = 0.4652 + 0.1452x
R2 = 0.9908

0.40

0.50

0.55

0.60

v i

Figure 12: Relationship between vi and log(σ3/pa).
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weaker the stress-strain relationship. +e stress-
strain relationship exhibits a softening phenomenon,
and the bulk strain undergoes dilatancy deformation.
In contrast, it shows strain hardening and shear
shrinkage deformation.

(2) Under unloading conditions, the sandy gravel soil
softens significantly with increasing confining
pressure, and the peak strength increases. In the
meantime, the tric strain response exhibits dilatancy
characteristics. +e strength and deformation
characteristics of sandy gravel soil have a high de-
pendence on the stress path.

(3) +e Duncan–Chang hyperbolic model has good
applicability for simulating sandy gravel soils, and
the model parameters are calculated according to the
test results, which can provide help for engineering
design and practice.
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Bridges in a marine environment have been suffering from the chloride attack for a long period of time. Due to the fact that different
sections of piers may be exposed to different conditionals, the chloride-induced corrosion not only affects the scale of the deterioration
process but also significantly modifies over time the damage propagation mechanisms and the seismic damage distribution. In order to
investigate the seismic damage of existing RC bridges subject to spatial chloride-induced corrosion in a marine environment, Duracrete
model is applied to determine the corrosion initiation time of reinforcing steels under different exposure conditionals and the
degradation models of reinforcing steels, confined concrete, and unconfined concrete are obtained based on the previous investigation.
According to the seismic fragility assessment method, the damage assessment approach for the existing RC bridges subject to spatial
chloride-induced corrosion in a marine environment is present. Moreover, a case study of a bridge under two kinds of water regions
investigated the influence of spatial chloride-induced corrosion on the seismic damage of piers and other components.&e results show
that the spatial chloride-induced corrosion may result in the section at the low water level becoming more vulnerable than the adjacent
sections and the alteration of seismic damage distribution of piers.&e corrosion of pier will increase the seismic damage probability of
itself, whereas it will result in a reduction of seismic damage probability of other components.Moreover, the alteration of seismic damage
distribution of piers will amplify the effect. Due to the fact that the spatial chloride-induced corrosion of piers may alter the yield
sequence of cross section, it then affects the seismic performance assessment of piers. Amethod to determine the evolution probability of
yield sequence of corroded piers is proposed at last. From the result, the evolution probability of yield sequence of piers in longitudinal
direction depends on the relationship between the height of piers and submerged zone. Moreover, the height of piers, submerged zone,
and tidal zone have a common influence on the evolution of yield sequence of piers in transversal direction.

1. Introduction

In the past decades, many coastal bridges have been built in
different countries with long coastlines to meet the growing
requirement of fast transport and economic development.
Overall, most of these bridges are reinforced concrete
structures and are located in the severe marine environ-
ments. Under such environments, chloride-induced cor-
rosion is a major environmental stressor for RC bridges,
because it may result in the decrease of the effective cross-
sectional area of the reinforcing steels and the deterioration
of the mechanical properties of reinforcing steels and
concrete. Obviously, the performance of coastal bridges is
expected to be significantly affected by chloride-induced
corrosion. &erefore, it is of interest to investigate the effects

of chloride-induced corrosion on the performance of aging
RC bridges in marine environments and to improve the
performance level of these bridges with the corrosion effects.

On the other hand, chloride-induced corrosion may also
result in the decrease of the seismic performance of aging RC
bridges; thereby bridges exhibit different seismic damage
probability as time increases. In this respect, many studies
have focused on the seismic damage assessment of RC
bridges with chloride-induced corrosion. Choe et al. [1]
developed the probabilistic drift and shear force capacity
models for corroding reinforced concrete columns to predict
the service-life and life-cycle cost of the columns. Kumar
et al. [2] assessed the seismic damage probability of the aging
bridges with the cumulative seismic damage and chloride-
induced corrosion. Alipour et al. [3] investigated the effects
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of reinforcement corrosion on the seismic damage proba-
bility of the aging bridge in California with different
structural parameters. &anapol et al. [4] developed the
seismic fragility curves of the deteriorating piers through the
field instrumentation of the corrosion measurements. Cui
et al. [5] applied an improved deterioration model of the
reinforced concrete steel to carry out the seismic fragility
analysis of the reinforced concrete bridges with the marine
chloride-induced corrosion. Panchireddi and Ghosh [6]
proposed an analytical strategy to consider the deterioration
of the damaged bridge through updating the pier section
properties. Zhang et al. [7] proposed a seismic risk assess-
ment method for the corrosion RC bridges with shear-
critical columns. Crespi [8] presented a procedure for the
collapse mechanism evaluation of the existing reinforced
concrete motorway bridges under horizontal loads.

Overall, the previous studies have enriched the knowl-
edge of the seismic damage assessment of aging RC bridges.
However, only uniform exposure condition was considered
in these studies when performing the seismic damage as-
sessment of aging RC bridges with the corrosion effects. In
fact, exposure conditions exhibit significant spatial variation
characteristic along the pier direction for many coastal
bridges, and the nonuniform degradation phenomenon
occurs in the corroded piers, resulting in the nonuniform
distribution of seismic damage of piers. Obviously, these
studies may be inappropriate and/or inadequate to com-
pletely investigate probabilistic seismic damage of aging RC
bridges and to reveal the effects of spatial chloride-induced
corrosion. On the other hand, the knowledge of plastic
hinges of piers will contribute to the ductile seismic design of
RC bridges. Recently, Yuan et al. [9] investigated the damage
characteristics of the coastal bridge piers suffering non-
uniform corrosion by the shaking table tests. However, the
yield characteristic of piers subject to the spatial chloride-
induced corrosion has not been comprehensively investi-
gated in the previous studies, and the evolution mechanism
of yield sequence of corroded piers has not been clarified.

In this study, the probabilistic seismic damage assessment of
aging RC bridges subject to spatial chloride-induced corrosion
in marine environments is presented. Overall, the major ob-
jectives of this study are threefold: (1) to develop a probabilistic
seismic damage assessment procedure for aging RC bridges
suffering spatial chloride-induced corrosion, (2) to reveal the
effects of spatial chloride-induced corrosion on the seismic
damage characteristics of piers and other components, and (3)
to discuss the evolution probability of yield sequence of piers
subject to spatial chloride-induced corrosion. &e paper is
organized as follows: In Section 2, we describe the corrosion
process of reinforcing steels and degradation properties of
various materials under different marine exposure conditions.
Section 3 presents the probabilistic seismic damage assessment
procedure for aging RC bridges subject to spatial chloride-in-
duced corrosion. Subsequently, details of the case study bridge
are described in Section 4, and the finite element models are
developed. In Section 5, the corrosion level and seismic capacity
of RC piers in different exposure conditions are investigated.
Moreover, the seismic damage of piers and other components is
discussed in Section 6. Furthermore, a method to determine the

evolution probability of yield sequence of piers subject to spatial
chloride-induced corrosion is proposed in Section 7. A brief
summary of the results is presented in Section 8.

2. Chloride-Induced Corrosion Effects

&e coastal bridges are often exposed to high concentrations of
chloride ions. &e concentration gradient between the exposed
surface and the pore solution of the cement makes the chloride
ions penetrate from the external environment through the
concrete cover and reach the surface of reinforcing steels.
Moreover, the chloride ions decrease the pH in the concrete and
break down the passive film of reinforcing steels, resulting in the
corrosion of reinforcing steels and the damage of concrete. In
this section, the corrosion processes of reinforcing steels and the
deterioration mechanism of RC members are presented.

2.1. Corrosion InitiationTime. &e corrosion initiation time is
an important parameter during the chloride-induced corrosion
process of RCmembers, which can be defined as the time when
the chloride ions concentration near reinforcing steels reaches a
threshold concentration Ccr. To calculate the corrosion initi-
ation time, it is necessary to describe the diffusion process of
chloride ions and determine the chloride ions concentration at
different depths of RC members. In this respect, Duracrete
provided a probabilistic model to predict the chloride con-
centration in the concrete by taking into account the time-
dependent characteristics of chloride diffusion, as well as the
different types of uncertainties associated with themodelling of
these complex processes [10]. &e chloride concentration at
depth x after time t can be expressed as follows:

C(x, t) � Ccs 1 − erf
x

2
����������������

kektkcD0 t0( 
n
(t)

1−n
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦, (1)

where erf(θ) � (2/
��
π

√
) 

θ
0 e−t2dt is the error function; D0 is

the empirical diffusion coefficient; ke is an environmental
coefficient; kt represents the influence of test methods on
determining D0; kc is a coefficient that accounts for the
influence of curing; t0 is the reference period for D0; n is the
age factor; Ccs is the chloride concentration at concrete
surface and can be represented as

Ccs � Acs

w

b
  + εcs, (2)

where w/b is the water binder ratio and Acs and εcs are the
model parameters.

If the cover depth of reinforcing steels dc is known, the
corrosion initiation time can be determined as follows:

Tcor �
d2

c

4kektkcD0 t0( 
n erf −1 Ccs − Ccr

Ccs

  

−2⎧⎨

⎩

⎫⎬

⎭

(1/(1− n))

.

(3)

For many coastal bridges, the bottom of piers may be
submerged in the water, whereas the middle and top of piers
are exposed to chloride dry-wet cycle and atmosphere en-
vironment, respectively. &e discrepancies of humidity,
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temperature, oxygen, and chloride concentration will cause
the different corrosion initiation time of reinforcing steels in
various marine exposure conditions. &erefore, the corro-
sion level of reinforcing steels is highly dependent on the
type of exposure conditions. Overall, four categories of
exposure conditions are included in the Duracrete model:
(a) submerged zone, (b) tidal zone, (c) splash zone, and (d)
atmospheric zone. Table 1 summarizes the statistical pa-
rameters for corrosion coefficients in the Duracrete model.

2.2.CorrosionPropagation. Generally, the corrosion form of
reinforcing steels can be divided into two types: uniform
corrosion and pitting corrosion (Figure 1). &e former is
caused by carbonation, whereas the latter is caused by
chloride penetration [11]. &erefore, the pitting corrosion is
considered during the corrosion analysis in this study.

&e classical model proposed by Val and Melchers
simplified the geometry of pitting into a quadrilateral form
approximately to consider the reduction of reinforcement
area [12]. &e time-dependent residual cross-sectional area
of a reinforcing steel with pitting corrosion Ares(t) can be
represented as follows:

Ares(t) � 1 − Qcor(t) A0 � A0 − Acor,p(t) , (4)

where Qcor(t) is the time-dependent percentage mass loss of
corroded reinforcing steels; A0 is the initial cross-sectional area
of reinforcing steels; Acor,p(t) is the time-dependent pitting
area of reinforcing steels and it can be calculated as follows:

Acor,p(t) �

A1 + A2, P(t)≤
ds0�
2
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2
s0
4

− A1 + A2,
ds0�
2

√ <P(t)≤ ds0,

πd
2
s0
4

, P(t)≥ ds0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

A1 �
1
2

θ1
ds0

2
 

2

−
b

2

�������

d
2
s0 − b

2


⎡⎣ ⎤⎦,

A2 �
1
2

θ2P(t)
2

−
bP(t)

2

ds0
 ,

(6)

θ1 � 2arcsin
b

ds0
 ,

θ2 � 2arcsin
b

2P(t)
 ,

b � 2P(t)

����������

1 −
P(t)

ds0
 

2




,

(7)

where ds0 is the initial diameter of reinforcing steels; P(t) is
the time-dependent pitting depth, and it can be expressed by

P(t) � R 
t

Tcor

λ(t)dt, (8)

where is λ(t) is uniform corrosion rate; R is pitting factor,
which represents the ratio of maximum pit depth to average
depth considering uniform corrosion.

A Gumbel (Extreme Value Type I) distribution can be
applied to predict the pitting factor of reinforcing steels [13].
Consequently, the statistical parameters of R can be cal-
culated as

μ � μ0 +
1
α0

ln
AU

A0
 , (9)

α � α0, (10)

where μ0 and α0 are the scale and location parameters in the
Gumbel distribution, respectively; A0 is taken as the surface area
of reinforcing steels with 125mm length and 8mmdiameter;AU

is the surface area of reinforcing steels with other sizes.
In theory, the uniform corrosion rate of reinforcing

steels λ(t) is related to the corrosion current density. &e
corrosion current density will reduce and approach a
constant level with the development of corrosion. Moreover,
the unconfined concrete cracking will lead to easier ingress
of chlorides, oxygen, and water, entailing the corrosion rate
of reinforcement undergoing a large continuous increase
after crack initiation and subsequent crack growth [14, 15].
To fully consider these effects, an improved time-dependent
uniform corrosion rate model is proposed by Cui et al. [5]
based on the Vu and Stewart model [16]:

λ(t) �

λ′(t), Tcor < t<Tcr,

t − Tcr(  4.5 − 26λ′ TWcr(  λ′ TWcr(  + TWcr − t( λ′ Tcr( 

TWcr − Tcr

, Tcr < t<TWcr,

4.5 − 26λ′(t) λ′(t), TWcr < t,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

λ′(t) � 0.0116 × 0.85 ×
37.8(1 − w/c)

− 1.64

dc

× t − Tcor( 
− 0.29

, (12)

where w/c is the water cement ratio; Tcr and TWcr are initial
cracking time and initiation of severe cracking time,

respectively. &e detailed calculation method is illustrated in
[5].
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2.3. Material Properties. As stated, chloride-induced cor-
rosion will affect the effective sectional area and mechanical
properties of reinforcing steels. Moreover, the expansive
pressure localized at the interface between reinforcing steels
and concrete can also result in the cracking and spalling of
concrete cover. At the same time, the deterioration of
transverse reinforcement may reduce the lateral confine-
ment of core concrete, resulting in the decrease of strength
and ultimate strain of confined concrete. To fully consider
the overall performance of corroded RC members, the
degradation properties of reinforcing steels, concrete cover,
and confined concrete should be determined.

2.3.1. Reinforcing Steels. Du et al. [17] proposed a linear
strength reduction model as a function of the percentage
mass loss Qcor of corroded reinforcing steels:

f � 1 − βQcor f0, (13)

where f0 and f are the strength of uncorroded and corroded
reinforcing steels, respectively; β is coefficient of strength
degradation, which is taken as 0.49 for the yield strength and
0.65 for the ultimate strength.

2.3.2. Concrete Cover. &e reduction in concrete cover
strength fc can be calculated as follows [18]:

fc �
fc0

1 + Kε1/ε0
, (14)

where fc0 is the peak compressive strength of the un-
damaged concrete; K is a coefficient related to the roughness
and diameter of reinforcing steels, which can be 0.1 for
medium diameter ribbed reinforcing steels [19]; ε0 is the
strain at peak stress in compression; ε1 is the average tensile
strain of cracked concrete perpendicular to the direction of
stress, which can be calculated as follows:

ε1 �
nbarsκw ΔAs − ΔAs0( 

b0
, (15)

where b0 is the width of pristine cross section; nbars is the
amount of longitudinal reinforcement in compressed re-
gions; κw is the empirical coefficient, which is taken as
0.0575mm−1; ΔAs is the area loss of reinforcing steels; ΔAs0
is the critical area loss of reinforcing steels for cracking
initiation, which can be evaluated as [20]

ΔAs0 � As − As 1 −
δ 7.53 + 9.32dc/ds0( 

1000ds0
 

2

, (16)

where δ is the pitting concentration factor, which is taken as
4 to 8; As is the area of pristine cross section.

Table 1: Statistical parameters for corrosion coefficients in the Duracrete model.

Parameter Distribution type
Atmospheric Splash Tidal Submerged

Mean Std. Mean Std. Mean Std. Mean Std.
D0(w/b � 0.4) Normal 220 25.4 220 25.4 220 25.4 220 25.4
D0(w/b � 0.45) Normal 315.6 32.5 315.6 32.5 315.6 32.5 315.6 32.5
D0(w/b � 0.5) Normal 473 43.2 473 43.2 473 43.2 473 43.2
n Beta (A� 0.0, B� 0.98) 0.362 0.245 0.362 0.245 0.362 0.245 0.362 0.245
Acs Normal 2.565 0.356 7.758 1.36 7.758 1.36 10.348 0.714
εcs Normal 0 0.58 0 1.105 0 1.105 0 0.405
Ccr Normal 0.9 0.15 0.9 0.15 0.9 0.15 1.6 0.2
kt Normal 0.832 0.024 0.832 0.024 0.832 0.024 0.832 0.024
ke Gamma 0.676 0.114 0.265 0.045 0.924 0.155 0.325 0.223
kc(t � 1 days) Beta (A� 1.0, B� 4.0) 2.4 0.7 2.4 0.7 2.4 0.7 2.4 0.7
kc(t � 3 days) Beta (A� 1.0, B� 4.0) 1.5 0.3 1.5 0.3 1.5 0.3 1.5 0.3
kc(t � 7 days) Determined value 1 - 1 - 1 - 1 -
kc(t � 28 days) Beta (A� 0.4, B� 1.0) 0.8 0.1 0.8 0.1 0.8 0.1 0.8 0.1

d0

ds

Acor,u
A0 Ares

(a)

Ares

p
Acor,p

b

ds

θ2

θ1

(b)

Figure 1: (a) Uniform corrosion and (b) pitting corrosion of reinforcing steels.
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2.3.3. Confined Concrete. &e Mander stress-strain rela-
tionship is utilized to simulate the behaviour of confined
concrete after corrosion [21]. For a circular cross section, the
confined strength fcc′ and ultimate strain εcu of core concrete
are estimated as

fcc′ � fc0 2.254 ×

������������������

1 +
7.94 × 0.5Keρhfyh

fc0



− 2 ×
0.5Keρhfyh

fc0
− 1.254⎛⎝ ⎞⎠,

(17)

εcu � 0.004 +
1.4ρhfyhεu

fc0
,

(18)

where Ke is the effective confined coefficient of section; ρh

is the residual volumetric ratio of corroded transverse
reinforcement; fyh and εu are the yield strength and ul-
timate strain of corroded transverse reinforcement,
respectively.

3. Time-Dependent Fragility Method

In this study, the analytical seismic fragility is applied to
quantify the seismic damage probability of bridges. Fragility
functions describe the conditional damage probability of a
component or structure exceeding a specific damage state
(DS) for a given ground motion intensity measure (IM) [22].
Considering the time-dependent effect, the damage prob-
ability of aging bridges at t year after construction can be
described as follows:

P[DS(t) > ds(t) | IM � im] � P
SD(t)

SC|ds(t)
| IM � im , (19)

where SD(t) is a time-dependent structural seismic demand
for the specific IM; SC|ds(t) is the time-dependent structural
seismic capacity corresponding to the given DS.

For a specific service time, SD(t) and SC|ds(t) can be
assumed to follow lognormal distributions. &erefore, the
time-dependent seismic fragility functions take the follow-
ing form:

P[DS(t) >ds(t) | IM � im] � P
μ(t)

σ(t)
| IM � im , (20)

where μ(t) and σ(t) are the median estimate and standard
deviation of ln[SD(t)/SC|ds(t)], respectively; Φ(·) is the
standard normal cumulative distribution function.

Generally, μ(t) can be predicted by a power model using
the least-square method as follows:

μ � a(t) · ln(IM) + b(t), (21)

where a(t) and b(t) are the time-dependent regression
coefficients.

Moreover, the standard deviation σ(t) is determined as
follows:

σ(t) �

�����������������


N
i�1 yi(t) − μi(t) 

2

N − 2



, (22)

where yi(t) and μi(t) are the actual and predicted values of
ln[SD(t)/SC|ds(t)], respectively; N − 2 represents the free-
dom degree of simulations when the log-linear model is
adopted in the probabilistic seismic demand analysis.

Combining the above corrosion analysis method and the
time-dependent seismic fragility method, we can perform
the probability seismic damage assessment of aging RC
bridges subject to spatial chloride-induced corrosion.
Overall, Figure 2 summarizes the analysis procedure, and the
critical steps are included as follows:

(1) Corrosion Analysis. For given details of piers (e.g., the
thickness of concrete cover, the diameter of piers, the
arrangement of reinforcing steels, the water binder
ratio of concrete, the properties of materials, etc.),
the corrosion initial time of reinforcing steels under
different exposure conditions can be calculated
(equations (2) and (3)). Subsequently, the time-de-
pendent percentage mass loss of reinforcing steels is
determined by using the pitting corrosion model
(equations (4)∼(10)) and time-dependent uniform
corrosion rate model (equations (11) and (12)). On
this basis, the time-dependent properties of rein-
forcing steels, concrete cover, and confined concrete
in the corroded piers are determined (equations
(13)∼(18)).

(2) Bridge Model Updated. &e exposure conditions of
each part of piers should be first determined
according to the layout of bridge and the hydro-
logical data (e.g., high level, low level, height of
marine splash, etc.). Subsequently, the finite element
model of bridge at pristine condition is developed.
Moreover, elements of piers should be divided
reasonably to ensure that each element of piers is
located in the same exposure condition. For a
specified time, the degeneration properties of various
materials are obtained from step (1) and are asso-
ciated with each part of piers.

(3) Time-Dependent Seismic Fragility Analysis. &e
nonlinear time history and nonlinear static analysis
are performed to obtain seismic demand and seismic
capacity of components, respectively. By comparing
the seismic demand and seismic capacity of com-
ponents, the seismic demand capacity ratio can be
determined, and the median estimate and standard
deviation in seismic fragility function are calculated
by using the regression fitting (equations (21) and
(22)). By repeating step (2) and step (3), the time-
dependent seismic fragility functions can be devel-
oped (equation (20)).

4. Case Study

4.1. BridgeDescription. To investigate the seismic damage of
aging bridges, a four-span continuous RC bridge is taken as
the case study, as shown in Figure 3(a). Each span of the
bridge is 30m. &e deck consists of four box-shaped con-
crete girders. &e width and height of deck are 13.25m and
1.6m, respectively. Each pier bent consists of two circular
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columns with 1.5m diameter. &e heights of three piers are
6m, 10m, and 8m, respectively. &e concrete strengths of
the substructure and superstructure are 30MPa and 50MPa,
respectively. Each column consists of 48 longitudinal re-
inforcements with a diameter of 28mm and yield stress of
335MPa. &e longitudinal reinforcement ratio is 1.67%.
Moreover, rebars with a diameter of 12mm and yield stress
of 335MPa are used as circular stirrups with a spacing of
80mm (corresponding to a volumetric ratio of 0.6%). &e
thickness of concrete cover is 50mm. Four rubber bearings
are installed at the top of each bent, and four PTFE elas-
tomeric bearings are located on the top of each abutment. In
this study, two analysis cases are considered: (a) the bridge
located in shallow water and (b) the bridge located in deep
water. &e high water level and low water level of two
analysis cases are present in Figures 3(b) and 3(c).&e height
of marine splash is assumed to be 1m.

4.2. Finite Element Modelling. &e finite element model is
developed by OpenSees (Open System for Earthquake En-
gineering Simulation), the PEER Center’s finite element
platform [23]. Figure 3(a) shows the three-dimensional finite
element model of bridge. Overall, the girder is modelled by
the linear elastic beam-column elements and the nonlinear
beam-column element with fiber cross sections is used to
simulate the piers. &e element of piers is divided based on
the different exposure conditions. &e piers fibers use
Concrete04 and Steel02 for concrete and longitudinal re-
inforcement, respectively. &e zero-length element with the
elastic and elastic PP materials is used to simulate the rubber
bearings and the PTFE bearings, respectively. Shear keys are
simulated in parallel with the hysteretic and elastic PP gap

materials. Furthermore, the interaction effects of abutments
and backfill soil are considered by using hyperbolic gap
material. &e expansion joints at the deck end are modelled
through the gap elements. In order to consider the effects of
spatial chloride-induced corrosion, five group time-depen-
dent finite element models of bridge under different time
after construction (i.e., pristine, 20, 40, 60, 80, and 100 years,
etc.) are developed according to the above modelling ap-
proach. &e Monte Carlo approach is used to fully consider
the uncertainties in the development of seismic fragility
curves. Based on the finite element model, modal analysis of
the bridge at pristine condition is performed to determine
the fundamental periods. &e result shows that the funda-
mental periods of model in longitudinal and transverse
directions are 1.67 s and 1.35 s, respectively.

4.3. GroundMotions. To fully consider the uncertainties of
ground motions, a broad range of intensities should be
included in a reasonable ground motion suite. In this re-
spect, 100 ground motions are selected to perform non-
linear time history analysis [24]. &e selected ground
motions include different source-to-site distances and
magnitudes (Figure 4(a)): small magnitude and small
epicentre distances (SMSR), small magnitude and large
epicentre distances (SMLR), large magnitude and small
epicentre distances (LMSR), large magnitude and large
epicentre distances (LMLR), and near field (NF). Moreover,
the spectra acceleration at the geometric mean of the pe-
riods with 5% damping SAGM is chosen as intensity
measure in this study [25]. &e linear acceleration spectra
and the distribution of SAGM of 100 ground motions are
present in Figure 4(b).

Determine pristine material properties and
sectional arrangements of piers

Divide each part of piers based on exposure conditions 

Calculate corrosion initiation time of reinforcing
steels in four exposed conditions (atmospheric,

splash, tidal, and submerged)

Determine time-dependent material properties in
four exposed conditions

Set initial analysis time

Update material properties of each part of piers

Perform nonlinear time history analysis of bridge and
nonlinear static analysis of various components

Develop time-dependent seismic fragility functions

Calculate percentage mass loss of longitudinal
and transversal reinforcement

Chloride-induced corrosion analysis Time-dependent seismic fragility analysis

Develop the finite element model

End?
No

Yes

Determine layout of bridge and hydrological data

Determine time-dependent uniform corrosion rate

Calculate pitting depth of longitudinal and
transversal reinforcement

Figure 2: Flowchart of probabilistic seismic damage assessment for aging RC bridges subject to spatial chloride-induced corrosion.
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5. Corrosion Process and Seismic
Capacity Analysis

5.1. Corrosion Process of Reinforcing Steels. To consider the
uncertainties during the corrosion process, 10000 samples
are randomly generated using the Monte Carlo simulation
method. Figure 5 illustrates the probability density of cor-
rosion initiation time of transverse and longitudinal rein-
forcement. Overall, the significant dispersions of corrosion
initiation time can be observed owing to the uncertainty of
chloride ions diffusion process and outside environment.
&e corrosion initiation time of reinforcing steels can be well
described by the lognormal distributions. Given that the
distance varies in the outside environment, the transverse
reinforcement presents a relatively smaller corrosion initi-
ation time than the longitudinal reinforcement. Moreover,
the corrosion of reinforcing steels exposure in tidal zone is
most likely to be corroded, followed by the splash zone,

atmospheric zone, and submerged zone. Furthermore, it
should be noted that the general thickness of concrete cover
(i.e., 50mm) is unlikely to effectively prevent the corrosion
of reinforcing steels of bridges in a marine environment
during the lifetime.

Based on the corrosion initiation time, the time-de-
pendent corrosion level of reinforcing steels can be de-
termined. Figure 6 presents the distribution and mean
value of the percentage mass loss of corroded transverse
and longitudinal reinforcement at different time. As ex-
pected, the corrosion level of reinforcing steels also exhibits
significant dispersions. From the mean of the percentage
mass loss, we can observe that the corrosion level of
transverse reinforcement is obviously larger than that of the
longitudinal reinforcement due to its smaller diameter and
shorter corrosion initiation time. Similar to the corrosion
initiation time, the corrosion of reinforcing steels in tidal
zone is more serious than that in other exposure conditions.
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On the other hand, a nonlinear relationship between time
and the mean of percentage mass loss of reinforcing steels
can be observed. In particular, the increase rate of the
percentage mass loss is relatively small at initial years. One
reason is that most of samples will not be corroded at the
initial years, and another reason is that the influence of
corrosion depth on the pitting corrosion area is relatively
slight when the corrosion level is low. Meanwhile, the
percentage mass loss has a remarkable increase as time
increases, and the increase rate keeps an approximate
constant value. Moreover, the increase rate of the per-
centage mass loss of transverse reinforcements decreases
when the corrosion level exceeds a threshold value (about

50% percentage mass loss). It is because the sensitivities of
pitting corrosion area to the corrosion depth decrease when
the corrosion level is high.

5.2. Seismic Capacity of Piers. To investigate the influence of
chloride-induced corrosion on the seismic capacity of piers,
the properties of degradation materials should be deter-
mined. Table 2 shows the time-dependent properties of
reinforcing steels and concrete. Based on the material
properties and nonlinear static analysis, the time-dependent
moment-curvature relationships of cross section of piers are
obtained, as shown in Figure 7.
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Figure 4: (a) R-M distribution and (b) acceleration response spectra of 100 ground motions (ξ � 0.05).
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Figure 5: Probability distribution of corrosion initiation time in (a) tidal zone, (b) atmospheric zone, (c) submerged zone, and (d) splash
zone.
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Referring to Figure 7, it is seen that the effects of cor-
rosion on the initial stiffness of cross section are relatively
slight. Meanwhile, the moment capacities and the ultimate
curvatures of cross section exhibit a remarkable degradation.
&e phenomenon is consistent with the findings from some
experiments [26, 27]. However, an increase in the ultimate
curvature of cross section after corrosion can be observed in
some previous studies [28, 29]. &e main reason is that these
studies ignore the degradation effect of confined concrete on
the seismic capacity of corroded piers. In fact, the corrosion
of longitudinal reinforcement will decrease the compression
area of cross section of piers. Had the reduction of ultimate
compression strain of confined concrete not been consid-
ered, the ultimate curvature of corroded piers would have
increased slightly rather than decreasing significantly.

To further investigate seismic capacity of corroded
piers, the curvatures of cross section in various exposure
conditions at four-level damage states (i.e., slight, mod-
erate, extensive, and complete [30]) are shown in Figure 8.
Overall, two different variation trends of the curvature
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Figure 6: Distribution andmean value of the percentage mass loss of reinforcement at different years in (a) tidal zone, (b) atmospheric zone,
(c) submerged zone, and (d) splash zone.

Table 2: Time-dependent material properties under four categories of exposure conditions.

Material parameters 0 20 40 60 80 100
Tidal zone
Yield strength of longitudinal reinforcement 335 332 319 288 267 252
Compressive strength of unconfined concrete 30.0 20.4 12.8 8.7 6.3 4.7
Compressive strength of confined concrete 37.5 34.0 32.8 31.9 31.5 31.3
Ultimate strain of confined concrete 0.0116 0.0077 0.0061 0.0052 0.0048 0.0047
Submerged zone
Yield strength of longitudinal reinforcement 335 335 331 322 308 291
Compressive strength of unconfined concrete 30.0 28.7 23.6 18.7 14.7 11.7
Compressive strength of confined concrete 37.5 34.7 34.0 33.3 32.6 32.1
Ultimate strain of confined concrete 0.0116 0.0087 0.0076 0.0066 0.0059 0.0054
Atmospheric zone
Yield strength of longitudinal reinforcement 335 334 330 320 306 289
Compressive strength of unconfined concrete 30.0 28.1 22.9 18.6 15.1 12.3
Compressive strength of confined concrete 37.5 34.6 34.0 33.3 32.7 32.2
Ultimate strain of confined concrete 0.0116 0.0087 0.0076 0.0067 0.0060 0.0055
Splash zone
Yield strength of longitudinal reinforcement 335 334 330 320 305 287
Compressive strength of unconfined concrete 30.0 28.1 22.7 17.7 13.9 11.1
Compressive strength of confined concrete 37.5 34.6 33.9 33.0 32.4 32.0
Ultimate strain of confined concrete 0.0116 0.0086 0.0074 0.0064 0.0057 0.0053
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Figure 7: Time-dependent moment-curvature relationships of
piers in tidal zone.
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capacities at four damage states can be observed. As the
slight and moderate damage states are defined as the first
longitudinal reinforcement yields and the fully formed
plastic hinge of section, respectively, the corresponding
curvatures highly depend on the properties of longitudinal
reinforcement. In consequence, the curvature capacities of
piers at these two damage states exhibit a similar variation
trend to the percentage mass loss of corroded longitudinal
reinforcement. Meanwhile, the compressive strength and
ultimate strain of confined concrete play an important role
in the curvature capacity of piers at extensive and com-
plete damage states. &erefore, the variation trend of
curvature capacity of piers at these two damage states is
similar to that of the percentage mass loss of corroded
transverse reinforcement. Moreover, the curvature ca-
pacity of piers in tidal zone is significantly lower than that
of other exposure conditions, as expected. In particular,
the maximum reduction ratios of curvatures capacity in
various exposure conditions at extensive damage states are
49%, 25%, 28%, and 32%, respectively.

6. Seismic Damage Assessment of Aging Bridge

6.1. Fragility Analysis of Piers. According to the damage
assessment procedure, the time-dependent seismic fragility
functions of bridges can be obtained. Figure 9 presents the
time-dependent fragility surfaces of three piers in longitu-
dinal direction when the bridge is located in shallow water.
Due to the stiffness discrepancy of piers, the fragility surfaces
of various piers exhibit significant different. With the in-
crease of service time, the fragility surfaces of each pier at
four damage states present upward trends. &is is particu-
larly seen in the fragility surfaces at extensive and complete
damage states. For example, for an SA value of 0.3 g, the
probabilities of pier 1 exceeding four damage states increase
by 12%, 20%, 73%, and 195%, respectively. It is indicated
that the corrosion has negative effects on the seismic damage
of piers. Moreover, the different variation degrees result in
the decrease of gap between fragility surfaces at each damage
state. It is revealed that the ductility level of piers will sig-
nificantly decrease, entailing the damage state of corroded
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Figure 8: Curvature capacity of piers at (a) slight, (b) moderate, (c) extensive, and (d) complete damage states.
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piers much easier to transform from a low level to a high
level during earthquakes.

On the other hand, it can be observed from Figure 9 that
the damage probabilities of piers at various damage states
demonstrate nonlinear variation trends with the increase of
time. Specifically, the damage probabilities of piers at 20
years are close to those at pristine condition because the
degradation of piers mainly occurs at 30∼40 years after
construction. Moreover, the damage probabilities of piers at
slight and moderate damage states steadily increase after 40
years. Meanwhile, the increase rates of damage probabilities
at extensive and complete damage states reduce after 80
years. Overall, the phenomenon is similar to the variation
trends of curvature capacities (see Figure 8). It can be
inferred that the seismic capacities of piers strongly affect the
seismic fragility of piers.

In order to investigate the effects of spatial chloride-
induced corrosion on the damage distribution of piers,
Figure 10 shows the seismic fragility contour maps of pier 1
at pristine condition and 100 years after construction.
Depending on the inertia force distributions of piers during
earthquakes, the damage probability distribution of piers in
longitudinal direction at pristine condition follows an ap-
proximate linear triangle pattern, whereas the damage in
transverse direction forces on the two ends of piers and
decreases from two ends to the middle of piers. However, a
jaggedness damage probability distribution of piers can be
observed in some cases after spatial chloride-induced cor-
rosion. In particular, the section at the low and/or high water
levels may become more vulnerable than the adjacent sec-
tions in two directions. &e reason is that seismic capacities
of the sections exposed in the tidal zone between the low
water level and high water level will exhibit more significant
degradation. &erefore, the spatial chloride-induced cor-
rosion not only increases the seismic damage probability of
piers but also may alter the damage probability distribution
of piers.

To clearly illustrate the damage distribution of various
piers, Figure 11 presents the distribution of the median SA
(corresponding to a 50% damage probability) exceeding
moderate damage state of each pier at pristine condition and
100 years after construction. A visible alteration of damage
distribution in two directions can be observed from the pier
located in shallow water. Meanwhile, the damage

distribution of pier in transverse direction will be altered
when it is located in shallow water. Moreover, the movement
of inflection points in piers can be found after alteration of
damage distribution. It should be noted that the probability
exceeding moderate damage state of section at the low water
level may exceed that of sections at two ends of piers after
corrosion. It can be inferred that the formation of plastic
hinges of section at the low water level will be earlier than
that of two-end sections. In other words, the spatial chloride-
induced corrosion may alter the yield sequence of piers
during earthquakes. On the other hand, the alteration of
damage distribution is the most significant in pier 1 followed
by pier 3 and pier 2 when the bridge is located in shallow
water. Meanwhile, an opposite trend can be found from the
bridge located in deep water. It is indicated that the height of
piers and water level will commonly affect the damage
distribution of piers. A further discussion in this regard is
presented in Section 7.

6.2. Fragility Analysis of Other Components. Previous in-
vestigation mainly focused on the effects of corrosion on the
seismic damage of piers. In fact, the degradation of piers will
affect the dynamic characteristics and seismic response of
the whole bridge. To fully investigate the seismic damage of
aging bridge, the seismic fragility functions of shear keys,
rubber bearings, and PTFE sliding bearings are developed.
Table 3 shows the seismic capacities of these components at
different damage states.

Figure 12 shows the time-dependent fragility curves of
components at moderate and complete damage states when
the bridge is located in shallow water. Due to the stiffness
discrepancy between various piers and abutments, the
damage of components at abutment is always more serious
than that of components at piers. Moreover, the components
at pier 1 are the most vulnerable followed by the components
at pier 3 and pier 2. On the other hand, a decrease in damage
probability of various components with increasing time can
be observed from the figure, which is opposite to that of
piers. When SA� 0.2 g, the probabilities of shear keys at
abutment, PTFE sliding bearings at abutment, and rubber
bearings at pier 1 exceeding moderate damage reduce by
24.1%, 35.1%, and 29.0%, respectively. &e main reason is
that the corrosion of piers will decrease the inertia force in
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Figure 9: Time-dependent fragility surfaces of (a) pier 1, (b) pier 2, and (c) pier 3 in longitudinal direction.
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the bridge, resulting in a decrease of seismic response of
other components. In this case, the corrosion of piers may
have a beneficial effect on the seismic damage of these

components. Because only the variation of seismic demand
is considered in the development of seismic fragility of these
components, the variation degree of fragility curves is
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Figure 10: Fragility contour maps of pier 1 (a) at pristine condition, (b) at 100 years after construction in shallow water, and (c) at 100 years
after construction in deep water.
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Figure 11: Distribution of median SA of piers at moderate damage state: (a) in shallow water and (b) in deep water.

Table 3: Definition of damage states of different components.

Component EDP Slight Moderate Extensive Complete
Shear keys Deformation (mm) 5.2 51 70 130
PTFE sliding bearings Deformation (mm) 80 150 200 300
Rubber bearings Deformation (mm) 80 120 160 200
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relatively slighter than that of piers. Additionally, Table 4
lists the median SAs of some critical components. By
comparing the seismic fragility of piers in Figure 11(a), we
can observe that the PTFE sliding bearing at abutment is the
most vulnerable component at slight damage state at pristine
condition. Meanwhile, pier 1 tends to dominate the vul-
nerability of the bridge at 100 years after construction. It is
indicated that the opposite degradation trends between piers
and other components may change the most vulnerable
component in the whole bridge.

Figure 13 presents the fragility curves of various com-
ponents at extensive damage state. &e difference between
fragility curves in deep water and shallow water indicates
that the water level will affect the damage probability of other
components. For the components at abutment and pier 1,
the damage probability in shallow water is relatively smaller
than that in deep water. On the contrary, the damage
probability of components at pier 3 in shallow water is
relatively larger than that in deep water. Combined with the
previous analysis, it seems that the alteration of damage
distribution of piers seems to aggravate the variation degree
of damage probability of other components.

7. Evolution Probability of Yield Sequence of
Corroded Piers

Modern RC piers are generally designed to dissipate energy
during strong earthquakes by permitting the controlled
formation of plastic hinges. In this aspect, detailed design of
the plastic hinges is necessary to ensure that piers have
enough dissipation of energy. Meanwhile, the displacement
ductility capacity of piers should be determined according to
the distribution of plastic hinges. &erefore, the plastic
hinges of piers should be predetermined during the ductile
seismic design. In general, the plastic hinges are expected to
form at the bottom and/or top of piers. However, as
mentioned, the spatial chloride-induced corrosion may alter
the yield sequence of corroded piers. In this case, it is im-
portant to determine the yield sequence of the corroded
piers during the ductile seismic design.

In this section, we propose a method to determine the
evolution probability of yield sequence of piers. Based on the
results in Section 6, the plastic hinges of corroded piers may
appear at four sections: (1) the bottom section of piers, (2)
the top section of piers, (3) the section at low water level, and
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Figure 12: Time-dependent fragility curves of (a) shear keys at abutment, (b) shear keys at pier 1, (c) shear keys at pier 2, (d) shear keys at
pier 3, (e) PTFE sliding bearings at abutment, (f ) rubber bearings at pier 1, (g) rubber bearings at pier 2, and (h) rubber bearings at pier 3.
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(4) the section at high water level. In theory, the yield se-
quence of piers can be determined by comparing the cur-
vature demand during earthquakes and yield curvature
capacity (corresponding curvature capacity at moderate
damage state), as shown in Figure 14.

&eoretically, the double-column pier can be regarded as
a cantilever column in longitudinal direction. &erefore, the

distribution of longitudinal curvature demand of piers be-
fore yielding can be simplified to a linear relationship
(Figure 14(a)). On the contrary, the framing effects between
the columns and the bents result in the distribution of
curvature demand of piers in transverse direction presenting
the double triangle curves before the pier yields
(Figure 14(b)) [31]. On the other hand, the yield curvature

Table 4: Median SAs of various components.

Components Damage states Pristine 20 years 40 years 60 years 80 years 100 years

Shear keys at abutment

Slight 0.171 0.173 0.179 0.188 0.197 0.205
Moderate 0.266 0.27 0.28 0.296 0.312 0.326
Extensive 0.307 0.312 0.324 0.344 0.363 0.38
Complete 0.445 0.452 0.471 0.503 0.533 0.561

PTFE bearings at abutment

Slight 0.122 0.123 0.126 0.131 0.136 0.141
Moderate 0.201 0.203 0.209 0.22 0.23 0.239
Extensive 0.339 0.344 0.356 0.376 0.395 0.412
Complete 0.533 0.542 0.563 0.598 0.632 0.663

Rubber bearings at pier 1

Slight 0.28 0.287 0.293 0.31 0.33 0.35
Moderate 0.495 0.51 0.53 0.56 0.58 0.6
Extensive 0.743 0.77 0.8 0.83 0.86 0.9
Complete 0.99 1.04 1.08 1.113 1.16 1.2
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Figure 13: Time-dependent fragility curves of (a) shear keys at abutment, (b) shear keys at pier 1, (c) shear keys at pier 3, (d) PTFE sliding
bearings at abutment, (e) rubber bearings at pier 1, and (f) rubber bearings at pier 3 under different water region.
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capacity of piers presents a stepped distribution due to the
nonuniform degradation. By comparing the slope of cur-
vature demand distribution and curvature capacity

distribution, the evolution probability of yield sequence of
piers can be described as follows:

P � P k1′ ≤ k1( , longitudinal direction,

P � P k1′ ≤ k1( ∪ k2′ ≤ k2(   � 1 − P k1′ > k1( ∩ k2′ > k2(  , transverse direction,

⎧⎪⎨

⎪⎩
(23)

k1 � α − λs( 
H

φ3
,

k1′ � λs

H

φ1 − φ3( 
.

(24)

k2 � λt + λs − α( 
H

φ3
,

k2′ � 1 − λs − λt( 
H

φ2 − φ3( 
,

(25)

where α is the ratio between the distance from inflection
points to the bottom of piers and the height of piers, which
can be assumed to be 1 and 0.5 in longitudinal and transverse
directions, respectively; λs is the ratio between the depth of
submerged zone and the height of piers; λt is the ratio

between the depth of tidal zone and the height of piers; H is
the height of pier; φ1, φ2, and φ3 are the yield curvatures of
section 1 (bottom section), section 2 (top section), and
section 3 (section at low or high water level), respectively.

&us, equation (23) can be rewritten as follows:

P � P α31 ≤ 1 − λs(  , longitudinal direction,

P � 1 − P α31 > 1 − 2λs(  ∩ α32 > 2λs + 2λt − 1(   , transverse direction,
 (26)

Tidal

Yield curvature

Low water level

Submerged
k′1

Curvature demand

High water levelαH

k1

ϕ1

ϕ3

λsH

H

Splash/
atmospheric

Section 1

Section 2

Section 3

(a)

Tidal

Submerged

High water level

Low water level

Splash/
atmospheric

ϕ2

Yield curvature

Curvature
distribution

H

αH
k1

k′1

k′2

k2

ϕ1

ϕ3

λsH

λtH

Section 2

Section 1

Section 3

Section 3

(b)

Figure 14: Evolution condition of yield sequence of corroded piers in (a) longitudinal direction and (b) transverse direction.
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where α31 is the yield curvature ratio between sections 1 and
3; α32 is the yield curvature ratio between sections 2 and 3.

Subsequently, the Monte Carlo simulation method is
applied to obtain the evolution probability of yield se-
quence based on equation (26). Figure 15(a) shows the
influences of λs on the evolution probability of yield se-
quence of corroded piers in longitudinal direction. From
the figure, it can be seen that the evolution probability of
yield sequence rapidly decreases with the increase in λs. For
the case study of bridge, the evolution probabilities of pier 1
in shallow water and deep water are 66.4% and 0.1%, re-
spectively. In addition, the evolution probabilities of pier 1
and pier 2 in shallow water are 66.4% and 0.3%, respec-
tively. It is indicated that the yield sequence of corroded
piers in longitudinal direction is more likely to evolve in
shallow water than in deep water. Moreover, the yield
sequence of short pier is more likely to evolve than that of
tall pier in a bridge.

On the other hand, Figure 15(b) represents the influ-
ences of λs and λt on the evolution probability of yield
sequence of corroded piers in transverse direction. For a
constant λt, the evolution probability will first decrease and
then increase with the growth of λs. For example, the
evolution probability of piers will reduce from 49.0% to 9.9%
for λs in the range from 0.1 to 0.3 when λt is equal to 0.3.
Next, the evolution probability increases to 33.2% with λs

reaching 0.8. It can be inferred that the evolution of yield
sequence in transverse direction will be easy to happen in
both the shallow water and the deep water. Moreover, higher
λt is more likely to cause the evolution of the yield sequence
of corroded piers in transverse direction.

8. Conclusion

&is study assessed the seismic damage of aging RC bridges
subject to spatial chloride-induced corrosion in marine
environments. Moreover, a method is proposed to deter-
mine the evolution probability of yield sequence of corroded

piers, and the influence factors are further investigated.
Generally, the following conclusions can be obtained:

(1) &e corrosion level of reinforcing steels in tidal zone
is the most serious, followed by the splash zone,
atmospheric zone, and submerged zone. Moreover,
the transverse reinforcement experiences more re-
markable corrosion than the longitudinal rein-
forcement. &e chloride-induced corrosion will
significantly decrease the moment capacity and
curvature ductility of piers. Meanwhile, the influence
of corrosion on the initial stiffness of piers is rela-
tively slight.

(2) &e seismic damage probability will present non-
linear increase trends with the increase of time when
the piers suffer spatial chloride-induced corrosion.
Moreover, the corroded pier is easy to turn from low
damage states to high damage states during earth-
quakes because of its poor ductility level. Further-
more, the nonuniform degradation along the pier
direction may result in the sections at the low water
level and/or high water level becoming more vul-
nerable than the adjacent sections, entailing the al-
teration of damage distribution of corroded piers or
even the yield sequence of corroded piers in some
cases.

(3) &e spatial chloride-induced corrosion of piers will
decrease the seismic response of other components,
resulting in a reduction of seismic damage proba-
bility of various components. Moreover, the alter-
ation of seismic damage distribution of piers will
aggravate the variation degree of damage probability
of components. It should be noted that the opposite
degradation trends between piers and other com-
ponents may change the most vulnerable component
in the whole bridge.

(4) &e evolution probabilities of yield sequence of
corroded piers are dependent on the relationships
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among the height of piers and the depths of sub-
merged zone and tidal zone. A lower ratio between
the depth of submerged zone and the height of piers
will increase the evolution probabilities of yield se-
quence of corroded piers in longitudinal and
transverse directions. Moreover, the yield sequence
of corroded piers in transverse direction is also more
likely to evolve in a higher ratio between the depth of
submerged zone and the height of piers. Meanwhile,
a lower ratio between the depth of tidal zone and the
height of piers will relieve the evolution of yield
sequence of piers.
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To explore the influencing factors and mutual influence mechanism of the construction safety of China’s high-speed railway
stations, this study takes the Hanghuang high-speed railway Fuyang station as the subject and studies 17 risk factors in 4 categories
affecting construction safety based on system safety theory, and the interaction relationship and degree among the factors were
analysed. Based on DEMATEL (Decision-making Trial and Evaluation Laboratory) and ISM (Interpretative Structural Modelling)
methods, through a questionnaire survey, the logical relationship among the influencing factors is quantified. ,en, the
influencing degree, influenced degree, centrality, and causality of the influencing factors were calculated, and a multilevel hi-
erarchical hybrid model is established to systematically analyse the influencing factors and the mechanism of high-speed railway
station construction. ,e results show that the factors of construction safety risk are summarized as 3 main factors, 6 important
factors, and 7 direct factors and personnel factors and management factors need to be controlled with emphasis. In addition, some
measures are proposed.,is research provides a theoretical basis andmethod for preventing accidents and improving the safety of
high-speed railway station construction.

1. Introduction

With the rapid development of China’s high-speed railway,
its construction scale and speed of development have ranked
first in the world [1]. At the same time, high-speed railway
construction has been subject to safety issues due to its long
production cycle, many working high above the ground in
open air, complicated construction techniques, and many
other factors. Construction safety accidents can cause se-
rious casualties and heavy economic losses. According to the
Ministry of Housing and Urban-Rural Development of the
People’s Republic of China, there were 4,100 construction
andmunicipal engineering production safety accidents, with
5,011 deaths, in China (excluding Hong Kong, Macau, and
Taiwan) from 2012 to 2018 [2]. Even in a developed country
such as the United States, construction workers are twice as
likely to be injured and have a death rate three and a half
times higher than that of workers in production industries
[3]. ,e death rate for construction workers in the UK is 5

times the average death rate of workers in the production
industry [4]. ,erefore, construction safety is a worldwide
problem.

In the study of safety accidents, safety accident theories
such as human error theory [5, 6], causal linkage theory [7],
energy transfer theory [8, 9], and disturbance theory [10]
have emerged successively. ,ese theories analyse the re-
lationship between safety accident factors and safety acci-
dents from different perspectives and at different levels.
With the recent increase in safety accident analysis in safety
system engineering theory, system engineering technology
was introduced into safety accident analysis in [11, 12].
However, previous studies have not examined the factors
influencing safety accidents and safety accident causation,
have not deepened the theory of accident causation, and
have not identified safety accident factors for further sys-
tematic analysis from the perspective of the accidents.

,ere are two types of risk assessment research: quali-
tative and quantitative [13]. Qualitative research mainly
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includes the safety checklist method, expert consultation
method, and prerisk analysis method [14–18]. Quantitative
research mainly includes the analytic hierarchy process
(AHP), operating condition risk evaluation method (LEC),
neural network and support vector machine method (SVM),
and fuzzy comprehensive evaluation (FCE) method [19–24].
However, the existing security risk assessment methods
usually focus on a single indicator and do not consider the
interactions or coupling of the indicators [25]. In fact, ac-
cidents are usually caused by a combination of many factors.

In the 1960s, Tavistock institute proposed the complex
social technology system, referring to an industrial orga-
nization that is technology-intensive and capital-intensive
and accumulates large amounts of energy [26]. With the
increasing scale of a project, the increase in participants and
stakeholder groups, and the expanded interaction between
the project and the environment, it increasingly presents
richer and more profound complex system characteristics
and connotations [17]. ,e construction of a high-speed
railway station has the characteristics of a typical complex
social technology system: nonlinearity, emergence, feedback
loops, and so forth [27]. From a system perspective, safety
and actual accidents are emerging attributes of nonlinear
interactions between different components of complex
sociotechnical systems. Leveson established a system theory
accident model (STAMP) based on the belief that an acci-
dent is an emergent phenomenon caused by the interaction
of various elements in a complex system [28]. ,e lack of
control behaviour that imposes constraints on these inter-
actions will lead to accidents [29]. Security is a control
problem that can be managed through the control structure
embedded in the social technology system [29].

To determine how to control a complex system, we must
first study the relationship of the factors. Existing methods
for complex system factor analysis include ISM [30],
DEMATEL [31], SEM [32], ANP [33], and complex network
[34]. In this study, we combine DEMATEL and ISM to
establish the relationship among factors affecting the con-
struction safety of high-speed railway stations and establish a
multilevel hierarchical structural model. ,en, the impor-
tance of the influencing factors and their hierarchical re-
lationship is determined, and the influence of these factors
on high-speed railway station accidents is determined. Fi-
nally, some countermeasures are proposed. ,is study
provides a theoretical basis and method for preventing
accidents in the construction of high-speed railway stations.

2. Methodology

2.1. Extraction of Influencing Factors of Construction Safety.
Various factors affecting the safety of complex systems in-
teract. ,e influencing factors of high-speed railway station
construction systems have an extraordinarily complex re-
lationship and interactions, showing strong nonlinearity and
reverse feeding. From 2012 to 2018, the types of accidents
that frequently occurred in China’s construction industry
were falling from a height, structural collapse, lifting injuries,
object attack, vehicle injuries, mechanical injuries, electric
shock, poisoning and suffocation, fire and explosion, and

other injuries. ,ese accidents were the result of the in-
teraction of multiple factors, including humans, machines,
the environment, and management, rather than each case
having a single cause.

Hamid believed that the cause of an accident is a
multifactor phenomenon mainly involving worker negli-
gence and bad attitudes towards safety, lack of safety devices,
unskilled workers, etc. [35]. Haslam et al. investigated ac-
cidents in the UK and found that they were caused by
workers, the working environment, equipment defects, and
inadequate risk management [36]. When implementing
safety control of complex systems based on control theory,
the following are usually considered: human factors, orga-
nizational factors, management factors, and physical systems
[37]. Du et al. studied an underground transportation
system and concluded that it is a complex and enormous
system with many factors affecting safety. ,e causes of
accidents were defects in humans, machines, and the en-
vironment [38].

,rough the analysis and summary of the relevant lit-
erature [35–42], in this research, we summarize four aspects
of construction safety risk factors: human, mechanical,
environmental, and management. In total, 17 risk factors are
identified. ,e human aspect includes cognitive deficits,
poor physical or mental health, and illegal operations. ,e
mechanical aspect includes unreasonable equipment selec-
tion and layout, lack of equipment maintenance and
overhaul, mechanical equipment failure, failure of con-
struction monitoring equipment, and numerous large-scale
equipment cross-operations. ,e management aspect in-
cludes imperfect safety management systems, inadequate
safety disclosure, inadequate acceptance of key procedures,
inadequate supervision of safety behaviours, inadequate
safety protection measures, and errors in construction safety
operational guidelines. ,e environmental aspect includes
unforeseeable natural factors, complex hydrogeological
environments, and complex construction site environments.
,e definitions are shown in Table 1.

2.2. Risk Coupling Model Based on SD Model Causality
Diagram. In the construction safety risk of high-speed
railway station, personnel factors, mechanical factors, en-
vironmental factors, and management factors interact and
influence each other. ,e direct objects of management are
human, machine, and environment; people have subjective
initiative which will have an impact on things, environment,
and management; mechanical equipment is affected by the
environment, and the state of the equipment depends on
personnel operation and reasonable and effective manage-
ment; the environment has direct or indirect influence on
people, things, and management. ,e interaction and mu-
tual influence of human, material, environment, and
management factors finally form human-material-envi-
ronment-pipe coupling risk.

System Dynamics (SD) is the subject of information
feedback systems. It is a combination of system theory,
control theory, and information theory and provides a way
to understand and solve system problems [43]. ,e SD
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cause-and-effect diagram theory is used to discuss and study
the risk coupling relationship among various risk factors in
the construction safety system of high-speed railway station.
As shown in Figure 1, taking the starting point of man-
agement factors as an example, inadequate supervision of
safety behaviours of management factor indirectly leads to
unreasonable equipment selection and layout of mechanical
factors, unreasonable equipment selection and layout in-
directly lead to complex construction site environments of
environmental factors, and complex construction site en-
vironments lead to poor physical or mental health of human
factors. Taking the starting point of human factors as an
example, illegal operations of human factors lead to me-
chanical failure of mechanical factors, mechanical failure
leads to complex construction site environments of envi-
ronmental factors, and complex construction site environ-
ments lead to inadequate supervision of safety behaviours of
management factors.

2.3. Principles for the DEMATEL and ISM Method.
DEMATEL, a method proposed by Bottle in 1971, uses
matrix operations to calculate the direct or indirect causality
and degree of influence of the elements. By using the causal

diagram to determine the basic nature of the complex
problem, the core problem is determined and solutions are
suggested. DEMATEL can be used to divide factors into
causal and influencing factors. In addition, by ranking or
prioritizing causal factors, core problems can be solved
quickly and effectively to improve performance [44]. ISM is
a method developed by JohnN.Warfield in the United States
in 1973 to analyse systems with numerous factors and
complex and unclear structures based on graph theory and
Boolean function. Multivariable, complex, and unstructured
systems are transformed into multilevel explanatory struc-
tural models to show the influence paths and hierarchical
structure of complex factors. ISM has the advantages of
system operation, effectiveness, low data dependence, and
clear handling of problems [45].,eDEMATEL-ISM hybrid
has two advantages. First, the DEMATELmodel can simplify
the calculation process of the ISM model and provide
convenience for the system. By directly adding thresholds λ
to DEMATEL’s overall influence matrix, the reachable
matrix required by ISM model is obtained. ,e process of
ISM’s adjacency matrix to reachable matrix is omitted.
Second, the DEMATEL causality and centrality analysis can
further use the unique advantages of the ISM model to
clarify the structural hierarchical relationship.

Table 1: Construction safety risk factors and their interpretation.

Factor Interpretation

Cognitive deficits R1 Managers and workers cannot recognize the possibility of safety accidents. Safety awareness is
a prerequisite for operational safety.

Poor physical or mental health R2 Personality traits such as impulsiveness, emotional response, and carelessness. Physiological
conditions such as illness and fatigue.

Illegal operations R3 During the construction process, the construction is not carried out according to the
construction safety operation guidelines.

Unreasonable equipment selection and
layout R4

,e equipmentmodel does notmeet the needs of the project, the site layout is not conducive to
the construction, and there are potential safety hazards.

Lack of equipment maintenance and
overhaul R5 ,e equipment lacks daily maintenance and professional overhaul assessment.

Mechanical failure R6 During the construction process, for various reasons, equipment malfunctions, stops
operating, and even causes chain accidents.

Numerous large-scale equipment cross-
operations R7

,e operations of large-scale mechanical equipment such as tower cranes and construction
vehicles are complex.

Failure of construction monitoring
equipment R8

Construction monitoring such as foundation pit monitoring, mass concrete pouring
temperature monitoring, steel structure stress monitoring, and equipment monitoring fails or

is performed incorrectly.
Unforeseeable natural factors R9 Earthquakes, typhoons, floods, and so forth occur.
Complex hydrogeological environment
R10

,e natural conditions of construction and harsh geological conditions may cause
foundational engineering accidents.

Complex construction site environments
R11

,e combination of ventilation, lighting, temperature, humidity, noise, dust, and harmful
gases affects the physical and psychological conditions of construction workers.

Imperfect safety management systems R12 Relevant safety regulations are lacking or unreasonable.

Incomplete safety disclosure R13 ,e construction leader does not train the direct production workers on safety operational
rules and precautions before beginning the production operation.

Inadequate acceptance of key processes
R14

As a necessary condition for the acceptance of a branch project, key process acceptance is an
effective quality control measure that highlights the key points of supervision.

Inadequate supervision of safety
behaviours R15

Leaders and management personnel at all levels do not sufficiently inspect and supervise the
workplace to correct improper behaviour and ensure the safety of production.

Inadequate safety protectionmeasures R16 ,e arrangement of devices to prevent operators from generating risks in the production
process is not in place.

Errors in construction safety operational
guidelines R17

Operational sequences and operational instructions are not specified in the method and safety
regulations for technical operations.
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2.4.Modeling Process. ,e process of using DEMATEL-ISM
model as shown in Figure 2 and the basic steps are as follows:

(1) Determine the construction safety risk factors r1, r2,
. . ., rn, ri ∈ R(i � 1, 2, . . . , n), where n is the
number of construction safety risk factors and R is
the total set of construction safety risk factors.

(2) Generate the direct impact matrix of construction
safety risk factors. According to the experience of
experts and construction site personnel
k(k � 1, 2, . . . , m), process the arithmetic mean
value to eliminate the subjective error of experts as
much as possible; then, obtain the direct impact
matrix X(X � [xij]n∗ n) between factors as follows:

X �
1

M


m

k�1
X

k
. (1)

(3) Obtain a new normalized impact matrix from the
direct impact matrix G(G � [gij]n∗ n):

G � gij 
n×n

�
1

max1≤1≤n 
n
j�1 rij

X, (2)

where max1≤1≤n 
n
j�1 rijA is the maximum value

obtained by adding each row. After normalized
treatment, obtain 0≤gij ≤ 1.

(4) Calculate the comprehensive impact matrix
T(T � [tij]n∗ n):

T � G
1

+ G
2

+ · · · + G
n

� 
n

i�1
G

i
. (3)

Since 0≤gij ≤ 1, when n⟶∞, Gn− 1⟶ 0, the
following formula can be used for approximate
calculation:

T � G(I − G)
− 1

. (4)

(5) Calculate the influencing degree fi and the influ-
enced degree ei. ,e influencing degree fi is ob-
tained by adding the row elements of the matrix T,
and the influenced ei degree is obtained by adding
the column elements of matrix T. ,e calculation
formulas for the influencing degree fi and the
influenced degree ei are as follows:

fi � 
n

j�1
tij, i � 1, . . . , n,

ei � 
n

j�1
tji, i � 1, . . . , n.

(5)

,e greater the centrality, the more important the
factor.

(6) Calculate centrality and causality. Centrality mi is
obtained by adding the influencing degree and the
influenced degree of the system, and the causality ni

is obtained by subtracting the influencing degree
and the influenced degree of the system. ,e for-
mulas for calculating centrality mi and causation ni

are as follows:

mi � fi + ei, i � 1, . . . , n,

ni � fi − ei, i � 1, . . . , n.
(6)

Unforeseeable 
natural factors R9

Complex 
hydrogeological 
environment R10

Complex construction 
site environments R11

Imperfect safety 
management systems 

R12

Incomplete safety 
disclosure R13

Inadequate acceptance 
of key processes R14

Inadequate supervision of 
safety behaviours R15

Inadequate safety 
protection measures 

R16

Errors in construction 
safety operational 

guidelines R17
Cognitive deficits R1

Poor physical or mental 
health R2

Illegal operations R3
Unreasonable 

equipment selection 
and layout R4

Lack of equipment 
maintenance and overhaul 

R5 Mechanical failure R6Numerous large-scale 
equipment cross-

operations R7

Failure of construction 
monitoring equipment R8

Figure 1: SD model causality diagram.
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(7) Establish the causality-centrality diagram of the
influence factor, the causality is the ordinate, cen-
trality is the abscissa, and the diagram is drawn on
the Cartesian coordinate system.

(8) Calculate the overall impact matrix
H(H � [hij]n∗n):

H � I + T, (7)

where I is the identity matrix.
(9) Calculate the reachable matrix, K(K � [Kij]n×n).

Given a threshold λ, calculate the reachable matrix
K(K � [Kij]n×n):

kij � 1, if hij ≥ λ, i, j, 2, . . . , n,

kij � 0, if hij < λ, i, j, 2, . . . , n.
(8)

,e key to establishing the reachable matrix is to
determine the threshold λ. If the degree of influence
of one factor on another factor exceeds λ, the factor
will directly affect the other factor. If the reverse is
true, then this factor does not affect the other factor.
Since the purpose of the value of λ is to highlight the
main causes of accidents in the complex system and
at the same time not to oversimplify the relationship
among the factors, the value is selected multiple
times and optimized on the basis of expert sug-
gestions and actual needs.

(10) Determine the reachable set Ai and the antecedent
set Bi of each factor.

(11) Verify that the following formula holds. If so, the
corresponding factor is the bottom factor and the i

row and i column are crossed out in matrix K.

Determine the construction 
safety risk factors

Generate the direct impact 
matrix X

Normalized impact matrix G

Comprehensive impact 
matrix T

Unit matrix I

Overall impact matrix H

Reachable matrix K

Satisfied?

Hierarchical division of 
reachable matrix

Establish the multilevel hierarchical 
hybrid model of causality-centrality 

Select threshold λ

Yes

No

Influencing degree,
Influenced degree,

centrality and 
causality

Figure 2: Basic flow of DEMATEL-ISM model.

Advances in Civil Engineering 5



Ai � Ai ∩Bi, i � 1, . . . , n. (9)

(12) Repeat steps 10 and 11 until all factors are crossed
out.

(13) According to the order in which the factors are
crossed out, combined with the causality and
centrality, the multilevel hierarchical hybrid model
of causality-centrality is established.

3. Case Study and Result Analysis

3.1. Study Subject and Data Collection. ,is study takes the
Fuyang station of Hanghuang high-speed railway as the
subject. Fuyang station is located in Fuyang District,
Hangzhou City, Zhejiang Province. ,e station house has
three floors, one underground and two above ground. ,e
underground is reinforced concrete frame structure, and the
above-ground part is steel structure. ,e location of Fuyang
station is shown in Figure 3.

,e excavation depth of the foundation pit is 6.8∼14.4
meters, which is the first level foundation pit. Fuyang
District has abundant rainfall and high groundwater level.
According to the above-determined construction safety risk
factor set, we adopt the method of expert consultation to
study the relevant influence relations of the 17 factors that
affect construction safety. Twenty-four questionnaires were
distributed to professors and associate professors of the

School of Civil Engineering and Architecture of Ningbo
Institute of Technology, Zhejiang University, and safety
managers of China Railway Fourth Bureau, and twenty-two
questionnaires were recovered (the recovery rate was 92%).
,e influence of a factor is represented by a five-point scale,
where 0 means no influence, 1 means weak influence, 2
means general influence, 3 means strong influence, and 4
means extremely strong influence.

Arithmetic mean processing of the data in the ques-
tionnaire is carried out to eliminate expert error as much as
possible, and the direct impact matrix X � [xij]17×17 is
formed:

X �

0 1.17 3.42 2.67 2.42 1.5 1.75 1.5 0.42 0.5 1 2.5 2.5 2.67 2.75 3.25 3.08

1.75 0 2.33 1.17 1.42 0.75 0.92 0.92 0.17 0 0.5 0.75 1 1.25 1.33 1.33 1.83

0.58 0.75 0 1.75 1.58 2.42 1.75 2.5 0.08 0.71 0.92 0.75 1.67 2 2 2.17 2.58

0.17 0.33 1.02 0 1.67 2.25 2.58 2.08 0 0 1 0.75 1.75 1.75 1.67 1.83 2.08

0.33 0.17 1.25 1.08 0 3 1.67 2.42 0 0 0.25 0.58 1.17 1.25 1.25 1.42 1.75

0.08 0.42 1.17 1 1.67 0 1.17 2 0 0 0.42 0.42 1.17 1.25 1.67 1.92 1.83

0.58 0.33 2 1.83 1.75 2.5 0 2.08 0 0 1.92 1.08 1.42 1.58 1.67 1.42 1.75

0.17 0.58 1.58 1 2 2.08 1.75 0 0.33 0.33 0.75 1.17 1.75 1.92 2 2.33 2

0.33 1.17 1.42 0.92 0.92 1.92 0.67 1.75 0 2.25 2.17 0.83 0.83 1.17 1.17 1.5 1.5

0.5 0.75 1.08 1.5 1 1.5 1.25 1.58 1.42 0 2.5 1.42 0.92 1.08 1.17 1.25 1.25

1.42 1.33 2.58 2.42 0.83 1.67 2.17 1.92 0.42 0.08 0 1.67 1.08 1.75 1.58 1.92 1.75

1.5 0.83 2.5 1.75 1.83 1.92 1.58 1.83 0.17 0 0.67 0 2.25 2.42 2.67 2.58 2.67

0.92 0.67 2.25 1.75 1.42 1.5 1.25 1.5 0.33 0.25 0.58 0.92 0 2.42 2.17 2.42 2.5

0.67 0.83 1.5 1.92 1 1.08 1.08 0.92 0 0 0.17 0.5 1.17 0 1.5 1.33 1.75

1.33 0.67 2.92 1.75 1.58 1.58 1.42 1.83 0 0 0.25 1.42 2 2.25 0 2.33 2.42

0.83 1.17 2.42 1.17 0.83 1.08 0.42 0.92 0 0 0.25 0.58 0.75 1 1.17 0 2

0.67 0.92 1.92 0.75 0.75 1.42 0.42 1 0.25 0.17 0.33 0.67 1 1.17 1.33 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10)

Fuyang 
station

Figure 3: ,e location of Fuyang station (from Google Maps).
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3.2. Calculation of the Integrated DEMATEL/ISM Method

3.2.1. DEMATEL Analysis. According to step 3, normalize
the direct influence matrix to obtain the normalized influ-
ence matrix G � [gij]17×17:

G �

0 0.03 0.09 0.07 0.07 0.04 0.05 0.04 0.01 0.01 0.03 0.07 0.07 0.07 0.08 0.09 0.09
0.05 0 0.06 0.03 0.04 0.02 0.03 0.03 0 0 0.01 0.02 0.03 0.03 0.04 0.04 0.05
0.02 0.02 0 0.05 0.04 0.07 0.05 0.07 0 0 0.03 0.02 0.05 0.06 0.06 0.06 0.07
0 0.01 0.05 0 0.05 0.06 0.07 0.06 0 0 0.03 0.02 0.05 0.05 0.05 0.05 0.06

0.01 0.01 0.03 0.03 0 0.08 0.05 0.07 0 0 0.01 0.02 0.03 0.03 0.03 0.04 0.05
0 0.01 0.03 0.03 0.05 0 0.03 0.06 0 0 0.01 0.01 0.03 0.03 0.05 0.05 0.05

0.02 0.01 0.06 0.05 0.05 0.07 0 0.06 0 0 0.05 0.03 0.04 0.04 0.05 0.04 0.05
0 0.02 0.04 0.03 0.06 0.06 0.05 0 0.01 0.01 0.02 0.03 0.05 0.05 0.06 0.06 0.06

0.01 0.03 0.04 0.03 0.03 0.05 0.02 0.05 0 0.03 0.06 0.02 0.02 0.03 0.03 0.04 0.04
0.01 0.02 0.03 0.04 0.03 0.04 0.03 0.04 0.04 0 0.07 0.04 0.03 0.03 0.03 0.03 0.03
0.04 0.04 0.07 0.07 0.02 0.05 0.06 0.05 0.01 0 0 0.05 0.03 0.05 0.04 0.05 0.05
0.04 0.02 0.07 0.05 0.05 0.05 0.04 0.05 0 0 0.02 0 0.06 0.07 0.07 0.07 0.07
0.03 0.02 0.06 0.05 0.04 0.04 0.03 0.04 0.01 0.01 0.02 0.03 0 0.07 0.06 0.07 0.07
0.02 0.02 0.04 0.03 0.03 0.03 0.03 0.03 0 0 0 0.01 0.03 0 0.04 0.04 0.05
0.04 0.02 0.08 0.05 0.04 0.04 0.04 0.05 0 0 0.01 0.04 0.06 0.06 0 0.06 0.07
0.02 0.03 0.07 0.03 0.02 0.03 0.01 0.03 0 0 0.01 0.02 0.02 0.03 0.03 0 0.06
0.02 0.03 0.05 0.02 0.02 0.04 0.01 0.03 0.01 0 0.01 0.02 0.03 0.03 0.04 0.03 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (11)

According to step 4, calculate the comprehensive in-
fluence matrix T � [tij]17×17:

T �

0.05 0.08 0.22 0.16 0.16 0.15 0.13 0.15 0.02 0.02 0.07 0.13 0.16 0.18 0.19 0.21 0.22
0.07 0.02 0.13 0.08 0.09 0.08 0.07 0.8 0.01 0 0.03 0.05 0.08 0.09 0.09 0.1 0.12
0.05 0.05 0.08 0.1 0.1 0.14 0.1 0.14 0.01 0.01 0.05 0.06 0.11 0.13 0.13 0.14 0.16
0.03 0.04 0.13 0.05 0.1 0.13 0.12 0.12 0 0 0.05 0.06 0.11 0.12 0.11 0.12 0.14
0.03 0.03 0.09 0.07 0.05 0.13 0.09 0.12 0 0 0.03 0.05 0.08 0.09 0.09 0.1 0.11
0.02 0.03 0.09 0.07 0.09 0.05 0.07 0.1 0 0 0.03 0.04 0.08 0.09 0.1 0.11 0.11
0.05 0.04 0.13 0.11 0.11 0.14 0.06 0.12 0.01 0 0.08 0.07 0.10 0.11 0.12 0.14 0.13
0.03 0.04 0.12 0.08 0.11 0.13 0.1 0.07 0.01 0.01 0.05 0.07 0.11 0.12 0.12 0.14 0.14
0.04 0.06 0.11 0.08 0.08 0.12 0.07 0.11 0.01 0.07 0.09 0.06 0.08 0.09 0.1 0.11 0.12
0.04 0.05 0.1 0.09 0.08 0.11 0.09 0.11 0.04 0.01 0.09 0.08 0.08 0.09 0.1 0.11 0.11
0.07 0.07 0.16 0.13 0.09 0.13 0.12 0.13 0.02 0.01 0.03 0.09 0.1 0.13 0.13 0.14 0.15
0.08 0.06 0.17 0.12 0.12 0.14 0.11 0.13 0.01 0.01 0.05 0.05 0.14 0.16 0.16 0.17 0.18
0.06 0.05 0.14 0.1 0.1 0.11 0.09 0.11 0.01 0.01 0.04 0.07 0.06 0.14 0.13 0.14 0.15
0.04 0.04 0.1 0.06 0.07 0.08 0.07 0.07 0 0 0.02 0.04 0.07 0.05 0.09 0.09 0.11
0.07 0.05 0.17 0.11 0.11 0.12 0.1 0.12 0.01 0.01 0.04 0.08 0.12 0.14 0.08 0.15 0.16
0.04 0.05 0.12 0.07 0.06 0.08 0.05 0.07 0 0 0.02 0.04 0.06 0.08 0.08 0.05 0.11
0.04 0.04 0.1 0.06 0.06 0.08 0.05 0.07 0.01 0.01 0.03 0.04 0.07 0.08 0.08 0.08 0.05

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (12)
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Calculate the influencing degree, influenced degree,
centrality, and causality, as shown in Table 2.

As shown in Table 2, influencing factors can be divided
into reason factors and result factors according to the
centrality (centrality greater than 0 is reason factors, while
centrality less than 0 is result factors). Centrality determines
the importance of the factor in the system. To visualise the
degree of influence of factors, establish the quartile of the
influence factor, and use the centrality and causality of the
factor as Cartesian coordinates, as shown in Figure 4. ,e
detailed analysis is in Section 3.3.

3.2.2. ISM Analysis. According to step 9, select multiple
thresholds λ for comparative analysis, as listed in Table 3.

Finally, determine the selected threshold, λ � 0.11, and
convert the specification influence matrix G into the
reachable matrix K � [kij]17×17 by MATLAB programming.

K �

1 0 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1

0 1 1 0 0 1 0 1 0 0 0 0 1 1 1 1 1

0 0 1 0 0 1 0 1 0 0 0 0 1 1 1 1 1

0 0 1 1 0 1 1 1 0 0 0 0 1 1 1 1 1

0 0 1 0 1 1 0 1 0 0 0 0 1 1 1 1 1

0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1

0 0 1 0 0 1 11 1 0 0 0 0 1 1 1 1 1

0 0 1 0 0 1 0 1 0 0 0 0 1 1 1 1 1

0 0 1 0 0 1 0 1 1 0 0 0 1 1 1 1 1

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1

0 0 1 1 0 1 1 1 0 0 1 0 1 1 1 1 1

0 0 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1

0 0 1 0 0 1 0 1 0 0 0 0 1 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 1 0 0 1 0 1 0 0 0 0 1 1 1 1 1

0 0 1 0 0 1 0 1 0 0 0 0 1 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(13)

According to steps 9–11, process the reachable matrix,
and, finally, obtain the factor set Cq (q� 1, 2, . . ., n) of each
layer. Finally, establish the multilevel hierarchical hybrid
model, as shown in Figure 5.

3.3. Construction Safety Risk Factors and Related Influence
Mechanisms. According to the DEMATEL analysis, the
factors can be divided into cause factors and result factors. In
the actual construction process, more attention should be
paid to the causes, and effective control should be carried out
to improve the safety of the construction site. As Table 2
shows, the influencing degree of these factors varies greatly,
ranging from 0.98 to 2.435.

,e eight factors with high impact include cognitive
defects R1, imperfect safety management systems R12,
complex construction site environments R11, inadequate
supervision of safety behaviours R15, illegal operations R3,
inadequate safety disclosure R13, numerous large-scale
equipment cross-operations R7, and failure of construction
monitoring equipment R8. ,erefore, management factors
and human factors can be classified as factors that potentially
affect construction safety by influencing other factors. ,e
influenced degree indicates the comprehensive influence of
other factors on the factor Ri. At the level of impact, errors in
construction safety operational guidelines R17, illegal op-
erations R3, inadequate safety protection measures R16,
mechanical failure R6, inadequate supervision of safety
behaviours R15, inadequate acceptance of key processes R14,
failure of construction monitoring equipment R8, and in-
adequate safety disclosure R13 are the leaders, which shows
that the security level can be improved by increasing
influencers. Inadequate supervision of safety behaviours
R15, inadequate safety disclosure R13, and failure of con-
struction monitoring equipment R8 are all important
influencing factors and affected factors; improving these
factors will help improve the circulatory effects in the
system.

Centrality reflects the importance of factors in the sys-
tem. As shown in Table 2, illegal operations R3 is the most
important, followed by inadequate supervision of safety
behaviours R15, failure of construction monitoring equip-
ment R8, errors in construction safety operational guidelines
R17, inadequate safety disclosure R13, cognitive defects R1,
inadequate safety protective measures R16, mechanical
equipment failure R6, imperfect safety management systems
R12, unreasonable equipment selection and layout R4,
multiple cross-operations of large equipment R7, inadequate
acceptance of key processes R14, lack of maintenance and
repair of equipment R5, construction site complex envi-
ronment R11, poor physical or mental health status R2,
complex hydrogeological environments R10, and unfore-
seen natural factors R9. Among all the factors, illegal op-
erations R3, inadequate supervision of safety behaviours
R15, failure of construction monitoring equipment R8, er-
rors in construction safety operational guidelines R17, in-
adequate safety disclosure R13, cognitive defects R1,
inadequate safety protection measures R16, mechanical
failure R6, and imperfect safety management systems R12
are especially important. However, complex construction
site environment R11, poor physical or mental health R2,
complex hydrogeological environments R10, and unfore-
seen natural factors R9 also play important roles that cannot
be ignored. Safety issues must be analysed from a systematic
perspective. In the human-machine-environmental-man-
agement system, management factors closely related to
people are the most important factors affecting construction
safety.

In the multilevel hierarchical hybrid model, cognitive
defects R1, imperfect safety management systems R12, and
complex construction site environments R11 are deep fac-
tors, and unforeseeable natural factors R9, numerous large-
scale equipment cross-operations R7, lack of maintenance
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and overhaul of equipment R5, inadequate supervision of
safety behaviours R15, unreasonable equipment selection
and layout R4, and poor physical or mental health R2 are

middle factors. Mechanical failure R6, errors in construction
safety operational guidelines R17, complex hydrogeological
environments R10, inadequate acceptance of key processes
R14, failure of construction monitoring equipment R8,
inadequate safety disclosure R13, inadequate safety pro-
tection measures R16, and illegal operations R3 are surface
factors.

Human-related factors, such as cognitive deficits R1, are
deep factors; illegal operations R3 ranks second in centrality;
and poor physical or mental health R2 belongs to the middle
factors. ,ese findings show that human-related factors play
a pivotal role in construction safety risks and must be taken
seriously. Factors related to management, such as imperfect
safety management systems R12, are surface factors, and
poor supervision of safety behaviours R15, inadequate safety
disclosure R13, and inadequate safety protection measures
R16 are ranked 2nd, 5th, and 7th in centrality, respectively.
,e system has an important impact.

According to Figure 5, the key factors are cognitive
defects R1, illegal operations R3, failure of construction
monitoring equipment R8, imperfect safety management
systems R12, inadequate safety disclosures R13, and inad-
equate supervision of safety behaviours R15. However, in the
multilevel hierarchical hybrid model, key factors exist in the
three-layer structure, which indicates that, in security risk
control, we must not only pay attention to the proximal
causes but also comprehensively consider the overall per-
spective. In addition, except for the failure of construction
monitoring equipment, all the factors are related to the
human or management aspects.

As the above analysis shows, the human and manage-
ment aspects need to focus on control. In addition, the
following corresponding measures are proposed:

(1) Strengthen safety education. Personnel training and
education can be provided through multimedia re-
sources such as Virtual Reality (VR) equipment and
on-site teaching simultaneously. On-site self-help
and self-protection training should be conducted.

Table 2: DEMATEL parameter table.

Factor Influencing degree Influenced degree Centrality Causality Centrality ranking Factor attribute
R1 2.435 0.868 3.303 1.567 6 Reason factor
R2 1.267 0.855 2.122 0.412 15 Reason factor
R3 1.613 2.317 3.929 −0.704 1 Result factor
R4 1.512 1.629 3.141 −0.117 10 Result factor
R5 1.194 1.669 2.862 −0.475 14 Result factor
R6 1.140 2.043 3.183 −0.902 8 Result factor
R7 1.546 1.580 3.126 −0.034 11 Result factor
R8 1.516 1.926 3.442 −0.410 3 Result factor
R9 1.421 0.191 1.612 1.230 17 Reason factor
R10 1.440 0.186 1.626 1.253 16 Reason factor
R11 1.798 0.832 2.630 0.966 14 Reason factor
R12 1.977 1.170 3.147 0.807 9 Reason factor
R13 1.600 1.729 3.330 −0.129 5 Result factor
R14 1.061 2.029 3.090 −0.968 12 Result factor
R15 1.691 2.032 3.723 −0.341 2 Result factor
R16 1.047 2.218 3.265 −1.171 7 Result factor
R17 0.980 2.419 3.399 −1.438 4 Result factor
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Figure 4: Causal diagram of influencing factors of construction
safety risk.

Table 3: Comparison of different threshold λ.

Factor 0.09 0.1 0.11 0.15
R1 13 13 13 10
R2 5 3 2 0
R3 27 24 18 5
R4 18 17 11 1
R5 15 11 5 1
R6 18 16 13 1
R7 19 14 11 0
R8 22 21 15 0
R9 7 5 3 0
R10 9 5 1 0
R11 14 10 9 1
R12 15 13 13 5
R13 19 16 10 2
R14 15 11 10 3
R15 23 18 16 5
R16 17 16 12 3
R1 18 18 16 6
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(2) Improve safety and protection measures. Safety
protection measures should be taken for major
hazards to avoid safety accidents.

(3) Scientifically arrange the construction sequence to
reduce environmental uncertainty.

(4) Improve rules and regulations. Enterprises should
improve the responsibility system for production
safety and establish various rules and regulations for
safety inspection and on-site management.

(5) Focus on the production management of key pro-
cesses, master the construction status in advance,
eliminate safety hazards, and formulate effective
preventive measures.

(6) Develop a special safety plan. It is necessary to
combine the characteristics of the project to prepare
specialized, targeted, and operable special safety
programmes and technical measures.

(7) Strengthen the implementation of safety supervision.
Strengthen the enforcement capacity of safety su-
pervision, and timely discover to solve safety
problems in production.

(8) Master professional skills and knowledge. Ensure
that workers master relevant practices. Check for
related knowledge and skills, reward and update
them, and retest regularly.

(9) Perform good safety technical clarification. ,e
construction technology department and the safety
risk management agency should cooperate to im-
plement construction safety.

4. Conclusion

Construction accidents in high-speed railway station con-
struction are the result of the joint actions of humans,
machines, the environment, and management. Based on
system safety theory, an index system of the influencing
factors of construction safety is established with human-
machine-environment management aspects, and the influ-
encing mechanism among the influencing factors is ana-
lysed. ,e main conclusions are as follows:

(1) DEMATEL and ISM can be combined to analyse the
relationship among various factors affecting
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Figure 5: Multilevel hierarchical hybrid model.
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construction safety. DEMATEL is used to analyse the
centrality and causation of construction safety risk
factors and to determine the key factors. According
to the results, causation was divided into 6 causes
and 11 results. ISM is used to divide construction
safety risk factors into three hierarchical structures
and to obtain a multilevel hierarchical hybrid model
of influencing factors.

(2) ,e conclusion is that personnel factors and man-
agement factors need to be controlled with emphasis.
,ree main factors, six important factors, and seven
direct factors are obtained by analyzing the risk
factors affecting the construction safety of high-
speed railway station.

(3) ,e factors that affect the construction safety of high-
speed railway stations are extraordinarily complex
and have classification modes. In security risk
control, we should not only pay attention to the
proximal cause but also start from the overall situ-
ation and consider all factors comprehensively.
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Based on the sand and pebble stratum in the Beijing area, this paper studies the interaction between deep-foundation-pit
excavation for subway stations and surrounding buildings using an orthogonal test. Moreover, it considers the relative position
relationship between buildings and how the foundation pit is set up as well as different design schemes for foundation pits and the
surrounding buildings. Results show that the horizontal distance s between the building and foundation pit and stiffness of the
building itself have a clear impact on the differential settlement δij and relative deflection Δ, and the degree of deformation of the
building near the corner of the foundation pit is complex. Simultaneously, based on numerical simulation results, the deformation
characteristics and degree of deformation of the building under different relative position relationships with the foundation pit are
analyzed. Finally, by establishing a relationship among the comprehensive deformation index Dj, surrounding environmental
safety evaluation index Sj, and scheme safety grade Lj, a multiangle safety evaluation method for buildings affected by foundation-
pit construction is formed, which can provide a reference for the research and design of similar projects.

1. Introduction

Deep-foundation-pit engineering is accompanied by dif-
ferent degrees of environmental impact in construction
processes, which causes a change in the stress field of sur-
rounding soil, resulting in foundation soil deformation
within a certain range that affects surrounding buildings and
structures. If foundation-pit excavation deformation is not
properly controlled, it can threaten the safety of the sur-
rounding environment because the deformation of the
surrounding soil leads to uneven settlement or even damage
caused by cracking in the building and structure, and the
building can then no longer be used for its normal purpose.
However, damage to or the destruction of the surrounding
buildings also has an impact on deep-foundation-pit engi-
neering. For example, the excessive settlement of the ad-
jacent buildings exacerbates the deformation of the
surrounding soil, which may lead to a further increase in the
deformation of the retaining structure. Moreover, cracks and

leaks in underground pipelines may cause water bubbles at
the bottom of the foundation pit and threaten the stability of
its basement [1]. (erefore, with the increasing depth of
foundation-pit excavation and increasingly complex sur-
rounding environment, the foundation-pit support system
should not only be appropriate for its own strength and
stability but should also meet the requirements of the
surrounding environment for deformation control.

At present, existing research on the environmental re-
sponse of deep-foundation-pit excavation mostly focuses on
the influence of foundation-pit deformation on surrounding
structures, including actual deformation statistics [2–4] and
numerical simulations and model test [5–7]. Li and Yan [8]
numerically simulated ground surface settlement using
auxiliary planes perpendicular and parallel to the excavation
and angled auxiliary planes at the excavation corner;
thereafter, they analyzed the bending and torsional defor-
mation regularities of the surrounding buildings and de-
veloped an estimation method for building settlement. Liang
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et al. [9] investigated building settlement near excavations in
soft clay and proposed a simplified theoretical method to
predict the additional settlements and axial forces of ex-
cavation adjacent to existing building floating piles in soft
clay. Combined with the deep-foundation-pit engineering
for subway stations in their respective regions, many
scholars [10–13] have conducted in-depth research on de-
formation characteristics and influencing factors. Moreover,
many studies [14, 15] have reported the response of sur-
rounding buildings to foundation-pit excavation using field
measurements, which provides a basis for studying the
deformation mode and allowable deformation of buildings.
According to the research of Skempton andMacDonald [16]
and later scholars, damage to buildings can be roughly di-
vided into architectural, functional, and structural damages.
On the basis of previous research, Burland [17] proposed a
classification standard for the levels of damage to buildings
according to the degree of repairability of the largest cracks
in masonry walls. To clearly and accurately quantify the
impact of foundation-pit excavation on the surrounding
environment, Burland and Wroth [18] provided a definition
for various building-deformation variables, which has been
widely recognized by related research.

(rough a broad review of the relevant literature, it can
be established that existing studies have the following
limitations: first, foundation-pit engineering and the sur-
rounding environment are an interactive system; therefore,
accurately analyzing the interaction relationship between
them depending only on measured analyses and theoretical
research is difficult; second, a finite-element method can
establish a variety of working conditions, and the influence
of different factors on results can be further analyzed using
calculation results. However, existing studies have only
established the relative displacement relationship between
the surrounding buildings and foundation pit. Because
foundation pits for subway stations are long and narrow, the
deformation of a building at a particular location can hardly
represent the entirety of the deformation around the
foundation pit; third, in the research process, the influence
of the foundation pit itself and the surrounding environment
on the deformation results has not been fully considered,
and the calculation results have not been further combined
with multiple factors to form a specific impact evaluation.

In this study, a sandy pebble stratum formed the basis of
the investigation, and related engineering data were used to
establish stratigraphic distribution and a standardizedmodel
for a subway-station deep-foundation pit. Starting from the
influence of foundation-pit excavation on building defor-
mation, the interaction between foundation-pit excavation
and adjacent buildings is analyzed and evaluated in many
aspects, so as to give feedback about the influence of
foundation-pit excavation on the environment. Secondly,
starting from the design scheme of the foundation-pit
support system and the relative displacement relationship
between the building and the foundation pit, the distance
between the building and the foundation pit, the stiffness of
the building itself, the stiffness of the retaining structure of
the foundation pit, and the stiffness of the inner support are
set as the main influencing factors. An orthogonal test and

research into the deformation of the different test schemes
were then used to analyze the degree of influence of the
various factors on building deformation. A comprehensive
evaluation method for the influence of multiangle founda-
tion-pit excavations on surrounding buildings was then
developed, which provides a reference for subsequent related
research and design.

2. Project Overview

2.1. Project Introduction. (e project is located in Beijing,
China, and its geographical location is shown in Figure 1. As
the political and cultural center of China with a long history,
Beijing has a varied construction style, which is complex and
spans a large area; thus, given the complex urban envi-
ronmental conditions, the requirements for environmental
protection in relation to foundation-pit engineering are
high, especially with regard to foundation-pit engineering
for subway stations. As a form of urban construction, these
foundation pits are excavated in considerably populated
areas and can therefore cause a serious engineering accident
if sufficient care is not taken. In this study, foundation-pit
engineering for the first and second phase of the subway-
station construction of Beijing Metro Line 6 is taken as the
focus, and 16 open-cut foundation-pit projects are selected
as the main research objects. (e support system adopts the
form of “internal support + bored pile.” (e specific di-
mensions and characteristic values of the foundation-pit
excavation are shown in Table 1, where, L, B, He, and H are
the length, width, excavation depth, and depth of the
foundation pit’s retaining structure. (e diagram of subway
lines is shown in Figure 2 in which the pink line is the first
phase of the project, and the green line is the second. (e
serial numbers of each station in the figure correspond to the
serial numbers in Table 1.

2.2. Geological and Hydrological Conditions of the Project.
(e first and second phases of Beijing Metro Line 6 are
located in central and eastern Beijing, where the soil is
mainly cohesive, silty, sandy, and with pebbles. Based on the
summary of the geological survey data for the Beijing Metro
Line 6 project, the stratigraphic sequence of the whole area
from top to bottom is shown in Table 2, and the main types
of soil in each layer are shown in Figure 3.

(e Line 6 subway stations are mainly located at a depth
of 15–25m underground, and they are all built in the
Quaternary clay, sand, and pebble layer. (erefore, the in-
fluence of strata conditions on subway construction in
Beijing mainly includes the following two aspects [19]:

(1) (e sand and pebble stratum in Beijing are a typical
mechanical unstable stratum, which is characterized
by loose structure, lack of cementation, and different
sized granulation. Once this kind of stratum is ex-
cavated, the original state of relative stability or
equilibrium is easily destroyed so that the excavation
face and wall of the foundation pit lose their con-
straints, leading to instability. Large pores are
present among the grains of the sandy pebble
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Figure 1: Schematic of the project location.

Table 1: Basic statistics of the excavation for Beijing Metro Line 6 open-cut station.

Project number L (m) B (m) He (m) H (m)
1 381 34.2 24.4 27.7
2 245.3 22.3 28.7 34.9
3 291.1 28.8 18.5 30.7
4 323.8 23 17.4 30.4
5 219.1 20.9 19.8 23.3
6 564.9 19.7 21.1 25.4
7 358.3 21.1 17.5 22.5
8 256 19.5 18.5 21
9 394 34.9 18.6 21
10 357.5 20.9 13.3 17.8
11 473 43.9 22.2 26.6
12 219.6 21.9 17.6 33.6
13 314.2 21.1 17.9 42.5
14 326.4 20.9 20 24.2
15 286.4 20.8 17.4 22.4
16 523.6 29.7 18.2 22.4
Average 319.5 25.44 20.12 27.16

West extension project
Route map of Beijing Metro Line 6

Phase I

Phase II

N

Figure 2: Diagram of Beijing Metro Line 6 and project numbers.

Table 2: Strata along Beijing Metro Line 6.

Number Name of the soil Type of soil

1 Artificial filled soil It mainly contains silt filling soil and miscellaneous filling soil, in which the
miscellaneous filling soil is 6–8m below the ground

2 Recently deposited soil It mainly contains silty soil layer, silty clay layer, and fine sand

3 Quaternary Holocene alluvial and
diluvial deposits It mainly contains silty soil, silty clay, clay, fine silty sand, and medium coarse sand

4 Quaternary late Pleistocene alluvial and
diluvial deposits

It mainly contains boulder, medium coarse sand, fine silty sand, silty clay, clay, silt, and
fine medium sand
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formation, and the cohesive force among the grains
is almost zero. During the excavation of the foun-
dation pit, the stratum can easily collapse. In par-
ticular, the spalling of large pebbles in the wall of the
foundation pit may cause a sudden subsidence of the
overlying strata.

(2) Beijing strata also contain a large number of sand
layers, which are generally dense but have poor self-
stabilizing ability, and these layers are prone to
collapse. In the presence of water, sand flow occurs
easily. If precipitation construction is adopted, the
surrounding groundwater level decreases, and the
silty sand layer becomes loose as a result of water
loss, which makes it unstable when disturbed by an
excavation operation.

(erefore, studying the influence of subway-station
construction on the surrounding buildings in dense urban
areas with these strata characteristics is necessary to establish
a set of construction safety evaluation methods.

3. Basic Informationon theFoundationPits and
Surrounding Buildings

A large number of engineering design data pieces were
collected to standardize the design parameters of the
subway-station foundation pits in the Beijing area, and
the finite-element calculation method was adopted to
analyze the interaction between the existing design
scheme for foundation-pit excavation and the sur-
rounding buildings.

3.1. 0e Establishment of a Foundation-Pit Standard Model.
After assigning an average weighting to all the parameters of
the open-cut foundation pit, as shown in Table 1, the main
parameters of the standardized model of the subway-station
foundation pit were obtained (Table 3), where d, l, H, and E
are the diameter, spacing, depth, and stiffness, respectively,
of the bored piles. (e excavation conditions of the stan-
dardized foundation pit are shown in Table 4.

3.2. Main Building Parameters and Relative Position
Relationship. (e overall stiffness of most multistory ma-
sonry structures, compared to reinforced concrete shear
frame structure, is weaker due to its shallow depth and
overall stiffness, making it relatively more vulnerable to
environmental impact in the excavation of foundation pits.
(erefore, this paper focuses primarily on the deformation
of multistory masonry structures to evaluate the environ-
mental impact of foundation-pit excavations.

To study the influence of foundation-pit excavation on
surrounding buildings, the setting parameters mainly in-
clude the position relationship between the building and
envelope structure and the size and stiffness of the building
itself. (e size of the building is shown in Figure 4.(e outer
contour is a strip 27m long and 4.5m wide. Four floors are
present, and each layer is 3m high, with a total height of
12m. (e main structure of the building includes a hori-
zontal wall, vertical wall, partition wall, and floor slab. (e
foundation is in the form of a strip foundation under the
wall, and the openings for doors and windows have been
considered. (e thickness of the wall and floor slab is 0.24m

(a) (b)

(c) (d)

Figure 3: Longitudinal geological profile of the K0 + 600–K1+ 074 section of the Gongchang road project. (a) Silty clay. (b) Fine powder
sand. (c) Sandy pebble. (d) Sandy pebbles are interlaced with silty clay.
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and 0.1m, respectively. Considering that the stiffness of most
masonry structures gradually degrades with age, the impact
of earthquakes, and other factors [20, 21], the elastic
modulus of the wall is set at 220MPa, and Poisson’s ratio is
0.1. (e elastic modulus of the floor is set at 30GPa, and
Poisson’s ratio is 0.2.

Since the subway-station foundation pit is long and
narrow, the deformation in the length direction of the
foundation pit is more complicated [22, 23]. (e location of
the maximum deformation of the foundation-pit excavation
was determined using the design, construction scheme, and
complexity of the surrounding environment, of which the
influencing factors relating to the deformation of the sur-
rounding buildings include the structural form, buried depth
of the foundation, and relative position relationship with the
foundation pit.

(erefore, the deformation situation between the
building and the foundation pit at different relative positions
is compared and analyzed by using three different relative
position relations: on one side of the foundation pit near the
center, at a quarter of the length, and at an angle to the pit, as
shown in Figure 5. (e comparative analysis in relation to
the different relative positions between the buildings and
foundation pit depending on the location parameter is given
in the subsequent calculations.

When setting the horizontal distance between the
building and envelope, ensuring that the building was lo-
cated in the main impact area of the foundation-pit exca-
vation was necessary, as shown in Figure 6. When the
longitudinal wall of the building is parallel to the foundation
pit, the horizontal wall crosses the position where the
maximum settlement occurs on the surface. When the

Table 3: Main parameters of the normalized model of the Beijing Metro Line 6 open-cut foundation pit.

Basic dimensions
L (m) 319.5
B (m) 25.44
He (m) 20.12

Bored pile

d (m) 0.8/1.5l (m)
H (m) 27.16
E (MPa) 3.0×104

Inner support

Material Q235
Layer number 4

Section size (mm) Φ609×14 Φ609×16
Horizontal spacing (m) 3

Table 4: Main excavated conditions of the foundation pit.

Construction step Construction content Excavation depth
I Initial ground stress —
II Retaining structure construction —
III Excavate the first layer of soil and set up the first steel support 2m
IV Excavate the second layer of soil and set up the second steel support 4.5m
V Excavate the third layer of soil and set up the third steel support 4.5m
VI Excavate the fourth layer of soil and set up the fourth steel support 4.5m
VII Excavation to the bottom 4.5m

Roof

Longitudinal
wall

Cross wall

Floor

Shallow
foundation

4500

4500 4500 4500 4500

27000

4500 4500

30
00

30
00

30
00 12

00
0
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00

1500 1500 1500

1500 1500 1500
90

0
18

00
20
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00

Figure 4: Dimensions of surrounding buildings.
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longitudinal wall of the building is perpendicular to the
foundation pit, the longitudinal wall crosses the position
where the maximum settlement occurs.

3.3. Selection of a Constitutive Model. To describe the
stress–strain relationship of soil accurately, scholars have
proposed various models to consider the small-strain
stiffness of soil. (ese models can distinguish the

deformation characteristics of soil in relation to loading and
unloading. Among them, the hardening soil small-strain
model proposed by Benz [5], used with small-strain stiffness,
has been widely used and recognized by scholars in the field
of foundation-pit engineering.(erefore, this paper adopted
this constitutive model to simulate and analyze the exca-
vation process of a standardized foundation pit in the Beijing
strata. Moreover, considering the calculation efficiency of
the finite-element software and symmetry of the foundation

(a) (b)

Figure 5: Schematic of the relative position relationship between the building and foundation pit. (a) (e longitudinal walls of the building
are parallel to the foundation pit. (b) (e longitudinal walls of the building are perpendicular to the foundation pit.

Range of surface subsidence

2.0 1.0 1/3 0.00.0
1/6
1/2

1.0

d/PIZ

δ v
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Minor area of influence Main area of influence

(a)

Minor area of influence Main area of influence

(b)

Figure 6: (e relationship between the location of the building and influence range of ground subsidence during excavation [24]. (a) (e
longitudinal walls of the building are parallel to the foundation pit. (b) (e longitudinal walls of the building are perpendicular to the
foundation pit.
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pit, a half-section of the central axis along the long side of the
foundation pit was used for the simulation in the numerical
calculation.

4. Deformation of the Retaining Structure and
Surrounding Buildings after Excavation of a
Foundation Pit

To facilitate the description of the deformation under dif-
ferent relative position relationships between buildings and
foundation pits, the foundation pits and buildings are
numbered using the plane coordinate system as viewed from
above. Starting from the pit corner, the order of buildings is
stipulated in the direction of the x-axis, as shown in Figure 7.
In the calculation process, the deformation in the floor and
roof of the building was monitored. (e deformation results
were summarized by the deformation at the intersections of
each partition wall with the baseplate and roof.(e positions
and numbers of the monitoring points are shown in Fig-
ure 8: a monitoring point on the roof ism, and the number of
the monitoring point on the bottom plate perpendicular to
the roof is m′.

When the longitudinal wall of the building is parallel to
the foundation pit, as shown in Figure 9, based on the size of
the foundation pit, the distance between two adjacent
buildings is set as 30m, and the horizontal distance from the
foundation pit is 5m. Because the width of the foundation-
pit shield shaft is larger than the shield interwell section, the
distance between building A and the foundation pit is closer
than that between building B and building C, and the
horizontal distance is approximately 3m.

(e calculation results are shown in Figure 10. By
comparing the soil deformation on the left and right sides of
the foundation pit in Figures 10(a) and 10(b), it can be seen
that the size and range of horizontal and vertical defor-
mation of the soil with a building on one side of the
foundation pit are significantly larger than that without a
building. At the same time, further analysis can obtain the
deformation of the building, as shown in Figures 11 and 12.

By comparing the floor settlement of the three buildings
in Figure 11, it can be seen that: ① building A, which is
closer to the shield shaft, has the largest settlement, and its
maximum settlement is approximately −32.5mm; the set-
tlement of buildings B and C is small, and the maximum
settlement is approximately −25.9mm. (e settlement of
buildings B and C is in the form of synchronous subsidence
and symmetrical depression on both sides of the floor, and
the settlement of building A is due to the settlement on the
left side of the floor being greater than the asymmetric
depression on the right side;② the length of the red line on
the right side of the deformation curve in Figure 11 is the
differential settlement of buildings A, B, and C, which is 24.8,
18.4, and 25mm, respectively. (e relative deflections are
12.55, 9.8, and 14.35mm, respectively. (e corresponding
deflection ratios are 1/2151, 1/2755, and 1/1881, respectively;
③ the settlement of the front edge of the floor of the three
buildings is greater than that of the back edge, and the
settlement difference between the front and back sides of the

floor is between 5 and 7.5mm. Based on the previous as-
sumptions on building deformation, it is speculated that the
whole building may be inclined toward the foundation pit.

Figure 12 shows the horizontal deformation of the top
and bottom monitoring points of the longitudinal wall in
front of the building in the direction of the foundation pit.
(e maximum horizontal displacement of the top and
bottom of building A is 7.5 and 5.5mm, respectively. (e
maximum horizontal displacements at the top and bottom
of the longitudinal walls of buildings B and C are similar,
approximately 5.45 and 3.85mm, respectively. Compared
with buildings B and C, the maximum horizontal dis-
placement of building A in the direction of the foundation
pit appears on the left side of the building, i.e., the side near
the shield shaft, and the bottom presents a slightly concave
deformation. However, the deformation of buildings B and
C is generally shown as an overall forward tilt, without
prominent deformation in any position. (erefore, the
forms of deformation of the buildings located near shield
shafts are relatively complex compared with those in other
locations.

4.1. Deformation of Buildings with Longitudinal Walls Per-
pendicular to the Foundation Pit. As shown in Figure 13,
when the longitudinal wall of the building is perpendicular
to the foundation pit, with the three buildings still in a
horizontal position, the horizontal spacing between the
adjacent buildings is 65m, the horizontal distance between
the transverse walls of the building near the foundation pit is
5m, and horizontal distance between building A and the
foundation pit is 3m due to its proximity to where the shield
shaft and shield interwell section connect.

As can be seen from Figure 14, when the longitudinal
wall of the building is perpendicular to the foundation pit,
the deformation range of horizontal and vertical soil dis-
placement on the side of the foundation pit with the building
increases compared with that on the side without the
building. (e maximum horizontal displacement is within
the range of 30–40mm, and the maximum vertical settle-
ment is within the range of 40–50mm.

When the longitudinal wall of the building is perpen-
dicular to the foundation pit, the horizontal displacement of
the building toward the foundation pit can be ignored be-
cause the moment of inertia along the vertical wall of the
building is much larger than that along the horizontal wall.
As shown in Figure 15, through further analysis of the
settlement deformation at the bottom of the building, it can
be seen that the left and right sides of the floor of the building
at the three locations show synchronous settlement defor-
mation, and the maximum settlement is similar at ap-
proximately 30mm. (e three largest settlement points are
all located near monitoring points no. 6 (or no. 12) and no. 7
(or no. 13). (is means that the horizontal distance from the
ipsilateral retaining structure of the foundation pit is ap-
proximately 0.7–0.8 He within the range of 12–14m.

In summary, when the longitudinal wall of the building
is perpendicular to the foundation pit, the horizontal dis-
placement of the building toward the foundation pit is
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ignored due to the greater stiffness of the vertical wall.
(erefore, the settlement deformation of the floor of the
building is mainly analyzed herein. It can be seen from the
building settlement deformation curve that the position of
the maximum settlement of the building is consistent with
the position of the maximum settlement of the surface
outside the pit obtained from the measured data statistics
[18]. (erefore, further studies on the influence of various
factors on building deformation can be conducted in sub-
sequent studies based on the above 3D model.

5. Environmental Response and Safety
Evaluation of Foundation-Pit Construction

To obtain the degree of influence of the excavation of the
foundation pit on the surrounding buildings accurately, this
section combines the main parameters of the buildings and
foundation-pit support scheme and analyzes the influence of
different support schemes and the state of the surrounding
buildings on the deformation of the building in the process
of foundation-pit excavation from multiple angles.

According to the deformation described in the previous
section, the forms of deformation in the buildings are pri-
marily uneven settlement δij, overall deflectionΔ, inclination
toward the pit (angle α), and torsion (angle β), as shown in
Figure 16. Uneven settlement δij in Figure 16(a) is the ab-
solute value of the difference between the settlement value of
the monitoring point j with the largest settlement and that of
the monitoring point i with the smallest settlement of the
monitoring points on the floor.

5.1. Deformation Response Analysis of the Surrounding
Buildings Affected by Foundation-Pit Construction. In this
section, the foundation-pit supporting scheme is repre-
sented by two main factors Ee and Es, while the relative
position relationship between the building and the foun-
dation pit, s and Ec, is mainly considered for the surrounding
buildings, as shown in Table 5, where s is the horizontal
distance between the building and foundation pit; Ec is the
stiffness of the building wall; Ee is the stiffness of the
retaining structure; and Es is the stiffness of the internal
support. (ree levels are set for each factor. (e relative
position relationship between the building and foundation
pit is consistent with that in Section 4.

(rough the analysis and study of different foundation-
pit retaining design schemes and the deformation of the
surrounding buildings in the previous section, the specific
degree of influence of the different factors on the defor-
mation of buildings with the three relative positions can be
obtained, as shown in Figure 17. (e vertical coordinate in
the figure is the absolute value of the difference between the
maximum and minimum mean values of the deformation
parameters obtained at the three different levels under the
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Figure 7: (e position relationship between the foundation pit and building, as viewed from above, in plane coordinate and building
number.
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Figure 10: Displacement cloud image of surrounding environment after completion of foundation-pit excavation parallel to the foundation
pit. (a) Horizontal displacement of soil. (b) Vertical displacement of soil.
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Figure 11: Floor settlement of the three buildings when the longitudinal wall of the building is parallel to the foundation pit. (a) Building
A. (b) Building B. (c) Building C.
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Figure 12: Horizontal displacement of the roof and floor of the three buildings when the longitudinal wall of the building is parallel to the
foundation pit. (a) Building A. (b) Building B. (c) Building C.
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same influence factor. It is a dimensionless index and is only
used to consider the degree of influence of different factors
on the same deformation parameter; the larger the

difference, the greater the influence of this factor on the
deformation parameters. In each figure, the left curve is the
degree of impact of the longitudinal walls of buildings A, B,
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Figure 13: (ree-dimensional numerical model of the longitudinal wall of buildings perpendicular to the foundation pit.
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Figure 14: Displacement cloud image of surrounding environment after completion of foundation-pit excavation (perpendicular to the
foundation pit). (a) Horizontal displacement of soil. (b) Vertical displacement of soil.
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Figure 15: Floor settlement of the three buildings when the longitudinal wall of the building is perpendicular to the foundation pit.
(a) Building A. (b) Building B. (c) Building C.
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and C parallel to the foundation pit, and the right curve is the
degree of impact of the longitudinal walls of buildings A, B,
and C perpendicular to the foundation pit.

(e comprehensive analysis set out in Figure 17 shows
the following: ① of the four influencing factors, the hori-
zontal distance between the building and foundation pit and
the stiffness of the building itself have a relatively clear
influence on the deformation of the building, especially the
differential settlement and relative deflection of the building;
② regardless of whether the longitudinal wall of the building
is parallel or perpendicular to the foundation pit, the degree
of influence of the four deformation parameters of building
A is larger than that of the other two locations, which is
related to the complexity of the deformation near the
connection between the shield shaft and the shaft section;③
for the inclined and torsional deformation of the building in
the direction of the foundation pit, in addition to the factors
of the building itself, the influence of the stiffness on the
bracing in the foundation pit cannot be ignored, as shown in
Figures 17(a) and 17(c). (e second influence is the stiffness
of the foundation-pit retaining structure.

From the perspective of the relative position relationship
between the building and the foundation pit, the defor-
mation parameters of the building vary greatly with its
location, and the position of building A is still the most
clearly affected.

5.2. Interaction between Foundation-Pit Construction and
Surrounding Buildings. In addition to the influence of the
foundation-pit excavation on the building described above,

there will also be some interaction between the building and
foundation pit in the process of the foundation-pit exca-
vation, and the degree of interaction between the two will
differ because of the different design schemes of foundation-
pit support structures and surrounding environmental
conditions. (rough further analysis of the 54 testing
schemes of deformation parameter trends along with the
change in the main influencing factors, establishing the most
and least favorable excavation and surrounding environ-
mental conditions is possible. In this way, it is possible to not
only optimize the design scheme but also design a subway-
station foundation-pit engineering and safety risk assess-
ment targeted at taking effective control measures.

Figures 18 and 19 show building deformation under the
influence of different design schemes for foundation-pit
support systems and the relative position relationship, re-
spectively. Because the differential settlement and relative
deflection of the building are five orders of magnitude larger
than the tilt and torsion angles, to identify the four defor-
mation parameters simultaneously and then determine the
comprehensive deformation of the building, the calculated
results are normalized in the figure; i.e., the ordinate is the
degree of deformation after the normalization of the four
deformation parameters.

As shown in Figures 18 and 19, when the longitudinal
wall of the building is parallel to the foundation pit, the
scheme with the minimum comprehensive deformation of
buildings A, B, and C is no. 3, no. 2, and no. 3, respectively,
the distance between the building and foundation pit is at the
minimum, stiffness of the building is medium or above, and
stiffness of the retaining structure and inner support is
medium or below. (e maximum comprehensive defor-
mation is no. 7, no. 8, and no. 7, respectively. At this point,
the distance between the building and foundation pit is the
largest, building stiffness is medium or below, stiffness of the
envelope structure is at the maximum or minimum, and
stiffness of the inner support is medium or below.

When the longitudinal wall of the building is perpen-
dicular to the foundation pit, the minimum comprehensive
deformations of buildings A, B, and C are no. 8, no. 3, and

Δ
ôij

(a)

α

(b)

β

(c)

Figure 16: Diagram of building-deformation forms. (a) Relative deflection and differential settlement. (b) Tilt deformation. (c) Torsional
deformation.

Table 5: Orthogonal test factors for a deformation response
analysis of the buildings.

Main influencing factors
Test conditions

Standard 1 Standard 2 Standard 3
s (m) 5 10 15
Ec (103MPa) 0.2 0.4 0.6
Ee (103MPa) 30 15 7.5
Es (103MPa) 200 100 50
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no. 8, respectively. At this point, the distance between the
building and foundation pit is at the maximum and mini-
mum, stiffness of the building is medium and above, stiffness
of the retaining structure of the foundation pit is at the
maximum and minimum, and stiffness of the inner support
is medium and below. (e maximum comprehensive de-
formations are no. 4, no. 7, and no. 7. In this case, the
distance between the building and foundation pit is medium
or above, building stiffness is at the minimum, and stiffness
of the retaining structure and inner support of the foun-
dation pit is medium or below.

(rough the above analysis, it can be seen that the
maximum or minimum comprehensive deformation of
buildings with different relative position relationships is
determined through various influencing factors. When the
distance between the building and foundation pit is small,
the deformation of the building may be smaller than when
the distance is large. (e deformation of a building with
greater stiffness may also be greater than that of a building
with less stiffness. Due to the diversity in forms of building
deformation and influencing factors, judging the impact of

foundation-pit excavation on buildings using only a single
deformation or factor may lead to incomplete results.
(erefore, a comprehensive evaluation method that can
integrate a variety of influencing factors and deformation
forms is needed.

5.3.ComprehensiveEvaluationof theDeformationResponse of
Surrounding Buildings. (is section continues the corre-
sponding systematic evaluation of building deformation as a
result of foundation-pit excavation from two perspectives:
the influence of various deformation indexes and influ-
encing factors on comprehensive deformation and the in-
teraction between foundation-pit excavation and buildings.

5.3.1. Influence of Various Deformation Indexes on the
Comprehensive Deformation of Buildings. By calculating the
average value of the proportion of normalized deformation
parameters in the comprehensive deformation index in the
54 schemes, the degree of influence of the four kinds of
deformation on the comprehensive deformation index of the
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Figure 17: Influence of different factors and relative position on building deformation. (a) δij. (b) Δ. (c) α. (d) β.
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building under different relative position relationships can
be obtained, as shown in Figure 20. When the longitudinal
wall of the building is parallel to the foundation pit, the
relative deflection of the building has the greatest influence
on the comprehensive deformation, followed by the dif-
ferential settlement deformation. When the longitudinal
wall of the building is perpendicular to the foundation pit,
differential settlement, relative deflection, and inclined angle
have an almost equal effect on the comprehensive defor-
mation, and the torsion angle has the least effect.

In this paper, the sum of the normalized values of the
four deformation indexes of the building is called the
comprehensive deformation index Dj, which is used to
measure the overall degree of deformation of the sur-
rounding buildings after foundation-pit excavation. Fig-
ure 21 shows the distribution range and proportion of the
comprehensive deformation index of all buildings in the 54
schemes under different relative position relationships be-
tween the buildings and foundation pits. When the

longitudinal wall of the building is parallel to the foundation
pit, the ratio of the comprehensive deformation index of the
surrounding buildings between 1 and 3 is the largest; of
these, the comprehensive deformation index between 1 and
2 accounted for 51.8%, and that between 2 and 3 accounted
for 29.6%. (e comprehensive deformation index of the
building between 0 and 1 is less than 5%, and that of more
than 3 accounts for 14.8%.When the longitudinal wall of the
building is perpendicular to the foundation pit, the distri-
bution of the building comprehensive deformation index
between 0 and 2 is approximately zero, and the proportion
between 2 and 3 accounts for 25.9%; the proportion greater
than 3 is the largest, accounting for 74.1%.

When Figures 20 and 21 are combined, the compre-
hensive influence of foundation-pit excavation on the de-
formation of surrounding buildings under different relative
position relationships can be accurately judged, as can the
degree of influence of the various deformation indexes on
the comprehensive deformation of the surrounding
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Figure 18: (e variation trend of four deformation parameters in different test schemes (parallel to the foundation pit). (a) Building
A. (b) Building B. (c) Building C.
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Figure 19: (e variation trend of four deformation parameters in different test schemes (perpendicular to the foundation pit). (a) Building
A. (b) Building B. (c) Building C.
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environment. To a certain extent, this can provide the basis
for deformation prediction and the safety evaluation of
similar projects.

5.3.2. 0e Influence of Various Factors from the Surrounding
Environment on Comprehensive Deformation. To express
the degree of influence of the four factors more intuitively,
the degree of each influence factor was assigned to I, II, and
III according to the order of the calculation parameters from
small to large, and specific values were assigned to each level,
as shown in Table 6. (e average value of each deformation
parameter was then calculated according to the calculation
results of the 54 experimental schemes using three grades:
low, medium, and high. Finally, the absolute value of the
difference between the maximum and minimum values of

the three average values was taken as the criterion to judge
the degree of influence of the factor on each deformation
parameter.

Taking differential settlement, one of the deformation
parameters, as an example, in Table 7,
ai(δ

v), bi(δ
v), ci(δ

v), and di(δ
v) represent the average

values of the differential settlement calculated at each level
(I � 1, 2, 3) of the four influencing factors, i.e., the distance
between the building and foundation pit Sj, building
stiffness Ec

j, stiffness of the retaining structure of the
foundation pit Ee

j, and stiffness of the internal support Es
j.

(e values rs(δ
v), rEc(δ

v), rEe(δ
v), and rEs(δ

v) represent the
degree of influence of the four influencing factors on the
differential settlement, respectively: the distance between
the building and the foundation pit Sj, stiffness of the
building Ec

j, stiffness of the retaining structure of the
foundation pit Ee

j, and stiffness of the internal support Es
j.

(e calculation method considers the influence of the
distance between the building and foundation pit on dif-
ferential settlement as an example, as shown in equations
(1) and (2). (e calculation method for the degree of in-
fluence of each factor on other deformation parameters can
be referred to and will not be described here.

ai δv
(  �


3
i�1 si δv

( 

3
, (1)

rs δv
(  � Max ai δv

(   − Min ai δv
(  . (2)

After the degree of influence of each factor on the dif-
ferent deformation parameters is obtained, the average value
of the degree of influence of this factor on all deformation
parameters is calculated, and the comprehensive influence
index R of each factor on building deformation is obtained.
For example, the comprehensive influence index of the
distance between the building and foundation pit on
building deformation is shown in equation:

Rs �
rs δv

(  + rs(Δ) + rs(α) + rs(β)

4
, (3)

where rs(Δ), rs(α), and rs(β) are the degree of influence of the
distance between the building and foundation pit on the
relative deflection, tilt angle, and torsion angle of the
building, respectively. (e calculation method for the
comprehensive degree of influence of other factors on
building deformation can be conducted using references and
will not be repeated herein. (us, the comprehensive degree
of influence of the various factors on building deformation
when the longitudinal wall of the building is parallel and
perpendicular to the foundation pit is obtained, as shown in
Table 8.

When the assigned value of each influencing factor in
Table 6 is multiplied by the comprehensive degree of in-
fluence of each influencing factor in Table 8, the safety
evaluation index Sj of each scheme can be obtained. To verify
the reliability of the safety evaluation index, the compre-
hensive deformation of the 54 schemes was sorted, as shown
in Figure 22. (e comprehensive deformation index is the
sum of the normalized values of the deformation parameters
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Table 6: (e grade division and assignment of influencing factors.

Influencing factor level s (m) Ec 103 (MPa)c Ee 103 (MPa)c Es 103 (MPa)c Graphics and assignment

I (low) 5 0.2 7.5 50 1

II (medium) 10 0.4 15 100 2

III (high) 15 0.6 30 200 3

Table 7: Calculation table of the degree of influence of the four factors on δij.

Level i
δij

s Ec Ee Es

1 a1(δ
v) b1(δ

v) c1(δ
v) d1(δ

v)

2 a2(δ
v) b2(δ

v) c2(δ
v) d2(δ

v)

3 a3(δ
v) b3(δ

v) c3(δ
v) d3(δ

v)

r(δv) rs(δ
v) rEc(δ

v) rEe(δ
v) rEs(δ

v)

Table 8: (e comprehensive degree of influence of various factors on building deformation.

Relative position relation s Ec Ee Es

Parallel to the foundation pit 0.40 0.25 0.12 0.23
Perpendicular to the foundation pit 0.34 0.30 0.20 0.17
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Figure 22: Continued.
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corresponding to each scheme in Figures 18 and 19: the
larger the sum, the greater the comprehensive deformation
index; the smaller the sum, the lower the comprehensive
deformation index; and the smaller the comprehensive
deformation index, the higher the safety level of the
scheme.

(erefore, the comprehensive deformation index is
sorted from small to large, and the corresponding safety level
of each scheme is ranked from high to low, as shown in
columns 1 and 6 of each table in Figure 22. Columns 2 to 5
are the grades of the four influencing factors corresponding
to each scheme and are multiplied by the comprehensive
degree of influence of each influencing factor on building
deformation under the corresponding relative position

relationship set out in Table 8; the corresponding safety
evaluation index Sj can be obtained for each scheme.

As can be observed, with an increase in the compre-
hensive deformation index of each table in Figure 22, the
corresponding safety evaluation index shows a downward
trend. (is rule can be expressed intuitively, as in Figure 23.
(e relationship between the building comprehensive de-
formation index Dj and safety evaluation index Sj can be
expressed by (4), where −0.89<m≤−0.43, 2.9< n≤ 4.8:

Dj � mSj + n. (4)

Moreover, according to Figure 22, the relationship be-
tween the scheme safety level Lj and safety evaluation index
Sj can be obtained, as shown in Figure 24. A certain linear
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Figure 22: Comprehensive deformation index (Dj) and safety evaluation index (Sj) of surrounding buildings under different schemes.
(a) Building A. (b) Building B. (c) Building C.
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Figure 23: Relationship between the comprehensive deformation
index (Dj) and safety evaluation index (Sj) of surrounding
buildings.
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relationship exists between the two, as shown in equation
(5), where 0.09< a≤ 0.17, 1.2< b≤ 1.5:

Sj � aLj + b. (5)

Figure 24 can be further divided to clarify the criterion
for the environmental impact of the relationship between the
environmental safety evaluation index around foundation
pit and the safety level of the scheme. In this figure, the
relationship between the safety evaluation index of the
building and safety level of the scheme has a common in-
tersection point, which is roughly located at the positions of
Sj � 2 and Lj � 5. With this intersection point as the center,
the horizontal and vertical symmetrical middle lines and red
line segments in Figure 24 can be drawn.(e two lines divide
the diagram into four parts so that the environmental safety
situation can be judged simultaneously according to the
safety evaluation index and safety level of the scheme, as
shown in Table 9.

6. Conclusion

(1) (e horizontal distance between the building and
foundation pit and stiffness of the building itself are
the factors that have a clear influence on the de-
formation of the building, especially the difference
settlement and relative deflection of the building.
Regardless of whether the longitudinal wall of the
building is perpendicular or parallel to the foun-
dation pit, the influence of the four deformation
parameters of the building near the pit angle is
greater than that of the building at the other two
locations. For the tilt and torsion of the building
toward the foundation pit, in addition to the factors
relating to the building itself, the influence of the
stiffness of the bracing in the foundation pit cannot
be ignored.

(2) When the longitudinal wall of the building is parallel
to the foundation pit, the relative deflection of the
building has the greatest influence on the

comprehensive deformation, followed by the dif-
ferential settlement deformation. (e proportion of
distribution of the building comprehensive defor-
mation index is the largest between 1 and 3. When
the longitudinal wall of the building is perpendicular
to the foundation pit, the differential settlement,
relative deflection, and inclined-angle deformation
of the building have the same effect on the com-
prehensive deformation, and the torsion angle has
the least effect; the proportion of the comprehensive
deformation index greater than 3 is the largest.

(3) (e influence of various factors relating to the
surrounding environment on the comprehensive
deformation can be determined by defining the
comprehensive deformation index Dj, peripheral
environmental safety evaluation index Sj, and
scheme safety levels Lj; then further analysis of the
relationship among the three indexes is based on the
above three indicators. By combining the compre-
hensive deformation arrangement scheme safety
grade with the degree of influence of the various
factors on comprehensive deformation, an envi-
ronmental response evaluation method of the
multiangle safety evaluation index can be obtained.

Glossary

L: Length of the foundation pit’s retaining structure
B: Width of the foundation pit’s retaining structure
He: Excavation depth of the foundation pit’s retaining

structure
H: Depth of the foundation pit’s retaining structure
d: Diameter of the bored pile
l: Spacing of the bored pile
H: Depth of the bored pile
E: Stiffness of the bored pile
δij: Primarily uneven settlement
Δ: Overall deflection
α: Inclination toward the pit
β: Torsion

Table 9: Safety evaluation of building-deformation response during foundation-pit excavation and corresponding grade description.

Safety level
evaluation

Basis of
evaluation Description of basis Description of the safety degree
Sj Lj

Level III 2∼3 5∼9 Both the safety evaluation index and the
safety grade of the scheme are high

(e safety reserve of the foundation-pit design scheme is
larger or the surrounding environment deformation is less

affected by the excavation of the foundation pit

Level II 2∼3 1∼5
(e safety evaluation index is higher,
but the safety grade of the scheme is

lower

(e safety reserve of the foundation-pit design scheme is small
or the surrounding environment deformation is less affected

by the foundation-pit excavation

1∼2 5∼9 (e safety level of the scheme is higher,
but the safety evaluatioxn index is lower

(e design of the foundation pit has a high safety reserve or
the surrounding environment or the deformation of the

surrounding environment is greatly affected by the excavation
of the foundation pit

Level I 1∼2 1∼5 Both the safety evaluation index and the
safety grade of the scheme are lower

(e safety reserve of the foundation-pit design is lower or the
surrounding environment or the deformation of the

surrounding environment is greatly affected by the excavation
of the foundation pit
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s: (e horizontal distance between the building and
foundation pit

Ec: (e stiffness of the building wall
Ee: (e stiffness of the retaining structure
Es: (e stiffness of the internal support
Dj: (e comprehensive deformation index
R: (e comprehensive influence index
Sj: (e corresponding safety evaluation index
Lj: (e scheme safety level.
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To prevent debonding failure of FRP- (fiber reinforced polymer-) strengthened RC (reinforced concrete) beams, most codes
proposed models for debonding strain limitation of FRP reinforcements. However, only a few factors that affect debonding failure
are considered in the models. 'e experimental results show that these models cannot accurately evaluate debonding strain and
have a large variability. In order to improve the accuracy of predicting the debonding strain of FRP-strengthened RC beams, a BP
neural network model was developed based on the sparrow search algorithm (SSA). To predict the debonding strain of FRP
reinforcements, the established neural networkmodel was trained and simulated through experimental data.'e results show that
the coefficient of variation of the present SSA-BP neural networkmodel is 13%.'emain factors affecting debonding strain are the
longitudinal reinforcement ratio, stirrup reinforcement ratio, and concrete strength, which are not considered in the code models.
'e present model has better prediction accuracy and more robustness than the traditional BP neural network and the
code models.

1. Introduction

In the past decades, FRP (fiber reinforced polymer) rein-
forcements have been widely used in the rehabilitation and
strengthening of existing reinforced concrete (RC) struc-
tures due to their lightweight, high strength, and good
corrosion resistance [1]. Many researchers have conducted
experimental and numerical studies on the flexural per-
formance of FRP-strengthened RC beams [2–6]. Interme-
diate crack-induced debonding failure is the dominant
failure mode of FRP-strengthened RC beams. Most of the
codes have proposed different models of debonding strain
limitation for prevention of debonding failure [7–10].
ACI440.2R [7] corrected the model of Teng [11] based on the
maximum tensile strain of the FRP-strengthened RC beams
with intermediate crack-induced debonding failure and
proposed a model to limit the debonding strain of FRP
reinforcements. Kim and Harries [12] proposed a statistical
model of FRP effective strain based on the Monte Carlo

method. Oller et al. [13] established the model of FRP-
concrete interface ultimate tensile based on nonlinear
fracture mechanics and the bilinear constitutive relationship
of the FRP-concrete interface. Lu et al. [14] proposed a
model of FRP ultimate tensile strain based on the shear test
and finite element analysis. Bilotta et al. [15] established the
standard value and design value calculation model of the
maximum tensile strain of FRP reinforcements. However,
the experimental results and statistical analysis [13, 16–18]
show that these models cannot evaluate debonding strain
accurately and have a large coefficient of variation as only a
few factors that affect the debonding strain are considered in
these models.

In the recent decades, the BP neural network has been
applied in various fields of civil engineering, including the
assessment of compressive strength of ultrahigh-perfor-
mance concrete [19], the study of material intrinsic model
[20], and prediction of shear strength and behavior of RC
beams strengthened with externally bonded FRP sheets [21],
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but the research on the debonding strain of FRP-
strengthened RC beams is still relatively rare [22]. Since
many factors are affecting the debonding failure, such as the
mechanical properties of materials, the geometry of the
member, deformation and cracks of the specimen, etc., and
there are complex nonlinear relationships between the
debonding strain and each parameter, the calculation for-
mulas established based on theoretical and experimental
results usually have low accuracy and large variability, which
cannot prevent the debonding failure of FRP-strengthened
beams. 'e BP neural network has the characteristics of
nonlinear mapping theoretically and can provide a better
simulation of complex nonlinear relationships. However, in
the determination of weights and thresholds using the
gradient descent method, the BP neural network is easy to
lead the model into the local optimum and make conver-
gence speed slow; it needs to be improved by a better al-
gorithm [23]. 'is paper introduced the sparrow search
algorithm (SSA) to optimize the weights and thresholds of
the network [24] and the nonlinear mapping relationship
between each parameter and the debonding strains of FRP-
strengthened RC beams.

2. BP Neural Network and Sparrow
Search Algorithm

2.1. BP Neural Network. BP (backpropagation) neural net-
work is a multilayer forward neural network trained
according to the error backpropagation algorithm, including
the input layer, hidden layer, and output layer. It uses
gradient descent to adjust the weights and thresholds for
each layer of the neuron to reduce errors in the network
output until the errors reach a given error convergence level
before training the network. 'e BP neural network can
perform arbitrary nonlinear mapping of input and output
and realize self-learning and simple structure, but the dis-
advantage of the BP neural network is that it is easy to drop
to a local minimum and has poor stability [22–24]. 'e basic
structure of the BP neural network is shown in Figure 1.

'e rules for the collection of experimental data are as
follows:

2.2. Sparrow Search Algorithm. 'e sparrow search algo-
rithm (SSA) is a novel swarm intelligence optimization al-
gorithm proposed in 2020, mainly inspired by the foraging
and antipredatory behavior of sparrows [25, 26].

In the sparrow search algorithm, the priority to obtain
food is the sparrow with a higher fitness value. Besides, the
sparrow as a discoverer searches for a target for the whole
population and directs the joiners to search for food (target),
i.e., the sparrow as a discoverer has a larger search range
compared with the joiners. As the iteration proceeds, the
location of the sparrow as a discoverer is described in the
following equation:

X
t+1
i,j �

X
t
i,j · exp

−i

α · itermax
 , if R2< ST,

X
t
i,j + Q · L, if R2 ≥ ST,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where t is the current number of iterations and itermax is a
constant representing the maximum number of iterations.
Xi,j is the position information of the i-th sparrow in the j-th
dimension. α∈(0,1] is a random number. R2 (R2∈[0,1]) and
ST (ST∈[0.5,1]) represent the warning value and safety value,
respectively. Q is a random number that obeys the normal
distribution. L is a 1× dmatrix; each element in the matrix is
1.When R2< ST, it means that there are no predators around
the foraging environment at this time, and the discoverer
can perform extensive search operations. When R2≥ ST, it
means that some sparrows in the population have found a
predator and have issued an alarm to other sparrows in the
population. At this time, all sparrows need to fly to other safe
places quickly for food.

'e update of the joiner’s position is shown in the
following equation:

X
t+1
i,j �

Q · exp
X

t
worst − X

t
i,j

i
2

⎛⎝ ⎞⎠, if i> n/2,

X
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t
i,j − X

t+1
P



 · A
+

· L, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

where Xp is the best position currently occupied by the
discoverer while Xworst is the current worst position globally.
A is a 1× dmatrix, where each element is randomly assigned
a value of 1 or −1, and A+ �AT(AAT)− 1. When i> n/2, this
indicates that the i-th joiner with a lower fitness value has no
food and is in a very hungry state. At this time, it needs to fly
to other places to find food to obtain more energy.

When it is aware of the danger, the sparrow population
will make antipredation behavior. 'e mathematical ex-
pression is shown in the following equation:

Hidden layer

Output layer

Input layer

Figure 1: Structure diagram of neural network.
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X
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fi − fw(  + ε
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(3)

whereXbest is the current global optimal position. As the step
control parameter, β is a random number that obeys the
normal distribution with a mean value of 0 and a variance of
1. K∈[−1,1] is a random number; fi is the fitness value of the
current individual sparrow; and fg and fw are the current
global best and worst fitness values, respectively. ε is the
smallest constant to avoid zero in the denominator.

For the sake of simplicity, when fi>fg, it means that the
sparrow is at the edge of the population and is extremely
vulnerable to predators. When fi � fg, this indicates that the
sparrows in the middle of the population are aware of the
danger and need to be close to other sparrows to minimize
their risk of predation. K is the direction in which the
sparrow moves and is also a parameter to control the step
length.

'e flow chart of the BP neural network optimized by
SSA is shown in Figure 2.

3. Determination of Parameters and
Collection of Experimental Data

3.1.Determinationof Parameters. 'e FRP-strengthened RC
beams mainly consist of FRP sheets, concrete, and steel bars.
According to codes and related experimental studies [8–18,
27], the parameters affecting the debonding strain are
concrete strength (f’c), FRP stiffness (Eftf ), the ratio of FRP to
the length of the strengthened beam (Lf/L), the ratio of FRP
to the width of the strengthened beam (bf/b), the ratio of
shear span to the depth of the strengthened beam (λ),
longitudinal reinforcement ratio (ρs), stirrup reinforcement
ratio (ρv), and yield strain of steel bars (εsy).

3.2. Collection of Experimental Data. In order to study the
debonding strain of FRP-strengthened RC beams and train
the neural network better, this study has collected 60 ex-
perimental data from different literatures. 'e literatures are
shown in Table 1.

(1) 'e failure mode of the strengthened beams is in-
termediate crack-induced debonding

(2) 'e strengthened beams are under four-point
loading

(3) 'e end of the FRP is not anchored, and there is no
preload before bonding FRP

(4) 'e geometric characteristics of the strengthened
beams and FRP reinforcements are determined

(5) 'ematerial properties of the test beam and FRP are
determined

(6) 'e FRP bonding on the soffit of the RC beam is
continuous

Test the error

Calculate the
fitness value 

Output location

No

Ye
s

Calculate the
warning value

Update the location
of discoverers

Update the location
of followers

Update the location of
the sparrows that aware

of the danger

Meet termination
conditions

Test the neural
network

Train the neural
network

Assign value to
neural network

Initialize weights
and thresholds

Determine the topology
of the network

Figure 2: Flow chart of SSA-BP.

Table 1: Sources of the data.

Reference Number
[28] 10
[29] 6
[30] 1
[31] 1
[32] 3
[33] 2
[34] 4
[35] 2
[16] 2
[36] 2
[37] 9
[38] 4
[39] 4
[40] 1
[41] 3
[42] 6
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'e detailed proportion of each parameter is shown in
Figure 3.

From Figure 3, the following information can be found:

(1) 'e concrete strength (f’c) is distributed in the range
of 10–70MPa; most of them are 40–50MPa. 'e
proportion of concrete strength greater than 40MPa
is 73%.

(2) 'e FRP stiffness (Eftf ) is between 40 and 210 kN/
mm; the distribution of each interval is relatively
uniform.'e largest segment interval is 150–200 kN/
mm that accounts for about 33%.

(3) 'e ratio of FRP to the length of the strengthened
beam (Lf/L) is between 0.4 and 1.0; most of them are
in the range of 0.8–0.9, which accounts for about
70%. 'is indicates that in most tests, the length of
the FRP sheet is close to the length of the beam.

(4) 'e ratio of FRP to the width of the strengthened
beam width (bf/b) is between 0.1 and 0.9. 'ere are
about 63% of all the beams with ratios greater than
0.7. Most of the sheet width is close to the width of
the beam.

(5) 'e interval of the ratio of shear span to depth (λ) is
2–5.'e ratios are greater than 4, which accounts for
78%, which indicates that most of the test beams
have large spans.

(6) 'e longitudinal reinforcement ratio (ρs) is between
0.3% and 1.8%; the distribution in each interval is
relatively even.

(7) 'e stirrup reinforcement ratio (ρv) is between 0.1%
and 1.6%; the distribution in each interval is rela-
tively even.

(8) 'e yield strains of steel bars (εsy) are between
0.0016% and 0.0032; the strains are 0.0024–0.0028
accounting for 84%.

4. Model Design and Simulation

4.1. Design of the Model. Considering the parameters af-
fecting the debonding strain of FRP-strengthened RC beams
and the characteristics of neural networks, the design of the
model of debonding strain of FRP-strengthened RC beams is
as follows:

(i) Firstly, the concrete strength (f’c), FRP stiffness (Eftf ),
the ratio of FRP to the length of the strengthened
beam (Lf/L), the ratio of FRP to the width of the
strengthened beam (bf/b), the ratio of shear span to
depth (λ), longitudinal reinforcement ratio (ρs),
stirrup reinforcement ratio (ρv), and the yield strain
of steel bars (εsy) are taken as the input layer of the
neural network, and the hidden layer is selected as
one layer.'e number of neurons in the hidden layer
is determined through trials according to the em-
pirical formula. 'e empirical formula is shown in
the following equation:

L �
�����
m + n

√
+ a, (4)

where L is the number of neurons in the hidden
layer; m is the number of neurons in the input layer;
n is the number of neurons in the output layer; a
takes an integer between 1 and 10. Considering the
over- and underfitting problems, L is taken as 10
after repeated debugging.

(ii) Secondly, the debonding strain is taken as the output
layer. 'e topology of the SSA-BP model is shown in
Figure 4.

4.2. Model Training and Simulation. 'e number of samples
is 60. 'e distributions of the training set, validation set, and
testing set are freely controlled by the neural network. 'e
results of the SSA-BP neural network and BP neural network
are shown in Figures 5–8.

It can be seen from Figures 5 and 6, the SSA-BP model
has a higher regression coefficient than BP in the training
and testing sets. Also, the overall regression coefficient of the
SSA-BP is greater than 0.96, indicating that the present
model has high accuracy. Besides, it can be seen from
Figures 7 and 8 that the best root-mean-square error of the
SSA-BP is 0.0061269 that is greatly lower than that of the BP
(0.014484). However, the SSA-BP needs eight iterations to
achieve convergence, and the BP only needs six times. 'is
indicates that the SSA-BP needs to be improved in terms of
the rate of convergence. To further compare the robustness
of SSA-BP and BP, the models were trained and simulated
twenty times, and the error comparison is shown in Figure 9.

It can be seen from Figure 9 that the coefficient of
variation of SSA-BP is between 13% and 25%, and the co-
efficient of variation of BP is between 15% and 45%. 'is
indicates that compared with the traditional BP neural
network, the neural network optimized by SSA does not only
have a relatively small error but also has stronger robustness.

4.3. Correlation Analysis of Parameters. 'e influence of
each parameter on debonding strain is derived by the
connection weights between neurons in each layer, where
the input layer neurons are represented by X1∼X8; implied
layer neurons are represented by H1∼H10; and output layer
neurons are represented by Y. 'e connection weights of
interlayer neurons are shown in Tables 2 and 3, and the
degree of influence of X1∼X8 on Y is calculated in Equation
(2), and the calculation results are shown in Figure 10:

Px � 
10

i�1
wxi × hi, (5)

where Px is the degree of influence of the parameter of the X-
th on the debonding strain; wxi is the connection weight
between X-th parameter and the i-th implied layer; and hi is
the connection weight between the i implied layer and the
output layer, respectively.
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Figure 3: Continued.
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From Figure 10, it can be seen that X1, X5, and X6, which
are the concrete strength, shear-to-span ratio, and longi-
tudinal reinforcement ratio, respectively, have a greater
effect on the debonding strain; they can make the debonding
strain of the strengthened beams increase. However, the FRP
stiffness, X2, is negatively correlated with the debonding
strain, indicating that the increase of FRP stiffness will
accelerate the debonding of the strengthened beams.

5. Model Evaluation

To further study the effectiveness of the SSA-BP model, the
SSA-BP regression value was compared with several current
international codes.

'e ACI440.2R modified the maximum tensile strain of
the FRP reinforcements of flexurally strengthened speci-
mens with intermediate crack-induced debonding failure [7]
and proposed the debonding strain limitation of FRP-
strengthened RC beams:

εfd � 0.41

�����
fc
′

nEftf



≤ 0 · 9εfu, (6)

where εfd is the debonding strain of FRP-strengthened RC
beams; f’c is the compressive strength of concrete; n is the
number of layers of FRP reinforcements; Ef is the elastic
modulus of FRP; tf is the thickness of the single layer of FRP;
and εfu is the ultimate tensile strain of FRP.

'e JSCE [8], according to the model proposed by Wu
[27], taking into account the degree of crack propagation
after the debonding failure of the FRP and concrete inter-
face, recommended that the debonding strain of FRP-
strengthened RC beams is calculated as follows:

εfd ≤

����
2Gf

Eftf



, (7)

where Gf is the fracture energy of the bonding interface
between FRP and concrete; it should be determined by
testing the strengthened members; and the value is generally
taken as 0.5N/mm.

'e debonding strain of FRP-strengthened RC beams in
the “Guidelines for the Design of Reinforced Concrete
Structures with Fiber Composite Materials” [9] (TR55)
issued by the Advisory Committee of Building Technical
Regulations of the Italian National Research Council is
calculated as follows:
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Figure 3: Distribution of each parameter: (a) the distribution of concrete strength, (b) the distribution of FRP stiffness, (c) the ratio of sheet
length to beam length, (d) the ratio of sheet width to beam width, (e) the shear-to-span ratio, (f ) longitudinal reinforcement ratio, (g) stirrup
reinforcement ratio, and (h) the yield strain of steel bars.

λ

ε

f ′c

Ef.tf

Lf/L

bf/b

ρs

ρ v

ε sy

Figure 4: Topology of SSA-BP.
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εfd � 0.484

��������

kb

�����

fc
′fct



nEftf




, (8)

where kb is the width coefficient of FRP reinforcements.
'e formula for the debonding strain of FRP-

strengthened RC beams recommended by the “Fiber
Reinforced Materials Reinforced Concrete Structures” [10]
(CNR) issued by the British Concrete Association is given in
the following equation:

εfd � 0.5kb

����
fct

Eftf



, (9)

'e calculated values by the code models and the pre-
dicted value by SSA-BP are shown in Figure 11.

It can be seen from Figure 11 that the model calculation
value distribution proposed by the codes is relatively dis-
crete, and SSA-BP is significantly better than JSCE, ACI,
CNR, and TR55 in terms of model fit. In addition, Table 4
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Figure 5: Simulation results of SSA-BP.
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further analyzes the prediction accuracy and robustness of
the model built in this study and national codes.

From Table 4, the model values of JSCE, ACI, CNR,
TR55, and SSA-BP are 0.22–1.63, 0.50–4.24, 0.24–1.48,
0.20–1.42, and 0.35–1.17 times of the experimental value,
respectively. 'e coefficient of variation of all the code
models is greater than 45%. However, the coefficient of

variation of SSA-BP is only 13%. Compared with the codes,
SSA-BP has a smaller degree of dispersion. 'e JSCE, TR55,
and CNR models are very conservative with an average less
than 0.55; there are about 92%, 93%, and 95% of all the
specimens with the predicted value underestimated. 'e
ACI model is significantly overestimated the debonding
strain with an average of 1.39, and about 68% of all the
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Figure 6: Simulation results of BP.
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Table 2: Connection weights of the input layer and the hidden layer.

X1 X2 X3 X4 X5 X6 X7 X8

H1 −0.39 0.20 −0.53 0.34 −0.46 0.62 −0.37 0.44
H2 0.61 −0.66 0.41 −0.77 0.00 −0.46 −0.34 −0.31
H3 −0.57 0.49 −0.19 −1.37 −0.70 −1.04 −0.88 −0.10
H4 −0.16 −0.28 0.11 0.66 0.11 0.02 −0.36 −0.37
H5 −0.52 −0.58 −0.01 −0.63 0.19 −0.68 −0.08 −0.25
H6 0.10 −0.49 0.11 −0.21 −0.05 0.26 0.09 −0.45
H7 −0.60 −0.67 −1.33 0.59 −0.24 0.02 −0.92 −0.22
H8 −0.22 −0.28 0.01 0.13 0.09 −0.59 −0.04 0.02
H9 −0.35 −0.13 −0.01 0.03 0.52 −0.18 −0.55 −0.69
H10 0.14 0.06 −0.44 0.05 0.13 0.06 −0.17 −0.03

Table 3: Connection weights of the hidden layer and the output layer.

H1 H2 H3 H4 H5 H6 H7 H8 H9 H10

Y −0.04 0.28 −0.40 −0.16 0.24 −0.51 0.09 −0.57 0.19 −0.17
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Figure 10: Effect of parameters on debonding strain.
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Figure 11: Continued.
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specimens are overestimated. However, the conservative and
nonconservative values calculated by the SSA-BP model
account for 50%; the SSA-BP is more stable than the codes.

6. Conclusions

(1) 'e SSA-BP model is better than the traditional BP
neural network in terms of its accuracy and ro-
bustness. 'e concrete strength, shear-to-span ratio,
and longitudinal reinforcement ratio have a great
effect on the debonding strain of FRP-strengthened
RC beams; the debonding strain of FRP-strength-
ened RC beams can be improved with the increase of
them. 'e FRP stiffness is negatively correlated with
the debonding strain; the debonding strain will be
reduced with the increased FRP stiffness.

(2) 'e present model developed based on the SSA-BP
neural network has a coefficient of variation of 13%.

6500

6000

4500

5000

5500

4000

3500

3000

2500

2000

1500

Pr
ed

ic
te

d,
 A

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
Experimental, T

Data points
A = T

(c)

5000

4000

4500

3500

3000

2500

2000

1500

1000

Pr
ed

ic
te

d,
 A

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
Experimental, T

Data points
A = T

(d)
11000

10000

9000

8000

7000

6000

5000

4000

3000

2000

1000

Pr
ed

ic
te

d,
 A

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
Experimental, T

Data points
A = T

(e)

Figure 11: Predicted values and experimental values: (a) ACI, (b) JSCE, (c) TR55, (d) CNR, and (e) SSA-BP.

Table 4: Statistical results of each model.

JSCE ACI CNR TR55 SSA-BP
Min 0.22 0.5 0.24 0.2 0.35
Max 1.63 4.24 1.48 1.42 1.17
AV 0.52 1.39 0.55 0.45 0.99
STD 0.29 0.75 0.24 0.24 0.13
CV 55% 54% 45% 54% 13%
C 92% 32% 93% 95% 50%
N-C 8% 68% 7% 5% 50%
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Compared with JSCE, ACI, TR55, CNR, and other
codes, it has higher accuracy and robustness.

(3) 'ere are still some shortcomings in experimental
data collection and model convergence speed. In the
future, these two aspects need to be improved to
establish a better prediction model of debonding
strain of FRP-strengthened RC beam.
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Research Highlights.'e influence of different parameters on
debonding strain of FRP-strengthened RC beams is com-
prehensively considered. 'e sparrow search algorithm has
been used to optimize the weights and thresholds of the BP
neural network and establish a more accurate prediction
model.
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As important methods to avoid landslide disasters, velocity monitoring and early warning are significant research topics in slope
engineering at the present stage. ,is paper combines the randomness of velocity data in evolution process of landslide disasters,
using Markov chain theory with no aftereffect to describe the randomness process, and introduces it into landslide warning. ,e
research collects velocity monitoring data before landslide occurrence and applies average standard deviation method which can
reflect statistical characteristics of the classification data to carry out state division of the velocity data. ,en, it proposes landslide
warning criteria and establishes landslide warning model based on dynamic prediction of future velocity status by Markov chain
theory. Meanwhile, it puts forward the evaluation standard of landslide warning model from the aspects of timeliness, anti-
interference, and credibility. At the same time, it takes typical open-pit mine landslide disaster as the engineering background and
gradually optimizes and evaluates the landslide warning model from the above three evaluation standards. ,e results show that
the landslide warning model can realize the landslide early warning of multiple monitoring points; it has good effects in both time
warning and regional warning. On the other hand, the landslide warning model has high accuracy in timeliness, anti-jamming,
and credibility, and it can reveal space-time evolution law of landslide occurrence, so this research has important theoretical
significance and engineering promotion value.

1. Introduction

,e frequency of large geological disasters has increased
significantly with the severe climate changing, the contin-
uous increasing of global population, the gradual expansion
of human living areas, the increase geological disturbances
of engineering activity, and other influencing factors since
the 20th century [1–3]. Among them, the quantity of
landslide disasters accounted for more than 70% of the total
amount of geological disasters, and it is becoming the
highest occurrence frequent and the maximum economic
losses of geological disasters [4, 5].

As important methods to avoid landslide disasters, ve-
locity monitoring and early warning are significant research
topics in slope engineering; its core is monitoring data
collection and landslide warning analysis. In recent years,
with the development of slope monitoring technology,
monitoring data collection has been effectively solved, but

how to establish a landslide warning model based on
monitoring data is still an important problem in the field of
slope engineering at this stage. ,e research on landslide
warning began in the 1960s. Japanese scholar Saito proposed
an empirical formula for landslide warning, creating a
precedent for landslide warning research [6]. In the next few
decades, scholars from various countries have successively
proposed dozens of landslide warning models and have
experienced development stages such as qualitative landslide
warning, quantitative landslide warning, and comprehensive
landslide warning [7–11]. Qualitative landslide warning
established the slope catastrophic evolution model based on
engineering experience, and then analyzed catastrophic
stage and stability state of the slope [12]. Guo counted 119
landslide cases in Wenchuan earthquake and established a
landslide warning model from the perspectives of horizontal
peak, slope angle, ground acceleration, rock type, geological
structure, and so on by qualitative analysis method [13].
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Wang used qualitative analysis methods to establish a
landslide warning model which comprehensively considered
rainfall, river erosion, human activities, and other factors
and evaluated the typical loess slope stability in Baoji City,
Shaanxi Province [14]. Quantitative landslide warning is a
method which numericalizes geological features and ex-
ternal environment in the process of slope catastrophe
evolution and then analyzes and forecasts the slope stability
by mathematical and physical methods [15]. Ciervo analyzed
the change law of soil mechanics parameters in rainfall-
induced landslide evolution by mathematical statistical
method and proposed a landslide warning model based on
the evolution of soil mechanics parameters. At the same
time, he applied the model to the landslide warning on the
Amalfi coast in southern Italy and achieved good prediction
results [16]. Yan quantified the influence of external envi-
ronment on slope stability through sensitivity analysis and
established a quantitative landslide warning model which
considered the influence of external environment [17].
Comprehensive landslide warning is a method which ap-
plied physical simulation, numerical simulation, and other
means to establish a geological, mechanical, and deforma-
tion coupling model that comprehensively reflects internal
mechanism and external performance in the process of
landslide disasters [18]. Tiranti established a landslide
warning model that comprehensively considers strength
conditions and deformation constraints through physical
simulation method, and applied the model into Piemonte
regional landslide warning, which achieved good warning
results [19]. Canli established a coupled hydromechanical
model to describe the evolution process of landslide disasters
in rainfalls and applied it into slope warning with rainfalls
[20]. ,e majority of scholars have done lots of research on
landslide warning model, but the research results are still not
very ideal. First of all, landslide warning models are hys-
teresis and warning information is not timely enough; it is to
say there is not enough time to prepare for the disaster
before landslides occur [21]. Secondly, a large number of
landslides occur outside the warning area, that is to say, the
failure rate of landslide area is very high. Lastly, the error
warning rate is high, that means the warning information is
provided when there is no risk of landslides, and this error
warning information will have a serious impact on the
normal productions and lives of residents [22]. ,e reason is

that, due to the complexity, randomness, and uncertainty of
landslide disasters evolution, a warning model is only
suitable for a certain type or a certain stage of landslide
prediction, and various landslide warning models have
certain limitations. In addition, landslide warning should
include landslide time warning and landslide area warning,
the previous research focused on landslide time warning,
and the landslide area warning is insufficient, but these two
aspects should be in mutual unity in fact [23].

In the evolution process of landslide disasters, the anti-
sliding force changing with time can be regarded as a
random process, and the velocity data obtained by slope
monitoring can also be regarded as a random process
correspondingly [24]. Using the theories and methods of
random process analyzed data and forecast warning have
solid theoretical foundation and realistic practical require-
ments. Markov chain theory, as a method to describe the law
of transition between system states, describes a process that
the probability regularity of future state has been determined
if the current state of the system is known; that is to say,
future state of the system has nothing to do with past state
under the condition that current state is known [25]. ,is
memoryless feature is consistent with the practice of pre-
dicting future stability of the slope based on current stability
in landslide warning, and it reflects the feasibility of Markov
chain theory in landslide warning [26]. ,erefore, this paper
made an intensive research of landslide warning method
based on Markov chain theory and established a reasonable
and accurate landslide warning model to provide scientific
means and theoretical basis for landslide disasters warning.

2. Landslide Warning Method

Markov chain theory is a method that describes the law of
transition between system states; applying the method can
obtain the transfer probability between different states and
thus can predict the future state change trend of the system.

2.1. Markov Chain !eory. Assume random process
X(n), X(n), n ∈ N{ }, where N is the set of nature numbers,
and all values of X(n) make up the discrete state I, I �

i0, i1, i2, i3 . . .  , if the conditional probability satisfies for-
mula (1) for any arbitrary n ∈ N and i ∈ I,

P X(n + 1) � in+1X(n) � in, X(n − 1) � in− 1, X(n − 2) � in− 2 . . . X(0) � i0  � P X(n + 1) � in+1X(n) � in . (1)

,en, we call X(n), n ∈ N{ } as a Markov chain. ,e
process of X(t), X(t), t ∈ T{ }, is a random vector that

satisfies Markov chain and contains time factors when the set
of nature numbers in formula (1) is endued to time attribute.
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P X(t) � it, X(t − 1) � it− 1, X(t − 2) � it− 2 . . . X(0) � i0 

� P X(t) � it│X(t − 1) � it− 1, X(t − 2) � it− 2, X(t − 3) � it− 3 . . . X(0) � i0 

· P X(t − 1) � it− 1, X(t − 2) � it− 2, X(t − 3) � it− 3 . . . X(0) � i0 

� P X(t) � it|X(t − 1) � it− 1  · P X(t − 1) � it− 1, X(t − 2) � it− 2, X(t − 3) � it− 3 . . . X(0) � i0 

� · · ·

� P X(t) � it|X(t − 1) � it− 1  · P X(t − 1) � it− 1|X(t − 2) � it− 2 

· P X(t − 2) � it− 2|X(t − 3) � it− 3  . . . P X(1) � i1|X(0) � i0 .

(2)

In formula (2), X(t) is the state of moment t, and finite
moment t forms a time set T, T � 0, 1, 2, 3 · · ·{ }. It is obvious
from formula (2) that the statistical properties of Markov
chain are determined by the conditional probability
P X(t + 1) � it+1|X(t) � it . ,e conditional probability
means the probability of system state is it+1 at moment t + 1
under the condition that system state is it at moment t.
,erefore, the probability distribution of future states can be
determined under the premise that initial state probability
vector and transition probability matrix are known, so that
reasonable predictions can be made of future states.

2.2. Markov Chain Prediction Method. For a data sequence
composed of multiple data x1, x2, x3 · · · xn , the data is
divided into r states according to a specific standard, and qij

represents the times of state sequence transitions from state i
to state j by k − 1 steps (k is the number of statistical steps,
k � 1, 2, 3 · · · m). Obviously, qij can form an n × n state
transition frequency matrix q(k). Formula (3) can be used to
calculate the state transfer probability matrix p(k) according
to the state transition frequency matrix q(k).

pij � qij · 
i�r

i�1
qij

⎛⎝ ⎞⎠

− 1

. (3)

For an arbitrary state l, l ∈ 1, 2, 3 · · · r{ } , pl is 1 when the
state of xn− k+1 is l. On the other side, pl is 0 when the state of
xn− k+1 is not l. ,us, the initial state probability vector AT

k ,

AT
k (n) � (p1, p2, p3 . . . pl . . . pr) , can be determined when

the step length is k. So the state distribution matrix B
(n+1)
k of

xn+1 can be expressed as formula (4) in the condition of the
step length being k.

B
(n+1)
k � A

T
k (n) · p

(k)
. (4)

For the different values of k, B
(n+1)
k consists of matrix

B, B � (B
(n+1)
1 , B

(n+1)
2 , B

(n+1)
3 · · · B(n+1)

m )T. ,e calculation
formula of self-correlation coefficient rk can be expressed as
formula (5) when the step length is k.

rk � 
t�n− k

t�1
xt − x(  xt+k − x( ⎡⎣ ⎤⎦

· 
t�n− k

t�1
xt − x( 

2
· 

t�n− k

t�1
xt+k − x( 

2⎡⎣ ⎤⎦

− (1/2)

.

(5)

In formula (5), x is average value of the data
x1, x2, x3 . . . xn . Accordingly, the weight vector wk with
step length m can be calculated by

wk � rk


 · 

k�m

k�1
rk


⎛⎝ ⎞⎠

− 1

. (6)

Different step weights form an m × m weight matrix w,
w � (w1, w2, w3 . . . wk . . . wm). ,e probability distribution
vector C of next day prediction state through weighted
Markov chain can be expressed as

C
(n+1)

� c1, c2 . . . cr(  � w1, w2 . . . wk . . . wm(  · B
(n+1)
1 , B

(n+1)
2 . . . B

(n+1)
m 

T
. (7)

In the probability distribution vector C, the state cor-
responding to the column where the largest element is lo-
cated is the most probable state for xn+1 predicted by the
weighted Markov chain.

2.3. Markov Chain Landslide Warning Model. According to
Markov chain prediction method, the state sequence con-
tains time information of velocity data change if velocity
data obtained by slope monitoring is divided into several
states through certain criteria. ,en, we can establish sta-
tistical laws of the slope stability state changes over time.
Combined with velocity monitoring data and future state

prediction characteristics, the model can determine whether
to provide warning information. ,e establishment of
landslide warning model can be expressed as follows.

2.3.1. Status Classification of Velocity Data. Landslide
warning model should make a clear judgment on safety
states of the slope stability. At the same time, states division
should follow the principle of concise and clear. ,erefore,
velocity data was divided into two states of safe and dan-
gerous. For the monitoring velocity data, the average value x
and standard deviation s were calculated, and the boundary
point D was determined according to D � x + b · s (b is a
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variable parameter and it represents standard deviation
multiple). It was defined as safe and represented by “1” when
the velocity data was in the interval [xmin, D). Conversely, it
was defined as dangerous and represented by “2” when the
velocity data was in the interval [D, xmax].

2.3.2. Dynamic Prediction of Future Velocity. In order to
effectively reduce the error warning rate of landslide warning
model, the comprehensive prediction results are defined
dangerous only in the condition that future states prediction
results for the step length 1, 2, 3, 4, 5 of Markov chain
prediction method are all dangerous. At the same time, the
importance of current data is highlighted and the influence
of historical data is gradually diminishing with the con-
tinuous update of monitoring data. As a result, the warning
model should eliminate early historical data while incor-
porating new data opportunely and predicts the future

velocity state constantly through Markov chain prediction
method.

2.3.3. Establishment of Landslide Warning Criteria. ,e
warning model should also make clear whether to provide
warning information while predicting the future velocity
state. In the phase of constant velocity deformation, the
dangerous velocity is rare and the prediction results will
inevitably show a large number of safe states. Even if the
dangerous state occurs, it will gradually revise and restore to
safe state in dynamic data updating. On the other side, in the
phase of accelerated velocity deformation before landslide,
dangerous velocity appears in large numbers and the pre-
diction results will continue to show dangerous values. ,e
prediction will usually not revise and restore to safe state in
the dynamic data updating due to the irreversible of land-
slides. ,erefore, the landslide warning criteria of Markov
chain landslide warning model can be described as follows:

The actual velocity state of yesterday was dangerous

The actual velocity state of today is dangerous Landslidewarning

The prediction velocity state of next day is safe

⟶ Landslidewarning. (8)

2.4. Evaluation Index of Landslide Warning Model. In order
to provide necessary emergency preparation time for people
evacuation and property transfer, the basic requirement of
landslide warning model is to give frequent warning in-
formation before the occurrence of landslides. At the same
time, to ensure normal production and life of residents, the
landslide warning model should not give warning infor-
mation when there is no risk of landslide. Aiming at the
above goals, this paper evaluates the landslide warning
model from three aspects: timeliness, anti-interference, and
credibility.

Apply warning intensity I to evaluate the index of
timeliness. It is defined that, in R times of warning judg-
ments within landslide emergency preparation time,
warning model gives R∗ times of warning information;
then, the warning intensity I � R∗ /R. Apply error warning
rate W to evaluate the index of anti-interference. It is
defined that, in M times of warning judgments before
landslide emergency preparation time, warning model
gives M∗ times of warning information; then, the error
warning rate W � M∗/M. Apply prediction consistency
rate Y to evaluate the index of credibility. It is defined that,
in Q times of warning judgments, Q∗ times are consistent
with the actual state among them; then, the prediction
consistency rate Y � Q∗ /Q. Among the above three in-
dexes, timeliness is the most significant evaluation index,
anti-interference is an optimization index under the
premise of satisfying timeliness, and credibility is an
evaluation of model accuracy accumulation under the
premise of satisfying timeliness and anti-interference.
,ere is no need to pursue excessive credibility in engi-
neering practice.

3. Engineering Case

3.1. Slope Engineering Overview. A large-scale landslide
occurred in an open-pit mine on April 17. For the landslide
body, the length is more than 700m, the width is nearly
400m, the height is nearly 200m, and the volume is more
than 3 million m3.,ere are 28 velocity monitoring points at
438, 462, 512, and 548 levels near the landslide area. Among
them, 21 monitoring points are located in the landslide area
and 7 monitoring points are located outside the landslide
area [27]. ,e prospect of landslide area and the layout of
monitoring points are shown in Figure 1.

3.2. Landslide Warning Analysis. ,is paper selected 5
January to 17 April as monitoring period. At the same time,
due to the huge amount of data, we selected WY3250-461
monitoring point and used sample size of 20 and standard
deviation multiple of 0.4 to illustrate the prediction process.
,e velocity monitoring data of WY3250-461 monitoring
point in sample size of 20 is shown in Table 1.

,e minimum velocity is 0.44mmd-1 and the maximum
velocity is 3.02mmd-1 for the 20 velocity data in Table 1. At
the same time, the average value x is 1.745 and the standard
deviation s is 0.675. It can determine that the boundary point
D is 2.015 in the condition of standard deviation multiple is
0.4 based on the formula D � x + b · s. ,erefore, it is de-
fined safe and represented by “1” when the velocity data is in
the interval [0.44, 2.015), and it is defined dangerous and
represented by “2” when the velocity data is in the interval
[2.015, 3.02]. ,e state transition probability matrix with
step length of 1, 2, 3, 4, 5 can be calculated according to
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formula (3). For this example, the 20th velocity data state is
2, and the initial state vector AT

1 is (0, 1). Similarly, the 19th,
18th, 17th, and 16th velocity data state are, respectively, 1, 1,
1, 2, and the initial state vectors are, respectively,
AT
2 � (1, 0), AT

3 � (1, 0), AT
4 � (1, 0), AT

5 � (0, 1). ,e self-
correlation coefficient and weight vector with step length of
1, 2, 3, 4, 5 can be calculated through formulas (5) and (6).
On this basis, the probability distribution vector of future
velocity state with each step length can be obtained. It can be
known that the probability of predicting future velocity state
as safe is 0.833 with step length of 1, the probability of
predicting future velocity state as safe is 0.758 with step
length of 2, the probability of predicting future velocity state
as safe is 0.672 with step length of 3, the probability of
predicting future velocity state as safe is 0.695 with step
length of 4, and the probability of predicting future velocity
state as safe is 0.743 with step length of 5. ,erefore, Markov
chain prediction method predicts that the future velocity
state is safe.

Dynamically update data and implement Markov chain
prediction process after acquiring new data so that we can
obtain the state prediction sequence. According to actual
velocity state information and predicted velocity state in-
formation, a warning judgment can be made based on
landslide warning criteria. For WY3250-461 monitoring
point, landslide warning model gives continuous warning
information within 7 days before the occurrence of

landslide. If emergency preparation time is set to 7 days,
warning intensity is 100% and error warning rate is 0 of the
warning model which indicate the model has good timeli-
ness and anti-interference. At the same time, prediction
consistency rate is 61%; the model can gradually accumulate
confidence in the forecast process while satisfying the above
two criteria.

3.3. Optimization of Warning Model. ,e average value and
standard deviation are unchanged for a specific data sample,
so the boundary point is only determined by standard de-
viation multiple. ,e larger the standard deviation multiple,
the stricter the requirements for judging as dangerous. ,e
model responds slowly to abnormal data, and timeliness of
the warning model is poor correspondingly. On the con-
trary, the smaller the standard deviation multiple, the looser
the requirements for judging as dangerous. ,e model re-
sponds sensitively to abnormal data, and error warning rate
of the warning model is high correspondingly. For a
specific standard deviation multiple, the generalization of
transition matrix will be insufficient if the sample size is
too small. Correspondingly, it cannot fully reflect recent
state transition law and will lead to increased prediction
sensitivity and error warning rate. On the contrary, ab-
normal data will impact weakly on prediction if the
sample size is too large. But it reduces the sensitivity of the
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Figure 1: Engineering overview of landslide area. (a) Prospect of landslide area. (b) Layout of monitoring points.

Table 1: WY3250-461 monitoring point velocity data.

Date 5 Jan 6 Jan 7 Jan 8 Jan 9 Jan 10 Jan 11 Jan 12 Jan 13 Jan 14 Jan
Velocity/mm·d-1 1.53 1.37 2.24 2.58 1.54 2.43 0.44 1.59 1.78 1.93
Date 15 Jan 16 Jan 17 Jan 18 Jan 19 Jan 20 Jan 21 Jan 22 Jan 23 Jan 24 Jan
Velocity/mm·d-1 1.68 1.34 1.98 1.39 0.68 3.00 0.98 1.66 1.74 3.02
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model and will lead to expressing poor timeliness of the
warning model. In order to determine optimization pa-
rameters of the warning model, use prediction method to
analyze each monitoring point in landslide area and
optimize sample size and standard deviation multiple
from three aspects of timeliness, anti-interference, and
reliability. ,e curves of warning intensity under different
sample sizes and standard deviation multiples are shown
in Figures 2 and 3; the curves of prediction consistency are
shown in Figure 4.

It can be seen from Figure 2 that warning intensity shows
a trend of early increasing and then decreasing with in-
creasing of sample size when the standard deviation multiple
is unchanged. ,e optimization sample size is selected to be
20 according to the law of curve fitting. It can be seen from
Figure 3 that warning intensity of 1 day, 3 days, and 5 days
increases only with increasing of standard deviationmultiple
from 0.2 to 0.4, and the others all decrease in the condition of
increasing standard deviation multiple. ,erefore, alterna-
tive options of standard deviationmultiple are 0, 0.2, and 0.4.
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Figure 2: Warning intensity with different sample sizes.
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Figure 4: Prediction consistency rate with different standard deviation multiples.

Table 2: Warning results of monitoring points within 10 days before landslide.
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Figure 5: Warning information of each monitoring point before landslide. (a) 8 days before landslide. (b) 7 days before landslide. (c) 6 days
before landslide. (d) 5 days before landslide. (e) 4 days before landslide. (f ) 3 days before landslide. (g) 2 days before landslide. (h) 1 day
before landslide.

8 Advances in Civil Engineering



It can be seen from Figure 4 that prediction consistency
rate gradually increases with increasing of standard devia-
tion multiple when standard deviation multiple is greater
than 0.2. ,is is because increasing of standard deviation
multiple leads to respond slowly to abnormal data of the
warning model, so the warning model does not need
to pursue too high prediction consistency rate. ,e opti-
mization parameters of the warning model are determined
to be sample size of 20 and standard deviation multiple of
0.4.

3.4. Analysis of Disaster Space-Time Evolution. Warning
effect of the model for all monitoring points in the condition
of sample size of 20 and standard deviation multiple of 0.4 is
shown in Table 2.

,e gray in Table 2 indicates that the model gives
warning information. It can be seen that warning rate on 4
days and 3 days before occurrence of landslide is as high as
95% and warning rate on 2 days and 1 day before occurrence
of landslide reaches 100% in the landslide area, which in-
dicates the warning model has good timeliness. On the
contrary, warning rate on 1 day before occurrence of
landslide is only 29% and warning rate is 0 for the rest of the
time outside the landslide area, which indicates the warning
model has good anti-interference. ,e warning situations of
all monitoring points in the slope area before occurrence of
landslide are shown in Figure 5.

Figure 5 reveals the space-time evolution of landslide
disaster. It can be seen from Figure 5 that the landslide
disaster starts at 438 level, upper sliding body loses its
support and landslide occurs due to lower sliding, and it
belongs to a typical traction landslide.

4. Conclusion

,is paper established a landslide warning model based on
Markov chain theory and optimized parameters, evaluated
accuracy of the landslide warning model through a typical
landslide disaster case, and revealed the space-time evolu-
tion of landslide disaster. ,e main conclusions are as
follows:

(1) ,is paper analyzed Markov chain theory and
proposed a prediction method by assigning time
characteristics to the sample and then established a
landslide warning model based on Markov chain
theory and slope engineering practice.

(2) In order to evaluate accuracy of the landslide
warning model, this paper proposed warning model
evaluation indicators from the aspects of timeliness,
anti-interference, and credibility combined with
practical requirements of slope engineering.

(3) ,e landslide warning model was applied to practice
of typical landslide. ,e model parameters are op-
timized in combination with evaluation indicators.
,e optimization parameters of the warning model
were determined to be of a sample size of 20 and
standard deviation multiple of 0.4.

(4) In the condition that the warning model obtained
optimization parameters, warning results before
landslide of each monitoring point have been de-
scribed, and space-time evolution of landslide di-
saster has been revealed based on warning situation
of each monitoring point.
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Bottom outlets are significant structures of dams, which are responsible for controlling the flow rate, operation, or removal of
reservoir sedimentation. )e service gate controls the outlet flow rate, and whenever this gate is out of order, the emergency gate
which is located at upstream is utilized. )e cavitation phenomenon is one of the common bottom outlets’ problems due to the
rapid flow transfer. )e present research is a numerical study of the flow pattern in a dam’s bottom outlet for different gate
openings by the use of Flow-3D software and RNG k-ε turbulence model. )e investigation is carried out on the Sardab Dam, an
earth dam in Isfahan (Iran). )e maximum velocity for 100% opening of the gate and Howell Bunger valve is about 18m/s in the
section below the gate, and the maximum velocity for 40% opening of the gate is equal to 23.1m/s. For 50% opening of the service
and emergency gate in the valve’s upstream areas, the desired pressure values are reduced. Moreover, in the areas between the two
emergency and service gates, the pressure values are reduced. )e possibility of cavitation in this area can be reduced by installing
aerators.)e flow pattern in Sardab Dam’s bottom outlet has relatively stable and proper conditions, and there are no troublesome
hydraulic phenomena such as local vortices, undesirable variations in pressure, and velocity in the tunnel, and there is no flow
separation in the critical area of flow entering into the branch.

1. Introduction

Bottom outlets are utilized as one of the dam’s hydraulic
structures to control the reservoir impoundment, the res-
ervoir evacuation in case of emergency, and the removal of
the sediments entering the reservoir. Hence, they require
careful design and harmful factors identification [1]. On the
other hand, to ensure the channel’s proper operation, its
associated hydraulic and hydromechanical installations,
including gates and valves, the flow discharge capacity
should be carefully examined along with performing hy-
draulic model tests [2]. By studying failure causes of dams’
terminal gates, it has been determined that the cavitation
phenomenon and gate vibration are the chief reasons for
damages, because, in the areas where air bubbles collapse,
pressure fluctuations intensity raises [3–8]. At the bottom
outlets, the two-phase air-water flow is transmitted at high

speed. Due to the division of the flow and its impromptu
conversion from the pressurized flow to the free-surface
flow, a sharp loss in pressure values downstream of the gate
occurs. Cavitation is one of the destructive phenomena that
happen because of such negative pressure. Aeration by
aerator tube is usually employed in order to control this
phenomenon [9–12].

Sadat Helbar et al. (2021) studied on the size and shape of
bottom outlet gates, which affect the outflow discharge, and
flushing efficiency. )e purpose of their study was to in-
vestigate the effect of the area, shape, and number of the
bottom outlet gates on the velocity and concentration of the
sediments [13].

In these structures, due to the high-velocity flow and the
channel’s water level fluctuation, the flowmay separate from
the channel’s wall, and flow pressure may reduce locally. If
the flow pressure is less than the water vapor pressure, the
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water state shifts from a liquid to a gas, and air bubbles form.
)e flow may carry air bubbles to a higher pressure area in
order to collapse, and a negative pressure wave enters the
flow. If air bubbles explode near the wall’s surface, they can
damage the channel’s wall [14–16]. Yang et al. (2020) worked
on a 3D CFD modeling to show the water-air flow behavior.
Air demand varies considerably between flow cases. It is not
the simultaneous discharge of all openings that results in the
largest air demand [17].

)e service gate’s downstream area and the area between
the emergency gate and the service gate, as well as the gate
slots that create an uneven surface against the flow hold the
highest risk of cavitation [18, 19]. )e cavitation index, a
function of local pressure and flow velocity, is used as an
essential parameter to assess the potential for cavitation [20].
Daneshmand et al. (2007) experimentally studied flow’s
hydraulic characteristics at different service gate openings in
Sivand Dam’s bottom outlet.)eir study showed an increase
in the amount of flow turbulence in the emergency gate slit
with the service gate opening from 85% above, and also the
cavitation index in all openings is more than the critical limit
[21]. Two cavitation index control methods can control
cavitation damage by modifying the structure geometry and
flow aeration [22]. Kavianpour (1997) performed experi-
ments to determine aeration’s effect on slopes downstream
pressure fluctuations. )ey concluded that air intake lessens
severe pressure fluctuations and raises its mean, which in
turn reduces cavitation likelihood. )ey also studied flow
aeration’s effect on the pressure field’s structure, including
the energy spectrum of fluctuations, skewness, the sharpness
of fluctuations, and negative pressure fluctuations’ risk re-
duction. )is study showed that aeration changes the
pressure field’s structure [23]. Khazaei et al. (2015) studied
the cavitation phenomenon in Rudbar Lorestan Dam’s
bottom intake numerically and in the laboratory. )ey
showed that changing the channel’s slope by 10 to 12%,
changing the channel’s length by 1 to 3.5 meters, and re-
ducing the channel walls’ slope by 1 to 2 degrees can be a
good option to eliminate the risk of cavitation [24].

Ruan et al. (2007) examined the hydraulic performance
of aerators used at the base of Goupitan Dam’s bottom
discharge channel in a laboratory. )e results indicate an
increase in the inlet air flow rate into the stream in case of a
decrease in the channel’s slope after aeration.)is correction
has an effective role in protecting the discharge channel
against cavitation damage [25]. Wu et al. (2007) studied
hydraulic parameters such as flow pressure, water con-
ductivity coefficient, and downstream flow profile at various
service gate openings and diverse upstream channel heads in
the Longtan Dam’s bottom outlet in a laboratory.)e results
showed that the flow bottom’s pressure values in channel
gate’s downstream rise with an increase in service gate
opening, and the water conductivity coefficient in small and
large is higher than the middle openings [26]. Li et al. (2020)
investigated control gate opening’s effect on pressure dis-
tribution and cavitation index with numerical and labora-
tory models. With basic assumptions such as a 45-degree
edge angle and a value of 2 for the length to width ratio of the
gate (by keeping the gate height constant), they conducted

their research on 10, 30, 50, and 100% opening of control
gate with different 2-, 3-, and 4-meter heads. )e result is
that the cavitation index is high in 10% and 100% openings
of the control gate, so that in 30%, 50%, and 70% gate
openings, the probability of cavitation is higher [27].

Nikseresht et al. (2012) simulated the bottom intake No.
5 of Sefidrud Dam using a three-dimensional limited volume
method and showed that the lowest pressure inside the
tunnel occurs at 20% opening of the emergency gate, in
which case the cavitation index is lower than the critical
value. )e use of aeration was proposed to eliminate the risk
of cavitation. It is attempting to separate the high-velocity
flow along the tunnel by using the appropriate system of
aeration. )en, flow can be achieved in the tunnel lining
when the risk of cavitation is decayed [28]. In this project,
the channel’s hydraulic performance and its geometry
correction are evaluated for the proper functioning of the
deep removal gates in different states of their opening. Since
the deep removal gate divides the flow into two parts, the
controller with agricultural irrigation valve and the con-
troller with sliding valves through a branch, the study of
different functional states has been considered. Single valve
operation, single service gate function, and Howell Bunger
valve and service gate’s simultaneous operation are this
project’s objectives. Next, the channel’s hydraulic operation
in different agreed cases with the numerical model will be
done, and the conclusion will be made.

1.1. Flow-3D Model and Governing Equations. Numerical
simulation of the flow field in the bottom outlets and hy-
draulic structures in general, spillways, and energy dissi-
pation systems are crucial for designing such structures. )e
experience of researchers in such simulations has shown that
Flow-3D software has a better capability in modeling this
type of hydraulic structures among the existing software
packages. Flow-3D provides a complete and versatile CFD
simulation platform for engineers investigating the dynamic
behavior of liquids and gas in a wide range of industrial
applications and physical processes. One of the significant
features of the Flow-3D for hydraulic analysis is its ability to
model free-surface flows, which are modeled using the VOF
(volume of fluid) technique reported by Hirt and Nichols
(1981) [29]. VOF is an advection scheme, a numerical recipe
that allows the programmer to track the shape and position
of the interface, but it is not a standalone flow solving al-
gorithm. On the other hand, the equations governing fluid
motion can be considered, which include the continuity
equation for a control volume assuming incompressible flow
and constant flow (equation (1)) and the momentum
equation within a control volume considering turbulent
(equation (2)) [30].
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where ρ is the density of the fluid; xi and xj are the Cartesian
coordinates; Ui and Uj are the Cartesian components of the
velocity vector v; P is the pressure; and ui

′uj
′ mean Reynolds

stress tensor.
)e two-equation model renormalization group (RNG)

k-ε is used to determine the Reynolds stress tensor in the
momentum equation for turbulent flow. )is model’s
equations are as follows:

)e turbulent kinetic energy equation K:
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)e turbulent kinetic energy consumption rate
equationε:

z

zt
(ρε) +

z

zxi

ρεUi(  �
z

zxj

αεμeff

zε
zxj

  + C1ε
ε
k

Gk

− C2ερ
ε2

k
− Rε.

(4)

In the above equations, αk and αε are the inverse effective
Prandtl numbers for k and ε, respectively. C1ε and C2ε are
constants with values of 1.42 and 1.68, respectively; μeff is the
effective viscosity. )e major difference between the RNG
k–ε model and the standard k–ε model is that the RNG
model has an additional term, Rε, that significantly improves
the accuracy for rapidly strained flows.

2. Material and Methods

2.1. Case Study of Sardab Dam’s Outlet Channel with Howell
BungerValve. Sardab Dam has been built on Sardab River in
Iran.)e dam site’s height is 2712 meters above sea level’ the
dam’s reservoir area is 270 hectares with a total reservoir
capacity of 48 million cubic meters (Table 1).

Two sliding gates (service and emergency) with di-
mension (height∗width) 1.4×1.1m are located in a row
inside the dam’s bottom channel. Geometric details of
Sardab Dam’s bottom outlet is shown in Figure 1.

2.2. 5e Flow Rate Passing through the Channel during Gate
Operation. In order to calculate the channel flow rate, as-
suming the gates are fully open, with the help of Bernoulli’s
equation and considering the channel loss, we have

Q � VdAd � Ad

��������
2gH

 ξ + ξout



, (5)

where Q (m3/s) is the volume flow rate; Vd (m/s) is the
velocity in reference area; Ad (m2) is the cross-sectional
reference area; g (m/s2) is the gravitational acceleration; H

(m) is the head; ξ is the loss coefficient; and ξout is the loss
coefficient in outflow section.

In different parts of the channel, to calculate the total
head loss and the total flow rate, a section should be selected
as the reference, and the location under the gate is con-
sidered a reference section.

Head loss is the potential energy that is converted to
kinetic energy. Head losses are due to the frictional resis-
tance of the bottom outlet system (valves, gates, fittings, pipe,
entrance, exit losses, etc.). To calculate the total head loss, we
have

 ξ
V

2
i

2g
�  hfi � 1.4224

V
2
o

2g
, (6)

where Vi (m/s) is the velocity in each section; Vo (m/s) is the
velocity in reference area; and hfi (m) is head loss.

)e contraction coefficient due to the constriction for the
45-degree angle will be about 0.95.

ξout � 1.05
Ad

εAe

 

2

. (7)

In the above equation, Ae (m
2) is the output cross-sec-

tional area, Ad (m
2) is the cross-sectional reference area, and

ε is the contraction coefficient of the cross-section com-
pression function.

According to the theoretical issues stated and equations
(5)–(7), the maximum volume flow rate passing through the
channel is estimated to be 26m3/s (velocity in reference area
is 18.9m/s). Table 2 and Figure 2 show the flow rate at
different openings and heads.

2.3. Numerical Model. )e first feature of Flow-3D is that it
employs a highly variable rectangular gridding system for
gridding. )is characteristic makes the grid or geometry
separable from each other. In simpler terms, it does not
utilize a fixed grinding system connected to geometry or
finite elements. It is also possible to use multiple gridding
systems to increase efficiency and flexibility in gridding. )e
entire outlets flow rigid body is designed with all its details in
three dimensions by SolidWorks software to model the
bottom outlets’ hydraulic conditions flow in Flow-3D
software (Figures 3 and 4). It should be noted that five times
the tunnel’s diameter (7 meters) was added to the length and
upstream of the tunnel to create a fully developed flow.

In order to cover the entire rigid body of the outlet with
the branch valve, the mesh should be selected so that there is
as little space as possible in the channel area as empty space.
)e following figures show the grid’s details (12825258 cells),
the computational cells, and the bottom outlet boundary
conditions. It should be noted that the elements of the Flow-
3D numerical model are of the cuboid element type. Size of
the cells in mesh block 1, 2, 3, and 4 in each direction (X, Y,
and Z) is 2.3, 2.3, 3.7, and 2.1 cm, respectively. One of the
issues that significantly affect the increasing calculation
accuracy is determining the appropriate boundary condi-
tions. )ere are six distinct aspects for defining boundary
conditions in Cartesian coordinates, which according to the
positive direction of the axes includeXMin, XMax, YMin, YMax,
ZMin, and ZMax. It is worth noting that all these specifications
are defined in one block, and separate boundary conditions
must be defined for each in the case of several blocks
(Figures 5 and 6). )e mechanism of applying boundary
conditions to each aspect is such that after assigning each of
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the states to one aspect, all cell inputs of that aspect enter the
equations with the above boundary condition.)is is fixed at
different times of solving equations and running the soft-
ware. Pressure can be defined as the amount of pressure or as
stagnation pressure. )e amount of fluid can also be
specified as a percentage of the fluid fraction or as fluid
height for the software. Fluid velocity in all three directions
can be entered in the software. )e software also can receive
each of the above parameters as a time series [31–33].

In the present research, a mesh sensitivity analysis was
conducted with 5 different cell sizes. Table 3 shows the
results of the mesh sensitivity analysis on the velocity in
reference area for 100% gate and valve opening. As can be

seen, if the cell size is smaller than main mesh, it does not
affect the accuracy of simulation and if the cell size is larger
than main mesh, error can increase about twice.

3. Results and Discussion

3.1. Evaluation of Numerical Modeling Results with Flow-3D
Software. In order to evaluate the numerical model results’
calibration and validation in various bottom outlet’s gate
openings, the output flow rate of the manual analysis should
be compared with the output flow rate of the numerical
model for the same applied head conditions using the an-
alytical solution performed in the previous sections

Table 1: General specifications of Sardab Dam.

Dam Type Crest elevation (m. a. s. l.∗) Dam Height (m) Crest length (m)
Earth dam 2528 53 752

Reservoir Maximum water level (PMF) (m) Normal water level (m) Minimum water level (m) Minimum volume (m3)
2527 2524.6 2488.6 1,000,000

∗Meters above sea level.
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Figure 1: Geometric details of Sardab Dam’s bottom outlet (all dimensions are in mm).

Table 2: )e flow rate passing through the channel in the openings of service gates and different heads.

a/ao Hmax � 51.35m H� 48.95m H� 45m H� 40m H� 35m H� 30m H� 20m
0.1 3.17 3.1 2.97 2.8 2.62 2.43 1.98
0.2 6.29 6.15 5.89 5.56 5.2 4.81 3.93
0.3 9.29 9.07 8.7 8.2 7.67 7.1 5.8
0.4 12.18 11.9 11.41 10.75 10.06 9.31 7.6
0.5 15.03 14.67 14.07 13.26 12.41 11.49 9.38
0.6 17.67 17.25 16.54 15.59 14.59 13.5 11.03
0.7 20.06 19.59 18.78 17.71 16.56 15.33 12.52
0.8 22.29 21.77 20.87 19.68 18.41 17.04 13.91
0.9 24.35 23.77 22.8 21.49 20.1 18.61 15.2
1 26.64 26 24.93 23.51 21.99 20.36 16.62
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Figure 2: )e volume flow rate at different openings and heads.

Figure 3: Complete bottom outlet geometry with Howell Bunger valve, aerator, and butterfly valve made in SolidWorks software.

Figure 4: Details of construction of 3D geometry of Sardab Dam’s bottom outlet (all dimensions are in m).
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Figure 5: Numerical model’s gridding and meshing blocks for bottom outlets and branch in Flow-3D numerical model.
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(Figure 7). In the mentioned destructive phenomena, pa-
rameters such as flow rate, velocity, water’s hydrodynamic
pressure, air velocity entering the flow, and water depth are
effective. By measuring some of these parameters, they can
be prevented from happening before failure [34]. Further-
more, due to the governing equations’ nature, it is essential
to start the flow analysis with fixed boundary conditions so
that eventually the flow reaches a steady state after a suitable
time in the model. )e output flow rate values of the steady
flow state in the numerical model are compared with the
analytical solution results in Figure 8. It is noteworthy that
the numerical model’s head is considered based on the
standard head of 48.95 meters, and the branch valve’s
opening is considered 100% open [35].

As indicated in Figure 8, by calculating the mean relative
error, the numerical model’s output flow rate in different
openings of Sardab Dam’s bottom outlet gate is about 4%,
which is an acceptable and petite amount. Hence, based on
these conditions, Flow-3D numerical modeling is calibrated
and validated, and other required hydraulic parameters,
including pressure values, velocity, and hydraulic field of
flow in the bottom outlet’s sensitive points, can be inves-
tigated. Figures 9 and 10 show the Sardab Dam’s bottom
outlet’s output flow rate values at different openings with the
analytical solution results.

3.2.NumericalModelingResults for 5Modes ofGate and 100%
BranchValveOpening. )e results manifested in Table 4 are
for openings including 20, 40, 60, 80, and 100% at a standard
head height of 48.95 meters. Table 4 presents the changes’
values in the bottom outlet’s output flow rate for different
gate openings.

3.3. Velocity Changes in Different Gate Conditions. )e hy-
draulic parameter modeling results show that the velocity
value at 100% opening in the section below the gate is about
18m/s (Figure 11).)emaximum velocity under the gate for
40% opening is 23.1m/s (Figure 12). )e velocity values at
80%, 60%, and 20% can be found in Figures 13–15, re-
spectively. Velocity values examination in sensitive points,
including gate slots, in the input flow areas to the branch
valve, shows that undesirable hydraulic changes do not
occur, and severe changes in velocity increase are not ob-
served in these areas [36].

)e gate slot’s velocity values are about 2-3m/s, in which
case no flow separation and undesirable circular flow are
observed in the slot. )ese conditions function almost the

X
Y

Z

Figure 6: Boundary conditions applied in flow simulation in the bottom outlets.

Table 3: Mesh sensitivity analysis.

Parameters
Type of mesh

Cell size 20% smaller Cell size 10% smaller Main Cell size 10% larger Cell size 20% larger
Velocity (m/s) 18.21 18.13 18.05 17.42 17.1
Analytical velocity (m/s) 18.9 18.9 18.9 18.9 18.9
Error (%) 3.65 4.07 4.49 7.83 9.52
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Figure 7: Numerical model results for output flow rate at various
gate openings during Flow-3D numerical model implementation.
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Figure 9: Results of Flow-3D numerical model for the valve’s
output flow rate at the service gate’s different openings during
model execution.
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Figure 10: Comparison of analytical solution results and numerical
modeling of output flow rate in different gate openings.

Table 4: Changes in bottom outlet’s output flow rate for different
gate openings.

Gate openings (%) Flow rate (gate)
(m3/s)

Flow rate (valve)
(m3/s)

0 0.00 0.00
20 6.32 5.30
40 12.90 5.26
60 17.51 5.14
80 22.30 4.63
100 24.70 3.86
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Figure 11: Output velocity of the gate and valve in 100% gate and
valve opening.
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Figure 12: Output velocity of the gate and valve in 40% gate and
100% valve opening.
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Figure 13: Output velocity of the gate and valve in 80% gate and
100% valve opening.
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same for all openings. Figure 16 shows the velocity change’s
size and vectors in the gate slots at 100% gate opening.

Investigation of velocity values in the branch and stiff-
ener area is presented in Figure 17. )ere is no flow sepa-
ration and other adverse conditions in this area, and the
velocity values at the branch entrance are variable, 2-5m/s.
)e velocity values increase after passing through the branch
entrance.

3.4. Changes in the Pressure Parameter under Different Gate
Openings. In outlet tunnels, the fluid movement may in-
crease the pressure in the flow direction in the face of an
obstacle. Such a pressure change is called the inverse
pressure gradient. )e fluid in this flow boundary layer area
is affected by this increasing pressure so that this fluid ve-
locity also slows down. However, because the fluid’s kinetic
energy within the boundary layer is low, it will likely stagnate
and be reversed, causing the boundary layer to separate and
deviate from it. )e separation of the main stream from the
boundary is called the separation phenomenon, which is
caused by the reverse pressure gradient. A reverse pressure
gradient is a necessary condition and not a sufficient con-
dition for the separation of the flow. In other words, there
can be a reverse pressure gradient without separation, while
separation without a reverse pressure gradient cannot occur.
)e pressure amount in the channel area in different gate
openings can be seen in Figures 18–21.

)e flow under the gate creates a circular flow down-
stream, the main feature of which is a sharp pressure loss.
)is pressure loss is a function of the gate’s opening, the

water head behind the gate, and the channel’s geometry. On
the other hand, severe pressure fluctuations lessen that area’s
local pressure, and the potential for cavitation increases due
to the high-velocity [37]. As can be seen in Figures 22–25,
along the tunnel and in gate areas, gate slots, and branch
area, undesirable severe pressure reduction did not occur,
and there are no undesirable hydraulic phenomena such as
flow separation and local vortices.

3.5. Numerical Modeling Results for 50% Emergency Gate and
Service Gate Opening

3.5.1. Fluid Volume Fraction Values per 50% Service and
Emergency Gates Opening. According to Figure 26, part of

0.0

–0.009 3.669 7.347 11.025
x∗m∗

14.703 18.381

4.29

z∗
m

∗

0.01

4.6 9.2
Velocity magnitude (m/s)

13.8 18.5

Figure 14: Output velocity of the gate and valve in 60% gate and
100% valve opening.
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Figure 15: Output velocity of the gate and valve in 20% gate and
100% valve opening.
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Figure 16: Velocity change’s size and vectors in the gate slots at
100% gate and valve opening.
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the aeration between the two gates is provided through the
service gate.

3.5.2. Pressure Changes Values per 50% Service and Emer-
gency Gates Opening. As can be seen in Figures 27, in the
gate’s upstream areas, the desired pressure values are de-
creased, and in the areas between the two gates, the pressure

values are reduced.)e possibility of cavitation in this area is
reduced with the installation of aerators.

3.5.3. Numerical Modeling Results for Fully Closed Gate
Mode and 100% Open Branch Valve. )e flow’s hydraulic
conditions are checked for the completely closed valve state and
100% open branch valve using numerical modeling in this case.
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Figure 18: )ree-dimensional view of the pressure in the whole model.
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Figure 19: )e pressure amount in the channel area leading to the gate and the branch in the state of 100% opening (100% valve opening).
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Figure 20: )e pressure amount in the channel area leading to the
gate and the branch in the state of 60% opening (100% valve
opening).
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Figure 21: )e pressure amount in the channel area leading to the
gate and the branch in the state of 20% opening (100% valve
opening).
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3.5.4. Pressure Values in the BottomOutlet’s Tunnel of Sardab
Dam and the Branch Area. As can be seen in Figures 28 and
29, when the valve is completely closed, there is no circular
flow and undesirable pressure changes in the tunnel.

3.5.5. Velocity Values in the Bottom Outlet’s Tunnel of the
Sardab Dam and the Branch Area. As can be seen in Fig-
ure 30, the velocity behind the gates is zero in the fully closed
state, and the velocity values at the branch entrance are 5-
6m/s.)e velocity at the valve output has increased by about
36% compared to when the valves are fully open. Based on
these conditions, the branch valve’s output flow rate is es-
timated to be about 5.3m3/s.

3.5.6. Investigation of Cavitation Phenomenon in Channel
and Slot. Cavitation along the channel is usually checked
based on a dimensionless number called the cavitation index
(σ).

)e cavitation index is a function of local pressure and
fluid velocity, and this index’s critical value is (0.2–0.25)
along the channels and 0.2 inside the slots [38].

In the bottom outlet channels, when the gate opening is
100%, the maximum velocity and, as a result, the maximum
discharge capacity is created in the channel. Subsequently,
the study and control of cavitation index in 100% opening is
considered for this channel. Since the Sardab Dam will be
built at an altitude of approximately 2500 meters above sea
level and with an ambient temperature of approximately 20
degrees Celsius, to calculate the cavitation index, we will
have
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Figure 22: Pressure distribution under the gate for 100% opening
mode (100% valve opening).
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Figure 23: Pressure distribution under the gate for 20% opening
mode (100% valve opening).
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Figure 24: Flow pattern around the stiffener and no flow sepa-
ration in this area (100% valve opening).
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σ �
Pabs − Pv

(1/2)ρ.V
2, (8)

where σ is the cavitation index; Pabs � Pi + Pbar, in which
Pbar (Pa) is the atmosphere pressure; and Pi (Pa) is the
relative pressure and Pv is the vapor pressure of fluid.

Equation (9) is used to calculate atmospheric pressure:

Pbar � Pa 1 −
BZ

T0
 

g/RB

. (9)

)e parameters’ values of the above equation are defined
as follows:

g

RB
� 5.26,

T0 � 293.1K,

B � 0.0065
K
m

,

Z � 2500 m,

Pa � Sea level pressure.

(10)

For air-fluid, the value of Pbar � 74 kPa is considered
using equation (9).

It should be noted that the fluid vapor pressure will be
equal to Pv � 2.337 kPa at this temperature. )e cavitation
index can be calculated with the help of pressure and velocity
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Figure 26: Fluid volume fraction contour between two gates in
50% opening state.
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values in different conditions using the above parameters’
values.

To calculate the relative pressure values ofPi, according
to the specific values of the 51.35m head, the velocity Vi can
be calculated with the help of the following equation. )e
loss values sum is based on the velocity values in the ref-
erence cross-section V, which has a cross-section equal
toA � 1.25 × 1.10 � 1.375m2:

Pi � ρg H −
V

2
o

2g
−  hi ,

 ho �  ξ
V

2

2g
.

(11)

Considering the flow head equal to 51.35m for the two
sections of the gate slot and the output section, there will be a
flow (in the output section, the relative pressure is equal to
zero, and the velocity is equal to 18.9m/s).

At the output section,

σ �
Pi + Pbar − Pv

(1/2)ρ.V
2 ≈ 0.4. (12)

Also, the cavitation values in the service gate slot, as one
of the most critical points for cavitation occurrence, are
calculated as follows:

Pi � ρg H −
V

2
o

2g
−  hi  ≈ 71 kPa,

σ �
Pi + Pbar − Pv

(1/2)ρ.V
2 �≈ 0.79.

(13)

)e gate slot should be checked using the slot charac-
teristics in order to examine the possibility of cavitation.
Considering that the slot’s retraction angle is 1 :12 and
W/D � 140/162 � 0.86 and Δ/W � 25/140 � 0.18, the al-
lowable index value is about 0.2, and this index is about 0.79
in Sardab Dam’s gate slot. Accordingly, cavitation will not
happen in the slot [39–42].

Dam bottom outlets which contain valves and pumps
play a vital role in dam operation and safety, as they allow
controlling the water surface elevation below the spillway
level. Probability of the formation of cavitation due to the
concentrated vortices is too high. )e vorticity distribution
near the branch entrance exhibited high values due to the
cylindrical shape of the bottom outlet which contributed to
high amount of flow separation [43, 44]. )e transient flow
features associated with a moving gate were successfully
captured as well as the discharge characteristic for partial
opening of the gate. For partial openings, water flows under
the gate lip at high-velocity and drags the air downstream of
the gate, which may cause damages due to cavitation and
vibration. )e results suggest that the Flow-3D can be useful
for calculating the air demand in dam bottom outlets. In the
case study presented, the appropriateness of the existing
design was verified. For partial gate opening, the discharge
varies with the square of gate opening, whereas for a fully
opened gate, discharge varies with H1/2. For new facilities,

the possibilities of the Flow-3D for identifying the flow
patterns and for computing the pressure and velocity fields
should be helpful for designing the aeration system.

4. Conclusion

In the present study, Sardab Dam’s bottom outlet and Howell
Bunger valve’s hydraulic performance in different opening
conditions, including 20, 40, 60, 80, and 100%, with different
flow rates, was investigated. )ese examinations comprise the
service gate’s single operation, the service gate and the Howell
Bunger valve’s simultaneous operation, and the Howell Bunger
valve’s single operation. )e results presented for different
opening conditions for velocity values with 100% opening in the
section below the gate is about 18m/s, and the maximum ve-
locity under the gate for 40% opening is equal to 23.1m/s. )e
velocity values in the gate slot are about 2-3m/s, inwhich case no
flow separation and undesirable circular flow are observed in the
slot. )is condition is true for all gate openings. )e velocity
values at the branch entrance are variable 2-5m/s, no flow
separation and other adverse conditions occur in this area, and
the velocity values increase after passing through the branch
entrance. )ere is no undesirable change in the distribution of
pressure along the tunnel and in the gate areas, and there is no
drastic reduction of pressure in this area. It should be noted that
there are no undesirable hydraulic phenomena in these sections,
including flow separation and local vortices. For 50% opening of
the gates in the gate’s upper areas, the desired pressure values are
reduced, and in the areas between the two gates, the pressure
values are reduced. Moreover, with the installation of aerators,
the possibility of cavitation in this area is reduced. For fully
closed gate mode and 100% open branch valve, no circular flow
and undesirable pressure changes are created in the tunnel. Also,
the velocity behind the valves in the fully closed state is zero, and
at the branch entrance point, it is 5-6m/s. At the valve output,
the velocity has increased by about 36% compared to when the
gates are fully open. Based on these conditions, the branch
valve’s output flow rate is estimated to be about 5.3m/s. )e
presented results show that due to the bottomoutlet operation in
the reservoir’s maximum head condition, the probability of
cavitation in the area between the two gates is very high. )is
analysis suggests that numerical modeling with the Flow-3D can
be helpful for the design of this kind of hydraulic works.

Data Availability

All data used to support the findings of the study are in-
cluded within the article.

Disclosure

)is research received no specific grant from any funding
agency in the public, commercial, or not-for-profit sectors.

Conflicts of Interest

)e authors declare that there are no conflicts of interest
regarding the publication of this paper.

12 Advances in Civil Engineering



References

[1] F. Salazar, J. San-Mauro, M. Á. Celigueta, and E. Oñate, “Air
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Monitored breakwater settlements taken from an actual breakwater structure over an extended period of time (more than five
years) were analyzed. *e analysis revealed that the waves clearly affect the settlement of the breakwater, especially during high
wave conditions such as typhoons. Breakwater settlement is caused by a decrease of effective stress of seabed during partial
liquefaction due to wave-induced cyclic loads, which occurs due to an increase in excess pore pressure and the combination of
oscillatory and residual pore water pressures. A new combined numerical model was suggested that allows the storm wave-
induced seabed settlement underneath the caisson breakwater to be examined qualitatively. *e technique uses a combined wave
model (2D-NIT) and soil model (FLIP). *e dynamic wave load calculated by the 2D-NITwas used as the input data for the soil
model.*is soil model can simulate both oscillatory and residual pore water pressures at the same time.*ere is a different feature
to other previous studies adopting similar techniques.

1. Introduction

Two key calculations are required to design a breakwater on
sand layers: an assessment of the ultimate bearing capacity
and an estimation of the settlement under working loads.
Settlements are considered tolerable if they do not impair the
functionality or serviceability of the foundations or the
supported superstructures under the design loads [1–3].

Figure 1 shows the schematic diagram from the settle-
ment data measured at the edge of the caisson breakwater
placed at the west breakwater in Jeju’s outer harbor. As
shown in this figure, a settlement occurs not only imme-
diately after loading but also continually over time. Soil
strata from the top layer at this site contain layers of marine
sediment, sandy soil, and weathered rock. According to the
soil profile, there is not a soft clay layer at this site. Kim et al.

[4] studied this long-term compressional settlement prob-
lem. *ey conducted compression tests to assess the com-
pression characteristics of the sands and found that the
settlement issues are due to the high compressibility and
particle crushing and shattering of the sand materials at the
site, about 50% of which includes carbonate sands derived
from shell. *e carbonate sand is weaker than silicate sand
and has many pores on the particle’s surface and an angular
shape [5].

Another interesting phenomenon in Figure 1 is the
rapid and abruptly large settlement at intervals A and B.
*is settlement is not related to the carbonate sands be-
cause its magnitude is fairly large, and it occurs over a very
short period of time. *e settlement at interval A occurred
after Typhoon Maemi passed, as shown in Figure 1. Ty-
phoon Maemi had a maximum wave height of 11.38m and
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a maximum wave period of 7.8 sec. It was the first big storm
after the caisson was placed on the site. Interval B indicates
another big wave that attacked the caisson, similar to
Typhoon Maemi. Some settlements also occurred here, but
the magnitude was smaller than that of interval A. Based on
the settlement record data, the structure built on sand was
also exposed to wave-induced settlements. *is phenom-
enon also has been captured by previous research done by
Ye et al. [6].

Many numerical and experimental studies for wave-
induced soil responses around breakwater have been carried
out since the 1970s. Zen and Yamazaki [7], Mase et al. [8],
Mizutani et al. [9], Ulker et al. [10], Li and Jeng [11], and Jeng
et al. [12] used a poroelastic model for the seabed, and the
dynamic Biot equation [13], known as “u-p” approximation,
was proposed by Zienkiewicz et al. [14] to govern the dy-
namic response of the porous medium under wave loading.
Ye and Jeng had conducted milestone work in this field. Ye
et al. [15] developed a semicoupled numerical mode FSSI-
CAS 2D to investigate the complicated interaction between

ocean waves, offshore structures, and their loose seabed
foundations. *ey further extended the 2D package to form
FSSI-CAS 3D for the same purpose [16].

Oumeraci [17] analyzed many breakwater failures and
concluded that the partial or complete liquefaction risk must
be considered in the case of wave loading, which is especially
relevant with a vertical breakwater or an offshore gravity
platform. de Groot et al. [18,19] indicated that the foun-
dation of the vertical breakwater, or an offshore gravity
platform built in sandy soil, may fail due to wave-induced
partial liquefaction. Kudella [20] conducted large-scale
model experiments in a wave flume to study the generation
of transient, instantaneous, and residual pore pressure in a
seabed beneath a caisson breakwater that has been subjected
to wave loads. *ese experiments showed that the residual
pore pressure is essentially generated by the caisson’s
movements when breaking the wave loads and that they are
closely related to residual soil deformation. *ese previous
studies clearly show the effect of waves on seabed defor-
mation underneath the breakwater.
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Figure 1: (a) Schematic diagram of caisson breakwater settlement history and (b) wave height history measured in the west breakwater of
Jeju Outer Harbor.
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Like previous studies done by other researchers, this
study focused on the dynamic response of a sandy seabed
and the liquefaction in the sand seabed’s foundation under
typhoon-generated wave loading. Two subjects were studied.
First, the settlement data from the actual caisson break-
waters, measured over a time span greater than five years,
were analyzed to determine the characteristics of the wave-
induced settlement. *e data obtained from the caissons
were selected to build the west breakwater at the Jeju Outer
Harbor. Secondly, a new numerical model consisting of two
submodels: the wave and soil models, was proposed to
simulate the wave-induced settlement of a caisson built on a
sandy seabed.*e dynamic wave load calculated by the wave
model (2D-NIT) was used as the input data for the soil
model (FLIP). *is soil model can simulate both oscillatory
and residual pore water pressures at the same time.

2. Characteristics of the Soil and Waves at
the Site

2.1.Properties of theSoil andWavesat theSite. *e results of a
boring investigation conducted at the west breakwater con-
struction site in the Jeju Outer Harbor indicated the seabed
ground level was DL (datum level) (-) 12.78∼(-) 22.62m. *e
bedding in this region consists of marine alluvial deposits,
weathered bedrock deposits, and soft rock from the face of the
seabed surface. *e marine alluvial deposits, the main subject
of this study, consist of fine to medium sand and silty sand,
based on USCS (unified soil classification systems) guidelines.
It has been transported by waves and distributed between 0.3
and 17.5m, with an average of approximately 10m. *is
sediment sand contains a significant amount of carbonate
sand formed by fish bones and shellfish. *e N value of the
standard penetration test ranged from 9 to 25, which indicates
a generally dense or very dense relative density.*e variations
were based on the location and the depth. Interestingly
enough, according to the soil profile in Figure 2, no soft clay
layer exists in this area.

A self-recording wave gauge was installed to observe the
height and direction of the waves at the west breakwater
construction site. *e impact of the wave reflection, due to
the structure of the caisson body, was minimized because the
measuring point was 500m from the front of the breakwater.
*is space between the gauge and the breakwater was large
enough to eliminate the wave reflection effect. Table 1
summarizes the observation of waves over 5m from 2002
to 2006. During the monitoring period, one mega typhoon,
Maemi, occurred. Maemi produced waves with a maximum
height of 11.38m (max. significant wave height of 5.7m) and
a maximum wave period of 7.8 sec (max. significant wave
period of 8.4 sec). Additionally, as shown in Table 1, after
Typhoon Maemi, more than 14 times the average number of
waves over 5m in height passed this area. On Dec 21, 2005, a
storm hit this area, producing waves with a height of
11.01m, with a maximum wave period of 9.7 sec.

2.2. Measurement of the Caisson Settlement Results and
Discussion. A total of 84 caissons were installed in the west
breakwater. Caisson #5 was the first to be installed, followed

by caissons #1, 2, 3, and 4, which were installed to connect to
caisson #5. *ey were installed in the eastbound direction in
sequence, from caisson #6. *e caissons installed in the west
breakwater can be classified into four groups: nonperforated,
curved slit, enlarged slit, and different shapes curved slit.

When constructing a caisson breakwater, the stability
must be judged, which is why it is important to establish a
plan to measure its settlement. In the case of the Jeju Outer
Harbor, only level measurements were conducted. Jeju TBM
(No. 7) was used as a reference point. *e caisson’s set-
tlement was recorded after it was installed at the reference
point. *e settlement was measured at four edges, and those
edges were numbered from one to four—starting from the
seaward edge of the caisson.

Of the 84 total caissons installed in the west breakwater,
Figure 3 shows the selected caissons’ (#4, 5, 7, 8, and 9)
settlement data. *ese selected caissons were installed from
approximately 2003 through 2006 and have experienced
wave actions. *e vertical dotted lines in Figure 3, which are
very important, represent the date of the occurrence of a
high wave that could have affected the caisson’s settlement.
As shown in Figure 3, the final settlement varied for each
caisson, but the settlement trend was very similar across all
the caissons. *e initial immediate settlement occurred after
the installation of the caisson due to its weight. *en, creep
settlement occurred steadily due to the properties of the sand
in this area. *en, on particular dates, such as September 12,
2003, a significant amount of settlement occurred rapidly. It
is unlikely that this rapid, significant settlement was caused
by the material properties of the sand because the settlement
progressed greatly in a short period of time. Rather, this
settlement may have been induced by wave actions. *e
settlement occurred at the same time that a large wave hit.

*e settlement of caisson #8, which was installed just
three months before the typhoon, increased from 26 cm to
42 cm after the typhoon. *e settlement of caisson #9, which
was installed just one month before the typhoon, increased
dramatically from 14 cm to 45 cm after the typhoon. Other
caissons also exhibited a significant amount of wave-induced
settlement, though of a lesser magnitude than caisson #9,
because they were installed much earlier.

3. Present Numerical Model

3.1. Wave Model (2D-NIT). To determine the dynamic wave
force (including breaking waves) on the seabed and the
breakwater, the present study used a program called the 2D-
NIT (two-dimensional numerical irregular wave tank) model
[21,22]. *e model used the solutions to the viscous and in-
compressible Navier-Stokes equations for a two-phase flow
(water and air) model, and the volume of the fluid (VOF)
method was used to treat the free surface of the water. *e
numerical wave tank that was adopted in the 2D-NITmodel is
shown in Figure 4. As for the open boundary conditions,
fictitious dissipation zones (La) were added to the left and right
sides of the computational domain.*eir thickness is 2L, with L
being the wavelength, in order to absorb the wave energy. *e
internal wavemaker is located in front of the fictitious dissi-
pation zone on the left side of the computational domain.
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Table 1: Real monitored data measured by a wave gauge installed in front of the west breakwater.

Date
(yy.mm.dd) Time Maximum wave height

(m)
Maximum wave period

(s)
Significant wave height

(m)
Significant wave period

(s)
02.12.30 0 : 00 5.91 5.6 0.80 4.5
03.01.05 8 : 00 5.76 7.3 3.12 7.0
03.01.20 18 : 00 5.63 9.3 2.55 6.4
03.09.121 18 : 00 11.38 7.8 5.70 8.4
03.12.19 12 : 00 5.90 6.5 3.01 6.6
03.12.26 20 : 00 5.23 5.8 2.61 6.5
04.02.05 4 : 00 5.18 6.7 3.03 7.2
04.11.26 18 : 00 5.20 8 3.08 7.7
04.12.31 20 : 00 7.91 8 3.97 8.5
05.01.16 8 : 00 6.10 17.2 2.88 6.8
05.02.01 2 : 00 6.49 8.2 4.30 8.6
05.02.19 18 : 00 5.53 6.3 3.02 7.2
05.03.12 6 : 00 5.56 5.9 3.09 7.1
05.03.24 18 : 00 7.57 7.1 4.51 8.9
05.12.04 18 : 00 8.64 11.6 4.60 9.9
05.12.17 20 : 00 7.07 9.1 4.46 9.3
05.12.212 22 : 00 11.01 9.7 5.50 10.4
06.03.28 16 : 00 6.35 7.2 4.00 7.7
1Typhoon Maemi. 2Storm.
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Hard rock
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Sandy gravel
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Figure 2: Boring results at the west breakwater in Jeju Outer Harbor.
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*e basic equation of the 2D-NITmodel consists of the
continuity equation (1) and Navier-Stokes’ equations of

motions 2 and 3, which were expanded to a porous media by
Sakakiyama and Kajima [23] described as follows:

zcxu

zx
+

zczw

zz
� cvSρ, (1)

λv

zu

zt
+

zλxuu

zx
+

zλzwu

zz
� −

cv

ρ
zp

zx
+

z

zx
cxve 2

zu

zx
  

+
z

zz
czve

zu

zz
+

zw

zx
   − Dxu − Rx + Su,

(2)

where t is time; x and z are the horizontal and vertical co-
ordinates; u andw are the horizontal and vertical components
of flow velocity; ρ is the density of the fluid; p is the pressure;
ve is the sum of the dynamic viscosity coefficient and the eddy
viscosity coefficient; g is the acceleration of gravity; λv is the
volume porosity; λx and λz are the directional area porosity;
Dx and Dz are the wave energy dissipation coefficients for
directions x and z; Sρ, Su, and Sw are the source terms to
generate a wave in the computational domain.

*e 2D-NIT program uses the VOF method to trace
the free surface. In the VOFmethod, the interface between

the water and the air phase is modeled according to the
VOF function; i.e., the VOF method evolves the volume of
water in each cell over time instead of directly tracking the
free surface itself. *e VOF function F is the volume
fraction of a fluid that is a constant physical quantity and
has a value of 0 ≤ F ≤ 1.

3.2. Soil Model. *e FLIP program, a finite element analysis
program for the liquefaction process that is based on the ef-
fective stress analysis method Iai et al. [24], was adopted to
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Figure 3: Settlement time history of caissons #4, 5, 7, 8, and 9.
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Figure 4: Schematic diagram of the numerical wave tank used in the 2D-NIT model.
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analyze the storm wave-induced settlement behavior of the
caisson breakwater. *is program was originally developed for
the dynamic soil response under earthquake loading. *e ef-
fective stress model for these soils is the multiple shear
mechanismmodel that was originally proposed by Towata and
Ishihara [25]. As shown in Figure 5, this model is represented
by a movable point located within the circular fixed boundary.
It is defined in the shear strain space and connected to the
boundary with an infinite number of virtual springs. Each
spring corresponds to a virtual simple shear mechanism and
has one of a number of various orientations. *e relationship
between the force and the displacement of each spring follows
the hyperbolic-type load-displacement pattern. *e displace-
ment of the movable point from the center represents the
mobilized shear strain, and the resulting forces acting on the
point represent the shear stress that is induced in the soil.

*e excess pore water pressure is generated as a function
of the cumulative shear work [24]. Equation (3) considers
the effect of positive dilatancy when taking the cyclic mo-
bility behavior into account using the concept of a lique-
faction front, as shown in Figure 6:

S � S0, (if r< r3),

S � S2 +

�����������������

S0 − S2( 
2

+
r − r3( 

m1

2


, (if r> r3),

(3)

in which
r2 � m2S0,

r3 � m3S0,

S2 �
S0 − r2 − r3( 

m1
,

(4)

where S0 is a parameter to be defined by a function of shear
work; m1 is the inclination of the failure line, defined by the
shear resistance angle ϕf′ asm1 � sinϕf′;m2 is the inclination
of the phase transformation line, defined by the phase
transformation angle ϕp′ as m1 � sinϕp′; m3 � 0.67m2. *e
auxiliary parameter, m3, is introduced to ensure a smooth
transition from one zone to the other and is determined as a
balance of the smoothness and the realism of the stress path
shape.

In Figure 6, S is a state variable (S� σm′/σm0′) under
undrained conditions with a constant total confining
pressure, and r is the shear stress ratio (r� τ/(−σm0′)). *e
initial effective mean stress and deviatoric stress are defined
by σm0′� (σx0′+ σy0′)/2 and τ � (σ1′− σ3′)/2� (τ2xy + ((σx′−
σy′)/2))0.5, respectively. *e model can simulate a rapid or
gradual increase in the cyclic strain amplitude to the order of
several percentage points under undrained cyclic loading.
*e program has been verified in many numerical simu-
lations of structure damage induced by earthquakes and
liquefaction [26–29].

3.3. Verification of the Present Numerical Model.
Verification of the present numerical model is a necessary
process before applying it. To verify the present numerical

model, two previous studies available in the literature,
Mizutani et al. [9] and Jeng et al. [12] were used. Mizutani
et al. [9] conducted a series of experiments for regular waves
to investigate the wave-seabed-structure (submerged
breakwater) interaction. *e water-free surface elevation
and the dynamic pore water pressure inside the sandy seabed
foundation under the breakwater were recorded during
experiments. Mizutani et al. [9] also developed a combined
BEM-FEM model. Modified Navier-Stokes equations were
used to solve the flow inside the porous media, and Biot’s
equation was applied to solve the poroelastic media. Jeng
et al. [12] developed the integrated model (PORO-WSSI II)
for wave-seabed-structure (WSSI) by combining the Vol-
ume-Averaged Reynolds-Averaged Navier-Stokes (VAR-
ANS) equation for wave motions in a fluid domain and the
porous media flows in structures, and the dynamic Biot’s
equations for a porous elastic seabed. Jeng et al. [12] applied
their model to investigate the dynamic response of a
composite breakwater on a seabed.

*e properties of the sand and breakwater provided by
Mizutani et al. [9] and Jeng et al. [12] listed in Table 2 were
used for simulation of the present numerical model. *e soil
model (FLIP) in the present model needs more parameters
related to the liquefaction process. But in this verification,
those parameters were assumed as zero because (i) sand has
no fines, and (ii) Mizutani et al. [9] and Jeng et al. [12] only
considered oscillatory pore water pressure in seabed based
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on Biot’s equation. *e regular wave of height 3.0 cm and
period of 1.4 sec in a still water depth 30 cm above the sand
bed provided by Mizutani et al. [9] and Jeng et al. [12] were
used for simulation.

Figure 7 shows a schematic sketch of the numerical
wave-soil tank used for verification of the present model.
Four locations for the value of η/H (η�water surface ele-
vation above SWL and H�wave height) were selected and
named as “a, b, c, and d.” Location “a” is in front of the
breakwater, “d” is behind the breakwater, and “b” and “c” are
edges of the breakwater crown. Four locations for the pore
water pressure selected and named as A, B, C, and D. Lo-
cation “A” was used for recording the pore water pressure in
the middle of the submerged breakwater and “B, C, and D”
for recording the pore water pressure inside the seabed in
front of, middle of, and behind the breakwater.

Figure 8 shows the computed dimensionless water surface
elevation (the value of η/H) with the 2D-NIT model in the
present model together with Mizutani et al.’s experiment [9]
and Jeng et al.’s numerical result [12].*e circle, blue line, and
red line indicated Mizutani’s experiment, Jeng’s numerical
result, and the computed one with the 2D-NIT model, re-
spectively. As illustrated in Figure 8, the agreements at “a” and
“b” are good, while little differences are observed at “c” and
“d” that are located behind the breakwater in between the
computed and Mizutani’s experiment values. *is may be
accounted to the boundary condition at the seabed. In the
experiment of Mizutani, it is assumed as permeable, whereas
in the numerical analysis, it is assumed as an impermeable
rigid surface. Anyway, the difference is small enough, and the
wave model used in this study can successfully simulate wave
propagation in a viscous fluid.

Figure 9 shows the computed dimensionless pore water
pressure (ps/ρgH, in which ps � pore water pressure and
ρ� density) with the FLIP in the present model together with
Mizutani et al.’s experiment in Mizutani et al. [9] and Jeng
et al.’s numerical result [12].*e circle, blue line, and red line
indicatedMizutani et al.’s experiment, Jeng et al.’s numerical
result, and the computed one with the 2D-NIT model, re-
spectively. *e numerical perdition of the pore water
pressure overall agrees well with the results of Mizutani’s
and Jeng’s works. From this result, it can be stated that the
present soil model can simulate the wave-induced pressure
breakwater and its seabed accurately.

3.4. Application of the Present Numerical Model to Caisson
Breakwater

3.4.1. Modeling of the Target Breakwater. *e caisson
breakwater shown in Figure 10 was modeled for the nu-
merical analysis, as shown in Figure 11.*e rubble mound is
6m in height and 72m in width with a slope of 1 :1.5. *e

caisson is 26m in height and 24m in width. *e thickness of
the wave dissipation block (tripod) is about 1∼2m. *e
sandy soil layer is with 16m thick. It is placed as close to the
target site ground (Figure 2) as possible, and it is located
under the rubble mound. A layer of weathered rock is placed
below the sandy layer.

Figure 12 shows the modeled meshes of the composite
breakwater and the seabed. *e seabed underneath the
caisson breakwater is modeled with a smaller mesh. Fig-
ure 13 indicates the results of the mesh convergence test. It is
the relationship between displacements of the caisson
breakwater and the number of elements. *e displacement
was increased with the number of elements and they were
converged when the number of elements was more than
approximately 2,300. *erefore, 2,326 elements were used to
make the mesh in this study.

Dynamic wave pressures acting at the boundary of the
caisson breakwater and the seabed are calculated at all
points.*e dynamic responses of the caisson breakwater and
the seabed are also estimated at all locations. As a matter of
convenience, several points were selected to represent the
general behavior of the caisson breakwater structure and the
seabed. In Figure 12, N1 and N2, at the top of the caisson,
mark the locations of caisson settlement. Element numbers
1∼30 indicate the representative wave pressure output
points. Elements E1∼ E4 indicate the representative output
elements of seabed behavior.

3.4.2. Wave Pressure Estimation Using 2D-NIT. *e
northern direction of an irregular wave with a maximum
height of 7m and a maximum period of 11.0 sec was used as
the source wave in this analysis. *is source wave was se-
lected after the characteristics of Typhoon Maemi (Table 1)
were considered. A water depth of 13.3m was used. *is
water depth was determined by integrating the tide level for
the duration of the wave in this area and then adding the
depth to the mean.

*e numerical wave channel used in the present study is
1,750m long and 60m tall. Fictitious dissipation zones of
500m are located to the left and right sides of the com-
putational domain in order to absorb the wave energy. *e
lattice distance Δx is 0.5m at the section where the break-
water was installed and 1.0m at the other sections, while Δz
chooses to be 0.5m. *e interval of time is
Δt� 0.01∼0.20 sec. *e total calculation time is set at 600 sec.
*is given time is ample enough to study how the seabed’s
behavior changes in response to the wave.

Dynamic wave pressures were obtained for all of the
points on the breakwater structure and its surrounding
seabed. *is pressure data was used for the input data (the
external force) in the seabed analysis program (FLIP).
Figure 14 shows a typical wave load history: (a) at point No. 3

Table 2: Soil properties and wave characteristics in verification case.

Medium Shear modulus (kPa) Bulk modulus (kPa) Poisson’s ratio Porosity Internal friction angle (°)
Seabed 5×105 1.304×105 0.33 0.30 38
Breakwater 1× 106 1.590×105 0.24 0.33 45
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on the caisson side above the water level, (b) at point No. 10
on the caisson side below the water level, (c) at point No. 16
on the rubble mound, and (d) at point No. 25 on the seabed.

As seen in Figure 14, a significant number of non-
uniform dynamic wave pressures are repeatedly acting on
the breakwater except at the part over the hydrostatic water
level, such as point No. 3. Additionally, a significant
number of dynamic wave pressures are acting non-
uniformly on the seabed (point No. 25) in front of the
breakwater. *ese wave pressure distributions reveal some
very important information. Some cases of breakwater
design only consider the dynamic wave pressure on the
breakwater structure itself and assume the wave pressure is
uniform.*ere is a considerable difference between making
assumptions about the wave pressure and actually studying
it. *us, the present study considered the real dynamic
wave pressure acting on the seabed and the breakwater
structure.

3.4.3. Seabed Behavior Analysis Using FLIP. Before the
dynamic wave loading response analysis was performed,
static analysis was conducted where gravity was used to
simulate the initial stresses acting on the seabed. *e wave
pressures obtained by 2D-NIT were assigned at the
boundary of the domain as the input motion. *e shear
stress induced by the wave velocity on the surface of the
seabed was also incorporated as part of the input source.*e
seabed was analyzed in an undrained condition. *e peak
period of an earthquake may vary over the range 0.1s∼1s
smaller than the range of wave period. Owing to the smaller
periods in the earthquakes, pore water pressure accumulates
faster than in the case of waves. Mutlu Sumer [30] men-
tioned that the cyclic shear stresses cause the soil to undergo
cyclic shear deformations, in exactly the same way as in the
case of waves leading to pressure buildup, if the soil is
undrained. It was assumed that the vertical and horizontal
displacements were fixed on the bottom boundary. *e
vertical displacement was only allowed on the side
boundary. *e material parameters used for the analysis are
shown in Table 3. *ey were determined based on field and
laboratory test results.

(1) Excess Pore Pressure Ratio. *e excess pore pressure ratio
is the ratio between the initial effective stress and the excess
pore pressure (hereinafter EPP).When the EPP ratio reaches
up to 1, and we can define the soil element, it becomes
liquefied. Figure 15 shows the EPP ratio in seabed elements
E1, E2, E3, and E4. *e EPP ratio of all elements increases
with time.*is is especially true for element E3, as it shows a
relatively high increase in its EPP ratio. *e EPP ratio of
element E3 increases up to 0.9, while the other elements are
around 0.5. *ese values are not 1, so the sand layer may not
liquefy completely. However, it is close to reaching a value of
1, so we can expect the effective strength of the sand layer to
decrease without completely vanishing.*is is called “partial
liquefaction” [18,19].

*e buildup of EPP on the seabed and underneath the
caisson may be caused by the combination of both the wave
and the caisson’s movements [17,20]. Oumeraci’s [17] study
suggested an especially interesting result for the pore
pressure of the seabed where the breakwater was placed
during the wave tank model that was undertaken in the
condition of wave height H� 0.4m, wave period T� 6.5 sec,
and water depth hs� 1.6m. *e behavior of the seabed
ground layer is the same in accordance with the behavior of
the wave, crest, and trough. However, the wave does not
directly trigger the excess pore pressure in the lower ground
area beneath the caisson. Alternately, the behavior of the
seabed underneath the caisson breakwater was essentially
governed by the wave-induced caisson motion. If the caisson
moves upward, the ground shows a negative oscillatory
excess pore pressure, while it shows a positive oscillatory
excess pore pressure in cases where the caisson moves
downward. During the caisson’s movements, due to the
wave, the excess pore pressures in the ground underneath
the caisson keep increasing.

Figure 16 shows the final state (after 600 seconds of wave
motion) of the EPP distribution. *e critical part of the EPP
ratio is the edge of the rubble mound on the seaward and
shoreward sides.*is may be related to the location, which is
on the border of the seabed and the breakwater structure. In
this area, the EPP had significant buildup due to the wave
and the breakwater motions. Generally, near the edges, the
shear stress can be much higher.

(2) Effective Stress Path. Figure 17 shows the effective stress
path in the p′− q′ diagram. *e effective stress path is a very
useful way to track the stress changes in the ground. During
a wave, the downward propagation of the wave force
through the seabed generates shear stresses and strains that
are cyclic in nature [31]. If a cohesionless soil is saturated,
excess pore pressures may accumulate during wave shearing,
and the effective stress path moves toward failure. As shown
in Figure 16, as the EPP increases, the effective stress path
moves toward the Mohr-Coulomb failure line for all of the
soil elements. Element E3 in the seabed, related to the EPP
ratio shown in Figure 15, has a relatively high increase in its
EPP ratio and is closer to the failure line than any other
element. A higher increase in the EPP results in a higher
decrease in effective stress.
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(3) Settlement of Caisson Breakwater. Figure 18 shows the
settlement deformation of the caisson breakwater and the
area around the seabed at the end of the analysis, after 600
seconds. For a better view, this figure was magnified twenty
times. *e settlement deformation mainly occurs in the top
soil layer beneath the caisson breakwater. *is settlement
was caused by the effective stress decrease in the soil layer,
which stems from the EPP increase. When a sand layer is
subjected to cycles of shear strains under undrained con-
ditions, excess pore pressure may be generated in each load
cycle leading to softening and accumulated deformation

[32]. An increase in the pore pressures leads to a transfer of
stress from the soil skeleton to the pore pressure. *is
precipitates a decrease in the effective stress and shear re-
sistance of the soil. If the shear resistance of the soil becomes
less than the driving shear stress, the soil can undergo large
deformations [31].

In this numerical simulation, the EPP ratio increases and
the effective stress decreases in the seabed sand layer when it
is subjected to cyclic shearing stress induced by the wave
force (Figures 15 and 17). A decrease in the wave-induced
effective stress is a result of the seabed ground’s tendency to
decrease in volume (settlement). Castro [33] classified set-
tlement deformation into two categories depending on the
shear stress and shear strength: (1) when the driving shear
loads are greater than the residual shear strength of a liq-
uefied soil deposit, a loss of stability can result in extensive
ground failures or flow slides, and (2) when the driving shear
stress is less than the residual shear strength, limited shear
distortion and settlement occur without the soil mass losing
its stability. *is present study is corresponding to the latter
because the EPP values do not reach 1, so the sand layer is
not completely liquefied.

Figure 19 shows the combined actions of the wave
pressure on element No. 10 in the caisson (above) and the
settlement behavior of the caisson (below) over time. From
this figure, evidence of the effect of a wave on the settlement
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Figure 14: Time history of wave pressure on the breakwater system: (a) 3, (b) 10, (c) 16, and (d) 25 points.

Table 3: Medium parameters used for the analyses by FLIP model.

Medium Unit weight (kN/m3) Poisson’s ratio Elastic modulus (kN/m2) Internal friction angle (°)
Sand 19.0 0.35 10000 31
Rock 25.0 0.22 3900000 40
Rubble 18.0 0.25 90000 40
Tripod 23.0 0.25 25000000 —
Concrete 23.0 0.25 25000000 —
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of the caisson breakwater is clearly visible. *e settlement of
the caisson has not happened at the initial start time
(t< 40 sec) because there was no wave pressure acting on the
caisson. As time goes on, the wave pressure starts acting on
the caisson wall and induces the settlement of the caisson
due to the increase in the excess pore pressure on the seabed.
*e settlement continuously accumulates under the wave
pressure and at around 340 sec, the time where the

maximum amount of wave pressure is acting on the caisson;
the maximum settlement has occurred. After that, the set-
tlement is less significant because the pressure is less
significant.

N1 andN2 are points on the top of the caisson. As seen in
Figure 19, the trends of settlement at N1 and N2 are similar.
*e settlement of N2 (landward) is bigger than that of N1
(seaward). Figure 20 shows the settlement measured at four
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Figure 16: Final distribution state of excess pore water pressure ratio.
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edges of caisson No. 6 that was installed in the west
breakwater of the Jeju Outer Harbor. Coincidentally, the
settlements at the edges of the landward side (numbered as 3
and 4) are bigger than those at the edges of the seaward side
(numbered as 1 and 2). *is may be related to the stress
concentration at the landward seabed due to the high wave
pressure acting on the seaward side of the caisson.

4. Conclusion

*is study was conducted to characterize wave-induced
settlement in coastal structures (including the ground un-
derneath these structures) by analyzing the settlement data
measured in actual breakwaters over a long period of time
(more than 5 years). To determine the effect that the waves
have on seabed settlement, the wave history that was
recorded during the construction period was also analyzed.
*ese analyses show that waves clearly influence the set-
tlement of caisson breakwaters. Wave-induced settlement in
the breakwaters becomes very significant and rapid when
large waves attack, such as during a typhoon.

A new numerical model was also suggested to simulate
the storm wave-induced seabed settlement underneath the
caisson breakwater, which could be simulated qualitatively.

*e new model combines the wave model (2D-NIT) and the
soil model (FLIP). *e dynamic wave load calculated by the
2D-NIT was used as the input data for the soil model. *e
model can simulate the oscillatory and residual pore pres-
sures increase and the effective stress decrease in the seabed
sand layer when the layer is subjected to cyclic shearing
stress induced by wave force. *e decrease in the wave-
induced effective stress results from the seabed ground’s
tendency to decrease in volume (settlement). *e numerical
analysis and field measured data both show clear evidence of
the effect of waves on the settlement of the caisson
breakwater.
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Due to the poor stability of the loose sandy soil layer, if the support force is not properly controlled during the construction process
of the shield tunnel using the earth pressure balance method, it is easy to cause the ground to collapse or uplift. ,erefore,
understanding the support force of the excavation surface of shield tunneling in sandy soil layer is very vital to ensure the stability
of the excavation surface. Firstly, it is assumed that the damaged soil is a three-dimensional wedge and a modified three-di-
mensional wedge in the active and passive failure modes, respectively. ,e shallow soil pressure theory and the soil plastic limit
equilibrium theory are derived by analyzing the stress distribution on the damaged soil. ,e equation for revealing the inner
essence between the support force of the shield excavation surface and excavation surface displacement under the condition of
sand-covered soil is used. Secondly, the numerical simulation method analyzes the displacement of the excavation surface when
the support force changes under different working conditions, and the relationship curve between the excavation surface support
force and the shield tunneling displacement is obtained. ,e comparison and analysis between the numerical simulation cal-
culation and the theoretical analysis indicate that the deduced calculation equation for the excavation surface support force based
on the displacement earth pressure is reasonable.

1. Introduction

With the acceleration of China’s urbanization process and the
increasing urban population, the subway has become the first
choice to relieve traffic pressure and promote urban devel-
opment. Shield tunneling is extensively utilized in subway
construction owing to its advantages of small environmental
impact [1, 2] and a high degree of automation. ,e earth
pressure balance shield is widely used because of the ad-
vantages of minor site impact and low cost. ,e support force
required to ensure the excavation surface’s stability for shield
tunneling is an urgent problem to be solved. When the
support force is too large, it may lead to the front soil uplift.
When the support force is insignificant, it may lead to soil
collapse.When shield tunneling is carried out in the sandy soil
layer, the slag is not easy to be discharged, the cutter is se-
riously worn, and the equipment load is large. Simulta-
neously, sand is an extremely unstable soil layer, and its

cohesion is minimal, which is easy to cause ground collapse.
,erefore, the research on the support force on shield ex-
cavation surface in sandy soil layer has important engineering
application value in reducing soil instability, controlling
construction risk, and reducing construction cost.

Many theories have beenmade on the support force of the
shield excavation surface, which have formed a variety of
analysis methods such as the limit analysis method, and
plastic balance theory, even considering the grouting rein-
forcement effect [3], drainage condition [4–6], migration of
soil particles caused by infiltration [7, 8], and consolidation
deformation caused by temperature disturbance during ex-
cavation [9–11].,e upper limit value of the active limit earth
pressure of the shield excavation surface was usually used to
analyze the double logarithm spiral model. Lee and Nam
[12, 13] obtained the upper limit value of the excavation
surface’s support force under the condition of groundwater
seepage in view of the upper limit theorem while the
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infiltration problem and its effect become a hot topic [6, 14].
Soubri and Wong [15] assume that the soil’s sliding surface
before the construction excavation surface can be considered
as a given logarithmic spiral surface and studied the maxi-
mum support force by the limit analysis method.

In the limit equilibrium method, the soil’s sliding surface
located before the excavation surface is assumed first, and then
the solution is obtained by the equilibrium of each isolation
body in the sliding surface. ,ere are many models using limit
equilibrium theory, and the three-dimensional wedge model is
the most widely used. Vermeer et al. [16] assumed that the
failure surface was a two-dimensional semicircle, a quarter
circle, or a three-dimensional sphere and calculated the support
force of the excavation surface according to the limit equi-
librium method. Some scholars [15, 17] modified the three-
dimensional wedge model and revised the prism form above
the wedge body to a trapezoid.,e calculated results are closer
to the centrifugal experiment results, but the effect of
groundwater is not considered. Dai et al. [18] thought that the
buried depth ratio manifests a noticeable action on the ex-
cavation surface instability of a tunnel and, therefore, improved
the so-called “wedge-prism” limit equilibrium model.

Liang et al. [19] used the finite difference calculation
software FLAC3D in a numerical simulation to analyze the
shield excavation surface stability in the sandy soil layer and
obtained the soil failure mechanism in front of the excavation
surface. Mi and Xiang [20] explored the support force of the
excavation surface by considering the seepage action in
simulating shield construction. Some results show that
groundwater is an essential factor affecting the force applied
on ground structure, and generally, the support force becomes
large when there exists groundwater in the soil layer. Liang
et al. [21] numerically investigated the limit support pressure,
mode of limit failure, inherit of instability, and failure pattern
of the excavation surface in the loose granular stratum. Be-
sides, similar researches also explored the induced pore water
pressure in a saturated loose granular stratum during the
construction of a shield tunnel using a coupled water-solid
finite element model. Many scholars have studied the cou-
pling effect ofmultiple physical fields to consider the influence
of various complex factors on soil stress, such as the loading-
unloading effect, seepage force, and the environmental
temperature change caused by seasonal variation or in the
process of excavation [22, 23] and established relevant con-
stitutive laws as well as the soil particle movement models by
seepage [24–26]. Overall, the existing research shows that
there is rarely a complete calculation theory of excavation
surface support force based on displacement evolution.

In view of the concept of displacement earth pressure
and the plastic limit equilibrium theory of soil, this paper
deduces the theoretical equation between the support force
and the displacement of shield excavation surface under the
shallow sandy soil layer’s condition. A numerical simulation
method is then utilized to reveal the displacement of the
excavation surface when the support force changes under
different working conditions. ,e relationship curve be-
tween the support force and the corresponding displacement
(i.e., deformation) of the excavation surface is deduced, and
the equations are analyzed. ,e results are helpful to

understand the relationship between the induced displace-
ment and the corresponding support force and to guide the
selection of the suitable support force.

2. Displacement Earth Pressure Theory

Actually, the theory of displacement earth pressure means
that there is a close association between the earth pressure
(i.e., the stress in soil) and the induced displacement during
the movement of the retaining structure, which also involves
the coupling process of external force, seepage action [27, 28],
soil microstructure damage [7, 29], and even thermal loading
[23, 30]. In the existing theory, the relationship between
displacement and earth pressure is generally described from
three aspects: (a) the displacement earth pressure curve is
fitted according to the experimental data to obtain a certain
functional relationship between earth pressure and dis-
placement [31]; (b) the association between the internal
friction angle and the displacement is obtained from the
backfilling of retaining structure, to obtain the variation of
earth pressure with the corresponding displacement; (c) in
view of the stress-strain constitutive law of the soil behind the
retaining structure, the calculation model of the relationship
between displacement and earth pressure is established.

Terzaghi [32] carried out experimental research on the
soil layer behind the retaining structure and acquired the
relationship curve of earth pressure and corresponding
displacement when the retaining structure moved.
According to this theory, the soil takes on a static state at the
beginning. Due to the external disturbance and the change of
soil microstructure [29, 30], a certain deformation occurs.
,e deformation can be close to the structure or far away
from the structure. At this time, the soil stress increases or
decreases until the active/passive limit equilibrium state is
reached. At this time, the soil pressure does not change, but
the deformation can continue to change.

In the light of the theory of displacement earth pressure, it is
clear that the earth pressure of the retaining structure changes
with its displacement. When the retaining structure moves in
the direction of filling, the earth pressure increases, and it
decreases when it moves away from the soil until the defor-
mation of the soil body achieves the limit state. ,e retaining
structure is defined as the nonlimit state from an initial static
state to a continuous sliding surface (reaching limit state).

,e displacement ratio is defined to describe the non-
limit state of shield tunneling as follows:

W �
S

Sa

,

orW �
S

Sp

,

(1)

where S is the displacement of excavation, Sa is the dis-
placement when reaching the active limit state, and Sp is the
displacement when reaching the passive limit state.

When the internal friction angle (φm) and external
friction angle (δm) reach the maximum values of φ and δ
with the change of displacement, the soil reaches the failure
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limit state. It is assumed that there is a linear relationship
between the induced displacement and the internal friction
angle (or external friction angle). As indicated in Figure 1,
the general relationship between φm and δm and displace-
ment ratio can be established.

It is evident from Figure 1 that when the retaining
structure is at rest, S� 0, φm �φ0, δm � δ0; when the dis-
placement of the retaining structure reaches the limit dis-
placement, that is, S≥ Sa (Sp), φm �φ, δm � δ.

When 0≤ S≤ Sa (Sp), the calculation equations of φm and
δm are written as follows, respectively:

tan φm � tan φ0 + Kd tan φ − tan φ0( , (2)

tan δm � tan δ0 + Kd tan δ − tan δ0( , (3)

Kd �
4 arctan S/Sa Sp  

π
�
4 arctan W

π
. (4)

From the above equations that when in the static state,
S� 0, displacement ratio W � 0, Kd � 0; when in the limit
state, S� Sa (or Sp), displacement ratio W � 1, Kd � 1. When
the action of the initial external friction angle (δ0) of the
retaining structure is not considered, the initial internal
friction angle (φ0) is simply expressed as

φ0 � arctan
1 − K0( 

1 + K0( 
 , (5)

where K0 is the static earth pressure coefficient, namely,
K0 �1− sinφ.

When considering the influence of the initial internal
friction angle (δ0) of retaining structure, Chang [33] sug-
gested a modified Coulomb earth pressure coefficient
equation to obtain the following equation:

1
K0

�
1

cos φ0
+

������������������

tan2φ0 + tan φ0 tan δ0


 , (6)

where δ0 is generally taken as φ0/2.

3. Theory of Support Force on Shield
Excavation Surface

3.1. Basic Assumptions. Because the interaction between the
shield and excavation surface is very complex in practical
engineering [17, 33, 34], the problem is simplified to facilitate
mathematical derivation. It is assumed that (a) when the
displacement of the center location of the excavation surface
changes as a result of the change of support force, it is con-
sidered that the soil has wedge-shaped sliding and developed to
the top of the shield; (b) in view of the existence of soil arch
effect, the soil sliding is gradually developing upward; (c) the
sandy soil layer is uniform and isotropic ideal rigid-plastic
material, which obeys the so-called Mohr-Coulomb yield
criterion; (d) the shape of the excavation surface is rectangular,
and its area is equivalent to the area of the excavation surface,
and the height of the rectangle is equivalent to the diameter D
of the excavation tunnel; (e) the seepage problem in the soil
layer and the influence of hydrostatic pressure [35–37] are not

considered due to the complexity of the interfering factors such
as groundwater, ambient temperature, and even the existence
of gas phase in unsaturated soil.

3.2. Calculation of Active Support Force of Excavation Surface.
Based on the three-dimensional wedge model composed of
two parts, this section deduces the equation of excavation
surface support force owing to the concept of displacement-
based earth pressure. ,us, the stress analysis mode of the
wedge is shown in Figure 2.

According to the basic assumption, the area of the
middle surface (abcd) of the discussed wedge is equal to the
area of the circular excavation surface, and the height (ad) is
equivalent to the diameter (D) of the construction tunnel.
Let B be the width of the rectangle (abcd); then,

BD �
πD

2

4
. (7)

If the perimeter of the rectangle (cdef ) on the top of the
wedge is U and the area is A, and the angle of the inclined
plane (abef ) of the wedge (abcdef ) is α, then there is

U

A
�
2(B + D cot α)

B D cot α
. (8)

Substituting equation (6) into equation (7), we obtain
U

A
�

2
D

tan α +
4
π

 . (9)

,e static equilibrium in the Z direction is as follows:

G + Q1 − 2T3 + 2C3 + T2 + C2( sin α − TP − CP − Q2 cos α � 0,

(10)

whereG is the gravity of wedge (abcdef);Q3,T3, andC3 are the
supporting force, sliding friction, and cohesive friction of
wedge side (ade) and (bcf), respectively;Q2, T2, and C2 are the
supporting force, sliding friction, and cohesive friction of the
wedge inclined plane (abef), respectively; Tp and Cp are the
wedge sliding and cohesive friction, respectively; and α is the
included angle between the wedge and the horizontal level.

0

tanφ

tanφm (tanδm)

tanδ

tanδ0

tanφ0

S/Sa(Sp)1

Figure 1: ,e evolution of internal friction angle with
displacement.
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T3 � Q3 tan φm,

T2 � Q2 tan φm,

TP � Pa tan δm.

(11)

From the static equilibrium in the Y direction, it can be
seen that

Pa + 2T3 + 2C3 + T2 + C2( cos α − Q2 sin α � 0, (12)

where Pa is the shield support force to the excavation surface.
By substituting equations (10) and (11) into equation

(12), the calculation equation of active support force of
excavation surface can be acquired:

Pa �
− 2Q3 tan φm + 2C3 + C2(  sin α tan α − φm(  + cos α 

1 + tan δm tan α − φm( 

+
G + Q1 − CP( tan α − φm( 

1 + tan δm tan α − φm( 
.

(13)

,e value of the internal friction angles φ0 and φm and
the external friction angles δ0 and δm can be obtained by
equations (1)–(6), which are related to displacement ratioW.
Other parameters are calculated as follows:

C2 �
cπD

2

4 sin α
,

C3 � c
D

2

2 tan α
,

G �
1
2

cBD
2 cot α,

CP �
cπD

2

8
.

. (14)

Assuming that the support force and earth pressure are
balanced during shield tunneling, the active support force at
the center point of the excavation surface can be obtained as
follows:

Pa
′ �

4Pa

πD
2. (15)

3.2.1. 8e Inclination Angle of Wedge Slope α. Generally, the
inclination angle of the sliding surface of the wedge can be
assumed as 45° +φ/2 for the active limit support force in the
three-dimensional wedge model. ,e slope angle of the
wedge-shaped sliding surface gradually decreases as the
support force and the soil displacement reduce. ,erefore,
the inclination angle of wedge sliding surface is defined as

α � 45° + φ − φm/2. (16)

3.2.2. Overburden Earth Pressure Q1. ,e calculation
methods of overburden earth pressure include the proctor’s
earth pressure theory, the loose pressure estimation method
proposed by Terzaghi (1923), and the standard calculation
method. Among these, the loose earth pressure theory given
by Terzaghi is extensively utilized because of its rationality.
,erefore, the calculation of overburden earth pressure is
acquired by

Q1 � σv(H)A. (17)

3.2.3. Force on Both Sides of Wedge Q3. ,e stress analysis of
the wedge is shown in Figure 3. In the light of Rankine’s
theory, the expression of earth pressure at z′ is as follows:

σh z′(  � Kσv0 + Kcz′. (18)

,e force on both sides of the wedge (Q3) is

Q3 �  σh z′(  dA �  σh z′( l z′(  dz′. (19)

In equation (19),

l z′(  � D cot α − z′ cot α. (20)

Substituting equation (20) into equation (19), then

Q3 �  σh z′(  D cot α − z′ cot α(  dz′. (21)

,e integral of equation (21) leads to

Q3 �
K

2
σv0D

2 cot α +
1
6

KcD
3 cot α. (22)

3.3. Calculation of Passive Support Force of Excavation
Surface. Based on the three-dimensional wedge model, the
failure pattern of the excavation surface is still assumed as a
wedge, and the top of the wedge is changed into an inverted
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Figure 2: Force analysis of actively damaged wedge.
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prism. ,e stress analysis of the wedge in front of the ex-
cavation surface is indicated in Figure 4.

,e calculation process of the passive support force is
similar to that of the active support force. ,erefore, in view
of the equilibrium state in y and z directions, the total passive
support force can be obtained as follows:

Pp �
2Q3 tan φm + 2C3 + C2(  sin β tan β + φm(  + cos β 

1 − tan δm tan β + φm( 

+
G1 + Q1 + CP( tan β + φm( 

1 − tan δm tan β + φm( 
.

(23)

In equation (23), the values of internal friction angles φ0
and φm and external friction angles δ0 and δm can be seen
from equations (1) to (6), which are related to displacement
ratio δm; other parameters are calculated as follows:

C2 �
cπD

2

4 sin β
,

C3 �
cπD

2

2 tan β
,

G �
1
2

BD
2 cot β,

Q3 �
λc(H + D/2)D

2

2 tan β
,

T3 � Q3 tan φm,

CS �
cπD

2

8
.

(24)

Similarly, the passive support force at the center point of
the excavation surface can be obtained as follows:

Pp
′ �

4Pp

πD
2. (25)

On the basis of the theory of displacement-based earth
pressure in this paper, the inclination angle of the wedge
sliding surface (β) is calculated by

tan β � tan φm

��������������������

1 + cot φm cot φm + δm( 



− 1 . (26)

,e inclination angle of the inverted prism (ω) above the
wedge is calculated by the angle of the sliding surface under
the active failure model:

ω �
π
4

+ φ − φm/2. (27)

,us, the displacement-based lateral pressure coefficient
is given by

λ �
1

sin β cos β + φm + δm( /cos β cos δm sin β − φm(  + 2 tan δm tan β
. (28)

,e stress analysis of the inverted prism above the wedge
is shown in Figure 5.

,e geometric parameters of the inverted prism are
defined: the lower surface of the inverted prism or the upper
wedge surface is E in length, B in width, andA in the area; the
upper surface of the inverted prism is E′, B′ in width, and
A′in area; the side area of the inverted prism is A1, and the
volume of the inverted prism is V.

Based on the mechanical equilibrium of the inverted
prism, the force Q1 of the inverted wedge prism is obtained
as follows:

Q1 � Q5 + G1 + T4 + C4( sin ω, (29)

where Q5 is the force of the soil above the inverted prism in
the failure height; T4 and C4 are the sliding friction and
cohesive friction of the inverted prism, respectively; and G1

is the gravity of the inverted prism in the failure height of the
soil.

,e corresponding calculation equations are as follows:

Q5 � c(H − X)A′,

T4 � λcA1 H −
X

2
 cos ω tan φm,

G1 � cV,

C4 � cA1.

(30)

By substituting equation (30) into equation (29), the
overburden earth pressure Q1 can be obtained.

f
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Figure 3: Force analysis of wedge.
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4. Comparison of the Proposed Model with
Numerical Simulation

4.1. Numerical Calculation and Parameters. A numerical
calculation based on the program FLAC3D is used to verify
the established theoretical model in this paper. ,e FLAC3D
is a numerical simulation software based on the difference
method (Itasca company, USA). ,e geometric model scale
is 20× 30× 24m. Here, the diameter size of the tunnel
section is 6m. Due to the symmetry of the geometric model,
half of the models are selected for calculation (Figure 6). ,e
model has a free surface, horizontal side direction con-
strained, and bottom fixed. As a typical example, for the
tunnel model with buried depth ratio H/D� 1, there are
66871 elements and 66920 nodes.

,e shield segment is assumed to be made of C50
reinforced concrete. ,e thickness of the segment is 35 cm
and is considered a linear elastic material. Mohr–Coulomb’s
yield criterion is used to describe the sandy soil layer. Shell
element is used for the contact surface between segment and
concrete, and the specific material parameters are shown in
Table 1.

,e sand soil layers with two buried depth ratios (i.e.,
H/D � 0.5 and H/D � 1) and four internal friction angles

(i.e., φ� 25°, 30°, 35° 40°) are numerically simulated. Ta-
ble 2 shows the calculation cases and conditions.

4.2. Influence of Shield Tunneling Displacement on Support
Force. Case 1–Case 4 are taken as an example to obtain the
influence of shield tunneling displacement on the active
support force. ,e material calculation parameters and
displacement ratio are substituted into equations (13) and
(30), respectively, and the above same conditions and ma-
terial parameters are numerically simulated. ,e results of
theoretical calculation and numerical simulation are shown
in Figure 7.

According to Figure 7, the theoretical and numerical
results are consistent and demonstrate that the active sup-
port force changes with an increased displacement ratio.
When the ratio of internal friction angle to buried depth is
certain, the active support force decreases with the dis-
placement ratio increase. Moreover, the difference between
theoretical and numerical simulation is between 0 and 5 kPa,
and the error is minimal.

,e same method is adopted to obtain the influence of
shield tunneling displacement on the passive support force.
,e theoretical and numerical results shown in Figure 8 are
consistent and represent the changing trend of passive
support force with increasing displacement ratio. Figure 8
indicates that, as the internal friction angle and buried depth
ratio are fixed, the passive support force increases with
increasing the displacement ratio. Moreover, the divergence
between the theoretical values and the numerical simulation
results is between 0 and 0.1MPa, and the error is also minor.

4.3. Comparison of Ultimate Support Force. Using equations
(13) and (23), the active and passive ultimate supporting
forces of the excavation surface under 8 cases are obtained.
,e calculation results are shown in Table 3.

,e excavation surface support force is gradually in-
creased or decreased with the same conditions and material
parameters mentioned above until the center displacement
of the tunnel excavation surface develops rapidly and rea-
ches the limit state. ,e corresponding support force is
selected as the limit support force calculated by numerical
method. ,e ultimate support force calculated by theoretical
and numerical methods is compared, as manifested in
Figure 9.

From Figure 9, the changing trend of the ultimate
support force with increasing the internal friction angle is
consistent between the theoretical and numerical simu-
lation under different buried depth ratio conditions.
,erefore, the active limit support force decreases with
increasing the internal friction angle, and on contrary, the
passive limit support force increases. From another
perspective, as the internal friction angle is fixed, the
active and passive limit support forces increase with in-
creasing the buried depth ratio. In addition, the difference
between the theoretical and the numerical results is not
significant. ,e differences between the active limit
support force and the passive limit support force are
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Figure 4: Force analysis of passively damaged wedge.
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Figure 6: Numerical calculation model.

Table 1: Computational parameter.

Materials Elastic modulus (MPa) Poisson’s ratio Density (kg/m3) Cohesion (kPa) Tensile strength (kPa)
Soil 20 0.35 1800 1 1
Shield segment 30000 0.25

Table 2: Cases of numerical simulation.

Case H/D φ (°)
1 0.5 25
2 0.5 30
3 0.5 35
4 0.5 40
5 1 25
6 1 30
7 1 35
8 1 40
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Figure 7: Comparison of the influence of shield driving displacement on active support force: (a) theoretical results and (b) numerical
results.
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Figure 8: Comparison of the influence of shield driving displacement on the passive supporting force: (a) theoretical results and
(b) numerical results.

Table 3: ,eoretical results of the ultimate supporting force.

H/D φ (°) Active ultimate support force (kPa) Passive ultimate support force (kPa)
0.5 25 14.51 480
0.5 30 11.65 630
0.5 35 8.4 820
0.5 40 6.12 1120
1 25 17.77 850
1 30 12.56 950
1 35 9.57 1420
1 40 6.6 1880
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Figure 9: Comparison of ultimate support force obtained from theoretical and numerical calculation: (a) active ultimate support force and
(b) passive ultimate support force.
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0–4 kPa and 0–3 kPa, respectively, which is within the
acceptable range proving the rationality of the theoretical
equation.

5. Conclusions

Based on the three-dimensional wedge assumption, the
relationship of the support force and the corresponding
displacement on the excavation surface of the shield in the
shallow sandy soil layer is derived using the displacement
earth pressure and the plastic limit equilibrium theories.

When the ratio of internal friction angle to buried depth
is certain, the active support force decreases with increasing
the displacement ratio, while the passive support force
decreases with increasing the displacement ratio. Moreover,
the difference between the theoretical calculation and the
numerical simulation is very small.

When the buried depth ratio is constant, the active
ultimate support force decreases with increasing the in-
ternal friction angle, while the passive ultimate support
force increases with increasing the internal friction angle.
From another perspective, as the internal friction angle is
fixed, the active and passive ultimate support forces in-
crease with the rise in the buried depth ratio. Overall, the
above analyses indicate the rationality of the proposed
displacement-based calculation theory for predicting the
support force.
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Coal seam permeability is one of the key factors influencing the gas extraction efficiency, which is of great significance to reduce
coal and gas dynamic disasters in gassy coal mines. Hydraulic slotting technique is an effective method to stimulate the coal
reservoir, but the selection of slotting key parameters has great impact on gas extraction efficiency. For this reason, the hydraulic
slotting model was established by using FLAC3D software to analyze the stress distribution before and after slotting. +en, the
influence of borehole diameter, slotting width, and slotting length on coal seam stress relief is also discussed.+e results show that
the slotting width has a great influence on the stress relief of the coal seam, while the borehole diameter and slotting length have no
obvious influence on that. Based on the results of numerical simulation, field tests were carried out in Sangshuping NO.2 coal
mine.+e results show that the coal seam stress can be fully released, resulting in the improvement of coal seam permeability. +e
gas extraction efficiency can be highly enhanced by hydraulic slotting. +is research achievement provides the guidance basis for
high-stress water jet slotting technology with adaptive selection of slotting parameters in different geological conditions.

1. Introduction

As the most important energy in China, coal plays an im-
portant role in promoting China’s economic development
[1]. In order to realize the maximum utilization of resources
in the coal production process, the resource exploitation
model of “coal-gas coexploitation” has been formed in China
[2, 3]. However, China’s coal reservoir has common char-
acteristics such as high gas content, high gas stress, and low
permeability, which also results in low production of coalbed
methane and difficulties in large-scale development. In
addition, the low efficiency of gas drainage is also the direct
cause of increasing the frequency of gas dynamic disasters
[4, 5]. To improve the efficiency of gas extraction, experts
and scholars at home and abroad have been putting lots of
effort in permeability improvement in the coal reservoir.+e
widely applied techniques to improve the permeability of the
coal seam include deep-hole split blasting [6–8], hydraulic

slotting [9–12], hydraulic fracturing [13, 14], hydraulic
flushing [15–17], CO2 fracturing [18–20], and gas injection
[21, 22]. Different techniques are all able to create a large
number of fractures, forming a network of fractures that can
promote the gas migration. However, the adaptability of
different techniques to the occurrence conditions of the coal
seam is different to some extent.

Hydraulic slotting technology is being developed rapidly
in recent years, which cannot only weaken or eliminate the
danger of gas disasters but also change the physical property
of the coal reservoir to realize the double effect of stress relief
and permeability enhancement in the coal seam. +erefore,
this technology has been widely used in coal mines. Yang
et al. [23] have put forward a method using high-pressure
water jet technology to control rock burst in roadway and
analyzed the theory of controlling rock burst in roadway by
the weak structure zone mode.+en, the influence law of the
weak structure zone under dynamic and static-combined
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load is analyzed by the numerical simulation method. +e
results show that the distressed zone formed by high-
pressure water jet cutting seam can effectively prevent rock
burst. Zhang et al. [24] and Yin et al. [25], respectively, used
experimental and simulation methods to study the pre-
vention and control mechanism of high-pressure water jet
slicing on rock burst. Feng [26] and Lu et al. [27] studied the
application of hydraulic slotting technology in rock cross-
cut uncovering coal. +e results show that hydraulic slotting
technology has significant advantages in improving the gas
drainage effect and shortening the time of coal uncovering at
cross-cut, and the application of hydraulic slotting tech-
nology in tunnel coal uncovering engineering also proves
this conclusion [28]. Lin et al. [29] and Chen et al. [30]
applied the hydraulic slotting technology to the outburst
prevention in the excavation working face, and the field test
proved that the hydraulic slotting technology has good
pressure relief and permeability increasing effect and has a
positive role in reducing or eliminating the outburst risk of
the coal mine. +ese research results provide a large number
of reference examples for the promotion and application of
hydraulic slotting technology in coal mines.

For hydraulic slotting technology, the selection of
slotting parameters has a significant effect on the stress relief
effect of the coal seam. Wei [31] simulated the formation of
the stress relief area by hydraulic slotting utilizing PFC2D
software and concluded that the effective slotting radius of
the coal seam was 0.5m and optimal hole spacing was 5m.
Lu et al. [32] pointed out that, in the same seam, the optimal
distance between the slots is 4m. Zhang and Zou [33] and
Cheng et al. [34] established the prediction model of slotting
depth and verified its precision in the field test. Si et al. [35]
discussed the influence of geological mechanical property, in
situ stress, slotting shape, slotting spacing, and other key
parameters on slotting performance. Lu et al. [36, 37]
studied the influence of slotting parameters on fracture
closure of soft and hard coal after slotting. +e spacing
between boreholes is also an important part of slotting
parameters, and the spacing between boreholes is directly
related to the gas extraction radius after slotting. Xue et al.
[38] adopted a thermo-hydro-mechanical coupled model to
study the influence of hydraulic slotting technology on the
gas extraction radius. Ge et al. [39] used COMSOL software
to study the drainage influence radius of the slotted borehole
in different coal seam conditions, and field tests were carried
out.

+e hydraulic slotting technology first increases the
fracture opening generated by the release of the stress of the
coal seam. +en, under the effect of stress, the fracture
gradually closes, which results in the reduction of perme-
ability of the coal seam [40]. How to preserve the high
permeability of the coal seam and how to extend the period
of high gas extraction efficiency are the core issues of the
development of hydraulic slotting technology. +us, the
scientific selection of slotting parameters is crucial. In this
paper, FLAC3D numerical simulation software is used to
simulate hydraulic slotting. Firstly, the stress relief effect of
the coal around the borehole before and after the slotting is
discussed. Secondly, the influence of the slotting parameters

on the stress relief effect of the coal seam is analyzed. Finally,
based on the guidance of numerical simulation results, the
hydraulic slotting field test is carried out to verify the im-
provement of gas extraction by hydraulic slotting.+is study
provides the theoretical support for the optimization of
slotting process and high-efficiency gas extraction.

2. The Influence of Hydraulic Slotting on Stress
Relief of the Coal Seam

2.1. Model Establishment and the Governing Equation.
After the formation of the slotting borehole, stress concen-
tration will happen around the borehole. After slotting, the
coal around the borehole damages and deforms, which results
in the stress relief. In order to study the influence of slotting
on the stress relief of the coal seam around the borehole, this
paper chooses the coal seam as the research object and adopts
Fast Lagrangian Analysis of Continuous numerical simula-
tion to study the stress distribution around the borehole
before and after slotting and then study the impact of different
slotting parameters on the stress relief effect by hydraulic
slotting. +e simulation parameters are based on the test
results of physical and mechanical parameters of No. 3 coal in
Sangshuping NO.2 coal mine, as shown in Table 1.

+e simulation adopts the two-dimensional model, with
size 8m× 5m and a diameter of 100mm. Symmetrical
slotting is conducted along the center of the borehole to both
sides, with division into 3538 units in total by 58× 61, and all
units are quadrilateral equal units. +e grid around the slots
is refined. Taking the far-field effect into consideration, the
grid is divided with a combination of equal and unequal
spacing. +e left edge of the model adopts the symmetric
boundary, and the right edge adopts the displacement
boundary. +e left and right edges only allow the boundary
nodes to move along the vertical direction. +e lower edge is
set as the displacement boundary, of which the horizontal
and vertical displacements are both zero. +e upper edge
adopts the stress boundary, and the applied vertical stress is
0.6MPa. In order to simulate the effect of hydraulic slotting,
a flat slotting with a length of 90mm and a width of 60mm is
formed along the center of the borehole. +e grid model is
shown in Figure 1. After the model is established, the center
of the borehole is marked as the origin of coordinates, and
the stress and displacement value of all the points on
X� 2 cm and Y� 2 cmmeasuring lines are recorded by using
the FLAC print command. +e calculation process of the
model can be seen from Figure 2. Firstly, the appropriate
mathematical model and geometric model should be
established according to the problem and then mesh the
geometric model +en, the model boundary conditions
should be initialized. +en, calculate the initial conditions to
see if the results are reasonable. If the calculation result is not
reasonable, then return to Step 1 to find the problem. If the
result is reasonable, then calculate the problem under
predetermined conditions to see if the result is reasonable. If
not, return to Step 1, and gradually check whether there is a
problem in each step and modify it. If reasonable, the cal-
culation is completed, and the data can be exported and
postprocessed.
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+ecalculation of themodel needs to consider the following
assumptions: (1) themodel is subject to three-dimensional static
equilibrium conditions; (2) the rock is a homogeneous isotropic
elastic-plastic continuum medium; (3) the rock mass in the
plastic zone meets the Mohr–Coulomb strength criterion. +e
governing equation calculated by the model is as follows [41].

2.1.1. Stress-Strain Equation. When the model causes small
plastic strains, the stress-strain relationship is then written as

σ � σ0 + C′: ε − ε0 − δθ( , (1)

where σ is the Cauchy stress tensor, σ0 and ε0 are the stress
and strain tensors, ε is the total strain tensor, δ is the thermal
expansion tensor, andC′ is the fourth-order elasticity tensor.
Due to the thermal effect being neglected, δθ � 0.

According to the deformation continuity condition, the
total strain tensor is written in terms of the displacement
gradient:

ε �
1
2

zs

zx
+

zs

zy
  +

zs

zx
+

zs

zy
 

T

⎡⎣ ⎤⎦, (2)

where s is the displacement.

2.1.2. Mohr–Coulomb Strength Criterion.

|τ| � C + σ tanφ, (3)

where τ is the shear stress, C is the cohesive force, and φ is
the angle of internal friction.

2.2. 9e Stress Distribution of the Surrounding Rock around
the Borehole before and after Slotting. Figure 3 shows the
vertical stress distribution on X� 2 cm and Y� 2 cm mea-
sured lines before and after slotting. From Figure 3(a), after
the formation of the borehole, the vertical stress on X� 2 cm
measured line will decrease gradually in radiation from the

Table 1: Simulation parameters’ form.

Parameter Minimum-maximum value Mean value
Wave velocity (m/s) 1974∼2245 2105
Vision density (kN/m3) 13.40∼14.13 13.36
Uniaxial compression strength (MPa) 12.74∼16.00 14.64
Uniaxial elastic modulus (GPa) 3.64∼3.91 3.79
Uniaxial deformation modulus (GPa) 2.61∼2.92 2.81
Poisson’s ratio 0.37∼0.42 0.39
Consistent coefficient 1.3∼1.6 1.5
Cohesive force (MPa) — 10.13
Internal friction angle (°) — 30.7

Borehole

(a)

Slotting length

Slotting width

Borehole
X

0

Y

(b)

Figure 1: Grid model and slotting schematic.
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center of the slotting borehole to around in the vertical
direction. +e stress concentration occurs on the top of the
borehole, and the maximum stress is 8.1MPa, and the stress
concentration factor is 1.1. After being slotted, a large-area
stress relief appears with the influence scope of 6.4m. From

Figure 3(b), the vertical stress on Y� 2 cmmeasured line will
increase gradually in radiation in the horizontal direction. A
stress relief zone appears, of which the influence scope is
24 cm. After being slotted, a stress concentration area was
formed in the horizontal direction. Under the effect of
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Figure 3: Vertical stress distribution on (a) X� 2 cm and (b) Y� 2 cm measured lines before and after slotting.
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concentrated stress, a certain yield zone appears at the end of
slots, with maximum stress at 18.92MPa.

Figure 4 shows the horizontal stress distribution on
X� 2 cm and Y� 2 cm measured lines before and after
slotting. From Figure 4(a), after the formation of the
borehole, a small stress relief area with diameter of 9 cm
appears around the borehole, and the minimum stress is
4.06MPa. After being slotted, the diameter of the stress relief
area increases to 1.2m. From Figure 4(b), there also exists a
stress relief area in the horizontal direction. +erefore, an
obvious stress relief area with 6.4m× 1.2m will be formed
around the borehole after slotting.

2.3.9e Influence of Slotting Parameters on Stress Relief of the
Coal Seam

2.3.1. 9e Influence of Borehole Diameter on Stress Relief of
the Coal Seam. To study the influence of borehole diameter
on stress relief of the coal seam after slotting, the diameters
of 84mm, 100mm, 120mm, and 150mm were selected for
simulation, respectively. +e stress distribution of the coal
seam after slotting is shown in Figures 5 and 6.

From Figures 5 and 6, the distribution of vertical stress
and horizontal stress of the coal seam around the borehole
with different diameters after slotting is basically same,
which indicates that the diameter of the borehole has a small
effect on the stress relief effect by hydraulic slotting. On the
contrary, in the field gas extraction work, it is not necessary
to drill large-diameter slotting boreholes, which can also
reduce the drilling cost.

2.3.2. 9e Influence of Slotting Width on Stress Relief of the
Coal Seam. To study the influence of slotting width on stress
relief of the coal seam, the slotting widths of 40mm, 60mm,
80mm, and 100mm are selected for simulation, respectively.
+e stress distribution of the coal seam around slots with
different slotting widths is shown in Figures 7 and 8. And,
the corresponding stress relief area is shown in Table 2.

It can be seen that, the larger the slotting width, the larger
the stress relief area. So, if the slotting width increases to a
certain value, the coal seam can be fully stress relieved so as
to generate a fully connected fracture network, which
provides excellent conditions for high-efficiency gas ex-
traction. +erefore, the increase of slotting width is the key
parameter to evaluate the performance of the high-pressure
water jet slotting device. However, in the field work, the
slotting width is restrained by many conditions, such as the
pressure of the pump, slotting nozzle performance, and coal
and rock strength. +erefore, the selection of slotting width
should depend on the geological conditions and device
performance, so as to achieve the best stress relief effect.

2.3.3. 9e Influence of Slotting Length on Stress Relief of the
Coal Seam. To study the influence of slotting length on
stress relief of the coal seam, the slotting lengths of 60 cm,
90 cm, and 120 cm are selected for simulation, respectively.
+e stress distribution of the coal seam around slots with

different slotting lengths is shown in Figures 9 and 10. It can
be seen that, within a small range of variation, the slotting
length has little influence on the stress relief effect of the coal
seam by using hydraulic slotting. Besides, the slotting length
is also related to slotting system performance. And, the
higher slotting length may trigger coal and gas outburst. So,
it is not necessary to purely improve the slotting length.

3. Field Experiments

3.1. Test Location and Scheme

3.1.1. Test Equipment. +e hydraulic slotting equipment
mainly contains drilling bit, shallow spiral-integral drill rod,
high-stress rotary aqua tail, water pump, remote operation
floor, stress conversion slotter, high-stress hose, safety
protection accessories, etc., and it can be seen in Figure 11.
+e device can realize the integration of drilling and slotting.
+e remote control is over 100 meters away from the slotting
site, ensuring the safety and efficiency of the slotting process.

3.1.2. Hydraulic Slotting Process. +e hydraulic slotting
process mainly includes three stages: slotting preparation
stage, borehole construction stage, and slotting stage. +e
operation process of hydraulic slotting can be seen from
Figure 12. (1) Slotting preparation stage: before slotting, the
water supply and power supply system should meet the
requirement of the slotting operation. At the same time, the
pumping pipe network and pumping metering device
should be installed and completed in advance, and the hole
sealing material should be prepared. In addition to this,
drilling bit, slotting device drilling pipe, etc. are also as-
sembled into the hydraulic slotting system in turn. All of this
work is for the smooth operation of the slotting equipment.
(2) Borehole construction stage: in this stage, low-pressure
water is used to drill the borehole to the design depth. It is
important to note that the sealing ring should be installed
when connecting the drill pipe, and the thread of the drill
pipe and its inner cavity should be cleaned. (3) Slotting stage:
after the completion of drilling construction, it is necessary
to remove the low-pressure water tail manually, connect the
high-pressure water tail and high-pressure pipeline, and set
up the warning line.+en, the water pump is turned on until
water overflows through the borehole, at which time the
drilling machine is turned on. Finally, slowly and uniformly
adjust the pressure valve to the specified pressure value. At
this time, the water flows through the high-pressure hose
into the drill pipe, and the jet is formed by the nozzle on the
slitter to cut the coal. +e time of cutting the coal body is
about 20–25min each time. After the end of each knife slit,
the pump is pressed back to zero and then shut down.
According to the set slit spacing, the backward slit operation
method is used to continue until the slit is completed.

3.1.3. Test Location and Scheme. +e test mine selected is in
Sangshuping NO.2 coal mine in Hancheng City, Shanxi
Province, which is a coal and gas outburst mine. +is ex-
traction seam is 3# coal seam, with average thickness of

Advances in Civil Engineering 5



5.97m, gas pressure of 0.4-0.94MPa, and gas content of
8–14.57m3/t. +e mine mainly adopted gas preextraction by
bedding boreholes. However, due to the high gas content
and poor permeability of the coal seam, the gas extraction
efficiency cannot reach the expected effect. And, there are
still some dynamic phenomena occurring in the drilling
process, such as spraying hole and clamping drill, which
seriously restrict the safe and efficient production of the
mine.

+e test site is located in the 3306 working face, where
the coal seam thickness is 4.35m∼6.16m, the coal seam
sturdiness coefficient is 0.4∼0.5, and the destruction of the
coal type is class II. +e maximum original gas content of

No.3 coal seammeasured in the test area is 12.24m3/t, which
indicates that the test area has a high risk of coal and gas
outburst.+e coal seam geological conditions of the working
face improve the favorable conditions for the hydraulic
slotting test [42].

16 bedding boreholes were drilled in this test. +e
boreholes are divided into two groups for comparison of the
test results, where S1–S8 are slotting boreholes andD1–D8 are
ordinary boreholes. +rough the comprehensive consider-
ation of the numerical simulation research and the actual
conditions on-site, the optimized hydraulic slotting tech-
nological parameters were determined, that is, the drilling
diameter was 90mm, the drilling depth was 80m, the
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Figure 4: Horizontal stress distribution on (a) X� 2 cm and (b) Y� 2 cm measured lines before and after slotting.
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Figure 6: Horizontal stress distribution on (a) X� 2 cm and (b) Y� 2 cm measured lines after slotting.
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Table 2: Stress relief area around slotting.

Slotting width (mm)
Stress relief area of vertical stress Stress relief area of horizontal stress

Slotting up-down side (cm) Slotting end (cm) Slotting up-down side (cm) Slotting end (cm)
40 2.2 0.4 0.4 0.4
60 3.2 0.6 0.6 0.6
80 3.5 0.8 0.9 0.8
100 3.8 1.0 1.2 1.0
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Figure 9: Vertical stress distribution after slotting. (a) X� 2 cm. (b) Y� 2 cm.
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drilling spacing was 12m, the hole sealing depth was 12m,
the slotting length was 1.2m, the slotting width was 6 cm,
and the slotting spacing was 1m [43]. +e test site and
boreholes’ arrangement can be seen in Figure 13.

3.2. Results and Analysis

3.2.1. 9e Natural Gas Flow and Attenuation Coefficient in
Boreholes. +e better the cutting effect of hydraulic slotting,
the greater the permeability of the coal seam, the greater the
initial gas flow of the borehole. +e natural gas flow is an
important index to characterize the initial gas permeability.
+erefore, before connecting the drainage pipeline with the
borehole, the natural gas flow of the slotted borehole and the
ordinary borehole was measured, respectively. +e mea-
surement results are shown in Figure 14.

Figure 14 shows that natural gas flow in drill holes S1∼S8
is 0.0203-0.0813m3/(min·hm); natural gas flow in drill holes
D1–D8 is 0.0052∼0.0363m3/(min·hm). +e natural gas flow
in drill holes rises 3-4 times averagely after hydraulic slot-
ting. It can be seen that the permeability of the coal seam has
been significantly improved in the initial stage after the
completion of hydraulic slotting. On the one hand, the

hydraulic slotting causes the pressure relief of coal around
the borehole, resulting in a large number of new fractures
and secondary fractures. On the other hand, slotted stress in
the coal body around the borehole is reduced, and the
compression of the original coal crack opening increases.
Both of them jointly promote the connection of the fracture
network around the borehole and provide favorable con-
ditions for gas migration. In addition, the slotting increases
the exposed area of coal and accelerates the gas desorption
speed, which is also an important reason for increasing the
gas flow in the borehole.

Drilling bit

Shallow spiral-integral drill rod 

High-stress rotary aqua tail
Water pump

Remote operation floor

Drilling machine

Water tank

Slotting device

Figure 11: High-stress water jet slotting set device diagram.
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+e attenuation coefficient of the gas flow in the borehole
is an important index to evaluate the difficulty of gas ex-
traction in the coal seam. +e larger the attenuation coef-
ficient is, the harder gas exhausting and mining may be. +is
paper selects S6 and S7 and D7 and D8 drill holes, respec-
tively, to measure gas emission initial velocity and obtain the
attenuation coefficient of drill holes’ gas flow by mathe-
matical fitting. +e results are shown in Figure 15.

From Figure 15, it can be seen that, with the extension of
time, the gas emission initial velocity of each borehole shows
a decreasing trend, but the extent of reduction of the slotted
borehole is significantly higher than that of the ordinary
drilling hole. In addition, the attenuation coefficients of the
gas flow of slotting boreholes S6 and S7 are 0.0215 d−1 and
0.0237 d−1, respectively. And, the attenuation coefficients of
the gas flow of ordinary boreholes D7 and D8 are 0.0763 d−1

and 0.1231 d−1, respectively. +at is, the attenuation coef-
ficient of the gas flow of slotting boreholes is 1/6-1/3 times
smaller than that of ordinary boreholes. +is is because,
under the action of effective stress, the opening degree of
slotted fracture gradually decreases or even closes, and the
permeability of the coal seam is restrained. However, for
ordinary boreholes, the number of cracks produced by coal
relief around boreholes is limited, and the closure of cracks
under effective stress is also small. It also shows that the
effect of hydraulic slotting on coal seam permeability is more
significant than that of borehole pressure relief.

3.2.2. Improvement Effect of Gas Extraction Quantity by
Hydraulic Slotting. +e gas extraction purity is an im-
portant parameter to indicate the gas extraction effect. +e
higher the gas extraction purity is, the lower the residual
gas content of the coal seam will be, which is of great
significance to reduce or even eliminate the coal seam
outburst risk. To analyze the improvement effect of gas
extraction quantity by hydraulic slotting, the maximum
and average values of daily gas extraction quantity of
slotting boreholes and ordinary boreholes are counted, as
shown in Figure 16. +e maximum and average gas ex-
traction quantities of slotting boreholes are 133.1m3/d and
93.0m3/d, respectively. And, the maximum and average gas
extraction quantities of ordinary boreholes are 66.7m3/d

and 40.4m3/d, respectively. +us, the gas quantity of
slotting boreholes is 2-3 times higher than that of ordinary
boreholes.

3.2.3. Effective Gas Extraction Radius by Hydraulic Slotting.
Before the high-pressure hydraulic slotting test, the maxi-
mum original gas content measured in the test area was
12.24m3/t. According to the requirements of China’s coal
industry, the gas content in the test area should be reduced to
less than 8m3/t to meet the drainage standard, which is also
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Figure 14: Comparison graph of the natural gas flow in slotting boreholes and ordinary boreholes.
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the criterion for determining the effective drainage radius.
According to the measured data, the steps to calculate the
extraction radius are as follows:

(1) Calculate the total amount of gas extraction in the
test area, and the formula is as follows:

Qt � L1, × L2 × h × c × W × η, (4)

where L1 is the length of the extraction hole control
area,m, L2 is the width of the extraction hole control
area, m, h is average thickness of the coal seam, m, c

is volume density of coal, t/m3, W is coal seam gas
content, m3/t, and η is the gas extraction rate, %

(2) Calculate the number of boreholes required to reach
the standard of extraction under a certain time, and
the formula is as follows:

N �
Qt

Qs

, (5)

where Q2 is the total amount of single-hole gas
extraction in a certain time, m3

(3) Calculate the effective radius of drilling drainage,
and the formula is as follows:

r �
L

2NK
, (6)

where L is the equivalent extraction length of the extraction
area, m, and K is the unbalance coefficient of the borehole
layout, and the value ranges from 1.0 to 1.3

According to the above calculation process, the results of the
extraction radius of the slotted hole and the ordinary hole are
shown in Figure 17. It can be seen that the effective gas ex-
traction radius of ordinary boreholes after 30 days, 60 days, 90
days, and 180 days is 0.32m, 0.6m, 0.84m, and 1.36m, re-
spectively; while, the effective gas extraction radius of slotting
boreholes after 30 days, 60 days, 90 days, and 180 days is 0.8m,
1.25m, 1.75m, and 1.36m. +erefore, the effective gas ex-
traction radius of slotting boreholes is 2-3 times larger than that
of ordinary boreholes.

4. Conclusion

(1) +e stress distribution around the borehole before
and after slotting is analyzed. Before slotting, a small
area of stress relief appeared around the boreholes,
and a circle caused by stress concentration was
formed. After slotting, the stress of the coal seam
around the borehole is fully released, and even
though the slotting width is only 6 cm, an obvious
stress relief area with 6.4m× 1.2m would be formed
around boreholes.

(2) +e influence of slotting parameters on the stress
relief of the coal seam was studied.+e slotting width
has great influence on the stress relief effect, while the
borehole diameter and slotting length have little
influence on the stress relief effect.

(3) Field results showed that the gas extraction efficiency
was highly enhanced by hydraulic slotting. +e
natural gas flow of slotting boreholes rises 3-4 times
averagely. +e attenuation coefficient of the gas flow
of slotting boreholes is 1/6–1/3 times smaller than
that of ordinary boreholes. And, the gas extraction
quantity and effective gas extraction radius are im-
proved 2-3 times by hydraulic slotting, respectively.
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A set of thermo-hydro-mechanical coupling control equations was established, and the healing process of the joints between
Gaomiaozi bentonite (GMZ01) buffer material blocks and the influence of the joint parameters were numerically simulated. (e
calculations consider the effect of joints on solute migration, the permeability and thermal conductivity of the buffer material, and
the evolution of the healing effect.(e effects of the joint design parameters, including the type, number, width, splicing form, and
average dry density of the joint, are investigated. Studies show that, under an external water head, the joints will become hydraulic
priority channels due to their higher permeability, which will shorten the saturation time of the blocks. As the bentonite gradually
saturates, the swelling force compresses the joint material. (is action improves the overall uniformity of the buffer material and
reduces the priority channel effect. Meanwhile, the final average permeability and diffusion coefficient of the buffer material are
found to mainly depend on the average dry density of the buffer material. (e higher the average dry density of the buffer material
is, the lower the final average permeability and diffusion coefficient are, whereas the distribution of joints and the block splicing are
less affected by the average dry density of the buffer material. (e findings of this study can provide a reference for the design of
bentonite buffer material blocks in the repository.

1. Introduction

In the geological disposal of high-level radioactive waste,
highly compacted bentonite blocks are often used to fill the
space between waste canister and the surrounding rock
because bentonite has low permeability, good thermal
conductivity, high sorption capacity, and durability in a
natural environment [1, 2]. Joints inevitably occur during
construction between the canister and blocks, between the
surrounding rock and blocks, and between blocks [3, 4].
(ese joints accelerate the propagation of groundwater and
decrease the effectiveness of high-level nuclear waste re-
pository. (erefore, studying the self-sealing process and
permeability characteristics of bentonite blocks and joints is
the key to testing the reliability of bentonite as an engi-
neering barrier.

Researchers have carried out experimental studies to
elucidate the mechanism of joint action. Imbert and Villar

[5] studied the hydraulic response of bentonite particle
mixtures: during the saturation process, the microstruc-
ture of bentonite is rearranged, the swelling force reaches
a steady state, and the mixture becomes homogeneous
after full saturation. A study by the FEBEX project [6] in
Europe shows that the presence of joints delays the action
of the expansion force and produces a preferential flow
hydraulic channel. Marcial et al. [7] varied the sample
density and joint width in a gap sealing experiment to
determine the water transmission law between metal
canister and bentonite blocks. Some researchers have
suggested backfilling construction joints with clay ma-
terial [8, 9]: the swelling pressure of the blocks compacts
the joint material, thus healing joints between bentonite
blocks. Chijimatsu et al. [10] found that joints affect the
mechanical properties, permeability properties, and water
solute nuclide migration law of blocks. However, the
experimental study on the multiphysical field evolution
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law of the blocks and joints and their influence on solute
migration is still limited.

(e long research cycle of buffer material necessitates the
use of numerical calculations for repository design. A large-
scale test device named China-Mock-Up was used to in-
vestigate transfer and swelling during the THM process of
buffer material in [11, 12], and the study results were
analysed. In addition, the application of new methods im-
proves the accuracy of numerical calculation. Samaniego
et al. [13] presented an alternative approach to treat the
coupled problems purely based on the deep energy method
(DEM). In order to further quantify the influence of input
parameters on the model output, Vu et al. [14] proposed a
sensitivity analysis method. Morteza [15, 16] revealed that
the Damköhler number in the finite fracture affects the
breakthrough of the solute much more considerably com-
pared to that in the matrix and presented an analytical
expression for the shear dispersion during solute transport
in a coupled system comprised of a capillary tube and a
porous medium. However, few studies have been performed
on how joints between blocks affect the THM coupling
process and their influence on solute migration.

In the present study, the use of GMZ01 bentonite buffer
material with joints and bentonite powder as a joint filling
material [17] was investigated. A framework for integrated
analysis of the thermal, hydraulic, solute migration, and
mechanical behaviors is presented in Figure 1. First, by
establishing a set of thermo-hydro-mechanical coupling
control equations, the healing process of the joints between
Gaomiaozi bentonite (GMZ01) buffer material blocks is
simulated. Second, the influence of the joint design pa-
rameters, such as the type, number, width, splicing form, and
dry density, on the properties of the bentonite buffer ma-
terial was analysed. (en, the quantitative relational ex-
pressions of the influence of the joint design parameters on
the working performance of buffer materials are summa-
rized.(e present study aims to reveal the healing process of
the joints and the influence of the joint parameters on the
buffer material, which can provide a reference for the design
of the repository.

2. THM Coupled Governing Equation

(e same convection control equation is used to model the
blocks and joints, which are both composed of Gaomiaozi
bentonite (GMZ01). However, different dry densities are
used to model the blocks and joints, resulting in different
calculation parameters. Two assumptions are made in this
study: heat transfer induced by air flow is neglected, and the
temperature of the soil particles and water are considered to
reach equilibrium, such that there is only one temperature
variable T. (e heat transfer equation for unsaturated soil
can be written as [3, 11]

H
zT

zt
� ∇ λk∇T(  − ρlClu∇T + q, (1)

where ∇ is the Hamiltonian operator, H is the heat capacity
per unit volume, λk is the heat transfer coefficient, ρl is the
density of liquid water, Cl is the specific heat capacity of

water, u is the water flow rate vector, and q is the heat source
intensity.

(e thermal conductivity of bentonite, λk (W/(m∙°C)), is
approximately linear in the dry density ρd (g/cm3) and the
saturation Sw [18, 19]:

λk ρd, Sw(  � λk d0 + λk d1ρd + λk1Sw. (2)

Bentonite is characterized by a high density and slow
seepage and can therefore be modelled by the Richards
equation for seepage [11, 20]:

zθl

zt
�

Kl

ρlg
∇ ∇p − ρlg(  − El + Qv, (3)

where θl is the water volume fraction, g is the gravity ac-
celeration vector, El is an evaporation term, Qv is a source
term, p is the water pressure, and Kl is the permeability
coefficient.

At a constant air pressure, the suction s depends on the
saturation, temperature, and dry density of the soil, i.e.,
[21–23]

s � sr Sw( σ(T)
ρd

ρd0
 

l

. (4)

3. Stress Path Analyses

(e Barcelona basic model is used to analyse the stress paths
for the blocks and joints during soil wetting. (e maximum
swelling force at constant volume produced by bentonite
after complete saturation depends on the dry density, initial
moisture content, montmorillonite content, and test
methods.(e result from a test carried out by Ye et al. [8] for
the relationship between the swelling pressure and dry
density of GMZ01 bentonite with an initial water content of
11% and an initial temperature of 20°C is given below:

PsM � 19.4 exp 7.4197ρd(  × 10− 6MPa. (5)

(e dry densities of the block and joint are 1.7 g/cm3 and
1.1 g/cm3, respectively. Using Equation (5), PsMj of the joint
material and PsMb of the block are 0.068MPa and 5.83MPa,
respectively.

(e deformation of the block caused by the change in the
suction under low confining pressures is always elastic and
can be written as [18, 24]

d]b � − κs

ds

s + P]0( 
, (6)

where s is the suction, κs is the elastic deformation index for
the suction, and Pv0 is a fitting parameter.

Equation (7) is the fitted relationship between the free
swelling ratio and the suction of a block with a dry density of
1.7 g/cm3, as measured by Niu et al. [24], from which
κs � 0.10 and Pv0 � 5.0MPa are obtained. Increasing the
external pressure reduces the amount of swelling. Denoting
the average external pressure on the soil by P and replacing
Ps with Ps− P in equation (7) yields the stress-strain
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relationship for the block during the swelling process under
load as [11]

]b � ]b0 + κs ln
sb0 + P]0

s0 1 − Ps − P( /PsM(  + P]0
 , ]b > ]b0,

(7)

where vb0 and sb0 are the specific volume and the suction,
respectively, of the block in the initial state.

(e compression index of the joint material is taken as
λ(0) in the numerical calculation, yielding the stress-strain
relationship of the joint material during compression as

]j � N(0) − λ(0)ln
p′

p
∗
ref

 , ]j ≤ ]jpc, (8)

where p∗ref is the reference stress, N (0) is the reference
specific volume, which can bemeasured in compression tests
[25], and vjpc is the specific volume corresponding to the
preconsolidation pressure.

Assuming that the soil is linearly elastic for v> vjpc,

]j � ]jpc − λ(0)
p′ − pcj

pcj

, ]j ≤ ]jpc, (9)

where pcj is the preconsolidation pressure of the joint
material.

Setting p’� 0 in Equation (9) results in vj � vj0. (e
following result is thus obtained:

]jpc � ]j0 − λ(0). (10)

Denoting the elastic compression index of the block as κ
yields [26, 27],

]b � N(0) − κ ln
p′

p
∗
ref

⎛⎝ ⎞⎠, ]b ≤ ]b0. (11)

(e values of the parameters used in the diffusion and
mechanical models are shown in Table 1 and the specific
derivation process can be seen in Appendix A. (e symbols
used in the calculation are listed in Table 2.

4. Solute Migration Governing Equation

Assuming that solute migration is affected by the THM field
but that solute migration does not affect the THM field
corresponds to a unidirectional coupling process. (e
governing equation for solute migration in unsaturated soil
is as follows:

z θlC( 

zt
� ∇ θlDeff∇C  − u∇C −

z

zt
ρdCs(  + qCR − ξ1 + ξ2,

(12)

where θl is the volumetric water content of the porous
medium, ∇(θlDeff∇C) is a diffusion term, u∇C is a con-
vection term, u is the water flow rate vector, (z/zt)(ρdCs)

represents an adsorption term, ρd is the dry density, C is the
solute concentration (mol/m3), Cs is the quantity of solute
adsorbed on the solid framework (mol/kg), qCR is a source
term, q is the source volume flow rate per unit volume, CR is
the concentration of the source solution (mol/kg), ξ1 denotes
the rate of reaction degradation or decay of the considered
substance (mol/m2s), and ξ2 is the rate at which other
substances form the considered substance through reaction
or decay (mol/m2s):

zC

zt
�
∇ θlDeff∇C(  − u∇C − ρd zCs/zT( (zT/zt) + Cs zρd/zt(  − ξ1 + ξ2

θl + ρd zCs/zC( 
. (13)
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Figure 1: (ermal-hydraulic-mechanical coupled behaviors of the joints between the bentonite blocks.
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Table 1: Value of parameters in diffusion and mechanical models.

Parameters
Parameters of

diffusion models Parameters
Parameters of

mechanical models
Values Source Values Source

Initial water content 0.11 [8] Compression index λ(0) 0.133 [26]
Density of water ρl/(kg/m2) 1000 [25] Reference stress P∗ref /(MPa) 1 [25]
Specific gravity of soil particles ρS 2.7 [25] Reference specific volume N(0) 1.9 [25]
Specific heat of water Cpl/(J/(kg · °C)) 4200 [25] Initial specific volume of joints vj0 2.455 Calculation
Specific heat of soil particles
Cps/(J/(kg · °C))

900 [25] Initial specific volume of blocks vb0 1.588 Calculation

Coefficient of permeability k0 3.51 [1, 11] Elastic deformation index of suction κ 0.0244 [26]
Coefficient of permeability k1 6 [1, 11] Elastic deformation index of suction κs 0.1 [26]

Reference temperature T0/°C 20 Assumption Maximum swelling force of blocks
PsMb/(MPa)

5.83 [8]

Reference dry density ρd0/(g/cm3) 1.7 [25] Swelling deformation parameters Pv0/(MPa) 5 [24]
Heat transfer coefficient λk d0/(W/m · °C) − 0.5 [14] Poisson ratio between blocks and joints u 0.3 [25]
Heat transfer coefficient λk d1/(W/m · °C) 0.6 [14] (ermal swelling coefficient αs/°C− 1 ρd × 10− 5 [27]
Heat transfer coefficient λk1/(W/m · °C) 1.07 [14] Temperature correction factor ET/(°C− 1) 1.1× 10− 3 [28]
Parameters in VG model a/(m− 1) 0.009 [9] Parameters of cohesion c0/(MPa) − 0.5 [29]
Parameters in VG model b 1.3386 [9] Parameters of cohesion cd/(MPa) 0.59 [29]
Parameters of suction l 2 [19] Parameters of cohesion cT/(MPa/°C) 0.0012 [29]
Parameters of suction σ0 1 [19] Parameters of internal friction angle φ0/(deg) 40 [29]

Parameters of suction σ1/(°C− 1) 0.004 [19] Parameters of internal friction angle
φT/(deg/°C)

25 [29]

Indoor temperature Trm/(°C) 20 Assumption Parameters of internal friction angle
φT/(deg/°C)

25 [29]

Table 2: List of symbols.

Parameters Definition (unit)
a Parameters in VG model (m− 1)
b Parameters in VG model
Cl (e specific heat capacity (J/(kg∙°C)
Cps (e specific heats of the soil particles(J/(kg∙°C)
Cpl (e specific heats of water(J/(kg∙°C)
c (e cohesion
C (e solute concentration (mol/m3)
Cs (e quantity of solute adsorbed on the solid framework (mol/kg)
CR (e concentration of the source solution (mol/kg)
Deff (e effective diffusion coefficient
Dm (e mechanical diffusion coefficient
De (e molecular diffusion coefficient
De0 (e reference value of the molecular diffusion coefficient (m2/s)
D (e diffusion coefficient
El (e evaporation term
g (e gravity acceleration vector
H (e heat capacity per unit volume (J/(m3∙°C))
Kl (e permeability coefficient
Kint0 (e reference permeability (m2)
kr (e relative permeability
κs (e elastic deformation index for the suction
kd (e adsorption coefficient (m3/kg)
n (e porosity
N(0) (e reference specific volume
Ps (e swelling pressure (MPa)
p∗ref (e reference stress (MPa)
pcj (e preconsolidation pressure of the joint material (MPa)
p (e water pressure (Pa)
Qv (e source term
q (e heat source intensity
Sw (e saturation
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Under ideal conditions, that is, a constant temperature, a
saturated porous medium, a steady-state porosity, and no
reaction or decay of the solute, (zT/zt) � (zρd/zt) � ξ1
� ξ2 � 0; in addition, (zCs/zC) � Kf(C) can be defined in
the adsorption model, and a retardation coefficient can be
introduced as Rd � 1 + (ρd/n)Kf(C). Equation (13) can be
used to obtain the following equation for isothermal solute
migration in saturated porous media [30]. (e specific
derivation process can be seen in Appendix A and the
symbols are listed in Table 2:

zC

zt
� ∇

Deff

Rd

∇C  −
u

Rdn
∇C. (14)

5. THM Coupling Calculations and Results

5.1. Physical Model and Boundary Conditions. Referring to
the China-Mock-Up experiment [1, 8], the overall repository
model is a cylinder with a radius of 450mm, and the central
section comprises a heat source with a radius of 150mm that
is surrounded by rock. (e buffer material is formed by
splicing blocks and joint material. (e initial dry densities of
the block and the joint material are 1.70 g/cm3 and 1.10 g/
cm3, respectively. As the blocks are placed at equal intervals,
a 1/6 model is used for the calculation. Symmetrical
boundary conditions are used at the left and right sides and
the upper and lower sides of the model. (e model is
300mm high, and the temperature of the central section is
90°C; the initial temperature of the buffer layer and the
ambient temperature are both 20°C.(e initial water content
of the blocks and joints are both 0.11 and the inner side is set
to “no flow.” (e deformation of the heat source and the
surrounding rock are not considered, and the inner and
outer sides of the soil are set to “roller support.”(e program
COMSOL is used for numerical calculation and the model
mesh contains 3456 domain elements, 3480 boundary ele-
ments, and 1208 edge elements.

Figure 2 illustrates the specific size of the physical model
and the points used to record data during the calculation,

where B1, B2, B3, and B4 are points in the block, J1 and J2 are
points in a transverse joint, and J3 and J4 are points in a
radial joint. In the numerical calculation, the block material
is modelled by a nonlinear elastic stress-strain relation, in
which the Poisson ratio is fixed and the swelling force is
applied as an external stress; the joint material is modelled
using an elastoplastic model, the Mohr–Coulomb yield
criterion, and an associated flow rule. Table 1 shows the
values of the material parameters obtained from the liter-
ature. Each physical field is discretized by the quadratic
method. (e “MUMPS” solver is applied to solve the
transient problem. (e backward difference formula is used
for time stepping with an initial step size of 10− 8 d.

During the calculation, the outer boundary of the ma-
terial is set as the normal fixed boundary, and the risk factors
such as shear failure and hydraulic fracturing are not
considered. Meanwhile, the time effects such as creep and
stress relaxation are not taken into consideration.

5.2. Healing Process. (e strain in bentonite is directly re-
flected by the dry density, which determines the thermal
conductivity, seepage, and strength characteristics of soil.
(e calculated results show that, under an external water
head, both the joint and block materials gradually saturate
from the outside to the inside, as evidenced by the increased
rate of saturation at B2 and B4 compared to that at B1 and
B3. (e final saturation of the block at B1 is 0.72 without
joints, which is lower than the corresponding value with
joints (0.99). Water absorption by the block creates a
swelling pressure that squeezes the joint. After complete
saturation of the buffer material, the dry density of both the
inner and outer layers of the block reaches 1.62 g/cm3, the
dry density of the joint material after compression reaches
approximately 1.47 g/cm3, and the final dry densities of
blocks at B1 and B2 without joints are 1.71 g/cm3 and 1.69 g/
cm3, respectively, which are higher than the corresponding
values with joints (1.62 g/cm3 and 1.61 g/cm3, respectively).
(e dry density of the joint material increases significantly

Table 2: Continued.

Parameters Definition (unit)
s (e suction
sb0 (e suction of the block in the initial state
Trm (e laboratory room temperature (°C)
u (e water flow rate vector
∇ (e Hamiltonian operator
λk (e heat transfer coefficient (W/(m∙°C))
ρl (e density of liquid water (g/cm3)
Ρd (e dry density(g/cm3)
θl (e water volume fraction
μl (e dynamic viscosity of water
σ(T) (e effect of the surface tension coefficient of water on the suction
vb0 (e specific volume of the block in the initial state
vjpc (e specific volume corresponding to the preconsolidation pressure
φ (e internal friction angle (deg)
θl (e volumetric water content of the porous medium
ξ1 (e rate of reaction degradation or decay of the considered substance (mol/m2s)
ξ2 (e rate at which other substances form the considered substance through reaction or decay (mol/m2s)
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compared to that of the initial state (1.1 g/cm3), and the
overall buffer material becomes more uniform.

(e analysis presented above shows that the presence of
joints shortens the saturation time of blocks for the following
reasons: the joint has a considerably higher permeability
than the block, resulting in the formation of a hydraulic
channel, and swelling increases the porosity permeability
coefficient of the block.(e calculation results also show that
the permeability of the joint is reduced from 8.0×10− 18m2 in
the initial state to approximately 5.0×10− 20m2 after satu-
ration, and the outer joints heal before the inner joints. (e
permeability of the block is increased from 2.0×10− 21m2 in
the initial state to approximately 6.0×10− 21m2 after satu-
ration. (e function of the buffer material is to delay the
penetration of pollutants [31].(erefore, there should be less
than an order of magnitude difference in the permeability
between the joint and the block for effective healing. (e
data analysis shows that the joint has a significant healing
effect and the overall average permeability of the block is
considerably reduced after the joints are healed.

(e calculated results presented in Figure 3 show that
although the joint has a slightly smaller thermal conductivity
than the block, the joints do not significantly affect the
overall temperature distribution. (e heat transfer coeffi-
cients of the block and joint both increase with the satu-
ration, and the considerable increase in the thermal
conductivity of the joints meets the International Atomic
Energy Agencies recommended requirement of exceeding
1W/m°C.

5.3. Effect of Joints on the Seepage Process. (e analysis
presented above shows that joints significantly affect the
overall permeability of the buffer material, which is the key
factor affecting the solute migration rate. (e design pa-
rameters of the buffer material include the number and

width of joints, the splicing form of the blocks, and the dry
density of the materials used. An analysis of the influence of
the joint design parameters on heat water migration and
solute migration is useful for the design of the geological
disposal schemes for high-level radioactive waste. (e same
initial and boundary conditions are used in this section,
which were also presented in Section 5.1.

Figure 2 shows three types of joints (circumferential,
radial, and transverse) in the buffer material.(e effect of the
joint type on seepage is assessed by building models with
only one joint type and the same overall size of the buffer
material: the calculation results are shown in Figure 4. In
these models, the width of the circumferential (a) joint is
10mm, the width of the circumferential (b) joint has a width
of 5mm, the radial joint angle is 2°, and the transverse joint
width is 10mm. A comparative analysis of the calculation
results for different joint widths shows that the samples with
wider joints require a relatively short time for the centre of
the block to reach 95% saturation and have a lower dry
density. (e average permeability of the block at Sw � 95％ is
similar for the radial and transverse joints but less than that
of the circumferential (a) joint. It can be concluded that the
main function of the circumferential joint is to provide space
for the block to swell, which reduces the dry density of the
block and thus increases the permeability. (e radial and
transverse joints lie perpendicular to the surface of the tank.
Consequently, these joints act as hydraulic channels, in
addition to providing space for the block to swell. (e
normal joints have a larger influence on seepage than the
circumferential joints.

(e influence of the number of joints on the permeability
was investigated: considering the widespread use of cir-
cumferential joints, only the number of radial joints is
changed in the calculations, and the influence of transverse
joints is neglected. (e calculations are performed for 3, 6, 8,
and 12 radial joints. A plan view of the buffer layer with 6
radial joints is shown in Figure 5. ρdj and ρdb are the dry
densities of the joints and blocks at r� 0.2m after saturation,
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respectively. ρda is the average dry density of the buffer
material, which is obtained as a volume-weighted average of
the dry densities of the joints and blocks.KI andKF represent
the average permeability of the section at r� 0.2m in the
initial state and after full saturation, respectively, where KF
reflects the overall permeability of the block. Figure 5 shows
the calculated results for a radial joint angle of 2°: as the
number of joints increases, the joint dry density decreases
and the average permeability increases. (erefore, the
number of radial joints should be minimized to ensure the
barrier performance of the buffer material. Figure 6 shows
the calculation model used to investigate the influence of the
radial joint width on the permeability. (e influence of the
radial joint width is investigated by changing the radial joint
angle for 6 radial joints and a constant circumferential joint
width. Figure 6 shows that, as the radial joint angle increases,
the final dry density of the joints decreases and the average

permeability increases. (erefore, the precision during
construction should be carefully controlled to ensure that
the joints are not overly wide.

Figure 7 shows the results obtained using a model with a
constant number and width of joints while varying the dry
density of the blocks and joints to simulate the effect of a
buffer material with a variable dry density. As the joint has a
significantly higher permeability than the block, the joint dry
density has a more important effect on the initial average
permeability KI of the buffer layer than the block dry density.
(e higher the joint dry density is, the lower the initial
average permeability is. During self-healing, the block dry
density determines the average permeability KF after full
saturation, that is, the average permeability KF decreases as
the dry density increases. (e expansion force increases with
the block dry density, thus squeezing the joint material into a
denser state and significantly reducing the overall perme-
ability. (erefore, increasing the dry density of the block can
significantly enhance the antiseepage characteristic of the
buffer layer.

(e data for the average dry density ρda and average
permeability KF presented in Section 5.3 are regressed to
yield the following correlation:

log10 KF(  � − 6.58ρda − 9.58. (15)

(e calculated results presented in Figure 8 show that the
final average permeability is approximately exponential in
the average dry density in the presence of multiple types of
joints. (e average permeability decreases as the average dry
density increases, which is similar to the trend observed for
the existing test results.

6. Effect of Joints on the Solute Migration

An important function of the buffer material is to block the
migration of pollutant solutes. (is study is based on the
assumptions that solute migration does not affect the THM
field (via a one-way coupled process) and occurs on a
considerably longer time scale than heat conduction and
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seepage [32, 33]. (erefore, the calculated results for solute
migration are analysed in a separate section. (e governing
equations used in the calculation are shown in Section 3, and
the calculation parameters are shown in Table 3.

(e splicing mode of the block and dry density of the
material are changed, the law of solute migration after self-
healing is analysed, and the relationship between the design
parameters and the final average diffusion coefficient is
determined.

6.1. Evolution of Solute Migration. Figure 9 shows a calcu-
lation model based on the following assumptions: when the
waste container is damaged, the bentonite is completely
saturated under the long-term action of groundwater and
the external water head, the temperature of the waste

container and the solute concentration at the inner
boundary remain constant [28], C0 �1mol/m3, and the
initial soil saturation is 1.

Figure 10 shows the solute concentration distribution
along the radial joint at different times, where the time unit is
years (denoted as a). (e solute concentration diffuses from
the inside to the outside, and the solute concentration at the
same distance gradually increases with increasing diffusion
time. (ese results are in line with expectations.

6.2. Influence of the Block Splicing Form on Solute Migration.
Figure 11 is a plan view of the block splicing, in which the
inner and outer radial joints have an average width of
10mm.(e staggered and aligned arrangement corresponds
to the scheme used for the FEBEX project [8]. A transverse
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joint has a similar effect as a radial joint and is therefore not
considered in this section. (e calculated results are shown
in Table 4.

Dj and Db are the diffusion coefficients of the joints and
blocks at r� 0.2m after deformation, where Df is the final
average diffusion coefficient for the section at r� 0.2m, and
the diffusion coefficient D is given by Equation (A.25) in
Appendix A. tc10 is the time for the average solute con-
centration in the outer seam of R� 0.45m to reach 0.1c0,
which reflects the overall barrier performance of the buffer
material. An analysis of the data in Table 4 shows that the
alignment of the outer and inner joints has little effect on
solute migration for a fixed joint volume proportion. (is
result shows that, as the soil is fully saturated at the be-
ginning of the calculation, the joints on the inner and outer
sides have healed, the diffusion coefficient of the material is

relatively uniform, and the concentration distribution
during solute migration is relatively uniform.

6.3. Effect of Dry Density of Joints and Blocks on Solute
Migration. (e results presented in Figure 12 show that
increasing the dry density of the block or joint decreases the
diffusion of the solute concentration to the outer boundary,
indicating that increasing the dry density of the material can
enhance the barrier performance. (e data presented in
Table 5 are regressed to obtain the correlation for the average
dry density ρda and the final average diffusion coefficient Df
shown in Figure 13. (e logarithm of the final average
diffusion coefficient decreases approximately linearly with
increasing average dry density. (e fitting relationship is as
follows:

Table 3: Parameters of migration models.

Parameters Value Source
Reference value of molecular diffusion coefficient De0/(m2/s) 1.62×10− 12 [34]
Adsorption coefficient kd/(cm3/g) 55.86 [34]
Reference permeability Kint0/(m2) 2.0×10− 21 [35]
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Figure 9: Diagram of solute migration calculation model.
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Table 4: Influence of the splicing form on solute migration.

Splicing form ρda g/cm3 Dj m2/s Db m2/s DF m2/s tc10 a
Staggered 1.614 1.83×10− 13 2.09×10–14 2.63×10− 14 5500
Aligned 1.614 1.84×10− 13 2.09×10− 14 2.64×10− 14 5500
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log10 DF(  � − 6.86ρda − 2.50 · R
2

� 0.986. (16)

7. Summary and Conclusions

(rough the establishment of THM coupling model, the
healing process of the joints, and the influence of different
joint design parameters, such as joint type, number, width,
splicing form, dry density of block, and joint, on the heat

transfer, seepage and solute migration of buffer material are
studied. (e main conclusions drawn are as follows:

(1) (e presence of joints in the buffer material sig-
nificantly increases the overall material permeability
and reduces the swelling stress to some extent but has
little influence on the thermal conductivity.

(2) (e high swell ability of bentonite facilitates healing
by joints during the saturation process and improves
the uniformity of the buffer material.

Table 5: Influence of material dry density on solute migration.

Dry density g/cm3

ρda g/cm3 Dj m2/s Db m2/s Df m2/s tc10 aJoints Blocks

1.1
1.70 1.641 1.2×10− 13 1.5×10− 14 1.8×10− 14 8800
1.75 1.684 5.8×10− 15 7.4×10− 15 9.1× 10− 15 16800
1.80 1.732 2.8×10− 14 3.7×10− 15 4.5×10− 15 32500

1.3
1.70 1.660 9.1× 10− 14 1.4×10− 14 1.1× 10− 14 11900
1.75 1.706 4.6×10− 14 5.6×10− 15 6.9×10− 15 22300
1.80 1.751 2.2×10− 14 2.8×10− 15 3.4×10− 15 43300
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(3) Radial and transverse joints considerably affect the
permeability of the buffer material; thus, these joints
should be excluded from designs to the greatest
possible extent.

(4) (e dry densities of the block and joint determine the
final average permeability and diffusion coefficient of
the buffer material. At a fixed average dry density, the
splicing pattern of the blocks has little effect on the
overall permeability and solute migration.

Appendix

A. The Specific Derivation Process of the
Governing Equation

1.1. THM Coupled Governing Equation. (e same convec-
tion control equation is used to model the blocks and joints,
which are both composed of GMZ01 bentonite. However,
different dry densities are used to model the blocks and
joints, resulting in different calculation parameters. Two
assumptions are made in this study: heat transfer induced by
air flow is neglected and the temperature of the soil particles
and water are considered to reach equilibrium, such that
there is only one temperature variable T. (e heat transfer
equation for unsaturated soil can be written as [3, 11]

H
zT

zt
� ∇ λk∇T(  − ρlCl u∇T + q, (A.1)

where ∇ is the Hamiltonian operator, H is the heat capacity
per unit volume, λk is the heat transfer coefficient, ρl is the
density of liquid water, Cl is the specific heat capacity of
water, u is the water flow rate vector, and q is the heat source
intensity.

(e thermal conductivity of bentonite, λk (W/(m∙°C)), is
approximately linear in the dry density ρd (g/cm3) and the
saturation Sw [18, 19]:

λk ρd, Sw(  � λk d0 + λk d1ρd + λk1Sw. (A.2)

(e heat capacity per unit volume H (J/(m3∙°C)) is given
as follows:

H Sw(  � (1 − n)ρsCps + SwnρlCpl, (A.3)

where n is the porosity and Cps and Cpl represent the specific
heats of the soil particles and water, respectively.

Bentonite is characterized by a high density and slow
seepage and can therefore be modelled by the Richards
equation for seepage [11, 20]:

zθl

zt
�

Kl

ρlg
∇ ∇p − ρlg(  − El + Qv, (A.4)

where θl is the water volume fraction, g is the gravity ac-
celeration vector, El is an evaporation term, Qv is a source
term, p is the water pressure, and Kl is the permeability
coefficient [11, 36]:

Kl Sw, T, ρd(  � kr

Kint ρd( 

μl(T)
ρlg, (A.5)

where kr � Sω4 is the relative permeability.
(e permeabilityKint is approximately exponential in the

bentonite dry density [11]:

log10 Kint(  � − k1ρd − k0 − log10
ρl g

μl Trm( 
 , (A.6)

where Trm is the room temperature in the laboratory and μl is
the dynamic viscosity of water, which depends on the
temperature (°C) as given below [21, 37].

μl(T) � 0.666 × (T + 46)− 1.55 × 10− 6MPa · S at a con-
stant air pressure, and the suction s depends on the satu-
ration, temperature, and dry density of the soil, i.e., [21–23]

s � sr Sw( σ(T)
ρd

ρd0
 

l

, (A.7)

where σ(T) reflects the effect of the surface tension coeffi-
cient of water on the suction and can be expressed as

σ(T) � σ0 − σ1 T − Trm( . (A.8)

Here, the relation between sr and Sω can be described by
the Van Genuchten model:

sr Sw(  � − − 1 + S
(b/1− b)
w 

1/b ρlg

a
 . (A.9)

(emodel parameters a and b are obtained by fitting the
test results of a soil-water characteristic curve for a com-
pacted bentonite block at 20°C obtained by Bai et al. [38].
(e change in the air pressure is neglected. Figure 14 shows
the bentonite SWCC curve for different temperatures cal-
culated using Equation (A.9).

1.2. Stress Path Analyses. (e Barcelona basic model is used
to analyse the stress paths for the blocks and joints during
soil wetting. (e maximum swelling force at constant vol-
ume produced by bentonite after complete saturation de-
pends on the dry density, initial moisture content,
montmorillonite content, and test methods. (e result from
a test by Ye et al. [8] for the relationship between the swelling
pressure and dry density of GMZ01 bentonite with an initial
water content of 11% and an initial temperature of 20°C is
given below:

PsM � 19.4 exp 7.4197ρd(  × 10− 6MPa. (A.10)

(e dry densities of the block and joint are 1.7 g/cm3 and
1.1 g/cm3, respectively. Using Equation (A.10), PsMj of the
joint material and PsMb of the block are 0.068MPa and
5.83MPa, respectively.

(e swelling pressure Ps of bentonite increases with
decreasing suction and reaches a maximum PsM at a suction
force of 0 [39–41]:

Ps � PsM 1 −
s

s0
  . (A.11)

(e deformation of the block caused by the change in the
suction under low confining pressures is always elastic and
can be written as [18, 24]
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d]b � − κs

ds

s + P]0( 
, (A.12)

where s is the suction, κs is the elastic deformation index for
the suction, and Pv0 is a fitting parameter.

Equation (A.13) is the fitted relationship between the free
swelling ratio and the suction of a block with a dry density of
1.7 g/cm3, as measured by Niu et al. [24], from which
κs � 0.10 and Pv0 � 5.0MPa are obtained. Increasing the
external pressure reduces the amount of swelling. Denoting
the average external pressure on the soil by P and replacing
Ps with Ps− P in Equation (A.13) yields the stress-strain
relationship for the block during the swelling process under
load as [11]

]b � ]b0 + κs ln
sb0 + P]0

s0 1 − Ps − P( /PsM(  + P]0
 , ]b > ]b0,

(A.13)

where vb0 and sb0 are the specific volume and the suction,
respectively, of the block in the initial state.

(e compression index of the joint material is taken as λ
(0) in the numerical calculation, yielding the stress-strain
relationship of the joint material during compression as

]j � N(0) − λ(0)ln
p′

p
∗
ref

 , ]j ≤ ]jpc, (A.14)

where p∗ref is the reference stress, N (0) is the reference
specific volume, which can bemeasured in compression tests
[25], and vjpc is the specific volume corresponding to the
preconsolidation pressure.

Assuming that the soil is linearly elastic for v> vjpc yields

]j � ]jpc − λ(0)
p′ − pcj

pcj

, ]j ≤ ]jpc, (A.15)

where pcj is the preconsolidation pressure of the joint
material.

Setting p’� 0 in Equation (A.15) results in vj � vj0. (e
following result is thus obtained.

]jpc � ]j0 − λ(0) denoting the elastic compression index
of the block as κ yields [26, 27]:

]b � N(0) − κ ln
p′

p
∗
ref

 , ]b ≤ ]b0. (A.16)

(e modulus of elasticity of bentonite varies with the
temperature. Zhang et al. [30] correlated the elastic modulus
with the temperature. Zhang et al. [42] carried out a satu-
rated expansion test of bentonite at different temperatures
and found that the expansion rate decreases as the tem-
perature increases: this behavior can be modelled by
modifying the elastic modulus in the calculation model.

Introducing a temperature correction factor ET into the
model yields [9, 11]

E(T) � 1 + ET T − Trm(  E Trm( . (A.17)

(e Mohr–Coulomb yield criterion can be used to de-
termine when the material yields based on the principal
stress, cohesion c, and internal friction angle φ. Wood [29]
reported that the cohesion c is proportional to the tem-
perature and the dry density, whereas the internal friction
angle φ mainly depends on the saturation. (us, the fol-
lowing relationships can be written:

c � c0 + cdρd + cT T − Trm( , (A.18)

φ � φ0 − φTSw, (A.19)

where C0, Cd, CT, φ0, and φT are obtained by fitting the test
results of pure GMZ01 bentonite samples with high water
contents [29]. (e values of the parameters used in the
diffusion and mechanical models are shown in Table 1.

1.3. Solute Migration Governing Equation. Assume that
solute migration is affected by the THM field, but that solute
migration does not affect the THM field corresponds to a
unidirectional coupling process. (e governing equation for
solute migration in unsaturated soil is as follows:

z θlC( 

zt
� ∇ θlDeff∇C(  − u∇C −

z

zt
ρdCs(  + qCR − ξ1 + ξ2,

(A.20)

where θl is the volumetric water content of the porous
medium, ∇(θlDeff∇C) is a diffusion term, u∇C is a con-
vection term, u is the water flow rate vector, (z/zt)(ρdCs)

represents an adsorption term, ρd is the dry density, C is the
solute concentration (mol/m3), Cs is the quantity of solute
adsorbed on the solid framework (mol/kg), qCR is a source
term, q is the source volume flow rate per unit volume, CR is
the concentration of the source solution (mol/kg), ξ1 denotes
the rate of reaction degradation or decay of the considered
substance (mol/m2s), and ξ2 is the rate at which other
substances form the considered substance through reaction
or decay (mol/m2s).

In the absence of the injection of additional solution into
the solution domain, q in the source term can be considered
to be the change in the pore water volume caused by seepage,
that is, q � (z(θl)/zt), for a sufficiently small unit, andCR�C.
(e quantity of solute adsorbed on the solid framework [29]
can be expressed as Cs � Cs(C, T), considering the effect of
temperature. (en, Equation (A.20) can be written as
follows:

zC

zt
�
∇ θlDeff∇C  − u∇C − ρd zCs/zT( (zT/zt) + Cs zρd/zt(  − ξ1 + ξ2

θl + ρd zCs/zC( 
. (A.21)
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Under ideal conditions, that is, a constant temperature, a
saturated porous medium, a steady-state porosity, and no
reaction or decay of the solute, (zT/zt) � (zρd/zt) �

ξ1 � ξ2 � 0; in addition, (zCs/zC) � Kf(C) can be defined
in the adsorption model, and a retardation coefficient can be
introduced as Rd � 1 + (ρd/n)Kf(C). Equation (A.21) can
be used to obtain the following equation for isothermal
solute migration in saturated porous media [30]:

zC

zt
� ∇

Deff

Rd

∇C  −
u

Rdn
∇C. (A.22)

(e effective diffusion coefficient Deff is composed of a
mechanical diffusion coefficient Dm and a molecular dif-
fusion coefficient De. As the velocity of seepage in bentonite
is low, the influence of mechanical diffusion can be
neglected, that is, Dm � 0. Molecular diffusion occurs via the
random thermal motion of molecules and is positively
correlated with the thermodynamic temperature [20]; thus,
the saturation of the porous medium and the permeability
Kint [34] can be written as follows:

De � De0
Kint

Kint0
Sw

T + 273.15
Trm + 273.15

, (A.23)

where De0 is the reference value of the molecular diffusion
coefficient and Kint0 is the reference permeability.

Sodium-based GMZ bentonite adsorbs radionuclides
through ion exchange reactions and surface coordination
reactions [43, 44]; the adsorption of Eu(III) in GMZ can be
described by the Freundlich equation:

Cs � kdC, (A.24)

where kd is an adsorption coefficient (m3/kg) that can be
obtained by fitting experimental data [35].

(e diffusion coefficient D is often normalised by Rd to
produce a direct input parameter for numerical calculation
[11]. (e expression for D is

D �
Deff

Rd

. (A.25)
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)e coupled physical mechanism of heat conduction, moisture migration, and heavy metal transfer in a kaolin soil was studied by
one-dimensional column tests. Two cyclic temperature tests show that, during the second cycle, the temperature close to the heat
source of the soil column is lower than that during the first cycle and the temperature far away from the heat source is low, which
reflects the influence of heating path. Correspondingly, the moisture content distribution during the second cycle is quite different
from that during the first cycle.)e higher the soil dry density is, the better the heat conduction is.)e lower the dry density is, the
more favorable the moisture migration is. )e placement direction of the soil column and the set of temperature boundaries affect
the moisture distribution of the soil column through the difference in the temperature, gravity, and solid matrix potentials. )e
temperature-driven liquid water movement effectively promotes the transfer of heavy metal contaminant in unsaturated soils; it is
closely correlated with the convection of the heavymetal substances easily dissolved in liquid water. However, the transfer of heavy
metal substances in unsaturated soil is not obvious without a thermal driving force. )e test results for the different heavy metal
ions indicate that the thermally induced transfer distance of the heavy metal pollutants with low adsorption properties (e.g., Cu2+)
to soil particles is much larger than that of the heavy metal pollutants with high adsorption properties (e.g., Cd2+).

1. Introduction

Rapid industrial and agricultural production has caused the
extensive occurrence of pollutants in soil layers due to
contaminant transport, such as organic and inorganic
matter and even heavy metal ions [1–3], causing widespread
ecosystem damage in environmental engineering [4, 5].
Among these pollutants, the transfer mechanism and
treatment measures of heavy metal contaminants (e.g., Cd2+,
Pb2+, Cu2+, Cr2+, and Zn2+) have become the focus issue of
geoenvironmental research [6–8]. )e interactions between
soil particles and heavy metal contaminants can differ
substantially [9–11], which depends on their deposition
mechanism and the imposed external conditions [12], in-
cluding the aspects such as the pH value and ionic con-
centration of solutions, van der Waals forces, double layer
repulsive force, presence of colloidal particles [13, 14], and
even the temperature effect [15, 16].

)e transfer of contaminants has been largely investi-
gated through experimental research, theoretical analyses,
and numerical simulations [17, 18]. Its application fields
include industrial pollutant treatment in groundwater ex-
ploitation and recharge, geothermal resource development,
and waste disposal in metal mining [19]. Lee et al. [5]
discovered that the concentrations of Cr2+ and Pb2+ in soil
pores increase with increasing the colloidal concentration; as
a result, the release of Cd2+ and Cu2+ lags behind that of
colloidal particles. Cui et al. [20] discussed the detachment
processes of previously deposited silicon powders in soils
and reported that the seepage direction of water is more
important than the seepage rate. Monged et al. [21] inves-
tigated the differences in the occurrence state, adsorption
concentration, migration law, and migration speed of heavy
metal contaminants (i.e., Cd2+, Cu2+, Pb2+, Zn2+, and Ni2+)
located in a geothermal resource development area and
nearby strata and evaluated the safety of the polluted strata.
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Overall, the present research on the retardation mech-
anism and transfer process of contaminants was accom-
plished mainly considering a hydraulic/chemical gradient
[22]. However, the thermally induced transfer of heavymetal
contaminants in porous media widely occurs in the pro-
tection of buildings, the treatment of metal iron ore, landfill
leachate diffusion, thermal energy storage, and nuclear waste
disposal. Funk and Wakili [23] proposed a thermodynamic
transport model to describe the contaminant transfer in-
duced by temperature. Miracapillo and Ferroni [24] nu-
merically calculated the radionuclide transfer in a geological
repository site and analyzed the transfer process of con-
taminants. Nguyen and Amiri [25] assessed the transfer
process of some typical ions (e.g., cation Na+, anion Cl−, and
OH−) in soils caused by heating. Tang and Cui [26] elab-
orated the temperature influence in the deformation of
bentonite and investigated the transfer of radioactive
matters.

For unsaturated soils, the matric suction and tempera-
ture effect are generally interacted, which greatly changes the
thermal and hydraulic properties of soils [27, 28]. Heat
conduction induces notable changes in the temperature
potentials of soils and makes moisture migrate from high-
temperature locations to low-temperature locations [29, 30].
Bai et al. [31] proposed a theoretical model of the soil-water
characteristic curve (SWCC) taking into account the in-
fluence of water flow as well as thermal conduction using the
so-called nonequilibrium thermodynamics theory. Cui et al.
[32] studied the desorption process of already adsorbed
particles on the surfaces of porous media matrix by labo-
ratory experiments, which showed that both increasing the
flow velocity and changing the flow direction alter the de-
tachment rate of the deposited particles. Bai and Shi [33]
considered the transition between gas and liquid phases by
the temperature and established a relationship for the
content of bound water in pores measured by the volume
density technique.

In this study, the physical mechanism of heat transfer in
unsaturated soil (i.e., kaolin soil) is investigated by column
tests, along with the moisture migration and heavy metal
transfer. To this end, the changes in temperature and
moisture content and the steady-state distribution charac-
teristics are studied, and the influence of the soil dry density,
soil column placement direction, and temperature boundary
on the heat and moisture transfer process is analyzed. In
addition, experiments are also performed to elucidate the
temperature influence on the transfer mechanism of heavy
metal pollutants. )is study has important applications for
the evaluation and prediction of environmental impacts.

2. Materials and Methods

2.1. Test Apparatus. )e test equipment is a hollow cylin-
drical chamber, which is constructed of organic glass with
heat-resisting temperature (Figure 1). )e size of the
specimen is L� 102 cm in length and D� 14.8 cm in the
inner diameter, and their ratio is 6.9. Hence, the test soil
column is herein considered as a one-dimensional case. )is
device consists of two cylinders each with a length of 51 cm.

)e two parts are fixed by bolts and sealed by rubber rings on
their cross sections. )e sidewall of the cylinder is covered
with thick insulation materials. )e heat source of the
chamber is connected by a circulating water tank with a
controlled constant temperature in the range of 20°C to
100°C (HH-601 Model, Shanghai city, China). )e interface
between the soil column end and the heat source is con-
nected with a thin steel plate to guarantee excellent heat
conduction. Small holes are made on the cylinder wall to
install moisture and temperature sensors. )e distances of
the holes from the heat source are 2, 7, 17, 27, 42, 57, 72, and
88 cm, respectively.

)e temperature is measured with small platinum re-
sistance sensors (PT100 Mode, JY Company, Beijing, China)
and a JY-DAM-TC16 collector. )e measurement accuracy
is 0.5°C in the test range of 0 to 100°C. )e moisture content
is measured with small capacitive sensors (EC-5 Mode,
Decagon Company, USA) and an Em50 collector. )e test
results of moisture content in the experiment are very
sensitive, and careful calibration should be guaranteed.

2.2. Test Materials. Kaolin clay has low permeability and
good adsorption property, which has been widely used in
environment pollution control in soil layers. )e selected
kaolin clay utilized in this study was collected from in Hebei
Province of China (Lingshou County). A laser diffraction
instrument (LA-950 Mode, HORIBA, Ltd., Japan) was used
to measure the particle size distribution of the sample (wet
method). )e median particle size of the sample is
D50 �15.7 μm, and the particle size ranges from 1 to 90 μm.
)e soil particle density is ρs � 2.56 g/cm3. )e composition
of the sample measured by X-ray diffraction produced by
Bruker Corporation (D8 Advance Mode, Germany) mainly
includes quartz (SiO2, 35.5%), albite (NaAlSi3O8, 47.9%),
and sanidine (KNaAlSi3O8, 16.6%).

Generally, the adsorption capacity of copper ions (Cu2+)
to soil particles is much lower than that of cadmium ions
(Cd2+), which is a typical heavy metal pollutant in geo-
environmental engineering [3,4,34]. For comparison, these
two heavy metal ions are selected to examine the temper-
ature-driven transfer process in this paper. Here, copper
nitrate solution (i.e., Cu(NO3)2) and cadmium nitrate so-
lution (i.e., Cd(NO3)2) were employed as heavy metal
contaminants. Disodium ethylenediaminetetraacetate
(EDTA-2Na) with high solubility was used as an extractant
to separate the Cu2+ and Cd2+ ions adsorbed onto the soil
particles [7, 11, 35].

2.3. Test Procedures. Soil samples with specified moisture
content were prepared at an ambient temperature of T� 22°C
for laboratory testing. For the convenience of operation, the
test cylinder is placed vertically, and afterwards, the soil
material is filled in layers. )e filling is divided into 20 layers,
so the thickness of each layer is about 5 cm. During the filling
process, the corresponding sensors should be carefully placed
in the predetermined position and compacted with soil.)en,
the sensor wire is led out through the preset cylinder wall hole
and connected with the data acquisition system (Figure 1).
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During the test, the heat loss of the cylinder sidewall cannot be
ignored. In order to correct the temperature boundary, the
corresponding temperature at the sidewall and both ends of
the cylinder are also measured.

Moisture migration tests of the soil column under cyclic
temperature loading are executed, including 5 test schemes
(Table 1). )e initial mass moisture content of the specimen is
set to 18.0%, including three different initial dry densities (i.e.,
ρd� 1.4, 1.3, and 1.2 g/cm3) and two placement directions of the
soil columns (i.e., horizontal and vertical with different heating
ends). Moreover, the initial volume moisture content and
saturation degree are different, as summarized in Table 1, where
the volume moisture content refers to the ratio of the volume
occupied by moisture to the soil column volume. )e tem-
perature at the heating end is controlled at approximately 73°C
during the heating stage (Figure 1) or 25°C during the cooling
stage. In fact, the control of boundary temperature is very
sensitive due to the heat dissipation effect. )e temperature
range herein is given by the actualmeasured value of the tests. In
addition, the low-temperature end of the soil column is always
maintained at 22°C.

)e transfer of heavy metal ions Cu2+ and Cd2+ caused
by heating is investigated. )erefore, a certain thickness of
contaminated soil (i.e., pollution source, and thickness of
5mm) should be filled near the heating end of the cylinder.
)e standard copper nitrate (Cu(NO3)2) or lead nitrate
(Cd(NO3)2) solutions were prepared to the required con-
centration and then mixed with the kaolin sample of a
certain quality. )en, according to the filling method and
density requirements similar to the previous clean soil
sample, the pollutant soil layer is filled. Finally, the con-
centration of pollution source (C0) was calculated (Table 2)
for the subsequent evaluation of the pollutant migration
process. For convenience, the concentration of the pollution
source refers to the mass of heavy metal pollutants in the
water contained in unit mass soil particles.

In these tests, the soil column is placed horizontally. )e
location of the heating end is set to the left end except for
case 9 (no thermal driving force). )e temperature of the
heat source can remain at 73°C.)us, the moisture content is
set to θ0 �18.0% in the initial state, and the measured Cu2+
and Cd2+ concentrations in the solution are C0 �1mg/g.

In the above transfer tests of heavy metal ions, when the
heating experiment is completed, the samples are taken at

different positions of the test soil column to determine the
concentration of copper (Cu2+) or lead ions (Pb2+) in the
contaminated soil caused by temperature.)ree soil samples
at the same section of the soil column are taken out for
parallel measurement, and finally, their average values were
adopted. For this, a small amount of soil samples (about 3 g)
was dried, and 0.15mol/L EDTA solution was added to
extract the heavy metal ions adsorbed on the soil particles.
)e mixed solution is placed on the oscillator for vibration
(HZQ-F160, Shanghai city, China) and centrifuged using a
high-speed centrifuge (Sigma 3K15, Germany). )en, the
supernatant is taken out for the measurement of the con-
centration of heavy metal substances which was determined
by a graphite furnace spectrophotometer (TAS-990G Mode,
Puxi Co., China) [36,37].

3. Results and Discussion

3.1. Temperature Evolution Process. As a typical cyclic
heating process, case 1 (Table 1) is selected as an example to
illustrate the evolution process of the temperature over time at
different distances of the soil column under the action of
cyclic temperature loading (two cycles). Figure 2 shows that,
during the heating stage, the temperature at the measuring
points close to the heat source (i.e., at x� 2 and 7 cm) starts to
rise at first, and the temperature at the measuring points
farther away (e.g., at x� 27 and 42 cm) also gradually increases
due to the effect of heat conduction. When the temperature
stabilizes, the difference in the temperature gradient between
every twomeasuring points is obvious. During the subsequent
cooling, the temperature at each measuring point decreases as
the temperature near the heat source (i.e., the heating
boundary; Figure 2) decreases and compared to the heating
stage, the temperature gradient between the measuring points
greatly decreases. During the second temperature cycle, the
change process also reveals a similar law.

Figure 2 indicates that, during the first heating stage, the
maximum temperature at measuring point 1 (x� 2 cm)
nearest to the heating end reaches 71.5°C, while that during
the second heating stage is 70.3°C. After the first cooling step,
the minimum temperature at this point is 26.5°C, and the
lowest temperature after the second cooling is 26.0°C. It is
observed that, under the action of cyclic temperature
loading, the temperature of the column section away from

Data acquisition system Insulation material
Plexiglass

Soil column

Constant
temperature

Circulating
water bath

Heating 
boundary Temperature sensor

Units: mm100 200 300 4000 500

Moisture sensor
1 2 3 4 514

8

Figure 1: Experimental apparatus (half of the length).
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the heat source (viz., at measuring point 8, x� 88 cm) is
generally maintained at approximately 24.3°C (±1°C), which
indicates that the length of the soil column used in the tests
suitably maintains a constant temperature at the other end
(i.e., the low-temperature end).

On the whole, the other four cases (i.e., cases 2 to 5 in
Table 1) also exhibit similar laws, but their magnitudes are
quite different. In addition, the stable temperature values
during the two cycles are different. )e main difference is
that after the second temperature cycle, the temperature at
the measuring points near the higher-temperature end (at
x� 2 cm) is lower than that during the first cycle. In contrast,
the temperature of the column section away from the heat
source is low (at x� 42 cm). )is phenomenon shows that
the cooling process during the first cycle imposes an obvious
impact on the temperature evolution of the second heating
process, which reflects the influence of the heating path.
Now, certain factors are examined below, such as the dry
density of the soil column and its placement direction.

Figure 3 shows the distribution curves along the heat
conduction distance for the different dry densities and
placement directions of the soil column during the first
temperature cycle when the heating process has stabilized
(i.e., at t� 120 h). Figure 3(a) indicates that, for the same
placement direction (e.g., cases 1 and 5 with the horizontal
direction; cases 2 and 4 with the vertical direction and top
heating; Table 1), the greater the dry density is, the larger the
steady-state temperature at the same location of the soil
column is. For example, the dry density in case 1 is set to
ρd � 1.4 g/cm3 and that in case 5 is set to ρd � 1.2 g/cm3. At
this time, the difference in the temperature distribution
between these two cases can thus be clearly observed.
However, the difference in temperature decreases for cases 2
and 4 because the difference in dry density between these
two cases is slightly smaller (i.e., ρd � 1.4 and 1.3 g/cm3 for
cases 2 and 4, resp.). In fact, the dry density reflects the soil
compactness.)erefore, the higher the soil dry density is, the
larger the contact area between the soil particles is, and the
thermal conductivity of soil with three-phase properties is
closer to that of continuous solid particles [29, 31]; hence, the
thermal conductivity increases with increasing dry density.

In fact, with increasing dry density, the soil column
temperature rises faster (see Figure 3(a)). In addition, with
increasing dry density, the specific heat capacity of soil
increases with increasing moisture content [29, 33, 38]. )is
is closely related to the saturation degree of soils and also to
the phase transition process between bound water and free
water. As a result, more thermal energy is absorbed and
subsequently released when the temperature stabilizes,
which delays temperature stabilization. In other words, the
heat conduction property and heat capacity are mutually
restrained during the process of soil temperature stabili-
zation [39]. For the different dry densities, it is generally
considered that the heat conductivity is the fundamental
factor influencing the temperature, while the impact of the
specific heat capacity is relatively slight.

Figure 3(b) shows the influence of the placement di-
rection of the soil column in the steady state, which indicates
that the stable temperature value of the vertical soil column
(cases 2 and 3) during heating is lower than that of the

Table 2: Test schemes for heavy metal transfer.

Case Dry density (g/cm3) Volume moisture content (%) Saturation Heavy metal contaminant
6 1.4 25.2 0.557 Cu2+

7 1.3 23.4 0.476 Cu2+

8 1.2 21.6 0.407 Cu2+

9 1.4 25.2 0.557 Cu2+

10 1.4 25.2 0.557 Cd2+

Table 1: Test schemes for cyclic temperature loading.

Case Dry density (g/cm3) Volume moisture content (%) Saturation Placement direction Heating end
1 1.4 25.2 0.557 Horizontal Left
2 1.4 25.2 0.557 Vertical Top
3 1.4 25.2 0.557 Vertical Bottom
4 1.3 23.4 0.476 Vertical Top
5 1.2 21.6 0.407 Horizontal Left

Heating boundary

120 240 360 480 6000
t (hour)

27
42
88

2
7
17
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20

40
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80

100
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Figure 2: Temperature evolution processes over time for the two
heating cycles.
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horizontally placed column (case 1). )is is attributed to the
effect of gravity, namely, for the vertical soil column with the
heating end at the top, the amount of high-temperature
vapor migrating to the low-temperature end is very small,
while for the vertical soil column with the heating end at the
bottom (case 3), the directions of the temperature and
gravity potentials are opposite, and the amount of liquid
water near the heat source is also small. When the soil
column is horizontal (case 1), the influence of the gravity
potential on moisture migration (including liquid and
gaseous water) is weaker than that when the soil column is
vertical. Moreover, the driving effect of the temperature
potential leads to more moisture transferring heat from the
heating end to the low-temperature end. Generally, com-
pared to heat conduction, the influence of heat convection
on the temperature distribution of unsaturated soils is
limited [31].

3.2. Moisture Evolution Process. Under the action of the
temperature gradient at both ends of the soil column, heat
transfer will cause temperature redistribution in the un-
saturated soil and then cause moisture migration in the soil
pores. Figure 4 shows the evolution processes of moisture
migration caused by the temperature over time under three
different soil column placement direction conditions (cases
1 to 3). Figure 4 indicates that the moisture content at the
measuring points close to the heat source (viz., at x� 2 and
7 cm) gradually decreases as the heating time increases. In
the meantime, the moisture content away from the heat
source (viz., at x� 57 and 72 cm) increases, resulting in an
obvious reversemoisture content gradient. In contrast, when
the temperature drops (i.e., during the cooling process), the
moisture content at the points close to the cooling end (viz.,
at x� 2 and 7 cm) gradually increases. Nevertheless, at the
points away from the cooling end (viz., at x� 57 and 72 cm),

it gradually decreases. During the second temperature cycle,
the moisture evolution also presents a similar phenomenon.
For example, in case 1 (Figure 4(a)), the point at x� 2 cm is
the closest to the heating end. During the first temperature
cycle, the moisture reduction caused by the temperature
reaches Δθ� −4.9% in the steady state, and during the
second temperature cycle, the moisture reduction is
Δθ� −2.0%. During the cooling stage, the moisture content
at this point increases by 1.3% in the first temperature cycle
and 0.5% in the second temperature cycle. In addition, the
point at x� 88 cm is close to the low-constant-temperature
end, and its moisture increase is Δθ� 2.4% during the first
cycle and 1.4% during the second cycle.)emoisture change
is Δθ� 1.2% in the process of cooling stage in the first cycle
and it is Δθ� −1.0% in the process of cooling in the second
cycle.

Due to the difference in the dry density, the placement
direction of the soil column, and the location of the heating
boundary (top or bottom), the moisture distribution inside
the soil column is also distinct (Figure 5), and the moisture
distribution caused by the two temperature cycles also
varies. Comparing the two cases (cases 1 and 5, or cases 2
and 4; Figure 5(b)) with the same placement direction of the
soil column, it is found that when the dry density decreases,
the change range of the moisture content increases along the
soil column.)is occurs because when the dry density is low,
the soil porosity correspondingly increases, the soil is loose,
and the connectivity between the particle pores is good.

However, the lower the soil dry density is, the lower the
saturation degree is (please refer to Table 1). )ere are more
open migration channels and larger storage spaces in the
process of moisture migration, which eventually leads to a
larger change in the moisture content.

Figure 5(a) also demonstrates that, in the case of the
horizontal displacement direction (cases 1 and 5), the var-
iation of moisture content in the soil column is generally
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Figure 3: Steady-state temperature distribution along the distance: (a) effect of the dry density and (b) effect of the placement direction.
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greater than that of the soil column placed vertically (cases 2
and 4; also see Figures 4(b) and 4(c)), and in addition, the
effect of the gravity potential can be ignored (Figure 5(a)).
When the soil column is vertical (cases 2 and 3 in
Figure 5(b)), the soil moisture travels in the state of gaseous
water and liquid free water under the action of the tem-
perature potential. However, when the upper boundary
temperature is higher than the lower boundary temperature
(case 2), the directions of the temperature and gravity po-
tentials are consistent, but due to the low density of gaseous
water, in the soil near the heating end, less gaseous water and
more liquid water move downward. However, when the
temperature of the lower boundary is higher than that of the
upper boundary (case 3), the direction of the temperature

potential is the opposite to that of the gravity potential. As a
result, less liquid water migrates due to gravity, but gaseous
water notably migrates due to the thermal diffusion effect.
Finally, the moisture content change in the soil column under
vertical heating (cases 2 and 3; Figure 5(b)) is greater than that
in the soil column under horizontal heating (case 1).

At the completeness of the heating stage, the gradient
of the temperature inside the soil column greatly de-
creases due to the latter cooling process (Figure 6), and the
effect of the solid matrix potential becomes prominent.
When the soil column is placed horizontally, the influence
of the gravity potential can be ignored. When the soil
column is placed vertically and the top boundary tem-
perature is higher than the lower boundary temperature,
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Figure 4: Moisture evolution processes over time for the two heating cycles: (a) horizontal placement, (b) vertical placement and top
heating, and (c) vertical placement and bottom heating.
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the moisture content gradient direction is upward (i.e.,
the matrix potential direction is upward), and the di-
rection of the matrix potential is the opposite to that of the
gravity potential. Moreover, less liquid water migrates.
When the temperature at the lower boundary of the soil
column is higher than the temperature at the upper
boundary, the direction of the matrix potential caused by
the moisture content gradient is consistent with that of the
gravity potential, and the liquid water migration caused by
gravity increases. In addition, a comparison of Figures 2
and 4(a) indicates that the change in moisture and the
time required to reach stability lag behind the
temperature.

3.3.HeavyMetal Pollutant EvolutionProcess. Figure 7 shows
the concentration distributions of the two heavy metal ions
(Cu2+ and Cd2+) in the soil column after 240 h of temper-
ature-driven action by monotonous heating on the left end
of the soil column. )ese experiments consider different
initial moisture contents, dry densities, and heavy metal ions
(Table 2). )e experimental results reveal that, without
temperature-driven action (case 9; Figure 7(a)), the mi-
gration amount of Cu2+ is very small due to the possible
molecular diffusion of heavy metal ions. )e presence of a
temperature gradient effectively promotes the transfer of
heavy metal ions in the kaolin soil column (Figure 7(a), cases
6 to 8), which can be attributed to the significant convection
of liquid free water in soil pores caused by the temperature
variation and, of course, mechanical dispersion. Moreover,
the maximum migration distance of the Cu2+ ions reaches
20 cm, which indicates that the migration distance of Cu2+
increases due to the temperature-driven action. In fact, as
the moisture in the soil column moves from high- to low-
temperature locations, the heavy metal ions in the pollution
source dissolve in the liquid water and migrate from the
heating end to the low-temperature end mainly with the
liquid water movement. In addition, the movement of
gaseous water hardly carries any heavy metal ions.

)e higher the dry density is, the smaller the migration
distance of the heavy metals is, which is related to the small
pores and limited liquid water migration. In particular, the
smaller the pores between the solid soil particles are, the less
liquid water there is functioning as a carrier of the heavy
metal ions, and the more unfavorable the convection and
diffusion of heavy metals are. As mentioned above, the
temperature gradient increases with increasing dry density,
the proportion of liquid water to the total amount of
transferred water is low, and the migration amount of the
heavy metals is small.
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Figure 5:)emoisture content variations caused by heating in the different cases (t� 120 h): (a) effect of the dry density and (b) effect of the
placement direction.
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Figure 7(b) also depicts a comparison of the migration
amounts of Cu2+ and Cd2+ ions in the soil column. Moreover,
the concentrations of the two heavy metal ions near the
heating end are the same; namely, the concentrations of the
pollutant source are both 1mg/g. )e results show that the
migration amount and distance of the two heavy metals are
quite different due to the temperature-driven action. Because
the adsorption capacity of Cd2+ ions to soil is much higher
than that of Cu2+ ions, the migration amount and concen-
tration distance of the Cu2+ ions are greater than those of the
Cd2+ ions. Notably, the difference in adsorption mode be-
tween these two heavy metal ions leads to different migration
rules. Certainly, the adsorption effect of heavy metal ions by
soil particles is closely related to the type of soil. )at is, the
physicochemical interaction between soil particles and water
on the migration process of heavy metal ions has an im-
portant impact, which is worthy of further discussion.

4. Conclusions

)e physical mechanism of heat transfer, moisture migration,
and heavy metal transfer in kaolin soils was studied by one-
dimensional column tests. Heat energy was mainly transferred
in the form of heat conduction in the unsaturated soils, and
moisture was transferred in the form of gaseous and liquid
water. )e change in moisture and time required to reach
stability lagged behind the temperature change on the whole.

)e cyclic temperature tests indicate that, during the second
cycle, the temperature of the soil column near the heat source is
lower than that during the first cycle. In contrast, the tem-
perature of the soil column far away from the heat source is low,
which reflects the influence of the heating path. Correspond-
ingly, the moisture distribution during the second cycle is quite
different from that during the first cycle due to the difference in
the initial moisture content conditions between the two cycles.

)e initial soil dry density, placement direction of the
soil column, and set of temperature boundaries greatly affect
heat conduction, moisture migration, and heavy metal
transfer. )e higher the dry density is, the better the heat
transfer is. )e lower the dry density is, the more favorable
the moisture migration is. )e placement direction of the
soil column and the set of temperature boundaries influence
the moisture distribution through the difference in the
temperature, gravity, and solid matrix potentials.

Temperature-driven liquid water movement could ef-
fectively promote the transfer of heavy metals in kaolin soils,
which is closely correlated with the convection of liquid free
water. However, the transfer of heavy metal ions in soils
induced by molecular diffusion is not obvious due to the
absence of a thermal driving force. )e higher the soil dry
density is, the smaller the migration distance of the heavy
metal pollutants is, which is related to the small pores and
limited liquid water movement. In view of the obvious
adsorption difference of copper ions (Cu2+) and lead ions
(Cd2+), the transfer distance and deposited concentration
values of Cu2+ are much greater than those of Cd2+.
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Before the shield machine begins to excavate, the end of the station structure often requires extensive soil reinforcement to ensure
construction safety. Closed steel sleeve can prevent water leakage, sand leakage, and cave door collapse by balancing the water and
soil pressure on the tunnel surface, thereby reducing the reinforcement range. In this study, a launching project of a closed steel
sleeve is investigated; the Madis GTS finite element analysis software is used to simulate the triple-tube high-pressure jet-grouting
pile to reinforce the water-rich sand layer. Soil displacement and stress after opening of the tunnel door are studied in detail at
different longitudinal reinforcement lengths and transverse reinforcement scopes. -e results show that, as the longitudinal
reinforcement length increases, the displacement of the soil shows a decreasing trend, and the greater the length of the reinforced
soil, the smaller the reduction in displacement. Furthermore, with the decrease of the lateral reinforcement range, though the soil
settlement area has increased, the displacement remains unchanged. However, changing the end reinforcement range has no effect
on the soil stress. In general, based on the strength and stability of the soil after the gate is cut out, the reinforcement range of the
closed steel sleeve can be appropriately reduced compared to traditional reinforcement methods.

1. Introduction

Steel sleeve can form a confined space by injecting cement
mortar to provide water and soil pressure on the face of the
tunnel to prevent the risk of water leakage, sand leakage, and
ground collapse, thereby reducing the end reinforcement
range or even eliminating reinforcement requirement [1–4].
-e high-pressure jet-grouting pile uses nozzles that extend
into the underground soil to spray high-pressure cement
slurry and mix it with the soil to form a columnar rein-
forcement. It has the advantages of simple construction and
controllable grout injection range and is widely used in
China and other countries [5–7].

Many scholars have conducted numerical simulation
studies on the end reinforcement range. Hu et al. [8] nu-
merically simulated the development and distribution of the
temperature field on a large-diameter cup-shaped frozen soil
wall and analyzed the influence of different factors on the
temperature field. In addition to the physical reinforcement
methods mentioned above, Hu et al. [9] also studied the

initial reinforcement range of the shield when using
chemical reinforcement (such as high-pressure jet grouting)
and compared the soil deformation strength and surface
settlement under different reinforcement ranges. Zhou et al.
[10] introduced the process of grouting construction when
the shield was started and received in detail and analyzed the
stability of the excavation face of the shield under different
horizontal and longitudinal reinforcement scopes using a
numerical simulation method. Wu [11] performed a nu-
merical simulation of the shield machine passing through a
starting working well and compared the simulation data of
the unreinforced end with the surface settlement value
calculated according to the Peak formula. In terms of the-
oretical calculations, Luo et al. [12] studied the determi-
nation of the end soil reinforcement range and the
establishment of a sand-soil composite stratum end sliding
model and proposed a load equivalent model on the theory
of soil strength and a slidingmodel of sandy soil according to
the stability theory. Based on the slab strength theory, Lei
et al. [13] simplified the mechanical model of simply
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supported rectangular slabs, divided the equivalent loads
into uniformly distributed loads and triangular antisym-
metric loads, and discussed the conditions of different
reinforced soil thicknesses. Jiang and Jain [14] conducted
end reinforcement effect statistics on a variety of layers and
analyzed the relationship between longitudinal reinforce-
ment length and shield diameter. It can be seen that the
conventional numerical simulation and theoretical calcu-
lation of the end reinforcement range need to compre-
hensively analyze the strength, stability, and impermeability
of the soil under the conditions of tunnel gate removal and
end excavation. When the closed steel sleeve starts, the end
reinforcement range only needs to ensure the strength and
stability of the soil after the tunnel door is cut out. -e end
reinforcement range determined according to the existing
research results is no longer applicable. -erefore, the
reasonable range of end reinforcement at the beginning of
the launch of the closed steel sleeve still needs further study.

In this study, through a closed steel sleeve project, the
Madis GTS finite element analysis software is used to
simulate the triple-tube high-pressure jet-grouting pile to
strengthen the end soil. According to the survey report and
drilling data, a three-dimensional numerical model is
established, and the displacement and stress of the soil mass
at different longitudinal reinforcement lengths and lateral
reinforcement ranges after the gate is cut out are analyzed in
detail to determine the economical and reasonable end
reinforcement range.

2. Project Overview

-e enclosed steel sleeve launching project is located in a
water-rich sand layer. -e end reinforcement and precipi-
tation are necessary to meet the launching conditions. -e
outer diameter of the tunnel shield is 6.2m, and the depth of
the tunnel gate is 21.6m. Due to the dense underground
pipelines at the starting end and the limited location of the
construction site, it is easy to cause damage to the under-
ground pipelines. -erefore, the design of the three-axis
mixing pile reinforcement plan failed to be implemented;
instead, it is strengthened by high-pressure rotary jet
grouting. Furthermore, before cutting out the tunnel door to
install the steel sleeve, we use triple pipe Φ850@600 high-
pressure jet-grouting pile reinforcement (empty pile cement
8% and solid pile cement 30%) outside the station enclosure
structure. Simultaneously, three dewatering wells are
arranged at the starting end, two dewatering wells are set at
lm from the starting end, and one dewatering well is set at
the middle of the reinforcement area on the left and right
lines. From top to bottom, the beginning soil layer is mainly
composed of plain fill, silty clay, organic clay, silty sand, and
fine sand. -e suggested parameter values of each soil layer
are shown in Table 1.

3. Numerical Model

Madis GTS, a three-dimensional finite element analysis
software, was used to simulate the soil at the end of the
triple-tube high-pressure jet-grouting pile. -en, the

simulation results of soil displacement and stress after
opening the portal was used to study the appropriate
reinforcement range. -e numerical model is presented in
Figure 1. Based on practical experience and Saint-Ven-
ant’s principle, the area affected by tunnel excavation is
basically concentrated within 5 times the tunnel diameter
[15–17]. Dimensions of the model used in this study were
100m × 53m × 70m. -e Mohr–Coulomb elastoplastic
model was adopted for soil, and the shear expansion effect
was neglected. -e suggested values of the soil parameters
are listed in Table 1. -e mechanical parameters of ce-
ment-soil are related to factors such as the cement mixing
ratio, spray pressure, and age. When the unconfined
compressive strength of the reinforced soil is 1.0MPa, the
cohesion and internal friction angle can be considered as
250MPa and 25°, respectively [18]. Furthermore, panel
units were used for the station enclosure and the tunnel
doors. A hybrid grid generator was in the model to ob-
tained the grids, and the number of generated units was
142512, comprising 90601 nodes. To simulate a semi-
infinite space, the top of the model is set as a free
boundary, then the lower part of the model is set as a fixed
boundary, and, finally, the rest of the parts are set with
displacement constraints in the normal direction. In the
construction phase, the properties of soil elements are
altered to simulate the reinforcement afforded by high-
pressure jet-grouting piles. -e procedures involved in
construction are as follows: initial ground stress analysis,
station foundation excavation and construction of en-
closure, high-pressure jet-grouting pile reinforcement,
and one-time excavation of tunnel door. To evaluate the
influence of the longitudinal reinforcement length on the
soil after the excavation of the portal, a lateral rein-
forcement range of 3m is set at the top and bottom of the
shield tunnel. -ereafter, the longitudinal reinforcement
lengths are set as 3, 4, 5, 6, 7, and 8m. To study the in-
fluence of the lateral reinforcement range on the soil after
the excavation of the portal, a longitudinal reinforcement
length of 3m is fixed behind the portal; then, the lateral
reinforcement range is set as 1, 2, and 3m, respectively.

4. Analysis of Calculation Results

4.1. Result Analyses for Different Longitudinal Reinforcement
Lengths. Figures 2 and 3 show the displacement and stress
under different longitudinal reinforcement lengths. It can
be seen from Figure 2 that the three curves of total dis-
placement, X-direction displacement, and Y-direction
displacement have the same changing trend. As the length
of the reinforced soil increases, the displacement continues
to decrease. When the length increases to 5m, the slope of
the curve decreases noticeably; the greater the length of
reinforced soil, the smaller is the contribution to the re-
duction of displacement. When the length of the longi-
tudinal reinforcement increases, the displacement along the
Z-direction increases, which is due to the corresponding
increase in settlement caused by the increase in the soil
weight stress. Figure 3 shows that when the length of
reinforced soil increases, the compressive stress of the soil
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fluctuates in the range of 0.47 ∼ 0.49MPa, the shear stress
fluctuates in the range of 0.15∼ 0.17MPa, and the tensile
stress fluctuates in the range of 0.014∼ 0.017MPa. It can be
seen that increasing the length of reinforcement has no
significant effect on soil stress.

In order to determine the feasibility when the longitu-
dinal reinforcement length is 3m, the soil displacement,
stress, and surface settlement are analyzed in detail. Figure 4
depicts a cloud diagram of soil displacement. From
Figure 4(a), it can be seen that the maximum displacement
along the X-direction is 0.85mm, which shows that the soil
in the middle of the portal is squeezed toward the edges on
both sides. It can be seen from Figure 4(b) that themaximum
displacement along the Y-direction is 5.44mm, which oc-
curs at the center of the portal; this shows that the soil behind
the door moves toward the exposed surface of the tunnel.
According to the technical code for building foundation pit
inspection [19], the horizontal displacement control depth of
the foundation pit supported by the diaphragm wall is
6.48mm, when the design depth of the foundation pit is
21.6m. Hence, the Y-direction displacement meets the safety
requirement. As shown in Figure 4(c), the maximum dis-
placement in the Z-direction is 0.67mm, while the mini-
mum is −1.48mm, which shows that the soil above the portal
slides downward and the soil below the portal bulges up-
ward. According to the technical specifications for subway
construction and inspection [20], when the safety status of
the rail transit structure is Class I, the vertical displacement

Table 1: Soil physical and mechanical parameter values.

Name of soil layers Soil thickness
(m)

Elastic modulus
(MPa)

Poisson
ratio

Natural gravity (kN/
m2)

Cohesion
(kPa)

Internal friction angle
(°)

①1Plain fill 1.6 16 0.20 16.0 5 10
②31Silty clay 3.9 39 0.30 15.7 12 22
②32Silty clay 4.0 39 0.31 15.9 11 22
②21Silty clay 1.6 20 0.30 15.6 23 14
②33Silty clay 2.7 43 0.31 15.8 11 21
②22FOrganic clay 6.2 15 0.33 12.4 26 13
②53Fine sand 10.0 25 0.30 20.0 0 30
③21Silty clay 40.0 27 0.31 16.4 24 13
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Figure 1: -ree-dimensional numerical model.
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safety value of the structural safety control index is 5mm.
Hence, the Z-direction displacement is within the safe limits.
From Figure 4(d), it can be seen that the maximum total
displacement is 5.45mm, which appears on the exposed face;
this is basically the same as the displacement in the Y-di-
rection. -erefore, soil deformation is mainly composed of
the horizontal displacement along the longitudinal direction
of the tunnel; the displacements along the other two di-
rections have limit effect on portal stability.

Figure 5 shows the reinforced soil stress. It can be seen
from Figure 5(a) that the maximum compressive stress, σx,
is 0.35MPa, which occurs on both sides of the portal.
Figure 5(b) shows that σy involves tensile and compressive
stresses; the maximum compressive stress is 0.45MPa,
which occurs at the top of the portal, and the maximum
tensile stress is 0.017MPa, which occurs at the edges of both

sides of the portal. It can be seen from Figure 5(c) that the
compressive stress, σz, induces delamination, and the
maximum compressive stress is 0.48MPa, which occurs at
the bottom of the portal. -e unconfined compressive
strength of the soil reinforced by high-pressure jet-grouting
piles for 28 days is generally required to be no less than
0.8MPa.-erefore, the maximum compressive stress in the
reinforced soil caused by the removal of the portal is less
than its compressive strength. According to the Griffith
strength criterion, the compressive strength is 8 times the
tensile strength, that is, σc � 8σt, and the tensile strength of
the reinforced soil is 0.1MPa. Hence, the maximum tensile
stress is considerably smaller than its tensile strength. From
Figures 5(d) and 5(e), it can be seen that the maximum
shear stress is 0.17MPa, which appears on both sides of the
portal. Based on the Coulomb formula, that is,
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Figure 5: Stresses of reinforcement soil. (a) Stress of σx. (b) Stress of σy. (c) Stress of σz. (d) Stress of τxy. (e) Stress of τyz. (f ) Stress of τxz.

Advances in Civil Engineering 5



τf � σ tan ϕ + c, the shear strength of the reinforced soil is
0.31MPa. -erefore, the maximum shear stress of the
reinforced soil caused by the removal of the tunnel door is
less than its shear strength.

Figure 6 shows the surface settlement. It can be seen
from Figure 6 that the surface settlement trough caused by
the simultaneous removal of the left and right portals has a
“V” shape, which is approximately a normal distribution
curve, and themaximum settlement is less than 1mm, which
appears on the central axis of the two portals. According to
the technical specifications for subway construction and
inspection [20], the vertical displacement safety value of the
structure is 5mm; therefore, the surface settlement meets the
safety requirements.

4.2. Result Analysis ofDifferent Lateral Reinforcement Ranges.
Figures 7 and 8 show the displacement and stress under
different lateral reinforcement ranges. It can be seen from
the figures that, with the reduction in the lateral rein-
forcement range, the soil displacement and stress do not
change, which indicates that the effective reinforcement
range of high-pressure jet-grouting piles is limited. -e
strength and stability of soil are not affected by changing the
transverse reinforcement scope.

To further study the feasibility when the lateral rein-
forcement range is 1m, the soil displacement, stress, and
ground settlement are analyzed in detail. Figure 9 shows a
cloud diagram of soil displacement. It can be seen from
Figure 9(a) that the maximum displacement in the X-di-
rection is 0.89mm, which appears on both sides of the
portal. It can be seen from Figure 9(b) that the maximum
displacement in the Y-direction is 5.51mm, and the de-
formation area and displacement are unchanged. It can be
seen from Figure 9(c) that the maximum displacement in the
Z-direction is 1.50mm, and the settlement range has been
significantly expanded but the value has not changed. It can
be seen from Figure 9(d) that the maximum total dis-
placement is 5.52mm, with only a small increase of 0.07mm.
Generally, although the reduction in the lateral reinforce-
ment range increases the soil settlement area, the dis-
placement remains unchanged.

Figure 10 shows the reinforced soil stress. It can be seen
from Figure 10(a) that the maximum compressive stress of
σx is 0.35MPa, which shows that the soil in the middle of the
portal is squeezed to the edges on both sides. It can be seen
from Figure 10(b) that the maximum compressive stress of
σy is 0.47MPa, which appears on top of the portal, and the
maximum tensile stress of σy is 0.017MPa, which appears at
the edges of both sides of the portal. From Figure 10(c), it
can be seen that the maximum compressive stress of σz is
0.49MPa, with a small increase of 0.01MPa. From
Figures 10(d) and 10(e), it can be seen that the maximum
shear stress is 0.18MPa, which remains unchanged. In
general, the various stresses of the reinforced soil meet the
strength requirements.

Figure 11 shows the surface settlement. It can be seen
from Figure 11 that although the reduction in the lateral
reinforcement range leads to an increase in the settle-
ment area, the maximum settlement is still less than
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1 mm, which meets the requirements of rail transit
regulations.

5. Conclusions and Discussion

Based on a sealed steel sleeve launching project, this study
usesMadis GTS to simulate the triple-tube high-pressure jet-
grouting pile to reinforce the water-rich sand layer. -e
changes in soil displacement and stress at different longi-
tudinal reinforcement lengths and lateral reinforcement
ranges were studied in detail. -e following conclusions are
drawn from the study:

(1) -e overall displacement of the soil tends to decrease
with an increase in the length of the longitudinal
reinforcement, and the greater the length of the
reinforced soil, the smaller the reduction in dis-
placement. With the decrease in the lateral rein-
forcement range, the soil settlement area increases;
however, the displacement remains unchanged.

(2) Irrespective of whether the reinforcement length or
the transverse reinforcement scope changes, the soil
stress remains unchanged after the hole door is
removed.

(3) -e soil deformation is mainly composed of hori-
zontal displacement along the longitudinal direction
of the tunnel; the displacement in other directions
has little effect on portal stability. -e compressive
stress σz is the largest among the various stresses of
the soil, and the tensile stress and shear stress are
generally small.

(4) When the reinforcement range is reduced, although
the settlement area increases, the maximum surface
settlement is still less than 1mm, appearing between
the central axis of the left and right portals.

Based on the strength and stability of the soil, the
longitudinal reinforcement length and the lateral rein-
forcement range of the end can be taken as 3m and 1m,
respectively, which is greatly reduced compared to the
traditional reinforcement range. However, if the construc-
tion control of high-pressure jet-grouting piles does not
meet the requirements, it is difficult to guarantee the effect of
preventing the cave door from collapsing. Common con-
struction quality defects include broken piles, necking piles,
clogging nozzle, and pile head cavities. When the borehole
slope deviation is large, the antiseepage effect of the water-
stop curtain composed of piles is not good. -erefore, the
design of the end reinforcement range should be appro-
priately designed based on the actual construction situation.
On the other hand, the scope of application of high-pressure
jet-grouting piles is limited. For example, if the groundwater
flow rate is too high in a water-rich sand layer, the sprayed
grout will not be able to solidify around the grouting pipe.
-e reinforcement method of plain underground continu-
ous wall suitable for this complex condition needs further
study.
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+e accurate determination of blast-induced ground vibration has an important significance in protecting human activities and the
surrounding environment. For evaluating the peak particle velocity resulting from the quarry blast, a robust artificial intelligence
system combined with the salp swarm algorithm (SSA) and Gaussian process (GP) was proposed, and the SSA was used to find the
optimal hyperparameters of the GP here. In this regard, 88 datasets with 9 variables including the ratio of bench height to burden (H/
B) and the ratio of spacing to burden (S/B) were selected as the input variables, while peak particle velocity (PPV) was measured.
+en, anANNmodel, an SVRmodel, a GPmodel, an SSA-GPmodel, and three empirical models were established, and the predictive
performance was evaluated by using the root-mean-square error (RMSE), determination coefficient (R2), value account for (VAF),
Akaike Information Criterion (AIC), Schwarz Bayesian Criterion (SBC), and the run time. After comparing, it is found that the
proposed SSA-GP yielded a superior performance and the ratio of bench height to burden (H/B) was the most sensitive variable.

1. Introduction

With the development of science and technology, many rock
fragmentation technologies have been invented and applied
in the engineering area, but the blasting technique is still the
method with the best economic benefit and the highest rock
fragmentation efficiency both in the open-pit mines and
underground mines [1]. However, a previous study [2]
showed that more than half of the explosive energy was
wasted, and blast-induced vibration, flyrock, blast-induced
overpressure, etc. were caused during the blasting operation.
Among them, blast-induced vibration is considered to be the
most serious and most common blast-induced environment
issue, so it is of great significance to predict and control the
blast-induced vibration for avoiding the undesirable effects
on the neighboring building and human activities, etc.

Usually, the blast-induced ground vibration is evaluated
andmeasured by using peak particle velocity, frequency, and
duration time. Among these three indexes, peak particle
velocity (PPV) is the most common and widely used index in
the previous literature [3–5]. Aiming at the accurate pre-
diction of the peak particle velocity, some empirical equa-
tions were proposed and utilized in many cases such as
Sungun Copper Mine, Iran [6], Miduk Copper Mine, Iran
[7], Bakhtiari Dam, Iran [8], and Sinagreni Collieries
Company Limited, India [9]. But, some research studies
[10, 11] show that the predictive performance of these
empirical models is not high when being utilized in peak
particle velocity prediction.

Nowadays, artificial intelligence (AI) technology is
developing rapidly and many new artificial intelligence
technologies such as ANN, SVR, and RF are being
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proposed and applied in practical cases such as predicting
the field capacity in disaster management problems
[12–18], mining production problems [19], etc. In prac-
tice, artificial intelligence (AI) technology is also being
used to predict PPV values in many studies. For example,
Arthur et al. [20] checked the efficiency of the Wavelet
Neural Network (WNN) in predicting peak particle ve-
locity, and satisfying prediction results were obtained,
which proves the strong prediction capability of the
Wavelet Neural Network (WNN). Monjezi et al. [21] used
an artificial neural network (ANN) model which includes
an input layer, two hidden layers, and an output layer to
evaluate the ground vibration based on the Siahbisheh
project, which demonstrates the effectiveness of using an
ANN to predict the blast-induced ground vibration. Li
et al. [22] proposed two hybrid models using biogeog-
raphy-based optimization (BBO), deterministic optimi-
zation algorithm (DIRECT), and artificial neural network,
namely, BBO-ANN and DIRECT-ANN, and the gener-
alization capability was found to be better than other
prediction models. +is study shows the use of an opti-
mization algorithm to improve the prediction perfor-
mance of the prediction model. Sheykhi et al. [23]
combined the fuzzy C-means clustering (FCM) and
support vector regression (SVR) to develop an accurate
prediction model based on a database from the Sarch-
eshmeh copper mine, and the model performance of this
new proposed hybrid model is introduced in this paper. In
addition to the abovementioned research studies, many
studies [24–30] were conducted by using artificial intel-
ligence (AI) technology to predict the PPV for vibration
control.

Although many studies were conducted previously,
there is not a model that is suitable for all areas because
every engineering site has its characteristics. Meanwhile,
artificial intelligence (AI) technology is an evolving
technology, and the predictive models in the artificial
intelligence (AI) area are gradually updated and devel-
oped. +e salp swarm algorithm (SSA) is a newly proposed
metaheuristic algorithm, and this algorithm was checked
using 7 unimodal test functions and 6 multimodal
benchmark functions. Comparing with particle swarm
optimization (PSO), gravitational search algorithm (GSA),
bat algorithm (BA), firefly algorithm (FA), and genetic
algorithm (GA), SSA shows superior and steady perfor-
mance on average. Meanwhile, the successful application
in solving the classical engineering design problem [31],
airfoil design for aero vehicles problem [31], the strength
of fiber-reinforced cemented paste backfill [32], and the
compressive strength of concretes [33] also proves the high
capacity of SSA. Besides, the Gaussian process was found
to be an effective prediction technique after be used in
landslide cases [34], broken rock zone prediction [35],
carbon dioxide emission prediction [36], etc. Meanwhile,
the conclusion that the GP performance can be improved
after using the metaheuristic algorithm has been proved
after many combinations such as PSO-GP [35] and GA-
PSO [34] were proposed and tested. However, as far as the
authors know, the combination of the SSA and Gaussian

process (GP) has not to be proposed and tried in predicting
PPV.

+is paper proposes a new machine learning model,
namely, SSA-GP, the Gaussian process (GP) model was
optimized by the salp swarm algorithm (SSA), and the
modeling process and the application of using the SSA-GP to
predict the blast-induced ground vibration were introduced.
+is is an innovative work as the SSA-GP has not been
analyzed and tried in predicting PPV before. +e model
development process and this application will promote the
application of the artificial technique in solving mining and
geotechnical problems and will be helpful for blast-induced
ground vibration controlling.

2. Materials and Methods

2.1. Collected Database. To develop a high-precision eval-
uation method, a database generated by Hudaverdi [37] was
used here for constructing the empirical, ANN, SVR, GP,
and SSA-GPmodel. A total of 88 sets of data were monitored
at the Akdaglar Quarry in northern Istanbul, Turkey, and
several parameters including burden (B), spacing (S), bench
height (H), stemming (T), subdrilling (U), hole diameter
(D), power factor (PF), the distance between the monitoring
station and blasting point (D), the weight of explosive charge
detonated per delay (W), and peak particle velocity (PPV)
were recorded. Among these parameters, burden is the
distance between each explosive charge or the distance
between the explosive charge to free face. Spacing is the
distance between the two blastholes in a row. Bench height is
the distance from the surface to hole bottom. Stemming is
the distance from the top of the charging section to the
surface. Subdrilling is the distance from the bottom of the
bench to the bottom of blasthole. Power factor means the
explosive charge per cubic meter. After reviewing the study
of Hudaverdi [37], the ratio of bench height to burden (H/
B), the ratio of spacing to burden (S/B), the ratio of burden to
hole diameter (B/D), the ratio of subdrilling to burden (U/
B), the ratio of stemming to burden (T/B), power factor (PF),
the distance between the monitoring station and blasting
point (D), and the weight of explosive charge detonated per
delay (W) were selected as the input variables, while PPV
was selected as the output variable. To describe the collected
database, a scatter plot which shows the data distribution
using diagonal, the bivariate scatter plots using the bottom of
diagonal, the correlation, and significance level using the top
of diagonal was plotted as shown in Figure 1. It should be
noted that the symbol of “∗∗∗,” “∗∗,” and “∗” are, re-
spectively, corresponding to the p values with the range of
[0, 0.001], [0.001, 0.01], and [0.01, 0.05]. Meanwhile, the
coefficient of relationship between the B/D and PF was
found to be −0.91, so PF was removed from the input
variable after reviewing the study of Rovini et al. [38].

Before the model development, both the input variables
and output variables should be scaled into the range of 0 to 1
for avoiding the effect of the variable with the large number
on the variable with the small number [12]. After scaling,
80% of the database which is normally called training
datasets will be utilized to train and validate the prediction
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model, the remained 20% of the database which is normally
called testing datasets will be used to check the model
performance [39, 40], and the consistency of data distri-
bution of these two datasets can reduce the impact of the
data partitioning process on model performance.

2.2. Empirical Techniques. +e empirical equation of the
United States Bureaus of Mines (USBM) [41, 42] is the most
common and widely used technique for PPV prediction, and
that equation can be described as

PPV � a
D
��
W

√ 

−b

, (1)

where a and b are the constants that are affected by the mine
geology; D is the distance between the monitoring station
and blasting point; and W is the weight of explosive charge
detonated per delay.

In addition to the abovementioned empirical formula,
two equations proposed by Davies et al. [43] and the Bureau
of Indian Standard [44] were also selected.

Davies et al.:

PPV � aD
−b

W
c
. (2)

Bureau of Indian Standard:

PPV � a
W

D2/3 
b

. (3)

2.3. Artificial Neural Network (ANN). +e ANN model is an
important branch of the machine learning (ML) technique
and is inspired by the human brain [45, 46]. With the help of
computer calculation, many problems including blast-in-
duced rock movement [47–49], blast-induced overpressure
[50], rockburst [51], flyrock [52], and rock fragmentation
[53, 54] can be solved by learning message from the input
variables and using these messages to predict the output
variables. After reviewing previous studies [55, 56], multi-
layer perception (MLP) which is composed of input layers,
hidden layers, and output layers is the best type of neural
network among many artificial neural networks. In the
multilayer perception model, the layer in the multilayer
perception consists of one or more nodes, and the line
between the nodes show the information exchange.

To train the neural network, an efficient learning algo-
rithm should be selected. According to the study of Jahed
Armaghani et al. [57], Dreyfus [58], and Pedrycz et al. [59],
the back-propagation (BP) algorithm is the most competent
learning algorithm for MLP neural networks. During the
process of the BP algorithm, the message learned from the
input variables is used to predict the output variables, then
the predicted values of the output variable will be compared
with the actual values, and the error will be calculated [60].
After that, the error will be sent back for updating the in-
dividual weights in the neural network, and that process will
be repeated until the error of the predict value and actual
value reach a defined level [61].

S/
B

H
/B

B/
D

T/
B

U
/B

PF
W

D
PP

V

PPVDWPFU/BT/BB/DH/BS/B

1.00
0.75
050

0.25
0.00

4

3

25

20

1.5

1.0

0.30
0.25
0.20
0.15

1.0

0.5
200
100

0

200

100

0

20

0

0.8 1.0 1.2 1.4 2 4 20 25 30 0.5 1.0 1.5 2.0 0.2 0.3 0.50 0.75 1.00 100 200 100 200 0 20 40

0.34 –0.59 0.35 –0.14 0.34

∗∗∗ ∗∗∗

∗∗∗

∗∗∗ ∗∗∗

∗∗

∗∗

∗∗∗

∗

∗∗∗∗∗∗

∗∗∗∗

–0.02 –0.19 0.11

–0.38 0.59 –0.04

–0.48

0.5 0.47 0.01 0.12

0.0

–0.07

0.11

0.01

0.04

–0.78

0.26

–0.01

–0.04

–0.19

0.33

0.16

–0.09

0.02

0.03

–0.91

0.33

–0.06

0.11

–0.03

Figure 1: Scatter plot of the established database.
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2.4. Support Vector Regression (SVR). SVR was successfully
applied in solving engineering problems including hydro-
carbon reservoir prediction [62], the thermal conductivity of
frozen soil prediction [63], and rock mass parameter [64]
prediction. +at algorithm is developed from the statistical
learning theory, and the input variables were reflected into a
high-dimensional space by using the kennel function [65, 66].

+e kennel function provided by support vector re-
gression (SVR) mainly includes three types such as the linear
kernel, polynomial kernel, and radial primary kernel
function [67]. Among these kernel functions, the radial
primary kernel function was found to be the most efficient
kernel function for higher predictive performance [68].

2.5. SSA-GP

2.5.1. Salps Swarm Algorithm (SSA). Normally, the hyper-
parameter of the prediction model such as ANN, RF, SVR,
and GP is obtained from the trial-and-error method, but this
method is time consuming and it is hard to find the optimal
hyperparameter combination when there are several in the
prediction model. +e emergence of a metaheuristic algo-
rithm provides a good way to solve this problem, and by
using these algorithms, the optimal hyperparameter com-
bination can be found after hundreds of iterations. In this
area, many metaheuristic algorithms were inspired by the
natural phenomenon such as animal behavior (Harris
Hawks Optimization Algorithm (HHO) [69], Grey Wolf
Optimizer Algorithm (GWO) [70, 71], etc.) and evolu-
tionary behavior (Differential Evolution Algorithm (DE)
[72], Genetic Algorithm (GA) [73, 74], etc.). +e salp swarm
algorithm is a metaheuristic algorithm inspired by the be-
havior of the salp swarm in the ocean [31]. Like the behavior
of jellyfish, the salp moves forward by pumping water from
the salp body. Meanwhile, the salp always forms a swarm in
the deep ocean, and some research studies [31, 75] show that
the swarm behavior (shown in Figure 2) of the salp can help
the salp determine the location of food resource fastly and
accurately. According to the research of Mirjalili et al. [31],
Faris et al. [76], and Sayed et al. [77], the salp chains consist
of a leader salp (the first salp in the salp chain) and follower
salps (rest of the salps in the salp chain). +e lead salp
controls the moving direction, and the follower salps will
follow the leader salp during the movement of the salp chain.

+e updating rule of the position of the leader and
follower salp is given by [31]

x
1
j �

Fj + c1 ubj − lbj c2 + lbj , c3 ≥ 0,

Fj − c1 ubj − lbj c2 + lbj , c3 < 0,

⎧⎪⎨

⎪⎩
(4)

with

c1 � 2 exp −
4l

L
 

2
⎛⎝ ⎞⎠, (5)

where x1
j and Fj are, respectively, the position of the leader

salp in the salp chain and the position of food resource; ubj
and lbj are, respectively, the upper bound and lower bound

of jth dimensional; c1, c2, and c3 are random numbers; and l
and L are, respectively, the current andmaximum number of
iteration.

After obtaining the position of the leader salp in the salp
chain, the position of the following salps can be expressed as
follows:

x
i
j �

1
2

x
i
j + x

i−1
j , (6)

where xi
j represents the position of ith salp in the j dimension

and i is the number greater than or equal to 2.

2.5.2. Gaussian Process (GP). +e Gaussian process (GP)
can find a relationship between the input variable value and
the output variable value of the training datasets, and the
predicted output variable value of the testing datasets can be
calculated using the created relationship. According to the
study of Yu et al. [35], Arthur et al. [79], and Fang et al. [36],
a GP model can be determined by the mean function m(x)
and covariance function k(x, x′), and that model f(x) is
defined as follows:

f(x) ∼ GP m(x), k x, x′( ( , (7)

subjected to

m(x) � E[f(x)],

k x, x′(  � E [f(x) − m(x)] f x′(  − m x′(   .
 (8)

AssumeD� (xi, yi) is the training dataset of the Gaussian
model, where xi and yi are, respectively, the input and output
vector.

+en, the standard linear regressionmodel is determined
using the following formula:

y � f(X) + ε, (9)

where ε is an independent random variable, ε ∼ N(0, σ2n),
where σn is the variance.

Given the new testing input x∗ and the training setD, the
goal of the GPmodel is to calculate the y∗ using the posterior
probability formula.

+e parameters in the mean function m(x) and co-
variance function k(x, x′) constitute the hyperparameters of
the Gaussian process model, which are the only parameters
to be determined in the Gaussian process.

2.5.3. Hybrid of the SSA and GP. During the development of
the GP model, the combination of hyperparameters is a very
important issue for achieving higher predictive perfor-
mance. Normally, the optimal combination of hyper-
parameters in the Gaussian process was found by using the
conjugate gradient algorithm, but it is easy to fall into local
optimum and that algorithm is strongly dependent on the
initial value.

After scaling the collected datasets into the range of 0 to
1, the collected database will be randomly split into the
training (80%) and testing datasets (20%). +e SSA algo-
rithm was used to find the optimal combination of
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hyperparameters by learning knowledge from training
datasets, and the obtained hyperparameter combination will
be used to establish the optimal GP model (see Figure 3). In
this process, the 10-fold cross-validation method was ap-
plied to calculate the fitness value for hyperparameter
searching and optimal GP model development. During the
10-fold cross-validation method, the training datasets were
split into 10 folds; 9 of them will be utilized to develop the
prediction model, and the remained one will be used to test
the performance of that model. After 10 runs, each dataset
will have the opportunity to be learned and tested, and the
overfitting and underfitting phenomenon can be avoided.
Finally, the testing datasets will be used to evaluate the
established optimal GP model by using performance eval-
uation metrics.

In this study, the blast-induced ground vibration models
were developed in the MATLAB environment, and the
computation code was programmed using MATLAB lan-
guage and implemented on the computer with Intel (R) Core
(TM) i7-7500U CPU running at 2.70GHz and 2.90GHz.

3. Results and Discussion

3.1. Results of Empirical Models. For the empirical model,
two constants are determined by using the MATLAB code
based on 70 training datasets which are the same as those
used in the proposed ANN, SVR, GP, and SSA-GP model.
After regressing, these fitted equations were obtained and
are as follows:

PPV � 167.8 ×
D
��
W

√ 

−0.9846

, (10)

PPV � 370.6 × D
−1.21

× W
0.5221

, (11)

PPV � 1.901 ×
W

D2/3 
1.215

. (12)

After formula regression, the testing datasets (18 blasting
datasets) were predicted using the abovementioned evolu-
tion formula, the model performance of equation (10) was
found to be an R2 of 0.64 and 0.67, RMSE of 4.92 and 3.94,
and VAF of 70.45 and 75.36, the model performance of
equation (11) was found to be an R2 of 0.70 and 0.75, RMSE
of 4.44 and 3.43, and VAF of 70.44 and 74.74, and the model
performance of equation (12) was found to be an R2 of 0.46
and 0.47, RMSE of 6.00 and 4.97, and VAF of 45.92 and
47.67.

3.2. Results of the ANNModel. To check the performance of
using the ANN model to forecast the peak particle velocity,
various ANN models should be built for optimal ANN
model development. In the ANN model, the number of
hidden layers and hidden nodes significantly affect the
model performance due to the different weights and biases.
An ANN model with too many hidden layers and hidden
nodes may lead to the excessive learning of the training
datasets, while too few of them will lead the ANN model to
not be able to effectively learn the knowledge from the
training datasets. Here, we constructed 17 ANNmodels with
1 hidden layer and a different number of hidden nodes
ranging from 1 to 17 after following the suggestion of
Mohamad et al. [80] and Hecht-Nielsen [81]. With the help
of the 10-fold cross-validation method, an ANN model with
1 hidden layer and 3 hidden neurons in this hidden layer
shows the best results (R2 of 0.85 and 0.83, RMSE of 3.14 and
2.78, and VAF of 85.29 and 83.86 for training and testing
datasets) and determined as the prediction model to evaluate
peak particle velocity in this research.

3.3. Results of the SVRModel. Similar to the development of
the ANNmodel, the blast datasets were converted, and then, a
grid search method (GSM) was used to search the optimal
hyperparameter combination for PPV prediction. In the SVR

Follower

Resource

Leader

Salp chain

Salp

Figure 2: Swarm behavior of the slaps in the deep ocean (picture of the salp modified from [78]).
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model, two hyperparameters including penalty factor (C) and
gamma (g) in the RBF kernel should be determined. Here,
the search scope of log 2(C) and log 2 (g) are−10.0 to 10.0, the
cross-validationmethod was applied to guide hyperparameter
selection, and the hyperparameter is optimal when the fitness
value is the smallest. As a result, the optimal combination ofC
and g was found with C� 10.556 and g � 0.435. It is found
that the R2 values are 0.87 and 0.84, the RMSE values are 2.91
and 2.71, and the VAF values are 87.32 and 84.34 for training
and testing datasets, respectively.

3.4. Results of the GP Model. Using the conjugate gradient
algorithm, the hyperparameter combination of an original
Gaussian process model was searched after learning
knowledge from the training datasets. After training, the
Gaussian process model yielded a prediction performance of
R2 � 0.86, RMSE� 3.00, and VAF� 86.46 for training data-
sets and R2 � 0.87, RMSE� 2.43, and VAF� 87.40 for testing
datasets.

3.5. Results of the SSA-GP Model. For developing the SSA-
GP model, the number of salps in the salp chain and the
maximum iteration should be determined first. +en, 9 SSA-
GP models with the number of salps ranging from 20 to 300
and maximum iteration of 500 were established, the fitness
curve calculated from the 10-fold cross-validation method of
each SSA-GP model was recorded, and the hyperparameter
combination is the best when the fitness value is smallest.
After setting parameters for the SSA algorithm, the salps find
the optimal location for the GP models with the corre-
sponding parameters. Model results show that the number

of salps does not have a significant effect on the fitness curve,
and then, 20 and 500 were selected to be the optimal number
of slaps and a maximum number of iterations.

After determining the hyperparameters of the SSA-GP
model, the optimal SSA-GP model was established and
evaluated by using R2, RMSE, and VAF. After predictive
performance evaluation, the results show that the measured
PPV values agree well with the predicted PPV values with
R2 � 0.88, RMSE� 2.78, and VAF� 88.38 for the training
datasets and R2 � 0.89, RMSE� 2.25, and VAF� 89.37 for
testing datasets.

3.6. Performance of Various Models. For the comparison of
the model performance, three performance metrics in-
cluding R2, RMSE, and VAF were applied, and a prediction
model can be considered as the best model when R2 �1,
RMSE� 0, and VAF� 100. Meanwhile, the value of these
performance metrics can be calculated using the following
formula [32, 82–87]:

R
2

� 1 −


N
i�1 y − ypre 

2


N
i�1 (y − y)

2 , (13)

RMSE �

������������



N

i�1

y − ypre 
2

N




, (14)

VAF � 100 × 1 −
var y − ypre 

var ypre 
⎛⎝ ⎞⎠, (15)
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Figure 3: Flowchart of the SSA-GP model.
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where N, y, y, and ypre are the number of datasets, the
average PPV values, the actual PPV values, and the predicted
PPV values, respectively.

Besides the statistical criteria shown above, the Akaike
Information Criterion (AIC) and Schwarz Bayesian Crite-
rion (SBC) were also utilized after reviewing the study of
Agoubi and Kharroubi [88] and Phiri et al. [89].

AIC � ln 
N

i�1

ε2i
N

⎡⎣ ⎤⎦ +
2k

N
,

SBC � ln 
N

i�1

ε2i
N

⎡⎣ ⎤⎦ + k ln
(N)

N
,

(16)

where ε is the residual value and k is the number of estimated
coefficients.

For comparing the prediction performance of the em-
pirical model 1, empirical model 2, empirical model 3, ANN
model, SVR model, GP model, and SSA-GP model, the
datasets (88 measured PPV datasets) were compared with
the 88 predicted PPV datasets, as shown in Figure 4. It shows
that the predicted blast-induced ground vibration value
obtained from the empirical model 1, empirical model 2,
empirical 3, ANN model, SVR model, GP model, and SSA-
GP model and the measured blast-induced ground vibration
shows the same data distribution trend. Meanwhile, the
errors between these measured 88 datasets and the predicted
88 PPV datasets obtained from the empirical model 1,
empirical model 2, empirical 3, ANNmodel, SVRmodel, GP
model, and SSA-GPmodel were plotted in Figure 5. It can be
seen that error of the SSA-GP in each sample is smaller. +e
performance shows that the predicted PPV values provided
by SSA-GP are closer to the measured PPV values than the
PPV values provided by the other 6 prediction models, while
the difference between the measured PPV value and the
value predicted by the empirical model 3 is the biggest.

By comparing the results shown in Table 1, the proposed
SSA-GP model yield better prediction performance in PPV
prediction due to the higher R2 and VAF value, lower RMSE
value, and higher summing ranking value obtained from the
ranking method proposed by Zorlu et al. [90]. Meanwhile, the
prediction performance of empirical model 3 is the worst
among these 7 predictionmodels. Notably, theVAF value of the
empirical model 3 in PPV prediction was only 45.92 and 47.67
for training datasets and testing datasets, whereas these values of
the proposed SSA-GP model were 88.38 and 89.37. +e values
of those performance metrics prove that the proposed SSA-GP
model is the most dominant model for PPV prediction.

Also, the PPV value compassion shown in Figure 6
expresses that the errors between the actual PPV value
and the value predicted by the SSA-GP model are smaller,
which also means that the difference between actual PPV
values and the predicted values obtained from the ANN
model, SVR model, GP model, empirical model 1, empirical
model 2, and empirical model 3 is greater. Besides the
prediction model provided in this study, the same database
was studied by Hudaverdi [37] using multivariate analysis,
and the prediction performance of SSA-GP was found to be
superior.

Besides R2, RMSE, and VAF, the AIC and SBC values
were also calculated using equations (12) and (13), the AIC
value of the empirical model 1, empirical model 2, empirical
model 3, ANN, SVR, GP, and SSA-GP is 6.13, 1.04, −1.09,
2.45, 1.15, −2.80, and -3.46, and the BIC value of the em-
pirical model 1, empirical model 2, empirical model 3, ANN,
SVR, GP, and SSA-GP is 6.33, 1.23, −0.89, 2.65, 1.35, −2.60,
and −3.26, respectively. Normally, the smaller the AIC and
SBC value, the better the suitability of the prediction model.
+erefore, SSA-GP was found to be the best prediction
model among these 7 models.

+e run time of developing a prediction model was
recorded to check the time complexity of the prediction
model. In this investigation, the run time from data pre-
processing to dataset prediction was recorded, and the run
time of the ANNmodel, SVRmodel, GPmodel, and SSA-GP
model was 0.20, 31.57, 0.46, and 405.24 seconds, respectively.
It is found that the SVR model and SSA-GP model take a
longer time than ANNmodel and GP model, and the reason
for this is that the hyperparameter optimization process of
the SVR model and SSA-GP model was contained in the
model development process. Although more time needs to
be used in SSA-GP development, it can be accepted when
comparing with the model performance improvement.

3.7. Performance of Dependency Analysis. After model de-
velopment and performance comparison, a performance
dependency analysis was carried out to analyze the effect of
the number of training datasets (NTD) on the model per-
formance. In this analysis, 7 ANN models, 7 SVR models, 7
GPmodels, and 7 SSA-GPmodels with the NTD equal to 10,
20, 30, 40, 50, 60, and 70 were developed, and 10 unused
datasets in the collected database were used to check the
model performance. It can be seen from Figure 7 that the
prediction accuracy evaluated by the R2 value of these
models gradually increases and finally tend to be stable when
NTD is large than 40. +is phenomenon shows that the
developed prediction model can provide stable results when
used in the engineering site.

3.8. Sensitivity Analysis. To identify the most sensitive pa-
rameter, a sensitivity analysis was carried out and a cosine
amplitude method [91] was utilized. In this method, the
sensitive value is 0 when that variable is least important and
is 1 when that variable is most important. After calculating,
the sensitive value of the ratio of bench height to burden (H/
B), the ratio of spacing to burden (S/B), the ratio of burden to
hole diameter (B/D), the ratio of subdrilling to burden (U/
B), the ratio of stemming to burden (T/B), the distance
between the monitoring station and blasting point (D), and
the weight of explosive charge detonated per delay (W) is
0.8519, 0.8503, 0.8459, 0.8379, 0.8514, 0.8249, and 0.6712,
respectively. +e results show that the ratio of bench height
to burden (H/B) is the most sensitive parameter among these
variables. Meanwhile, there is little difference between the
ratio of bench height to burden (H/B), the ratio of spacing to
burden (S/B), the ratio of burden to hole diameter (B/D), the
ratio of subdrilling to burden (U/B), the ratio of stemming to
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burden (T/B), and the distance between the monitoring
station and blasting point (D). Normally, the distance be-
tween the monitoring station and blasting point (D) and the
weight of explosive charge detonated per delay (W) were
considered in the empirical prediction model, but the
sensitivity analysis shows that more variables should be
considered in future investigation.

3.9. Superiority and Limitations. After studying, a novel
SSA-GP model was proposed and utilized to predict the
blast-induced ground vibration caused by blast operation in
Akdaglar Quarry. +is method is inexpensive and has high
precision, and the related modeling process of SSA-GP can
guide the development of other hybrid models. Compared
with three empirical prediction models, ANN model, and
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Table 1: Model performance of various models.

Train Test
Sum

R2 RMSE VAF R2 RMSE VAF
Empirical 1 0.64 4.92 70.45 0.67 3.94 75.36 —
Empirical 2 0.70 4.44 70.44 0.75 3.43 74.74 —
Empirical 3 0.46 6.00 45.92 0.47 4.97 47.67 —
ANN 0.85 3.14 85.29 0.83 2.78 83.86 —
SVR 0.87 2.91 87.32 0.84 2.71 84.34 —
GP 0.86 3.00 86.46 0.87 2.43 87.40 —
SSA-GP 0.88 2.78 88.38 0.89 2.25 89.37 —
Empirical 1 2 2 3 2 2 3 14
Empirical 2 3 3 2 3 3 2 16
Empirical 3 1 1 1 1 1 1 6
ANN 4 4 4 4 4 4 28
SVR 6 6 6 5 5 5 33
GP 5 5 5 6 6 6 33
SSA-GP 7 7 7 7 7 7 42
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SVM model, the proposed SSA-GP model can accurately
predict the blast-induced ground vibration, and the accuracy
of that model can be easily improved by enlarging the
collected database or collecting more variables.

Although some achievements have been obtained, some
limitations were also found and should be considered in
future investigations. First, the developed SSA-GP model in
this study is a black box method and may be difficult for
mining engineers when comparing with an explicit equation.
+en, only a small database with 88 datasets and 9 variables
was collected from the previous study, which may affect the
precision of the developed model and the sensitivity analysis
results. Meanwhile, the use of the ratio of two parameters
and the lack of consideration of geology and explosive
parameters may make the prediction a bias, so these

problems should be considered in future investigations. So,
the collection of a bigger database with more datasets and
more variables such as rock type and detonation delay time
can be considered in future investigation. Also, developing
an SSA-GP model needs more time when comparing with
the ANN, SVR, and GP model, but it is meaningful. Last,
only the GP model was optimized by the SSA in this paper.
Although the SSA is a newly proposed metaheuristic al-
gorithm and the optimization performance was proved
when comparing with PSO, GSA, BA, FA, and GA, in the
previous study, a more detailed comparison of using the SSA
to optimize the hyperparameters of the prediction model
such as the ANN, SVR, or RF or the comparison of using the
different metaheuristic algorithm to optimize the GP model
is meaningful.
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As a machine learning model, the development of the
prediction model is based on the collected database, so the
developed SSA-GP model is only suitable for Akdaglar
Quarry. But, the mining engineers in other mines can use the
modeling process provided in this paper for developing their
prediction model. Nevertheless, this study is a powerful
supplement to the blast-induced ground vibration predic-
tion and can be utilized to control the blast-induced hazard.

4. Conclusions

For an open-pit mine, blasting is a very important part of the
mining process, and the quality of blasting has a significant
impact on the mining economy. However, some unwanted
effects, especially blast-induced vibration, can usually be
found due to the wasting of explosive energy and lead to
safety risks to the surrounding resident’s lives and buildings.
It is, therefore, stated that the high-precision prediction of
peak particle velocity (PPV) is meaningful and can provide
help for both mining engineers and the government.

For the easy-operated, inexpensive, and accurate blast-
induced ground vibration determination, a hybrid SSA-opti-
mized GP-based model, namely, SSA-GP, was proposed based
on an 88-dataset database. During the model development
process, the training datasets (70 datasets) were learned with
the help of the 10-fold cross-validation method and SSA
optimization method, then the testing datasets (18 datasets)
were predicted, and the performance was checked using some
performance metrics. +en, its performance was analyzed and
compared with the empirical, ANN, SVR, and GPmodels.+e
comparison results show that the proposed SSA-GP yields the
promising reliability with an R2 of 0.88 and 0.89, RMSE of 2.78
and 2.25, and VAF of 88.38 and 89.37 for training and testing
datasets and the smallest AIC and SBC value. Performance
dependency analysis results show that the developed prediction
model can provide a stable prediction performance when
forecasting the unused datasets. Sensitivity analysis shows that
more parameters should be considered in the future empirical
prediction model development rather than the explosive
charge of each delay and the distance from the blast block to the
monitoring station. +rough the acquired results, the superior
optimization ability of the SSA was verified, and that algorithm
has the potential to be applied in other prediction issues.
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Concrete is widely used in underground engineering and bears three-dimensional stress transmitted by overlying load. When a
fire occurs, the thermal expansion of concrete structure under such stress state is different from that under stress-free state. For
this purpose, a self-developed real-time high-temperature true triaxial test systemwas applied to investigate the thermal expansion
behavior of concrete under three-dimensional stress state. (e thermal expansion strain of concrete under the three-dimensional
stress undergoes strain increasing and strain stabilizing stages. At 600°C, the maximum thermal expansion strain of concrete
under the three-dimensional stress is 0.75%. (e average coefficient of thermal expansion of concrete under three-dimensional
stress condition was then calculated, and its value reaches the minimum of 8.68×10−6/°C at 200°C and the maximum of
13.41× 10−6/°C at 500°C. Comparing the coefficient of thermal expansion of concrete under stress-free condition given by
Eurocode, it is found that the three-dimensional stress has an obvious restraint on the thermal expansion of concrete.(e research
results can provide theoretical basis for the stability analysis of underground engineering concrete structures under high-
temperature environment.

1. Introduction

Underwater and underground tunnels are widely employed
in transportation due to their advantages of efficiency,
punctuality, safety, and energy conservation. Concrete
structure of these tunnels needs to bear three-dimensional
stress transmitted by the overlying water, soil, or rock
pressure and also occasional heating impact caused by fire
accident. Under such condition of three-dimensional stress
and high temperature, the concrete structure may generate
additional deformation and stress due to thermal expansion,
which will affect the safety and stability of the tunnel and
threaten the normal operation of the equipment and the lives
of personnel [1]. Different form thermal expansion behavior
under stress-free condition, the thermal expansion behavior
of concrete under three-dimensional stress condition is still
not completely understood and is thus of great importance
to study.

A large number of experimental studies [2–5] and nu-
merical simulations [6, 7] have been performed on the
coefficient of thermal expansion (CTE) of concrete mate-
rials. Loser et al. [8] proposed a method to measure the CTE
of hardened cement-based materials and studied the effect of
age on the CTE. Yeon et al. [9] performed in situ CTE test on
concrete and found that the CTE of concrete increased
slightly after a sudden decrease in a period of time and then
tended to stabilize, and the value of CTE of the initial stage
was about twice that of the stable phase. Childs et al. [10]
developed a method for measuring the CTE of ultra-high-
strength cement-based materials using optical fiber sensors.
Siddiqui et al. [11] studied the CTE of concrete with different
types of aggregates and cement paste volumes and proposed
a method to optimize the CTE of concrete. Abdulkareem
et al. [12] studied the thermal expansion behavior of geo-
polymer slurry at high temperature under different heating
rates. Turcry et al. [13] studied the effect of temperature on
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the autogenous shrinkage of cement slurry. Zhou et al. [14]
established a model based on thermodynamic analysis to
predict the CTE of concrete and found that the type of
aggregate was the main influencing factor.

(e studies mentioned above mainly consider the in-
fluences of concrete composition materials, age, water
content, and heating rate on thermal expansion behavior.
(ermal deformability of concrete is also conditioned by the
curing conditions [15] and some of its properties [16].
However, the concrete structure of underwater and un-
derground tunnels is often under three-dimensional stress
condition, which is different from the stress-free condition.
Joaquı́n et al. [17] argued that the applied volumetric
compressive stress could significantly decrease the volu-
metric expansion rate of concrete caused by alkali silicate
reaction (ASR). Moreover, stress seems to have a great in-
fluence on the thermal expansion behavior of other mate-
rials, for example, graphite, ceramic, and glass [18–21].
(erefore, it is highly important to investigate the thermal
expansion behavior of concrete under three-dimensional
stress condition.

In this study, a real-time high-temperature true triaxial
test system is especially designed to perform thermal ex-
pansion tests on cubic concrete samples under triaxial stress
condition, the thermal expansion strain is measured during
the heating process, and the CTE under three-dimensional
stress condition is analyzed and compared with that under
stress-free condition.

2. Test Preparations

2.1. Test Equipment. (e real-time high-temperature true
triaxial test system (see Figure 1) is especially designed to
investigate the thermal expansion behavior of geomaterial
under triaxial compression stress. (e system is mainly
composed of three modules: true triaxial loading module,
high-temperature control module, and servo control and
data acquisition module [22]. (e maximum and minimum
principal stresses are, respectively, up to 1000 and 200MPa
at a real-time maximum temperature of 600°C. Meantime,
the changes in displacement and stress in the three direc-
tions are continuously monitored by Linear Variable Dif-
ferential Transformer (LVDT) during the loading and
heating process. Four groups of detachable rigid heating
components are employed for the achievement of real-time
high temperature. Each group of heating components is
composed of 1 electric thermocouple and 8 heating rods,
which are inserted in the 4 corners of the thermoplastic mold
steel. (e mold steel is used as heat transfer medium to heat
the sample, as shown in Figure 2. (erefore, the system can
truly simulate the high-temperature and triaxial compres-
sion stress environment for the concrete in underground
engineering.

2.2. Sample Preparation. According to the mixture pro-
portions of the concrete (see Table 1), the concrete was
poured into a cubic sample of 150×150×150mm. After
being cured for 72 hours, the sample was demolded and was

placed in a special curing room for 60 days. (e special
values of the constant temperature and constant humidity
for concrete curing are 20± 2°C and a relative humidity
greater than 95%, respectively. (e concrete specimens are
put into water and submerged for long term. In order to
prevent the concrete from being acidified, add a small
amount of lime powder to the water. A quartz sample of
50× 50×100mm was also prepared to calibrate test results.

In order to reduce the dispersion of test results induced
by the heterogeneity of samples, a series of nondestructive
detection methods, for example, density test, rebound
strength test, and P-wave velocity measurement, were used
for screening the samples [23, 24]. (e value ranges of
density, rebound strength, and P-wave velocity of the
samples after detection methods are 2.423–2.639 g/cm3,
40.9–46.7MPa, and 4328–4820m/s, respectively. It is clear
that there is only a small variation range and the prepared
samples are thus considered to be relatively homogeneous.
(is could reduce errors caused by factors such as internal
defects of the sample and improve the accuracy of data for
subsequent test results.

2.3. Test Condition Setting. Immersed tube tunnel is in-
creasingly used in traffic engineering and thus selected as a
case to study. After the analyses of overlying loading on the
tunnel [25, 26], a hydrostatic pressure of 0.5MPa is de-
termined and applied on the sample to simulate the three-
dimensional stress condition.

When a fire occurs in an immersed tube tunnel, the
temperature of inflammation point may rise to 1200°C. (e
concrete structure cannot withstand such high temperature,
and the serious part is easy to collapse. However, considering
that the strength loss of concrete is about 60–75% when
temperature reaches 600°C [27, 28], a dual fire protection of
“fire board + aluminum silicate fiber fire blanket” is thus
often used in immersed tube tunnels and has the effect of fire
prevention and heat insulation from inflammation point
[29]. With the help of such protection, the maximum
temperature of concrete structure in immersed tube tunnels
is below 600°C. (erefore, it is considered to carry out the

Servo control module

True triaxial loading module

High temperature
 control module

Data collection module

Figure 1: Photo of real-time high-temperature true triaxial test
system.
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experiment in the range of 600°C, and 6 temperature levels of
100, 200, 300, 400, 500, and 600°C are selected for heating
treatment.

2.4. Experiment Procedure. (e displacement control is
adopted for three-dimensional stress loading, and the
loading rate is 0.001mm/s. A hydrostatic stress of 0.5MPa is
applied on the samples to simulate the three-dimensional
loading and held constant during the following thermal
expansion deformation test.

After the load reaches the preset stress, the system is
started to heat the sample from room temperature (RT) to
the preset temperature T. (e system should be kept for 2 h
to ensure uniform heating inside the sample. (e heating
rate and the temperature relationship between heater and
sample surface are shown in Figure 3.

During the heating process, a constant hydrostatic stress
of 0.5MPa is applied on the samples. (ree sets of LVDTare
arranged in each direction, and each set contains 2 trans-
ducers.(e arrangement of transducers is shown in Figure 2.
(e system collects the displacement changes of the concrete
in the three directions from the beginning of the temper-
ature rising to the end of the constant temperature. In order
to eliminate the error of the instrument itself during the
heating process, a quartz sample is first used to calibrate the

results. Because the CTE of the quartz sample is about
5.5×10−7/°C, which is far lower than the CTE of concrete,
and the thermal expansion of the quartz sample in the three
directions can be ignored, the strains in the three directions
in the cases of the quartz sample can be directly used as the
thermal expansion strains of the instrument itself.

By eliminating the deformation of the instrument itself,
the thermal expansion deformations of concrete under the
three-dimensional stress condition can be obtained, and
then the three-dimensional thermal expansion strains of the
samples under three-dimensional stress condition are
calculated.

Considering that the studied concrete is homogeneous
and is subjected to a hydrostatic stress, an average value of
the thermal expansion strains in the three directions is used
to calculate the CTE of the samples under the three-di-
mensional stress condition. (e formulas are written as

εn(T) �
Ln,T − Ln,S

Ln,0
, (n � 1, 2, 3), (1)

αC(T) �
1/n  εn(T)

ΔT
, (2)

where εn(T) and Ln,T are the thermal strain and thermal
deformation of the concrete in the n direction at a

Pressure sensor

Heater

LVDT

LVDT

σ1

σ1

σ2

σ2

σ2 σ2

σ1

σ1

σ2

σ3

σ3

σ2

(a)

(b)

(c)

(d)

Figure 2: Schematic diagram of real-time high-temperature true triaxial loading system. (a) Real-time high-temperature true triaxial test
system. (b) Interior layout drawing of real-time high-temperature true triaxial test system. (c) Schematic of the subsystem for the maximum
and intermediate principal stress loading. (d) Schematic of the subsystem for the major principal stress loading.

Table 1: Mixture proportions of the concrete used in the experiment.

Strength
grade

Cementitious
material

Water cement
ratio

Cement
(%)

Fly ash
(%)

Slag powder
(%)

Sand rate
(%)

Water reducing
agent

C50 420 kg/m3 0.35 45 25 30 43 1 kg/m3
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temperature of T; Ln,0 is the initial length of concrete in the
n direction; Ln,S is the thermal deformation of the quartz in
the n direction at a temperature of T; αC(T) is thus the
average value the CTE under three-dimensional stress; ΔT
(°C) is the temperature change of the samples.

3. Test Results of Thermal
Expansion Deformations

3.1. Evolutions of 5ermal Expansion Strain during Heating
Process. Figures 4(a)–4(f) present the curves of the three-
dimensional thermal expansion strains versus time under
three-dimensional stress condition. In this study, the tensile
strains produced by the thermal expansion of concrete are
taken as positive. After heating to about 60min, the thermal
expansion strains enter the stable stage. At this time, the
three-dimensional thermal expansion strains under three-
dimensional stress condition basically reach the maximum.
At 600°C, the maximum thermal expansion strain of the
concrete under three-dimensional stress reaches 0.75%. (e
three-dimensional thermal expansion strains of the concrete
under three-dimensional stress at various temperatures are
summarized in Table 2.

3.2. Average CTE of Concrete under5ree-Dimensional Stress
Condition. (e average CTE of concrete under three-di-
mensional stress condition is calculated according to Table 2
and equations (1)-(2), and the results are shown in Figure 5.
(e average CTE of concrete under three-dimensional stress
condition presents an S-shaped trend with temperature
changes. (e CTE of concrete under three-dimensional
stress condition presents a downward trend within
100–200°C, then an upward trend up to 500°C, and finally a
downward trend within 500–600°C. (e CTE of concrete
under three-dimensional stress condition reaches its mini-
mum of 8.68×10−6/°C at 200°C and reaches the maximum of
13.41× 10−6/°C at 500°C.

4. Discussions

As mentioned above, the thermal expansion property of
concrete is highly important for the structure stability an-
alyses of underground and underwater tunnel subjected to
fire accident. Previous study indicated that the thermal
deformation of cement-based materials is closely related to
temperature and stress state [30]. However, the CTE in most
of existent standard of cement structures is usually measured
under stress-free condition, and the calculation results of
thermal deformation of concrete structures based on the
CTE under stress-free condition may not be applicable in
underground or underwater tunnels. Concrete structures are
all subjected to three-dimensional stress. (e thermal de-
formation of the structure is related not only to the tem-
perature load but also to the stress. Using the CTE of
concrete under the free-stress state to calculate the thermal
expansion of the structure will be excessively exaggerated or
small, and the calculation of the structural thermal stress is
not accurate. In order to understand the difference between
the thermal deformation of concrete under the three-di-
mensional stress condition and the stress-free condition, a
typical CTE model of concrete under stress-free condition,
which was suggested by the European Standards [31], is used
to compare with the CTE measured in the present work.

To deal with the design of concrete structures for the
accidental situation of fire exposure, a formula is suggested
by the European Standards to calculate the thermal ex-
pansion strain of ordinary concrete and written as follows:

Δ l / l � 2.3 × 10−11
T
3

+ 9 × 10−6
T − 1.8 × 10−4 20°C≤T≤ 600°C( .

(3)

(e comparisons of the CTE of the concrete from the
European Standards and the present work are shown in
Figure 6. At 100°C, the CTE of concrete under three-di-
mensional stress is slightly larger than that given by the
European Standards. After 200°C, the CTE of concrete under
stress-free condition is about 1.07–1.47 times of the CTE
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Figure 3: (e temperature relationship between heater and sample surface.
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under three-dimensional stress condition. In other words,
the three-dimensional stress condition has obvious restraint
effect on the thermal expansion of concrete. (e effect of
three-dimensional stress on the CTE of concrete could be

attributed to two mechanisms, that is, the compression
deformation due to degradation of elastic modulus under
high temperature [31–35] and restrain of thermal-induced
microcracks [36–38]. (erefore, the CTE of concrete under
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Figure 4: (ermal expansion strains of concrete under three-dimensional stress condition. (a) 100°C, (b) 200°C, (c) 300°C, (d) 400°C, (e)
500°C, and (f) 600°C.
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three-dimensional stress condition is smaller than that
under stress-free condition. A similar phenomenon has been
also observed on rock materials [39, 40].

5. Conclusions

Six groups of concrete samples were screened out to
perform thermal expansion tests at different temperatures
under three-dimensional stress condition. (e thermal

deformation behavior of the concrete under three-di-
mensional stress condition was investigated; the CTE was
compared with that under stress-free condition. (e
thermal expansion strain of concrete under the three-di-
mensional stress undergoes strain increasing and strain
stabilizing stages. At 600°C, the maximum thermal ex-
pansion strain of concrete under the three-dimensional
stress is 0.75%. (e average coefficient of thermal expan-
sion of concrete under three-dimensional stress condition
was then calculated, and its value reaches the minimum of
8.68 ×10−6/°C at 200°C and the maximum of 13.41 × 10−6/°C
at 500°C. (e average CTE of concrete under three-di-
mensional stress condition presents an S-shaped trend with
temperature changes. (e CTE of concrete under three-
dimensional stress condition reaches its minimum of
8.68 ×10−6/°C at 200°C and the maximum of 13.41 × 10−6/°C
at 500°C. By comparing the CTE of concrete under stress-
free condition suggested by Eurocode, it is found that the
three-dimensional stress has a significant restriction on the
thermal expansion of concrete. (e above research results
can provide a theoretical basis for the stability analysis of
underground concrete structures under sudden-fire and
high-temperature environments.
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Sandstone-roofed roadways are susceptible to deformation and failure caused by reservoir-water-induced disturbances, thereby
compromising human safety. Using rock-mechanics testing techniques, numerical simulations, and engineering principles, this
study investigates the strength, deformation, and pore-structure characteristics of sandstone roofs as well as means to support the
surrounding rock structure. ,e results obtained in this study reveal that the residual strain is proportional to the pore-water
pressure, which, in turn, causes a significant reduction in the elastic modulus during the unloading phase. Furthermore, an
increase in the pore-water pressure causes the shear failure of specimens in compression. ,e delay between crack initiation and
specimen-volume expansion decreases. Moreover, the specimen demonstrates increased deformation and failure responses to
changes in the confining pressure, thereby resulting in accelerated conversion. Changes in water inflow can be correlated to crack
initiation, propagation, and fracture. ,is water inflow gradually increases with an increase in the osmotic pressure. Corre-
spondingly, the volumetric strain required for maximum water inflow undergoes a gradual decrease. ,e increased water inflow
can be considered a precursor to specimen failure. In addition, fractures in the surrounding rock structures are mainly caused by
joint dislocations.,e increase in pore pressure promotes the development of dislocation fractures in the deep surrounding rocks.
Subsequently, these fractures overlap with their open counterparts to form large fractures; this increases the roadway-roof
subsidence and layer separation of the shallow surrounding rocks, thereby further increasing the fracture count. Lastly, the use of
high-performance rock bolts, cable-bolt reinforcements, and W-shaped steel bands is expected to ensure the stability of rocks
surrounding sandstone-roofed roadways subject to water-pressure disturbances.

1. Introduction

,e rapid development of mining technologies has resulted
in an increased mineral-resource demand in China. How-
ever, these mineral resources, being nonrenewable, are
prone to depletion [1, 2]. ,erefore, the research on mining
of resources that require complicated extraction process,
especially those found under water bodies, such as reservoirs
and rivers, has attracted significant attention in recent times
[3]. Mining activities destroy existing rock-stress fields,
thereby causing movement of the overlying strata and
promoting the infiltration of surface water and water in
aquifers into the ground. In particular, surface water

bodies—the main supplemental sources of mine water-
—significantly affect the safety of underground production
activities. ,erefore, the safe extraction of minerals from
under water bodies is an important research topic from the
rock-mechanics and engineering viewpoints.

Sun et al. [4] studied the overburden-failure process
under reservoir mining conditions by performing physical
and numerical simulations. ,ey deduced the relationship
between the maximum height of the water-conducting fis-
sure development and coal-seam mining thickness. Dyke
et al. [5] studied the relationship between rock strength and
its sensitivity to water content. ,ey revealed that a decrease
in moisture content suppresses the onset of dilatancy and
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microcracking. Colback et al. [6] analyzed the relationship
between the compressive strength of South African quartzite
and changes in water content. Subsequently, they discussed
the quantitative effects of moisture on the compressive
strength of rocks. Hadizadeh [7] analyzed the softening
effect of water on sandstone. Risnes et al. [8] investigated the
weakening and damaging effects of water on the micro-
structures of cretaceous rocks; they reported the water-
weakening effect to be considerably reduced in high-ionic-
strength solutions. Yao [9] investigated the physical and
mechanical properties of water-enriched sandstones. ,ey
suggested the basic principle underlying the weakening of
water-rich roadway roofs. Zhu et al. [10] analyzed the in-
ternal mechanisms related to the impact of water on the
characteristic strength of saturated marble. ,ey postulated
that the mechanism influencing the fracture-initiation
strength after rock-sample saturation is due mainly to the
pore-water pressure and the “hindering force” of crack
propagation. Zhu et al. [11] analyzed the influence of water
pressure inside cracks on the compressive strength of rock
masses. Moreover, they deduced equations to evaluate the
initial rupture strength of rocks subjected to hydraulic
pressures. Chen et al. [12] discussed macromechanisms
underlying the changes in interactions between the water
pressure and confining pressure on rocks. ,ey revealed
cases involving hydraulic unloading to demonstrate a sig-
nificant impact on rock strength compared to those without
hydraulic unloading. Tang et al. [13] analyzed the evolution
patterns of the volume-expansion characteristics of sand-
stones with different moisture content.,ey reported that an
increase in moisture content decreases the closure stress,
initiation strength, damage strength, and peak strength of
sandstone. Deng et al. [14, 15] investigated the effects of
different pore-water pressures on the unloading deforma-
tion and failure characteristics of sandstone. ,ey observed
the lateral-expansion phenomenon to become obvious
under high and low pore water and confining pressures,
respectively. Xu et al. [16] performed pore-water pressures
tests on saturated sandstones subjected to cyclic loading and
unloading under constant triaxial confining-pressure set-
tings. ,ey reported the relationship between the residual
strain and cyclic numbers to agree with the power of neg-
ative index under cyclic loading and unloading pore-water
pressures. Wang et al. [17] experimentally studied the
evolution characteristics of sandstone permeability based on
the unloading path. ,ey reported sandstone to sustain
brittle failure and its lateral deformation and volume to
expand significantly upon an increase in the initial confining
pressure or unloading rate. Wang et al. [18] performed
permeability tests on gritstones during deformation and
failure under different confining-pressure conditions. ,ey
identified gritstone permeability as more sensitive to hoop-
strain changes during rock-sample deformation and failure.
Zhu et al. [19] studied the safety of coal mining under barrier
lakes. ,ey observed the coal-seam bedrock thickness to
exceed the required dimensions of the safety waterproof
pillar.

Most extant studies investigate the weakening of the
physical properties of sandstone under the action water as

well as the overburden-failure characteristics of underwater
mining activities. However, studies concerning the stability
and control of roadway-roof mining under water-pressure
disturbances are seldom undertaken. Underwater mining-
roadway activities are classified as water–rock interactions.
,e mechanical properties of rocks surrounding these
roadways inevitably deteriorate. Moreover, hydrophilic
minerals in these surrounding rocks tend to swell and de-
form after water absorption, thereby adversely affecting the
operational safety and maintenance of such roadways. For
these reasons, the underwater mining roadway is considered
in this study to perform engineering evaluations. ,is study
analyzes the weakening trends and strength characteristics
of sandstone roofs above roadways subjected to reservoir
water disturbances.,e corresponding results obtained were
interpreted via unloading seepage tests, numerical simula-
tions, and engineering assessments to determine the theo-
retical basis and practical significance of mining safety while
considering reservoir water disturbances.

2. Experimental Preparation

2.1. Experimental System and Sample Preparation. ,e
thermal–hydrological–mechanical–chemical (THMC)
multifield coupling triaxial rheological testing system for
rocks (Figure 1) was used in this study for the evaluations.
,e equipment is capable of automatically collecting data for
changes in force and displacement during the loading
process. ,e system working pressures were as follows:
confining pressure of 0–100MPa, axial pressure of
0–1500 kN, and osmotic working pressure of 0–60MPa. A
standard pressure/volume controller was used to collect the
fluid from the upstream extremity.

,e specimens used as the experimental materials were
obtained from the sandstone roof of a coal mine roadway
under a reservoir in the western part of China. According to
the requirements of rock testing based on the relevant test
standards and specifications, the YRD-2 CNC core cutting
machine was used to prepare cylindrical specimens
(φ50mm × L100mm), with the roughness at both ends of
the specimens controlled within ±5mm. ,e prepared
samples are shown in Figure 2.

2.2. Experimental Methodology.

(1) ,e obtained specimens were dried in an oven at
105°C for 24 h. ,ereafter, saturated samples were
obtained using the vacuum-extraction method,
wherein specimens were placed in a vacuum de-
aerator for forced saturation for 8 h and subsequently
allowed to rest for 4 h. Sonic-wave tests were per-
formed on the final saturated specimens, and
specimens with similar wave velocities were selected
as the samples to be used in the tests.

(2) ,e stress environment of the sandstones was sim-
ulated using confining pressure according to the
relation P0 � 0.013×H, where P0 denotes the hori-
zontal in situ stress (MPa) and H denotes the
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embedded depth (m) [20]. Combined with the actual
site data of the embedded depth of the roadway of
around 300m, a confining pressure of 4.0MPa was
determined. ,e confining and axial pressures were
thus increased to 4MPa; subsequently, the confining
pressure was maintained constant while the axial
pressure was increased until the specimen fractured.
,e triaxial compressive strength was thus obtained
as σc � 32.5MPa, which provided the basis for the
unloading test; the loading rate during the test was
0.2MPa/min.

(3) Five pore pressure gradients (0, 0.1, 0.2, 0.4, and
0.6MPa) were applied to the sandstone samples
during the triaxial unloading test to simulate the
different water pressures resulting from changes in
the reservoir water levels at specific embedded
depths. ,e axial and confining pressures were

loaded as 4.0MPa at a loading rate of 0.04MPa/min.
Simultaneously, when the confining pressure was
greater than the predetermined osmotic pressure, the
pore water pressure was applied. ,en, the axial
pressure was loaded with a predetermined value set
to 70% of the conventional triaxial compressive
strength (around 23MPa). Finally, the confining
pressure was unloaded at 0.1MPa/min until the
specimen fractured. ,e test plan and basic physical
and mechanical parameters of the specimens are
summarized in Table 1.

3. Experimental Results and Analysis

3.1. Analysis of Deformation Characteristics. To study the
response patterns to excavation unloading of the sandstone
under the effect of osmotic pressure, triaxial unloading tests
were conducted under different pore pressure conditions,
and the stress–strain curves corresponding to the entire
deformation process were obtained, as shown in Figure 3.

Figure 3 reveals the axial and circumferential defor-
mations to demonstrate linear growth trends during loading
stage. Further, the pore-water pressure has a significant
effect on sandstone deformation and failure. Under the case
with pore water pressure, the deformation patterns were
mostly identical during the initial stages of unloading; then,
the deformation patterns differed during the failure stages
for the different pore water pressures. Specifically, the os-
motic pressure had a significant impact on the residual
strain; when there was no effect of the pore water pressure,
the specimens exhibited ductile failure.,e increase in pore-
water pressure causes the specimens to exhibit gradual
brittle failure. During the unloading stage, the increase in the
principal-stress difference with pore pressure is more rapid
than without it. ,is can be attributed to the countersupport

(a) (b)

Figure 1: THMCmultifield coupling triaxial rheological testing system. (a) Confining pressure chamber. (b) Servo unit for axial, confining,
and pore pressures.

Figure 2: Sandstone specimens.
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provided to the internal skeleton and sandstone particles by
the internal water pressure under the action of the pore-
water pressure. ,is is in line with the principle of effective
stress proposed by Terzaghi [21].

Additionally, considering the concept of the unloading
confining pressure ratio proposed in [22], the designated
variable Δσ was used to describe the unloading confining
pressure ratio as

Δσ �
Δσ3′
Δσ3

, (1)

where Δσ3′ represents the measured confining pressure of the
specimen before the stress reduction in the unloading
process and Δσ3 represents the unloading confining pressure
of the specimen from the beginning of the unloading process
until stress reduction.

Combined with the change rates of hoop and volumetric
strains, the unloading stage can be divided into three stages
as shown in Figures 3(b) and 3(c). When Δσ ≤ 30%, the
change in strain is relatively steady and slow, which is the
elastic compaction stage. For 30%≤Δσ ≤ 60%, the unloading
development stage, the strain increases rapidly, and cir-
cumferential deformation rate is noticeably higher than the
axial deformation rate; tensile cracks are gradually initiated,
and the trends in volumetric and hoop strains are identical,
causing the specimen to gradually fracture. In particular,
when the confining pressure is unloaded to around
Δσ � 50%(σ1 − σ3 � 21.5MPa), the deformation increases
rapidly. For 60%<Δσ ≤ 90%, the circumferential deforma-
tion rate is relatively slow, and internal cracks gradually
connect to form fractures until the stress reduces (specimen
failure). Overall, it is observed that the deformation of
sandstone is significantly affected by the circumferential
deformation; further, after the fracture of sandstone (after
the stress drops), the hysteresis effect can be seen in the hoop
and volumetric strains owing to the low confining pressures
of the experimental design. After the specimen fractures, the
axial pressure compacts the specimen, resulting in a decrease
in strain.

Rocks exhibit different deformation characteristics un-
der different pore-water pressure conditions, and the
resulting deformation characteristics include different re-
sidual strains and elastic modulus of each stage. Based on the
above observation, the unloading seepage test was divided

into the loading, unloading (elastic, development, and
propagation stages), and stress drop stages. ,en, statistical
analyses of the elastic moduli of the specimens for each of the
five stages were performed to obtain the characteristic pa-
rameters of unloading seepage deformation shown in
Table 2; this data was used to perform statistical regression
analysis (Figure 4).

It is seen from Figure 4 that there is a good linear re-
lationship between the residual strain and pore pressure; the
greater the pore pressure, the greater the absolute value of
the residual strain. After entering the unloading stage, the
elastic modulus begins decreasing. Moreover, the elastic
moduli at various unloading stages decrease significantly
with the increase in pore pressure. During the unloading
development and propagation stages, these reductions be-
come more apparent, thereby indicating gradual specimen
deformation and failure. ,is significantly affects the elastic
modulus of the specimen causing it to deform and fail
during the stress-drop stage. At this point, the elastic
modulus reduces to approximately 35% of its corresponding
loading-stage value.

3.2. Analysis of StrengthCharacteristics. Although the failure
angles and fracture characteristics of the specimens under
different pore water pressure states were considerably dif-
ferent, all the main cracks exhibited oblique shear or
compression-shear characteristics (Figures 5 and 6). Under
the condition of low pore-water pressure, failure occurred
with a single dominant crack. When the pore water pressure
reached 0.6MPa, a “V” type failure occurred. With addi-
tional continuous increase in the water pressure, the cor-
responding peak deviatoric stress first increased and then
gradually decreased as 22.79MPa⟶ 23.16
MPa⟶ 23.15MPa⟶ 22.93MPa⟶ 22.41MPa; the fail-
ure and deformation gradually shifted from shear failure to
hybrid compression-shear failure and from a single domi-
nant crack to multiple overlapping cracks. It was assumed
that the reason for the emergence of this type of macro-
fracture characteristic was the shear stress that is inevitably
generated in the crack initiation and propagation directions
inside the specimen during the stress unloading process;
thus, all specimens showed shear failure characteristics.
Moreover, the hydromechanical coupling effect was not
significant when the pore water pressure was low; when the

Table 1: Basic physical parameters of specimens.

Test
number Test plan Natural

mass (g)
Natural density

(g/cm3)
Saturated
mass (g)

Saturated mass
(g/cm3)

Saturated wave
velocity (km/s)

Porosity
(%)

S-1 Unloading without
pore pressure 416.69 2.23 441.31 2.36 2.10 13.60

S-2 Unloading at 0.1MPa
pore pressure 410.53 2.25 434.73 2.38 2.23 13.51

S-3 Unloading at 0.2MPa
pore pressure 417.83 2.22 442.17 2.35 2.10 13.36

S-4 Unloading at 0.4MPa
pore pressure 420.77 2.23 446.25 2.36 2.13 14.00

S-5 Unloading at 0.6MPa
pore pressure 415.69 2.26 439.08 2.39 2.17 13.19
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Figure 3: Stress–strain relationship curves for specimens used in this study. (a) Variation of (σ1 − σ3)with ε1. (b) Variation of (σ1 − σ3)with
ε3. (c) Variation of (σ1 − σ3) with εV.

Table 2: Characteristic parameter values during unloading seepage deformation.

Test
number

Pore
pressure
(MPa)

Residual
hoop strain

Residual
axial strain

Loading
stage, E
(GPa)

Unloading
stage (elastic), E

(GPa)

Unloading stage
(development), E

(GPa)

Unloading stage
(propagation), E

(GPa)

Stress
drop

stage, E
(GPa)

S-2 0.1 −0.0102 0.0078 7.76 6.86 6.67 5.68 2.59
S-3 0.2 −0.0106 0.0080 7.78 6.89 6.51 5.56 2.56
S-4 0.4 −0.0121 0.0085 8.07 6.90 6.14 4.53 2.12
S-5 0.6 −0.0160 0.0091 8.28 6.59 5.88 3.92 2.06
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pore water pressure reached 0.6MPa, the hydromechanical
coupling effect gradually manifested, which promoted
compression deformation of the specimen and formation of
more compression cracks, showing compression-shear
failure characteristics. ,e corresponding axial strain under
the peak deviatoric stress changed as 0.392%⟶
0.402%⟶ 0.404%⟶ 0.412%.,is gradual increase can be
considered as a verification. Additionally, owing to the small
pore pressure gradient selected in this work, the change in
axial strain was not apparent.

Cai et al. [23, 24] divided the stress–strain curves of rocks
into four stages based on the state of development of the
cracks within the rocks. Stage I is for closure and com-
pression of the preexisting crack, Stage II is the linear elastic
stage, Stage III is for stable crack growth, and Stage IV is the
nonlinear growth stage. ,e end points of these stages

correspond to the crack closure stress σcc, crack initiation
stress σci, crack-damage stress σcd, and peak stress σc.
Among them, the crack initiation stress σci and crack-
damage stress σci are the two important parameters that
characterize rock strength.

,e damage stress σci represents the starting point of
stable crack growth in rocks, i.e., the crack initiation point.
,ereafter, external loading is necessary to drive the
propagation of cracks inside the specimens. ,e crack-
damage stress σcd is the starting point of the nonlinear crack
growth, i.e., the volume expansion point. A large number of
cracks inside the specimen continue to grow and form larger
cracks from the external force; this stage is not required to
drive growth. In this work, the volumetric strain method was
used to determine the characteristic strength and variation
in characteristic strength of the unloading seepage of the
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specimen under the action of pore water pressure.
According to Figure 3(c), the characteristic values of the
crack initiation stress σci and crack-damage stress σcd are
shown in Table 3, which are fitted and plotted in Figure 7.

It is seen from Table 3 that with the increase in water
pressure, σci and σcd gradually decrease, indicating that the
crack initiation point of the specimen gradually decreases
under the action of pore water pressure; i.e., crack initiation
occurs in the rock at lower deviatoric stress values. In this
experiment, the deformation and failure of the specimen
were more sensitive to changes in the confining pressure
with increase in water pressure, with more rapid responses.
A small decrease in the confining pressure would thus cause
initiation of cracks in the specimen. Besides, the difference
between Stage III and Stage IV gradually decreases, indi-
cating that the time between crack initiation and volume
expansion reduces such that the conversion process is
hastened. ,e pore water pressure will force the rock to

quickly go through the crack initiation stage and enter the
crack propagation and growth stages under the same of in
situ stress environment. ,e pore water pressure thus has a
significant promoting effect on the deformation and failure
of rocks. ,erefore, problems related to water pressures in
practical engineering scenarios in mine roadways necessitate
countermeasures.

3.3.Analysis of StructuralCharacteristics ofPores. During the
experiments, the water outlet was closed to form an envi-
ronment with stable pore water pressure in the tank. When
the pore structure in the specimen changed, the flow rate of
the water inlet inevitably changes; ΔQm was defined as the
change in the flow rate of the water inlet between timem and
the start time:

ΔQm � Qm − Q0, (2)

(a) (b) (c) (d) (e)

Figure 5: Typical specimen-fracture characteristics. (a) No pore pressure. (b) 0.1MPa pore pressure. (c) 0.2MPa pore pressure. (d) 0.4MPa
pore pressure. (e) 0.6MPa pore pressure.

(a) (b) (c) (d) (e)

Figure 6: Sketch maps of specimen-fracture characteristics. (a) Pore pressure 0. (b) Pore pressure 0.1MPa. (c) Pore pressure 0.2MPa. (d)
Pore pressure 0.4MPa. (e) Pore pressure 0.6MPa.

Advances in Civil Engineering 7



where Qm denotes the flow rate at the water inlet at time m,
and Q0 is the flow rate at the water inlet at the start time.

When ΔQm > 0, the pore structure is understood to
expand and develop. When ΔQm < 0, the pore structure is
understood to shrink and close. ,e variation in ΔQm was
therefore analyzed to characterize the changes in pore
structures in the specimen. ,e relationship between the
volumetric strain and water inflow at different pore pressure
gradients can be plotted as shown in Figure 8.

Before failure, a four-stage evolution process of slow
development⟶ rapid increase⟶ slight decrease⟶ -
sharp increase was observed in the specimen with change in
the volumetric strain. Combined with the analysis of the
stress path, it was observed that the change in water inflow
was consistent with the variations in the deformation and
strength characteristics. ,e change in water inflow was
correlated with the process of initial microcrack compaction,
stable crack growth, and crack propagation. Under various
working conditions, the sandstone specimens exhibited
noticeable linear elastic deformation characteristics in the
loading and unloading elastic stages. During these phases,
the specimens were close to being elastic bodies, and the
water inflow first remained unchanged but slightly decreased
later. In the stable and unstable crack propagation stages
during the unloading process, the internal cracks grew and
propagated rapidly, and the number and width of pore
throats for seepage gradually increased, causing a gradual
increase in the water inflow. At the stress drop stage, the

“shrinkage” phenomenon occurred in the specimen after
failure owing to axial pressure, which resulted in a decrease
in the water inflow.

,e water inflow of the specimens decreased after the
stable microcrack development stage owing to gradual
failure of the specimens after stable crack propagation, and
the internal cracks entered the nonlinear development stage.
,e brittleness of the sandstone specimens was relatively
apparent. Free water failed to diffuse to the crack tip in time,
thus weakening the effect of the pore water pressure.
Microfractures and pores that manifested in the specimens
were compacted by the confining and axial pressures,
resulting in a decrease in the fracture aperture and nar-
rowing of the pore throats for seepage. Nevertheless, the
duration of this process was short, and the specimens
quickly entered the crack initiation and propagation stages,
with rapid volume expansion. As the osmotic pressure in-
creased, this phenomenon gradually became insignificant.

With the increase in osmotic pressure, the water inflow
gradually increased. For example, the maximum change in
water inflow was 0.91mL when the osmotic pressure was
0.1MPa, while it was 1.48mL when the osmotic pressure was
0.6MPa, showing an increase of 1.62 times. ,is is mainly
because higher values of osmotic pressure weaken the radial
inhibiting effect of the confining pressure on the specimen,
and stronger hydromechanical couplings cause propagation
and growth of cracks in the specimen, forming macroscopic
fractures. ,e pore throats for seepage opened completely,
leading to increased water inflow. After the maximum water
inflow was attained, the specimen quickly entered the stress
drop stage and failed, which can be considered as a precursor
to deformation and failure. ,e osmotic pressure was in-
versely proportional to the volumetric strain required to
reach the maximum water inflow; for instance, the volume
strain rate was 0.35% at 0.1MPa, while it was 0.33% at
0.6MPa.

Table 3: Strength characteristic values of unloading seepage.

Test number Water pressure (MPa) σci (MPa) σcd (MPa)

S-2 0.1 21.80 22.70
S-3 0.2 21.34 22.61
S-4 0.4 19.97 21.88
S-5 0.6 19.34 21.16

(σ
1 –

 σ
3)

 /M
Pa

σci
σcd

Fitted curve σci
Fitted curve σcd

y = 23.13136 – 3.21186x
R2 = 0.97114

y = 22.27881 – 5.12712x
R2 = 0.96446
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Figure 7: Strength characteristics of unloading seepage.
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4. Numerical Simulation and
Engineering Application

4.1. Numerical Simulation. In this study, mining extractions
were performed in coal seam #16 in a mine located in western
China. ,e seam had an average thickness of 8.8m, an in-
clination of 8–18°, and a hardness coefficient f≤ 3. Between the
coal seams and the water in the reservoir area, mainly the
carboniferous system, Shiqianfeng formation, Shihezi forma-
tion, and Shanxi formation were noted. ,e lithology mainly
included sandstone, shale, and sandy shale, with a thickness of
around 300m. ,e regional geological structure was relatively
simple, with twowaterproof strata and five water-bearing strata
above the roof of the roadway. ,e local roof was relatively
fragmented, and the fractures in the roof and floor as well as in
the coal seam were relatively developed. ,e coal-mining
methods used include the retreating longwall, fully mechanized
top coal caving, and mining along the bottom while consid-
ering a 1:1.93 drawing ratio.

After the reservoir was filled, there was a hydraulic
connection between the tertiary coal seam and the water in
the reservoir area. ,e limestone in the northeast part of the
mining area encounters the main coal seam owing to
faulting (F2). ,e 60m-thick fault-fracture zone F2 was
exposed through the borehole; its bottom part was filled with
a sandy material and had high water conductivity. ,e
sandstones were thick and broadly distributed. ,e water in
the reservoir area flowed into these water-bearing strata
through the fault-fracture zone with high permeability and
became the main source of water in the mining area. ,e
schematic of the hydrogeological structure is shown in
Figure 9(a). According to the diagram, a numerical calcu-
lation model was established using the UDEC simulation
software (Figure 9(b)). Water pressures of 0.1/0.4/0.6/
1.0MPa were applied to the top of the model, and the
Mohr–Coulomb constitutive model was adopted. ,e
Bingham constitutive model [25, 26] was also adopted for
diffusion and flow of water. ,e rock-mechanics parameters
used are shown in Tables 4 and 5.

Survey lines were set up in the middle of the roadway
roof to monitor the vertical displacement and relative
separation of the surrounding rocks on the roof. ,e
monitoring results are shown in Figure 10. It is seen from
Figure 10 that as the water pressure increases, the subsidence
of the roadway roof gradually increases, with changes
proceeding in the order 16.1 cm⟶ 16.3 cm⟶
25.1 cm⟶ 27.1 cm. In particular, when the water pressure
increased from 0.4MPa to 0.6MPa, the roof subsidence
increased significantly, indicating the existence of a certain
water pressure threshold. Moreover, this phenomenon is
consistent with the results of the unloading seepage test,
where the deformation and failure of the specimen are more
severe when the pore pressure exceeds 0.6MPa. When the
water pressure was low, the degree of separation of the
shallow surrounding rocks (≤2m) was significantly lower
than that when the water pressure was high. In the transition
to the deep surrounding rocks (3–7m), the change in the
relative separation of the surrounding rocks varied. In

general, this change was proportional to the water pressure.
As the transition advances to the deep surrounding rocks
(≥7m), the change in the relative separation of the sur-
rounding rocks was not noticeable, and the correlation with
the change in the water pressure was weak.

Figure 11 shows the statistics of the joint development
and development of fractures around the roadway, where the
green line is the outline of the roadway, yellow represents the
fracture area formed by joint opening, magenta represents
the fracture area formed by joint dislocation, and red rep-
resents the mixed fracture area. It is observed that the
fractures in the surrounding rocks are dominated by the
dislocation fracture area. ,e number of joints gradually
increases with the increase in water pressure. Nonetheless,
when the water pressure is 0.6MPa, the rate of increase
drops significantly; at low water pressures (0.1–0.4MPa), the
two ribs of the roadway were mainly dislocation fracture
areas, with unnoticeable fractures on the roof. At high water
pressures (0.6–1.0MPa), the dislocation fracture areas
propagate from the two ribs to the top of the roadway,
overlapping with the open fractures and forming mixed
fractures, thereby forming a large area penetrated by frac-
tures in the surrounding rocks of the roadway and resulting
in significant shrinkage in the outline of the roadway. ,e
roadway was thus severely deformed, affecting production
safety. Hence, it is noted that the protection of the coal rib
during roadway excavation under water disturbance is of
critical importance.

,e nephogram of the pore water pressure and survey
line data of the surrounding rocks of the roadway are shown
in Figure 12. It is seen from Figure 12 that with the increase
in water pressure, the impact, the area of action of the water
pressure gradually increases. Roof fractures develop in an
intertwiningmanner, and fractures in the strata surrounding
the upper part of the roadway roof are connected. ,e water
flow was relatively free in this area, resulting in a reduction
in the difference between various horizontal survey line data
(Figures 12(c) and 12(d)). At a water pressure of 0.1MPa, no
pore water pressure was observed on the horizontal survey
line at the coal seam of the roadway roof. However, when the
water pressure was 0.6MPa, the pressure of the horizontal
survey line of the strata of the roadway roof approached
0.3MPa, and the pore pressure inside various strata of the
roadway roof gradually increased, resulting in enhanced
water–rock coupling, thereby deepening and aggravating the
disturbance to the rocks surrounding the roadway. ,e
vertical survey line was analyzed, and it was observed to have
sharply dropped within a certain range of the surrounding
rocks above the roadway owing to excavation unloading.
,is can be considered as the range of roadway-roof dis-
turbance caused by water pressure. By comparison, it was
found that the roof disturbance changed as follows:
11.5m⟶ 12.5m⟶ 15m⟶ 16.5m, and the range of
disturbance of the roof increased significantly. Furthermore,
owing to the joint angles of the numerical model, water
gathered to the left under the action of gravity, causing the
pore pressure near the model boundary on the left side to be
greater than that on the right side.
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Figure 9: Hydrogeological and numerical calculation models. (a) Schematic of hydrogeological structure. (b) Numerical calculation model.

Table 4: Major parameters of rock mechanics.

Lithology Density
(kg/m3)

Bulk modulus
(GPa)

Shear modulus
(GPa)

Cohesive strength
(MPa)

Internal friction angle
(°)

Tensile strength
(MPa)

Fine sandstone 2500 0.85 0.4 1.87 30 2.15
Mudstone 1780 0.65 0.3 1.82 28 2.15
Coal 2450 0.4 0.2 1.71 28 1.69
Medium
sandstone 2750 1.85 0.85 1.88 33 2.04

Table 5: Mechanical parameters of joint.

Lithology Normal stiffness
(GPa)

Tangential stiffness
(GPa)

Cohesion
(MPa)

Internal friction angle
(°)

Tensile strength
(MPa)

Fine sandstone 2.8 1.7 0.3 30 0.4
Mudstone 2.1 1.3 0.2 28 0.3
Coal 0.9 1.5 0.1 28 0.2
Medium
sandstone 3.5 2 0.4 33 0.5
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4.2. Engineering Application. Surface reservoirs, wherein
noticeable water–rock interactions are observed, demon-
strate a more significant effect of excavation unloading.,is,
in turn, results in increased roadway deformation, which
causes rock-bolt breakage, steel-band falling, and roof
subsidence, thereby affecting production safety. ,ese fail-
ures are depicted in Figure 13.

In view of the specific conditions of mine roadways, the
following support plan was specially developed.,e roof and
ribs were supported by high-performance rock bolts and
reinforced with anchor cables. Diamond-shaped metal
meshes combined with W-shaped steel bands were used for
protection. Anticlockwise-rotating high-strength ribbed
steel rock bolts without longitudinal ribs and dimensions
ϕ22×M24× 2000mmwere used to support the roof and two

ribs. ,e intervals between the rock bolts were
700mm× 700mm. Each rock bolt was equipped with two
extended anchorages of the Z2350 medium setting resin
capsule. ,e dimensions of the steel strands of the anchor
cables are ϕ17.8× 6.8m. ,e boreholes were 6.5m in depth,
with intervals of 1.4m× 1.4m. Four sections of extended
anchorages of the Z2350 medium setting resin capsule were
used in each borehole. ,e pretightening force used was
120 kN, and the support plan is shown in Figure 14.

To explore the scientific nature of this support plan, three
observation stations were set up in the north wing of the
roadway. ,e borehole observation stations, which were all
located in the middle of the roadway roof, were set up at
distances of 160m, 250m, and 340m from the excavation
face, with a borehole depth of 10m. ,e borehole obser-
vation videos were analyzed, and representative screenshots
were selected for explanation, as shown in Figure 15.

It is seen from Figure 15(a) that uneven fractures and
weak planes were distributed in the surrounding rocks
within 1.4m. ,e integrity of the surrounding rocks within
the range of 1.4m to 4.0mwas not high.,e phenomenon of
a fracture zone intersecting with multiple fractures occurred
in some areas, while the strata were relatively intact, and no
fractures were found in the remaining areas. It is seen from
Figure 15(b) that over time, the surrounding rocks were
relatively fractured within the range of 1.3m. Within the
range of 1.3m to 2.4m, the strata were relatively intact in the
anchoring section, with no fractures, and the strata in the
remaining areas were all relatively complete. It is seen from
Figure 15(b) that two months after the construction of the
observation station, the roadway has entered the phase of
stable excavation, with the fracture zone and fractures of the
surrounding rocks shifting towards the deep surrounding
rocks. In summary, the stress of the roadway roof was

D
isp

la
ce

m
en

t o
f t

he
 su

rr
ou

nd
in

g
ro

ck
s o

f t
he

 ro
ad

w
ay

 (c
m

)

Water pressure 0.1MPa
Water pressure 0.4MPa

Water pressure 0.6MPa
Water pressure 1.0MPa

0

5

10

15

20

25

30

35

40

2 4 6 8 10 120
Distance from the roadway (m)

(a)

Water pressure 0.1MPa
Water pressure 0.4MPa

Water pressure 0.6MPa
Water pressure 1.0MPa

Re
lat

iv
e s

ep
ar

at
io

n 
(c

m
)

3-4m 5-6m 7-8m 9-10m 11-12m1-2m
Range within the surrounding rocks

0

1

2

3

4

5

6

7

(b)

Figure 10: Variations in vertical displacement and relative separation of roof. (a) Vertical displacement of rocks surrounding the roof. (b)
Relative separation of rocks surrounding the roof.

N
um

be
r o

f f
ra

ct
ur

es

120

130

140

150

160

170

180

0.2 0.4 0.6 0.8 1.00.0
Water pressure (MPa)

Figure 11: Roadway fracture development.

Advances in Civil Engineering 11



redistributed at the initial stage of excavation, with
separation and fracture occurring in the surrounding
rocks within the range of 1.4 m. Over time, influenced by
the overhead water body, reciprocal water–rock inter-
actions caused the appearance of new fracture zones and

weak planes in shallow surrounding rocks, leading to
separation and gradual propagation of the fractures to-
wards deeper surrounding rocks. Overall, the general
stability of the surrounding rocks of the roadway
remained adequate.
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Figure 12: Nephogram of pore-water pressure and pore-pressure survey-line data. (a) 0.1MPa water pressure. (b) 0.4MPa water pressure.
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Figure 13: Current status of roadway support. (a) Roof subsidence. (b) Falling steel band. (c) Broken rock bolt.
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All stations for surface-displacement measurement were
located 23m and 50m away from the excavation face. ,e
curves demonstrating the relationship between the relative
distance between two roadway sides and that between the
roof and excavation face are depicted in Figure 16. As can be
seen, during the initial stages, the roadway deformation is
dominated by the roof and floor movements. In contrast,
during the later stages, the movement of the two sides
dominates the said deformation. After excavation, the
roadway becomes stable, and the surrounding rock, too,
demonstrates good stability.

5. Conclusion

,e proposed study investigates the deformation, strength,
and pore-structure characteristics as well as surrounding-
rock control of the mine-roadway sandstone roof subjected
to water pressure. ,is investigation was performed using
rock-mechanics testing methods, numerical simulations,
and engineering principles. Major conclusions drawn from
this study include the following:

(1) ,e unloading confining pressure ratio was used in
combination with the rate of change of strain to
categorize the unloading stage as elastic compaction,
unloading development, and unloading propagation
stages. ,e residual strain was proportional to the
pore pressure. ,e elastic moduli of the unloading
development and propagation stages dropped sig-
nificantly owing to the pore water pressure.

(2) Shear failure was dominant in the specimen.
However, with the increase in pore water pressure,
the failure characteristics transformed from a
single dominant crack to multiple overlapping
cracks, and characteristics of the compression-
shear failure manifested. ,e crack initiation point
σci and volume expansion point σc d were inversely
proportional to the pore water pressure. Defor-
mation and failure responses of the specimens to
the changes in the confining pressure increased.
,e time between crack initiation and volume
expansion reduced, and the conversion process
was hastened.

(A) Separated stratum (B) Horizontal fracture (C) Area with oblique fracture

(c)

Figure 15: States of strata observed from boreholes at observation stations #1–3. (a) State of strata observed from borehole at observation station
#1. (b) State of strata observed from borehole at observation station #2. (c) State of strata observed from borehole at observation station #3.
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(3) ,e change in the water inflow correlated with the
initial microcrack compaction, stable crack growth,
and propagation of initiated crack. ,e water inflow
gradually increased with the increase in osmotic
pressure, and the volumetric strain required for the
realization of maximum water inflow gradually de-
creased. ,e variation in water inflow can, thus, be
considered a feature to detect specimen-failure
occurrence.

(4) As the water pressure increased, the effects of
water–rock coupling were strengthened, enhanc-
ing the impact on the rocks surrounding the
roadway and increasing the area of disturbance.
,e subsidence of the roadway roof gradually
increased, and the separation of the shallow sur-
rounding rocks (≤2m) was relatively large, with a
significant increase in the number of fractures.
Fractures in the surrounding rocks of the roadway
were mainly formed by joint dislocations and
developed toward the top of the roadway to
overlap with the open fractures. An area pene-
trated by fractures was formed in the surrounding
rocks of the roadway, causing severe deformation
of the roadway.

(5) Combining experimental analysis, numerical simu-
lation, and practical engineering evaluations, a
support plan was developed where high-perfor-
mance rock bolts, cable-bolt reinforcement, and
W-shaped steel band protection were selected and
applied to ensure stability of the roadway with a
sandstone roof under changing water pressure,
thereby providing effective protection for safe pro-
duction in mines.

It is noteworthy that the unloading seepage-flow test
was performed to exclusively investigate the specimen
deformation and failure at a depth of approximately
300 m (confining pressure � 4MPa). ,e surrounding
rock structure as well as existing faults and other factors
were not considered in the numerical simulations.
Nonetheless, the results obtained in this study provide a
ready reference to control the rocks surrounding mining-
roadway roofs subjected to reservoir water disturbances.
In future studies, the authors intend to consider such
factors as the buried depth and goaf to investigate further
to control the rocks surrounding the roadway roof under
complex mining conditions and reservoir water
disturbances.
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Rock deformation or fracture is accompanied by the phenomenon of acoustic emission (AE). Due to the heterogeneity and
anisotropy of rock materials as well as the complexity of their fracture, AE signals recorded by sensors at different positions have
different characteristics. To explore factors influencing these differences, this study examines the effects of the physical properties
of rocks, such as heterogeneity, anisotropy, and viscosity, on AE waveform signals from the perspective of the rockmaterial and its
fracture characteristics as well as the characteristics of the propagation of different AE waveform signals. *e results show that the
frequency (f) of the AE signals generated by rock fracture is inversely proportional to crack length (c) and directly proportional to
the rate of crack growth (v). During signal propagation, the comprehensive effects of such factors as the heterogeneity, anisotropy,
and viscosity of rocks as well as environmental noise weaken the energy of the signals and enhance the distribution of signal
frequency. Each factor differently influences the time frequency of AE. A model for the propagation of AE signals was built and
verified. Finally, as for on-site rock mass engineering, the low-frequency signals should be analysed prior to analysis in rock mass
disaster monitoring.

1. Introduction

As a typical multiphase composite geological body, rocks are
nonuniform, anisotropic, and viscous under the compre-
hensive action of materials (particles), structure (coupling
between particles, diagenetic environment, and transfor-
mation), and boundary conditions (stress, temperature,
water, and the free boundary) [1–3]. As the fracture of
engineering rock mass becomes increasingly complex, the
problem of the inaccurate prediction of failure precursors
has become increasingly prominent. To simplify models for
the analysis of large-scale rock mass failure on-site, the rock
mass is regarded as an isotropic body [4, 5].

In the 1960s, Lekhnitskii [6] derived the general equation
for the anisotropy and elasticity of rock mass from the
generalized Hoek law, where this provided the theoretical

basis for examining the anisotropy and heterogeneity of rock
materials. Methods of inverse analysis using the 3D finite
element method (FEM), the Monte Carlo method, Bayesian
analytical method, graphic discussion method under the
Bragg condition, fractal measurements, and unit step in-
crements in variation have been applied to measure the
stress, strain, and displacement of rock media [7–10]. In
terms of the anisotropy (including material and stress an-
isotropy), a certain correspondence has been noted between
the velocity ratios of transverse and longitudinal waves and
the lithology and geometric distribution of mesoscopic
fracture in rocks containing moisture. *e presence of
moisture enhances the anisotropy of rocks [11–14]. *e rate
of loading, distribution of coupling, and direction of weak
planes further increases the influence of anisotropy and
heterogeneity on rock fracture behaviours and should thus
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be considered in examining the engineering stability of rock
or rock mass [15]. *e separation between particles within
rocks and particle fracture can lead to the phenomenon of
disproportionation in the propagation of AE signals, such as
in the reflection and refraction of the waves, and can even
eliminate low-energy signals. Noise enhances the distribu-
tion of the frequency signals [16]. *e existence of het-
erogeneity affects their propagation, and anisotropy makes
the location of AE signals more difficult [17, 18].

*e complexity of a rock medium and its rupture can
distort the results of monitoring [19]. Research on factors
influencing the mechanism of propagation of AE signals can
promote the application of AE-based methods to identify
rock fracture and can improve the accuracy of prediction of
instability-induced fracture in the rock mass.

*is study examines the effects of the heterogeneity,
anisotropy, and viscosity of rocks as well as noise on their AE
waveform. To this end, potential functions for transverse and
longitudinal waves under different factors are formulated
based on different wave equations in case of AE.

2. InfluenceofRockMaterial andItsFractureon
Characteristics of AE Propagation

2.1. Typical Characteristics of Rock Materials

2.1.1. Anisotropy. *e anisotropy of rocks can be divided
into two types [20]. One is caused by the diagenesis of rocks
and formed by the directional arrangement of particles and
the mutual association among them. It is called material
anisotropy. *e other is caused by differences in the exis-
tence, arrangement, and distribution of microstructural
planes, such as pores and microfractures in rocks, which
change with the process of fracture. *is is called stress
anisotropy.

(1) Material Anisotropy. A rock is a typical anisotropic
geological body. In the process of diagenesis, macroscopic
anisotropy is caused by differences in the arrangement of
mineral grains and fracture distribution at the microscopic
scale.

(2) Stress Anisotropy. Assuming that the rock is composed of
a series of hexahedrons, its stress tensor at any position can
be decomposed into a spherical stress tensor with equal
stresses in all directions and a deviant stress tensor. *e
spherical stress tensor causes the volumetric deformation of
the rock material and the deviant stress tensor distorts it
(deformation and fracture). Stress anisotropy is mainly
caused by the deformation, expansion, and interpenetration
of pores in rocks. With an increase in stress, the pores
undergo a process of “compression⟶ closure⟶ ex-
pansion⟶ interconnection.” *e stress tensor is different
in different parts of the rock, which leads to a difference in
pore compression or deformation in six directions and leads
to stress anisotropy.

Figure 1 shows the images of granite debris obtained by a
scanning electron microscope with a magnification of 300x.
*e rock was a typical intrusive igneous rock formed by early

magmatic activity in Yanshan, and the direction of invasion
determines its anisotropy. In rock fracture experiments,
stress anisotropy is caused by fracture behaviour.

2.1.2. Heterogeneity. *e rock is a collection of minerals
with prominent heterogeneity [21]. *e granite shown in
Figure 1 was porphyritic, where the porphyry crystals were
mainly potassium feldspar and quartz. *e main minerals
were potassium feldspar, plagioclase, and quartz as well as
small amounts of biotite and amphibole. *is type of granite
is called weakly altered medium-to-coarse-grained por-
phyritic granite. Its mineral composition and corresponding
contents are shown in Table 1. As a magmatic rock, granite is
crystalline. It is deformed by a change in lattice bond length
and its fracture is the rupture of this bond.

2.1.3. Viscosity. *e rock is a typical viscous material [22].
*e propagation of AE signals in it involves the mutual
conversion of kinetic and potential energies due to the vi-
bration of rock particles. For AE propagation, the rock
prevents the reciprocal motion of particles which leads to a
loss of AE energy. For lower energy waveforms, when the
energy loss is too large, the component is easily lost. In
particular, the high-frequency components of some AE
signals have less energy and are prone to being lost during
propagation.

2.2. Analysis of Influential Factors and Model Building.
Under the action of deviating stress, the rock can be
damaged and can even rupture. AE waveform signals
generated by the fracture source are mixed with some re-
flected, refracted, and overlapping AE signals during
propagation, which distorts them. *erefore, signals re-
ceived by the sensors are divided into four types: (1) source
signals of the fracture behaviour of rock, (2) signals distorted
by anisotropy, (3) signals distorted by heterogeneity, and (4)
signals distorted by noise jamming. According to the
physical meaning of wave propagation and the influence of
rock properties on wave propagation, equation (1) can be
obtained and expressed as follows:

S(t) � 1 − ξ4(t)( ∗ s1(t) + s2(t) + s3(t) + s5(t)( , (1)

where S(t) represents the AE signals received by a sensor at
time t, s1(t) is AE source signal caused by rock fracture at
time t, s2(t) is the signal distorted by anisotropy at time t,
s3(t) is the signal distorted by heterogeneity at time t, ξ4(t) is
the signal attenuation coefficient caused by viscosity at time
t, and s5(t) is noise jamming at time t. It is worth noting that
ξ4(t) is a quantitative index that describes the signal at-
tenuation during the signal spread through rock media and
reflects the viscosity of rock media. *erefore, it can be
determined bymonitoring the attenuated signal during wave
propagation tests.

*e temporal sequence of AE reflects the law of energy
dissipation during rock fracture and is determined by the
size of the fracture as well as the energy stored and released
by the rock.*e AE frequency domain provides information
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about the source of fracture, such as the size of the fracture,
the energy dissipation, and the degrees of opening and
closing of the fracture surface, especially for the classification
and identification of crack patterns. It is one of the most
accurate methods to represent the fracture source.

2.2.1. Time Sequence. Signal energy is the area of the signal
envelope; that is, the AE signal is integrated there. *e time
sequence of AE is expressed from the perspective of energy
as follows:



t

t− 1

S(t)dt � 1 − fξ4(t, l) ∗ 
t

t− 1
s1(t)dt − 

t

t− 1
s2(t)dt + 

t

t− 1
s3(t)dt + 

t

t− 1
s5(t)dt  + 

t

t− 1
R(n)dt. (2)

*en,

E St(  � 1 − ξ4(t)( ∗ E s1(t)(  − E s2(t)(  − E s3(t)(  + E s5(t)( ( ①
E St(  � 1 − ξ4(t)( ∗ E s1(t)(  − E s2(t)(  + E s3(t)(  + E s5(t)( ( ②

, (3)

where E(St) is signal energy received by the sensor at time t
and E(s1(t)) is energy generated by the rupture at time t.
s1(t) is the main component of the signals and is a positive
number (+). E(s2(t)) is the reduction in energy due to
heterogeneity at time t and is a negative number (− );
E(s3(t)) is the reflection or refraction caused by anisotropy
at time t. ① When passing through an open fissure with a

degree of opening D≥wavelength(λ), the energy decreases
(− ). ② When passing through a closed fissure or an open
fissure with degree D<wavelength(λ), the energy is
superimposed (+). If the filling in the open crack is liquid,
longitudinal AE waves cannot pass through and only
transverse waves can. ξ4(t) represents signal attenuation due
to viscosity at time t and is positively correlated with the

Table 1: Composition and corresponding contents of the granite.

Composition Content
(%) Features and structure Particle size

(mm) Remarks

Potash
feldspar 35∼40 Granular 2–8 Slight kaolinization and sericitization; most of them are

altered along the twin crystal lattices.

Plagioclase 25∼30 Visible double crystal and ring
band structure 0.5–3 Different degrees of kaolinization and sericitization; a few

sericites are uncovered.
Quartz 30∼35 Semiautomorphic to granular 1.5–8 —
Biotite 3∼5 Flake — —
Amphibole 3∼5 Long columnar — —

Stress anisotropy

Materials anisotropy

(a)

Stress anisotropy

Materials anisotropy

(b)

Figure 1: Images of granite debris obtained by a scanning electron microscope (×300). (a) Debris #1. (b) Debris #2.
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propagation distance at time t, <1. E(s5(t)) is energy carried
by noise at time t and is a positive number (+).

2.2.2. Frequency Domain. We apply the Fourier transform
to signal S(t) to determine its frequency distribution:

F(w) � 
∞

− ∞
S(t)e

− iwtdt � 
∞

− ∞
s1(t)e

− iwtdt + 
∞

− ∞
s2(t)e

− iwtdt + 
∞

− ∞
s3(t)e

− iwtdt + 
∞

− ∞
s5(t)e

− iwtdt � Fs1(w) + Fs2(w)

+ Fs3(w) + Fs5(w),

(4)

where F(w) represents the frequency distribution of AE
signals received by the sensor at time t, Fs1(w) represents the
frequency distribution corresponding to rock fracture at
time t, Fs2(w) represents signal distortion caused by rock
heterogeneity at time t and the change of frequency due to
reflection or refraction between crystals, Fs3(w) represents
the change in frequency caused by signal distortion due to
anisotropy at time t, and Fs5(w) represents the frequency
corresponding to noise signals at time t and is a superpo-
sition effect.

(1) Rock Fracture Behaviour. Rocks of different scales are
damaged or destroyed, and the frequency band of AE signals
has a positive correlation with the scale of fracture [23, 24].
For large-scale damage at an engineering site, the frequency
is generally distributed in lower band. Rock fracture in the

laboratory features small-scale cracks, and the frequency is
generally distributed in the higher band. *e relationship
between the frequency of AE signals and the crack-related
information they convey is as follows:

f ∼
1

[T +(c/v)(1 − (v/β)cos θ]
, (5)

where T is the time of crack closure, opening, or slippage, c is
crack length, v is the speed at which a crack is formed, θ is the
angle between the direction of signal propagation and the
crack surface, θ ∈ [− π, π], and β is the rate of propagation of
AE signals in a rock.

θ � − π or π is discussed below, and equation (5) can be
changed to

f ∼
1

[T +(c/v)(1 − (v/β)]
, θ � − π orf ∼

1
[T +(c/v)(1 +(v/β)]

, θ � π. (6)

Equation (6) can be changed as follows:

1
f
∼ T +

c

v
  1 −

v

β
   , θ � − π or

1
f
∼ T +

c

v
  1 +

v

β
   , θ � π. (7)

By inserting c � v · T into the above, we get

1
f
∼ T + T 1 −

v

β
   , θ � − π or

1
f
∼ T + T 1 +

v

β
   , θ � π. (8)

We then make the following transformation:

1
f
∼ T 2 −

v

β
 , θ � − π or

1
f
∼ T 2 +

v

β
 , θ � − π.

(9)

*at is,

f ∼
1

(2T − c/β)
,

θ � − π orf ∼
1

(2T + c/β)
,

θ � π.

(10)
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According to equation (10), the frequency of AE signals
generated by rock damage or fracture is related to T (the
time it takes for a crack to close, open, or slip) and c (crack
length). If a rock material is determined, then β is the rate of
propagation of AE signals in a rock and can be regarded as a
constant.

We can further transform equation (10), where v � c/T:

f ∼
1
c

·
1

(2/v − 1/β)
, θ � − π orf ∼

1
c

·
1

(2/v + 1/β)
, θ � π.

(11)

According to equation (11), the frequency distribution of
AE signals generated by rock damage or fracture is inversely
proportional to c (the length of the crack); that is, the longer
a crack is, the lower the frequency is. *e frequency dis-
tribution of the AE signals is proportional to v (speed of
crack propagation); that is, the faster crack propagation is,
the lower the frequency is.

(2) Signal Distortion Caused by Heterogeneity. *e rock
material is a collection of minerals. As shown in Figure 2,
suppose that there are three minerals in a rock: mineral 1,
mineral 2, and mineral 3. *e AE source/fracture source
generates AE signals at point A, which propagate to sensors
No. 1 and No. 2. Suppose that fracture point A occurs, and
the AE signals received by sensor No. 1 are
F1 � SF1 + S2 + S″3, that is, three superimposed composite
signals. SF1 is the reflected signal when signal S1 meets
mineral 3, S2 is the signal obtained directly from the fracture
source A, and S″3 is the signal of S3 that has undergone two
interfacial refractions through mineral 2. *e AE signals
received by sensor No. 2 are obtained by S1, which un-
dergoes two interfacial refractions through mineral 3.
*erefore, under the influence of heterogeneity, both S1 and
S2 are distorted, and heterogeneity thus has a prominent
influence on AE propagation.

(3) Signal Distortion Caused by Anisotropy. According to
reasons for its occurrence, anisotropy can be divided into
material anisotropy (rock body) and stress anisotropy
(fracture). Material anisotropy is the physical property of the
rock medium itself and so is not discussed here.

*e existence of deviator stress leads to damage to or the
destruction of the rock, which causes stress anisotropy. *is
leads to damage and fracture in various directions and with
differences. Open cracks and sliding, staggered closed cracks
are formed, which distort the AE signals. As shown in
Figure 3, under the influence of anisotropy, if fracture occurs
at point A, the AE signal received by sensor No. 1 is
F1 � SF
′1 + S′2, which is a composite of two superimposed

signals. SF
′1 is the refraction of signal SF1 in an open crack

that is obtained when S1 is reflected in a shear-slip crack.
S′2 is the refracted signal of S2 in an open crack. *e AE

signal received by sensor No. 2 is F2 � S′1 + SF
′2, where S′1

is the refraction of S1 through a shear-slip crack, SF
′2 is S2

that first undergoes interfacial reflection from an open crack
and then is refracted through a shear-slip crack. In addition,
when S2 and SF1 pass through an open crack, they lose

energy, which leads to the loss of some high-frequency
signals. Under the influence of the anisotropy of rock, the
interfacial reflection and refraction of the fracture surface
cause signal distortion and energy attenuation. Anisotropy
thus has an impact on AE propagation.

(4) Noise Jamming. Noise jamming causes the superimpo-
sition of AE signals, which in turn increases the energy and
complicates the frequency components. By analysing the
noise signals, this interference can be eliminated. In addi-
tion, the energy stored in rocks is dissipated, caused by
fracture, and some of it is used to overcome the damping
force [25]. *e viscosity of the rock reduces the energy
carried by AE signals.

Assuming that AE signals travel a unit wavelength, the
energy decreases by ξ. *e factors influencing changes in
the AE signals during rock fracture are summarised in
Table 2: rock fracture behaviour and signal distortion
caused by anisotropy, heterogeneity, viscosity, and noise
jamming.

1

2

Mineral #1

Mineral #2

Mineral #3

Mineral #4

S1

S′1

S″1

SF1

S2

S3S′3
S″3

A

Figure 2: Schematic diagram of the influence of heterogeneity on
AE signal propagation.

1

2

A

Shear-slip crack

Open crack

S1

S′1

S2
S′2

SF1S′F1

SF2

S′F2

Figure 3: Schematic diagram of the influence of anisotropy on AE
signal propagation.
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2.3. Analysis of Stages of Rock Fracture Behaviour. *e above
models are used to explain the physical mechanism of
changes in AE during rock damage and fracture.

(1) In the initial stage (stage 1), only the closure of an
original crack occurs inside the rock, and new cracks
do not emerge. AE signals are generated by the
closure of the original crack, and AE energy in terms

of time sequence is determined by its behaviour
E(s1(t)), heterogeneity E(s2(t)), viscosity ξ4(t), and
noise jamming E(s5(t)). In the frequency domain, it
is composed of crack behaviour s1(t), heterogeneity
s2(t), and noise jamming s5(t).

E St(  � 1 − ξ4(t)( ∗ E s1(t)(  + E s2(t)(  + E s5(t)( (  time sequence

F(w) � Fs1(w) + Fs2(w) + Fs5(w) frequency domain
. (12)

(2) *e elastic stage: AE signals are caused by crystal
deformation. AE energy in the time sequence is
composed of heterogeneity E(s2(t)), viscosity ξ4(t),
and noise jamming E(s5(t)). In the frequency do-
main, it is composed of heterogeneity s2(t) and noise
jamming s5(t).

E St(  � 1 − ξ4(t)( ∗ E s2(t)(  + E s5(t)( (  time sequence

F(w) � Fs2(w) + Fs5(w) frequency domain
,

(13)

(3) *e plastic stage: new cracks are formed in the rock.
As the loading increases, the cracks penetrate one
another to form a macroscopic shear-slip surface or
open cracks. AE signals are jointly determined by the
fracture behaviour, heterogeneity, anisotropy, vis-
cosity, and noise jamming. It consists of rupture
behaviour E(s1(t)), heterogeneity E(s2(t)), anisot-
ropy E(s3(t)), viscosity ξ4(t), and noise jamming
E(s5(t)) in terms of time sequence and is composed
of rupture behaviour s1(t), heterogeneity s2(t),
anisotropy s3(t), viscosity ξ4(t), and noise jamming
s5(t) in terms of the frequency domain.

E St(  � 1 − ξ4(t)( ∗ E s1(t)(  + E s2(t)(  ± E s3(t)(  + E s5(t)( (  time sequence

F(w) � Fs1(w) + Fs2(w) + Fs3(w) + Fs5(w) frequency domain
. (14)

(4) Postpeak stage: the rock has failed due to instability
and has lost its bearing capacity. *e composition of
AE signals at this time is similar to that in the plastic

phase and is also determined by fracture behaviour,
heterogeneity, anisotropy, viscosity, and noise jam-
ming. It is expressed as in the following equation:

Table 2: Influential factors for and properties of AE signals during rock fracture.

Impact angle Factor Composition of influencing factor Symbolic
representation Impact property

Frequency
domain

Fracture
behaviour

T (the time it takes for a crack to close, open, or slip) and c
(the length of the crack). If the rock is determined, β is a

fixed value
S1(t)

Composition of a signal
itself

Heterogeneity When AE signals pass through the boundary of mineral
grains, intergranular reflection or refraction occurs S2(t) Signal distortion

Anisotropy *ere are open cracks and sliding, staggered closed cracks
that cause the reflection or refraction of AE signals S3(t) Signal distortion

Viscosity Rock material itself S4(t) Signal distortion
Noise jamming Signal superposition S5(t) Complicated

Time
sequence

Rupture
behaviour *e energy dissipated during a rupture +E(S1(t)) Energy body

Heterogeneity *e energy carried by reflected or refracted signals +E(S2(t)) Energy superposition

Anisotropy
*e energy carried by reflected or refracted signals. *e
energy decreases when the signal passes through an open

crack
±E(S3(t))

Energy superposition
energy attenuation

Viscosity Rock material itself − E(S4(t)) Energy attenuation
Noise jamming Environmental factors +E(S5(t)) Energy superposition
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E St(  � 1 − ξ4(t)( ∗ E s1(t)(  + E s2(t)(  ± E s3(t)(  + E s5(t)( (  time sequence

F(w) � Fs1(w) + Fs2(w) + Fs3(w) + Fs5(w) frequency domain
. (15)

In short, changes in AE during rock damage and fracture
evolution are complex, and factors influencing it in different
stages are not the same.

3. Propagation Characteristics of AE
Waveform Signals

3.1. Features of AE Waveform Signals. Under the action of
external force, rocks with microscopic particles as a unit
undergo mechanical movement and accumulate a certain
amount of potential energy owing to elastic strain. *e
occurrence of deviatoric stress causes local deformation or
even fracture, and the accumulated elastic strain-based
energy is released in the form of elastic waves. *e propa-
gation of elastic waves is a process in which energy prop-
agates from the fracture source to the surrounding media,
that is, the propagation of AE signals. It can be described
according to the theory of elastic waves.

A point in an elastic body and a section with an arbitrary
normal direction can be decomposed into normal stress and
shear stress in general. When the AE waveform passes
through any position in the rock medium, the force affects
the process of energy transfer. *is effect can be divided into
a spherical stress (normal stress) tensor and a deviatoric
stress (shear stress) tensor. *e spherical stress (normal
stress) tensor appears as volumetric deformation and ex-
pansion and contraction along the direction of propagation.
*e form of the movement is a longitudinal wave (P-wave,
expansion and contraction wave). *e deviatoric stress
(shear stress) tensor appears as shear deformation with a
direction of propagation vertical to the direction of motion.
It is a transverse wave (S-wave, shear wave). According to the
orthogonal plane rule, it can be further divided into an SV-
wave and an SH-wave (Figure 4).

According to differences in the modes of propagation of
different AE wave signals, they can be divided into S-waves
and P-waves (Figure 4). *e direction of propagation of the
S-wave is perpendicular to that of resonance and can be
further divided into an SV-wave and an SH-wave that have a
deviatoric stress effect and reduce energy. *e direction of
propagation of the P-wave is consistent with that of reso-
nance, and it forms a spherical stress tensor to reduce
energy.

3.2. Propagation Characteristics of AE Signals in Rocks

3.2.1. AE Longitudinal and Transverse Waves. In the same
medium, the propagation of vertical and horizontal waves is
determined by the wave equation, and the process of
propagation of AE signals is shown in the following
equation:

∇2φ −
1
v
2
P

z
2φ

zt
2 � 0

∇2ψ −
1
v
2
S

z
2ψ

zt
2 � 0

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

. (16)

*e energy transfer mode of the transverse wave (S-
wave, shear wave) is shear transfer, and its shape changes
into that of a deviatoric stress tensor. *e mode of propa-
gation of rock materials is viscous and leads to a loss of
energy during the propagation of the transverse wave. A
longitudinal wave (P-wave, expansion and contraction
waves) is compressed and expanded along the direction of
propagation, which leads to a deformation of volume and
has the effect of a spherical stress tensor. For this type of
propagation, rock materials exhibit elastic characteristics;
that is, the propagation of the longitudinal wave does not
lead to the loss of energy.

3.2.2. Reflection Characteristics of the Free Interface on a
Rock Boundary

(1) P-Wave. As shown in Figure 5, there is no other medium
on the surface of the rock boundary, and the P-wave signal
φ1(P) reflects only along the boundary between air or
vacuum and the rock. When the P-wave encounters a rock
boundary, it produces positive stress on the rock as well as
tangential stress at a certain angle of incidence, which results
in waveform conversion to form a reflected wave φ2(P) and
a reflected wave ψ3(SV).

According to the law of propagation of the P-wave and
S-wave in elastic media, we assume that the density of the
medium is ρ, the longitudinal wave velocity is vP, the
transverse wave velocity is vS, the incident angle is α, the
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reflection angle of the P-wave is also α, and that of the SV-
wave is β. *e potential functions of the P-wave, reflected
P-wave, and reflected SV-wave are then as follows:

φ1 � A1 exp jw t −
x sin α − z cos α

vP

   incidentP − wave

φ2 � A2 exp jw t −
x sin α + z cos α

vP

   reflectedP − wave

ψ3 � A3 exp jw t −
x sin β + z cos β

vS

   reflected SV − wave

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (17)

*e rock is a viscous medium. According to the prop-
agation of the P-wave, the rock exhibits elastic deformation
without energy loss. Due to the mode of propagation, the
reflected SV-wave has the effect of deviatoric stress

accompanied by the loss of energy. Suppose that the incident
P-wave is reflected at point O (xO, yO) on the rock
boundary, forms a reflected SV-wave, and propagates to
point B (xB, yB). *e length of the journey is
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Figure 4: Classification of AE signal waveform. (a) Longitudinal wave (P-wave). (b) Transverse wave (S-wave).
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Figure 5: Propagation of acoustically emitted P-wave on rock boundaries.

8 Advances in Civil Engineering



lOB �

��������������������

(xB − xO)2 + (yB − yO)2


and the velocity of the SV-
wave is vSV; then, the loss of energy isΠSV � lOB/vSVξ and ξ is
termed the damage factor. Moreover, ξ is a time-varying
factor that describes the energy loss during signal propa-
gation because of fracturing evolution.

*e relationship between the energies carried by the
incident P-wave, reflected P-wave, reflected SV-wave, and
the attenuation of the SV-wave is as follows:

E1 � E2 + E3 + ΠSV. (18)

(2) S-Wave. As shown in Figure 6, the SH-wave ψ1(SH) is
reflected only on the boundary. According to the propa-
gation mode of the S wave, mode conversion does not occur,
and only the reflected SH-wave ψ2(SH) exists.

Due to the law of propagation of the S-wave, suppose
that the medium density is ρ, velocity of the transverse wave
is vS, and the incident angle and the reflection angle are both
β. *e potential functions of the incident and reflected SH-
wave are then as follows:

ψ1 � B1 exp jw t −
x sin β − z cos β

vS

   incident SH − waves

ψ2 � B2 exp jw t −
x sin β + z cos β

vS

   reflected SH − wave

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

. (19)

Assuming that the incident SH-wave propagates from
the fracture source A(xA, yA) to the rock boundary
O(xO, yO), the length of travel is

lAO �

���������������������

(xA − xO)2 + (yA − yO)2


. *e reflected SH-wave
propagates from point O to point B(xB, yB), where the

distance travelled is lOB �

��������������������

(x0 − xB)2 + (y0 − yB)2


, and the
velocity the of incident SH-wave and the reflected SH-wave
is vSH. *en, the loss of energy is ΠSH � Πincident SHwave+

Πreflected SHwave � lAO/vSH + lOB/vSH � lAO + lOB/vSV.
*e incident SH-wave propagates from point A to point

O on the rock boundary, and the reflected SH-wave forms
and propagates from point O to point B. *e relationship
between the energies carried by the incident SH-wave and
the reflected SH-wave and the attenuation in the SH-wave is
as follows:

E1 � E2 + E3 + ΠSH. (20)

(3) Propagation Characteristics of the Wave along the Rock-
Grain Boundary. *e important physical properties of rock
minerals are their density, Poisson’s ratio, and Young’s

modulus. Different mineral particles form rock materials
through cementation or crystallization, and the rate of
propagation of AE signals in different minerals is different.
When it encounters mineral boundaries, the waveform is
reflected or refracted. We discuss this separately for P-waves
and S-waves.

P-wave: the signal φ1(P) of the P-wave is subjected to
reflection, refraction, and waveform conversion, resulting in
the reflected P-waveφ2(P), reflected SV-wave ψ3(SV),
refracted P-wave φ4(P), and refracted SV-wave ψ4(SV)

(Figure 7).
We assume that the density of mineral I is ρ1, its

Poisson’s ratio is λ1, the velocity of the longitudinal wave is
vP1, the velocity of the transverse wave is vS1, the density of
mineral II is ρ2, its Poisson’s ratio is λ2, the velocity of the
longitudinal wave is vP2, and the velocity of the transverse
wave is vS2. Suppose that the incident angle of the P-wave is
α, its reflected angle is also α, the reflected angle of the SV-
wave is β, its refraction angle is α′, and the refraction angle of
the SV-wave is β′. *e relationship between the energies
carried by the incident P-wave, reflected P-wave, reflected
SV-wave, refracted P-wave, and refracted SV-wave is as
follows:
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φ1 � A1 exp jw t −
x sin α − z cos α

vP1
   incidentPwave

φ2 � A2 exp jw t −
x sin α + z cos α

vP1
   reflectedPwave

ψ3 � A3 exp jw t −
x sin β + z cos β

vS1
   reflected SVwave

φ4 � A4 exp jw t −
x sin α′ + z cos α′

vP2
   refracted Pwave

ψ4 � A5 exp jw t −
x sin β′ + z cos β′

vS2
   refracted SVwave

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (21)

According to rock viscosity, the reflected SV-wave and
refracted SV-wave lose energy during propagation. Suppose
that the incident P-wave is reflected and refracted at point
O (xO, yO) on the mineral boundary, the reflected SV-wave
ψ3 propagates to point A(x3, y3), and the refracted SV-wave
ψ4 propagates to point B(x4, y4). *e length of the reflected

SV-wave is lOA �

��������������������

(x0 − xA)2 + (y0 − yA)2


and that of the

refracted SV-wave is lOB �

��������������������

(x0 − xB)2 + (y0 − yB)2


; then,

the total loss of energy is
ΠSV � Πreflected SVwave + Πrefracted SVwave � lOA/vS1 + lOB/vS2.

When the incident P-wave propagates to the AE source/
fracture source and then to pointO of the mineral boundary,
reflected and refracted P-waves form, and the mode of
conversion changes to a reflected SV-wave and a refracted
SV-wave. *e relationship of the total energy is as follows:

E1 � E2 + E3 + E4 + E5 + ΠSV. (22)

o
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y

Mineral I (ρ1, λ1, μ1, vP1, vS1)
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β
α

φ4 (P)
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Figure 7: Propagation of AE P-wave on mineral boundaries.
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Figure 6: Propagation of acoustically emitted S-wave on rock boundaries.
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S-wave: according to the propagation characteristics of
the S-wave, mode conversion does not occur. As shown in
Figure 8, on the mineral boundary point O, the SH-wave is
ψ1 (SH), reflected wave is ψ2 (SH), and refracted wave is ψ3
(SH).

Assume that the density of mineral I is ρ1, its Poisson’s
ratio is λ1, the velocity of the longitudinal wave is vP1, and

the velocity of the transverse wave is vS1. *e density of
mineral II is ρ2, its Poisson’s ratio is λ2, the velocity of the
longitudinal wave is vP2, and the velocity of the transverse
wave is vS2. Suppose that the incident angle of the SH-wave
ψ1 is β, the reflected angle of SH-wave ψ2 is β, and the
refracted angle of SH-wave ψ3 is β′. *e potential function of
each wave component is then as follows:

ψ1 � A1 exp jw t −
x sin β − z cos β

vS1
   incident Swave

ψ2 � A2 exp jw t −
x sin β + z cos β

vS1
   reflected SHwave

ψ3 � A3 exp jw t −
x sin β′ + z cos β′

vS2
   refracted SHwave

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(23)

Suppose that the incident SH-wave propagates from the
fracture source/AE source point A (xA, yA) to the mineral
boundary O(xO, yO), where its length is

lAO �

���������������������

(xA − xO)2 + (yA − yO)2


. *e reflected SH-wave
propagates from point O to point B(xB, yB) over distance

lOB �

��������������������

(x0 − xB)2 + (y0 − yB)2


, and the refracted SH-wave
propagates from point O to point C(xC, yC) over distance

lOC �

��������������������

(x0 − xC)2 + (y0 − yC)2


. *en, the total loss of en-
ergy is ΠSH � ΠIncident SHwave
+ΠReflected SHwave + ΠRefracted SHwave � lAO/
vS1 + lOB/vS1 + lOC/vS2.

*e incident SH-wave propagates from point A to point
O on the rock boundary, and the reflected SH-wave forms
and propagates from point O to point B. *e refracted SH
wave propagates from point O to point C. *e relationship
between the energies carried by the incident SH-wave, re-
flected SH-wave, refracted SH-wave, and the attenuation of
the SH-wave is as follows:

E1 � E2 + E3 + ΠSH. (24)

(4) Propagation Characteristics of AE Signals through Cracks.
According to such physical phenomena as opening, closing,
and filling, cracks can be divided into open cracks, open-
filled cracks, and closed cracks. For these three types of
cracks, the propagation of the P-wave and S-wave is dis-
cussed separately.

(i) Open cracks
Such cracks are not filled with any material. As-
suming that the open surface of the crack is D,
whether the AE waveform can pass through the crack
is determined by its wavelength λ:

λ≥D, signals can pass through a crack,

λ<D, signals cannot pass through a crack.
 (25)

(ii) Open-filled cracks
Such cracks have different effects on the propaga-
tion of the P-wave and S-wave according to the
difference in the filling materials. If the filling is
solid, it can be analysed using equation (3); if the
filling is liquid, its shear modulus is zero, and it does
not return to its original shape under shear stress;
that is, it is not shear-resistant. In general, liquids
cannot pass through transverse waves.

(iii) Closed fissure
*e AE waveform is reflected and refracted here. In
addition, the P-wave undergoes waveform con-
version, and reflected and refracted SV-waves occur.

4. Discussion

*e time-frequency characteristics of AE are determined
here by using the stress or deformation of rocks. According
to equation (11), the frequency distribution of AE signals is
inversely proportional to c (crack length) and directly
proportional to v (crack growth rate). *is is why ultra-low-
frequency seismic signals occur in case of ultra-large-scale
fractures, such as in earthquakes [26, 27], low-frequency
microseismic signals occur in case of earthquakes in mines
that lead to rock failure, and higher-frequency signals occur
in laboratory experiments [28, 29].

AE technology is an effective method for characterising
rock damage or fracture. *e material characteristics of
rocks, such as heterogeneity, anisotropy, and viscosity, as
well as the stages of crack evolution can distort the results of
monitoring. *e complexity of the rock medium and its
fracture also lead to complex AE waveform propagation. In
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addition, different boundary conditions lead to different AE
signals.

*e characteristics and transmission of AE during rock
damage or fracture caused by multiple factors (damage
fracture, loading condition, lithology, size, structure, and
moisture) affect the results of analysis. Signals received by a
sensor can still reflect the essential characteristics of rock
damage and fracture.

5. Conclusions

In this study, the effects of the physical properties of rocks on
AE waveform signals are examined from the perspective of
the rockmaterial and its fracture characteristics as well as the
characteristics of the propagation of different AE waveform
signals. *e major findings and conclusions can be sum-
marised as follows:

(1) *e time-frequency characteristics of AE show the
complex rules during rock deformation or fracture
and are affected by its heterogeneity, anisotropy, and
viscosity as well as noise jamming. Meanwhile, they
are also influenced by the fracture morphology and
rock structure. *e frequency (f ) of the AE signals
generated by rock fracture is inversely proportional
to crack length (c) and directly proportional to the
rate of crack growth (v).

(2) *e factors influencing the characteristics and
propagation of AE signals are varied. Among them,
the elastic phase is affected by heterogeneity, vis-
cosity, and noise jamming. During signal propaga-
tion, the comprehensive effects of such factors
weaken the energy of the signals and enhance the
distribution of signal frequency.

(3) A mathematical model has been developed for
analysing the propagation of AE signals based on the
fracture behaviour of rocks, and their anisotropy,
heterogeneity, and viscosity as well as environmental
noise jamming by considering the differences in the
wave equation of its components. Namely, the AE
wave can be divided into a transverse wave (S-wave,

shear wave) and a longitudinal wave (P-wave, ex-
pansion and contraction wave), and they can be
considered, respectively, in the mathematical model.
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