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Variable speed limit (VSL) control dynamically adjusts the displayed speed limit to harmonize traffic speed, prevent congestions,
and reduce crash risks based on prevailing traffic stream and weather conditions. Previous research studies examine the impacts of
VSL control on reducing corridor-level crash risks and improving bottleneck throughput. However, less attention focuses on
utilizing real-world data to see how compliant the drivers are under different VSL values and how the aggregated driving behavior
changes. )is study aims to fill the gap. With the high-resolution lane-by-lane traffic big data collected from a European
motorway, this study performs statistical analysis to measure the difference in driving behavior under different VSL values and
analyze the safety impacts of VSL controls on aggregate driving behaviors (mean speed, average speed difference, and the
percentage of small space headway). )e data analytics show that VSL control can effectively decrease the mean speed, the speed
difference, and the percentage of small space headways.)e safety impacts of VSL control on aggregated driving behavior are also
discussed. )e aggregated driving behavior variables follow a trend of first decreasing and then increasing with the continuous
decrease in VSL values, indicating that potential traffic safety benefits can be achieved by adopting suitable VSL values that match
with prevailing traffic conditions.

1. Introduction

Variable speed limit (VSL) control dynamically adjusts
the displayed speed limit on the variable message signs to
harmonize traffic speed, prevent congestions, and reduce
crash risks based on prevailing traffic stream and weather
conditions, which is an essential control strategy for Active
Traffic Management (ATM) system. Germany was among
the earliest countries that implemented the VSL system in
the mid-1960s [1]. Nowadays, VSL control has been widely
adopted by countries including Germany, America, the
Netherlands, United Kingdom, and China for real-time
operation of motorway traffic to improve traffic safety and
mitigate congestions [2].

To evaluate the safety benefits of the VSL control, many
approaches have been taken. Questionnaire surveys are used
to evaluate the safety benefits of VSL [3, 4]. )eir results
showed that around 95% of drivers believe that VSL can
effectively improve driving safety. )e driving simulator is
another way to examine the impact of VSL on driving be-
havior. A previous study shows that VSL can improve traffic
safety by reducing speed differences between vehicles [5].
However, both questionnaire surveys and driving simulators
are biased towards respondents’ subjective factors, which
might lead to the overestimation of VSL systems’ safety
benefits. Traffic simulation methods have been widely used
to examine both the operation and safety benefits of different
ATM control strategies [6–9]. To better reproduce the real-
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world effect of VSL control, different traffic simulation
methods have also been applied to evaluated VSL benefits by
simulating different driver groups’ behavioral responses to
the VSL [7–9]. Some researchers integrated a real-time crash
potential prediction model that utilizes the output of the
microscopic simulation [10–13]. )ey found that VSL could
achieve safety benefits, especially in reducing the risk of rear-
end collisions. )e simulation-based studies are able to
quantitatively evaluate VSL safety impacts; however, the
driving behavior is heterogeneous between different driver
groups. For instance, aggressive drivers tend to drive with a
higher desired speed compared to conservative drivers [14].
)e microscopic simulation models simply apply the
compliance rate to the driver group and universally set the
compliant drivers’ desired speed equalling to VSL values,
which had not been proven correct by any empirical
observations.

Empirical data, e.g., the loop detector data, has been
widely used to analyze different aspects of motorway traffic
[15, 16]. With the support of these high-resolution data,
driving behaviors under VSL control have also been well
studied [17–23]. )e consensus emerging from these studies
is that VSL control can improve safety by decreasing the
mean speed, the speed difference, and the percentage of
small-time headway and increase the mean time headway.
Studies using empirical traffic data as inputs can objectively
analyze the impacts of VSL on driving behaviors and derive
credible conclusions. However, with the constraint of pre-
defined VSL control strategies, the majority of these studies
only have access to data from a limited range of traffic
conditions and limited VSL values. )erefore, most of these
studies merely performed qualitative comparisons between
driving behavior parameters with and without VSL controls,
while missing the quantitative examination of the rela-
tionship between traffic variables and VSL values. In the real-
world implementation, VSL values vary in accordance with
the prevailing traffic conditions and weather.)erefore, such
studies were not able to evaluate the potential outcomes of
each VSL value with a limited amount of data. In the
meantime, few studies have controlled traffic states when
examining VSL impacts; therefore, it is difficult to determine
whether the obtained results are caused by VSL control or by
the difference in traffic states within the collected empirical
data.

According to the literature, the understanding of VSL
control’s mechanisms leading to efficiency and safety is still
not fully explored and understood by researchers. Efforts
devoted to investigating the impacts of VSL on driving
behaviors have been insufficient, especially for quantitative
research studies on VSL. To the best knowledge of the
authors, few have examined the impact of VSL control on
the aggregated driving behaviors with different VSL values
[24].

To fill the gap, this study utilized high-resolution lane-
by-lane traffic big data from a European motorway under
different VSL values. )en a broad range of traffic states, i.e.,
traffic density, is categorized and investigated under various
VSL values. With controlling the traffic state, the relation-
ships between aggregated driving behaviors and VSL values

within different traffic density intervals have been quantified.
Based on the quantitative analysis results, this study mea-
sures the difference in driving behavior under different VSL
values and discusses the safety impacts of VSL control on
aggregated driving behaviors and potential improvement on
the motorway rear-end collisions. )e results of this study
revealed the mechanism leading to the safety benefits of VSL
control and provided more realistic assumptions for mod-
eling traffic flow operations under VSL control. Further-
more, we also discussed the invaluable insights into
developing effective VSL control strategies to improve traffic
safety.

2. Analyzing Aggregated Driving Behavior with
Traffic Big Data

2.1. TrafficBigData. )e high-resolution lane-by-lane traffic
big data is collected from a two-direction European mo-
torway segment with three lanes in each direction. Inductive
loop detectors are placed every 500-meter on the motorway
collecting traffic stream speed, headway, vehicle length, and
other traffic flow characteristics. )e motorway segment
experiences a wide variety of traffic conditions (including
recurrent and nonrecurrent congestions). A VSL control
system is deployed along the motorway with the control
objective of alleviating roadway congestions and improving
traffic safety. A wide variety of speed limits including 50 km/
h, 60 km/h, 80 km/h, 100 km/h, and 120 km/h are imple-
mented in the system.

)is study uses traffic flow data and corresponding VSL
control speeds data from 7:00 am to 6:00 pm for two weeks at
a no weaving area site. )e data only in good weather
condition (no rain or fog) and visibility conditions (at
daytime) is selected to avoid external interference. Missing
and wrong data was removed. Besides, in order to eliminate
drivers’ adjustments immediately after the VSL control is
triggered, the traffic flow data within 3 minutes after the
implementation of VSL control is removed. Finally, the
dataset including 4266 minutes data records with 355,599
vehicles was established, including 128,998 vehicles, 136,301
vehicles, and 90,300 vehicles on the left lane, middle lane,
and right lane, respectively.

2.2. Traffic States. )e investigation of the VSL impacts on
driving behavior must control the traffic states. Under
various traffic states, the driving behavior will be differently
affected by the VSL control system. )erefore, the classifi-
cation of the samples according to traffic states is indeed
critical to this study. In this study, traffic density is chosen as
a critical indicator to measure traffic congestion. )e
samples are further classified into different traffic density
intervals to evaluate the impact of VSL control under re-
spective traffic states. And the samples in the same density
interval with and without VSL controls are also compared to
investigate the effect of VSL control on driving behavior.

Furthermore, traffic data needs to be aggregated for the
density parameter of every sample. )e traffic volume, the
mean speed, and the density of every sample are calculated

2 Journal of Advanced Transportation



using one minute as the statistical time interval. )e traffic
flow data within different density intervals under different
VSL control speeds on different lanes are classified by five
vehicles per kilometer per lane density intervals. Meanwhile,
to ensure there are enough samples to perform statistical
analysis, the density intervals under each VSL value whose
sample size is too low should be ignored. )rough trial and
error, fifteen is selected as the lower limit of the sample size.
)e number of samples within different density intervals
under different speed limits on different lanes is listed in
Table 1 (“—” indicates that the number of samples is less
than 15 within the associated density interval). Samples with
high traffic density (larger than 30 veh/km) are removed
because, under high traffic density, the reduction of traffic
speed is mainly caused by traffic congestions and stop-and-
go waves, thus making it hard to quantify the actual impact
of VSL on the aggregated driving behavior.

2.3. AggregatedDriving Behavior Variables. In this study, we
defined three variables to represent the aggregated driving
behavior: mean speed, average speed difference, and the
percentage of small space headway. )ese three variables are
calculated using the traffic big data and are further used to
measure the safety impact of the VSL control. Definition and
calculation for these three aggregated driving behavior
variables are shown below.

2.3.1. Mean Speed. )e two most frequently used mean
speeds in traffic studies are the time mean speed and the
space mean speed. )is study selected the space mean speed
as one of the analysis variables. It is the arithmetic mean
speed value of vehicles within a certain section at a moment,
which equals the harmonic mean of spot speed observed.

vs �
n

􏽐
n
m�1 1/vm

, (1)

where vm represents the instantaneous velocities of the
vehicle m; n represents the number of vehicles passing the
roadway segment.

2.3.2. Average Speed Difference (ASD). )e average speed
difference of two neighboring vehicles was selected to
measure the speed difference. It is the mean value of speed
difference between the neighboring vehicles passing a given
point in a specified time interval [25].

ASD � Δv �
􏽐

n−1
i�1 vi − vi+1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

n − 1
, (2)

where vi represents the speed of the ith vehicle passing the
fixed point; n represents the number of vehicles passing a
given point.

2.3.3. :e Percentage of Small Space Headway. Space
headway is a measurement of the minimum possible dis-
tance between vehicles without a reduction in the speed of
the following vehicles. A small disturbance might still lead to

instability conditions on motorways when a platoon of
vehicles is operating with small headways [26]. )erefore,
the distribution of headway, particularly the percentage of
small headways, has some influence on the stability and
safety of traffic stream operations. )e percentage of less
than 100 meters of space headway was used as one of the
analysis variables.

3. Results

)e impact of VSL control on aggregated driving be-
havior is measured based on the mean speed, the variation of
speeds, and headways in this study as introduced before.

3.1. VSL Impacts on Mean Speed. In order to compare the
effect of different VSL values on the mean speed, the
arithmetic average of all the sample’s mean speed within
different density intervals is calculated under different speed
limits on different lanes. )e results are summarized in
Table 2. )e two-sample Student’s t-test is used to compare
the mean speeds’ difference with and without VSL controls,
and the associated p values for t-tests are also provided in
parenthesis to infer the impact significance of the VSL
control.)e null hypothesis (H0) is that the index is the same
for the conditions with and without control. If the t-test
value is less than 0.05, we accept the hypothesis, if not, we
reject it. )e t-statistics is calculated using the formula
shown below:

t �
x1 − x2����������

s
2
1/n1 + s

2
2/n2

􏽱 , (3)

where x1, x2 respectively, represent sample means of the two
groups, s21, s22 represent the sample variances, and n1, n2
represent the sample sizes.

)e results in Table 2 reveal that the mean speeds are
lower under VSL controls regardless of the traffic density
interval or lane locations. Under noncongested traffic
density conditions (5–20 veh/km), the speed limit of 120 km/
h only provides a marginal reduction in mean speeds on the
left lane and the middle lane, yet the t-test results show that
these speed differences are still statistically significant;
meanwhile, other lower VSL speed values (lower than
120 km/h) are significantly reducing the mean speeds, and
the t-test results for these speeds are also statistically sig-
nificant. Under congested conditions (25–30 veh/km on the
left and the middle lane, 20–25 veh/km on the right lane), the
t-test results reveal that the speed limit of 120 km/h is not
significantly changing the mean traffic stream speed when
compared to conditions without VSL control; for other
lower VSL values, obvious mean speed reductions are
achieved, and these mean speed differences are all statisti-
cally significant.

To evaluate the impact of different VSL values for each
lane under the same traffic state, enough samples need to be
obtained under each VSL value for a given traffic density
interval. Given the sample size information shown in Ta-
ble 1, only the traffic density interval 20–25 veh/km has
enough sample size under all VSL values. )erefore,

Journal of Advanced Transportation 3



20–25 veh/km was selected for the left lane and middle lane,
and 15–20 veh/km was selected for the right lane to dem-
onstrate the change trends in the mean speed under different
speed limits. As shown in Figure 1, it can be observed that,
after the 60 km/h speed limit, the mean speeds increase with
the speed limits reduction. )e reason might be that some
drivers might challenge the rationality of VSL controls when
a low-speed limit is implemented, whereby the reduced VSL
compliance rate leads to the phenomenon of higher mean
speeds under lower VSL values.

3.2. VSL Impacts on ASD. In order to compare the effects of
different speed limits on the ASD, the arithmetic average of
all the sample’s ASD within different density intervals is
calculated under different speed limits on different lanes.
Table 3 summarizes the results. Again, Student’s t-test is
used to compare the ASDs’ difference between VSL control

groups and No VSL groups, and the associated p values are
also provided in parenthesis.

It can be observed from Table 3 that, for all the lanes
within the same density intervals, the ASDs are always lower
under VSL controls. In addition, the t-test results show that
the difference in ASDs is statistically significant for the
majority of conditions except for speed limits of 120 km/h
on the left and middle lane within low-density intervals and
speed limits of 60 km/h on the left lane within the 15–20 veh/
km density interval.

Figure 2 describes the change trends in ASD under
different speed limits on the left and middle lane within the
20–25 veh/km density interval and on the right lane within
the 15–20 veh/km density interval. It is clear that ASDs first
decrease and then increase with the reduction in speed
limits. A possible explanation for this phenomenon is that
when VSL speed values are low, those aggressive drivers
might choose to retain their speeds or only adopt a small

Table 1: Number of samples within different density intervals under different speed limits (“—” means the sample size is less than 15).

Lane Density (veh/km)
Number of samples under different speed limits (km/h)

No VSL 120 km/h 100 km/h 80 km/h 60 km/h 50 km/h

Left lane

0–5 217 28 18 — — —
5–10 621 147 83 — — —
10–15 496 178 103 18 — —
15–20 317 395 94 30 16 —
20–25 221 687 54 48 45 15
25–30 101 315 19 — — —

Middle lane

5–10 97 21 — — — —
10–15 476 194 79 — — —
15–20 1020 804 219 60 15 —
20–25 345 637 66 18 30 16
25–30 50 119 — — — —

Right lane

5–10 325 175 31 — — —
10–15 1220 875 242 49 — —
15–20 412 626 99 31 38 15
20–25 37 91 — — — —

Table 2: )e arithmetic average and t-test results of mean speed within different density intervals under different speed limits on different
lanes (“—” means the sample size is less than 15).

Lane Density (veh/km)
)e arithmetic average of mean speed under different speed limits (km/h)

No VSL 120 km/h 100 km/h 80 km/h 60 km/h 50 km/h

Left lane

0–5 129.6 125.7(0.00) 111.4(0.00) — — —
5–10 126.1 124.8(0.00) 109.9(0.00) — — —
10–15 122.5 121.4(0.00) 106.3(0.00) 98.0(0.00) — —
15–20 117.6 113.2(0.00) 102.1(0.00) 91.3(0.00) 91.4(0.00) —
20–25 111.6 106.3(0.00) 96.4(0.00) 86.5(0.00) 86.4(0.00) 90.6(0.00)
25–30 100.6 99.6(0.56) 85.2(0.00) — — —

Middle lane

5–10 116.9 110.2(0.00) — — — —
10–15 115.1 111.3(0.00) 98.5(0.00) — — —
15–20 111.8 104.3(0.00) 96.7(0.00) 84.4(0.00) 82.0(0.00) —
20–25 105.1 97.8(0.00) 91.8(0.00) 84.0(0.00) 80.6(0.00) 87.0(0.00)
25–30 85.7 88.9(0.18) — — — —

Right lane

5–10 98.8 92.5(0.00) 88.8(0.00) — — —
10–15 97.6 90.7(0.00) 88.6(0.00) 78.4(0.00) — —
15–20 92.6 85.9(0.00) 86.0(0.00) 78.1(0.00) 72.7(0.00) 77.0(0.00)
20–25 80.4 81.3(0.67) — — — —
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speed reduction, while those conservative drivers will follow
the speed limits and apply a large speed reduction. Such
behavioral differences lead to a more discrete distribution
for drivers’ desired speeds, whereby resulting in higher ASD
values in the traffic flow.

3.3. VSL Impacts on SpaceHeadway. In order to quantify the
effects of different VSL values on the space headway, the
percentage of small headways within different density in-
tervals is calculated under different speed limits on different
lanes. Table 4 summarizes the percentage of vehicles with
smaller than 100m space headway under all combinations of

density intervals and speed limits on the left, the middle, and
the right lane (“—” indicates that less than 300 vehicles are
observed within the associated density interval).

It can be observed from the above table that the majority
of percentage (of less than 100m headway) results on the left
and middle lane are smaller for VSL control groups when
compared to No VSL groups. However, most percentage
results on the right lane with VSL control are similar to the
results of No VSL controls except for the speed limit of
100 km/h. )e speed limit of 60 km/h on the right lane
increases the percentage of less than 100 m headway. In
general, the percentages of less than 100 m headway first
decrease and then increase for all lane locations within the
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Figure 1: Change trends in mean speed under different speed limits.

Table 3: )e arithmetic average and t-test results of ASD within different density intervals under different speed limits on different lanes
(“—” means the sample size is less than 15).

Lane Density (veh/km)
)e arithmetic average of ASD under different speed limits (km/h)

No VSL 120 km/h 100 km/h 80 km/h 60 km/h 50 km/h

Left lane

0–5 8.89 7.01(0.01) 6.85(0.02) — — —
5–10 6.54 6.23(0.08) 5.88(0.00) — — —
10–15 5.13 4.97(0.14) 4.53(0.00) 4.41(0.03) — —
15–20 4.20 3.90(0.00) 3.53(0.00) 3.62(0.00) 4.11(0.73) —
20–25 3.61 3.24(0.00) 3.12(0.00) 2.95(0.00) 3.15(0.00) 3.19(0.03)
25–30 3.10 2.87(0.00) 2.90(0.03) — — —

Middle lane

5–10 7.80 7.78(0.97) — — — —
10–15 6.35 5.92(0.00) 4.55(0.00) — — —
15–20 5.37 4.69(0.00) 3.82(0.00) 3.44(0.00) 5.03(0.00) —
20–25 4.43 3.62(0.00) 3.19(0.00) 3.38(0.00) 3.26(0.00) 3.67(0.01)
25–30 3.32 2.86(0.00) — — — —

Right lane

5–10 10.19 8.75(0.01) 5.63(0.00) — — —
10–15 7.91 6.33(0.00) 4.57(0.00) 3.47(0.00) — —
15–20 6.02 4.48(0.00) 3.55(0.00) 3.10(0.00) 3.64(0.00) 4.15(0.01)
20–25 4.21 3.58(0.01) — — — —
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same density intervals with the lowest rate achieved at the
speed limit of 100 km/h. Further reduction in speed limits
beyond 100 km/h will not further reduce the percentage of
small-time headways.

3.4. VSL Impacts on Motorway Rear-End Collisions. )is
section focuses on understanding the impacts of VSL on
rear-end collisions because rear-end collision is the most
frequent accident type on the motorway. Although some
rear-end collisions have resulted from inappropriate driver
behaviors, vehicle failure, and so on, most collisions are
closely related to the vehicle speed, the car following dis-
tance, and the speed difference between consecutive vehicles.

It is assumed that two vehicles are running in the same
lane on a motorway. As shown in Figure 3, the leading
vehicle is running at the speed ofV1, and the following one at
the speed of V2 with the distance of d from the former. If an
emergency happened ahead forcing the leading vehicle
driver to brake immediately and adjust its speed to V0 at the
deceleration rate of a, the following driver also needs to
brake to avoid a collision and needs to adjust its speed to at
most V0. )e following vehicle’s deceleration is assumed to
be the same as the leading vehicle, and the drivers’ reaction
times are ignored.

)e distance of the leading vehicle traveled:

S1 �
V

2
0 − V

2
1

2a
. (4)

)e distance of the following vehicle traveled:

S2 �
V

2
0 − V

2
2

2a
. (5)

For avoiding a rear-end collision between the consec-
utive vehicles, the following condition shall be met:

d> S2 − S1 �
V

2
1 − V

2
2

2a
�

V1 − V2( 􏼁 V1 + V2( 􏼁

2a
. (6)

A rear-end collision would not happen if the speed of the
following vehicle V2 is smaller than that of the leading one
V1. However, when the speed relationship is reversed,
whether the collision would occur will depend on the dis-
tance d, the speed difference between the consecutive two
vehicles V2 −V1, the sum of the speed of two vehicles
V2 +V1, and the deceleration rate a. )e results in the
previous section showed that suitable VSL control can de-
crease the mean speed, the ASD, and the percentage of
relatively small space headway (which means most drivers
prefer to keep a large space headway). As a result, under
reasonable VSL controls, the speed difference between the
two consecutive vehicles V2-V1 and the sum of the two
vehicles’ speeds both become smaller in the right part of (5).
Meanwhile, the possibility of space headway d in the left part
of (5) is also small. )erefore, it can be inferred that ap-
propriate VSL controls can decrease the risk of rear-end
collisions.

3.5. Driver’s Compliance under VSL. )is section focuses on
understanding the driver’s compliance under VSL because
the driver’s compliance determines the efficiency of the VSL.
Based on our analysis, it can be observed that a lower VSL
value does not guarantee a higher impact on driving be-
havior. For instance, under the low VSL values, the mean
speed, average speed difference, and the percentage of small
headways are greater than the same measurements under
high VSL values. )e reason for this phenomenon is the
change in the driver’s compliance with the variable speed
limit control [8].

Whether or not the driver complies with the VSL is a
process of measuring the greater of the benefits and the
losses. From the driver’s perspective, the benefits that may be
gained from complying with the VSL include improved
driving safety and no risk of penalties for speeding; the
corresponding losses include reduced vehicle speed and
increased travel time. On the contrary, if drivers fail to
comply with the VSL, the possible benefits are efficiency
benefits from higher driving speeds, etc.; the corresponding
losses include reduced driving safety and the risk of penalties
for speeding. Only when the driver judges that the benefits of
the VSL are greater than the losses, they will choose to
comply. When the VSL value is too low, that is, when the
speed limit is significantly different from the driver’s ex-
pected speed, the driver may question the rationality of the
VSL. Under this situation, the driver’s awareness of
expecting to reach the destination as soon as possible defeats
the awareness of complying with VSL limits to obtain safety
benefits. At this time the driver will choose not to comply
with the VSL.

Although the driver will choose not to follow the low
VSL values, this does not mean that the driving behavior
under low VSL values is the same as that without VSL. Our
analysis finds that when the VSL values are too low, although
no driver will choose a speed slower than the variable speed
limit value, the mean speed is still significantly lower than
the uncontrolled state. For example, under 60 km/h VSL, the
speed of almost all vehicles is higher than 60 km/h, and the
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Figure 2: Change trends in ASD under different speed limits.
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mean speed is around 85 km/h, while the average speed in
the uncontrolled state under the same density condition is
around 110 km/h.

In the real world, each driver has an expected speed
that considers safety and efficiency under any conditions.
Drivers will drive as fast as possible based on ensuring
driving safety and complying with traffic laws. )e VSL is
to change the driver’s expected speed by changing the
driver’s safety expectations and the expectations of
complying with traffic laws. )erefore, by popularizing the
safety benefits of VSL and strengthening law enforcement
for speeding violations, compliance with VSL can be ef-
fectively improved, thus improving the overall safety
impacts of VSL.

4. Conclusions and Discussion

With the high-resolution lane-by-lane traffic big data
collected from a European motorway, this study quantita-
tively measures the difference in driving behavior under
different VSL values and analyzes the safety impacts of VSL
controls on aggregate driving behaviors (described by mean
speed, ASD, and the percentage of small space headway).
Also, the potential improvement of VSL on rear-end col-
lisions and the driver’s compliance under VSL was discussed
to prove that appropriate VSL controls could have provided
additional traffic safety benefits. )e main findings of this
study are summarized as follows:

(1) Under medium and lower traffic density conditions,
different VSL values can always reduce the mean
traffic speeds. But the changes in the mean speed
followed the first decreases and then increases trend
with the reduction in speed limits. )e result also
indicated that, under low VSL values, drivers are
more likely to challenge the rationality of the VSL
system.

(2) Under similar traffic conditions, most VSL values
reduced the speed differences between consecutive
vehicles, thereby reducing the speed discretions in
the traffic stream. Again, the first decreases and then
increases trend with the reduction in speed limits in
ASD showed that low VSL values may increase the
ASD.

In general, VSL can reduce the mean speed, the speed
difference, and the percentage of small headway. Reason-
able VSL control strategies can effectively reduce the risk of
rear-end collisions on the motorway. However, the first
decreases and then increases trend with the reduction of
speed limits illustrated that, under low VSL values, drivers
are more likely to challenge the rationality of the VSL
system. )erefore, the overly low VSL values cannot
provide a higher safety benefit or even caused more traffic
accidents. )us, the implementation of the VSL control
system should closely be related to the real-time traffic flow
congestion level.

One limitation of this study is that it only considers the
impact of VSL on the three aggregated driving behaviors
under the same traffic density interval. On the other hand,
VSL may have an impact on density under the same traffic
demand. Future research is suggested to consider how
VSL will impact the traffic density with the same traffic
demand. In addition, the data used in this study does not
include any lane-changing information. Since the lane-
changing rate is another vital index for traffic stability and
safety, the impact of VSL on the lane-changing rate is also

Table 4: Percentages of smaller than 100m headway within different density intervals under different speed limits (“—” means less than 300
vehicles are observed).

Lane Density (veh/km)
Percentage of less than 100-m headway under different speed limits (%)

No VSL (%) 120 km/h (%) 100 km/h 80 km/h 60 km/h 50 km/h

Left lane

5–10 23 21 15% — — —
10–15 32 28 19% 17% — —
15–20 35 26 15% 18% 14% —
20–25 38 27 18% 23% 28% 24%
25–30 42 33 33% 38% 42% —

Middle lane

5–10 9 6 — — — —
10–15 15 11 8% — — —
15–20 22 17 13% 17% — —
20–25 28 22 19% 23% 35% 21%
25–30 34 30 29% — — —

Right lane

5–10 4 4 — — — —
10–15 9 9 8% 9% — —
15–20 16 18 12% 14% 22% —
20–25 29 27 — — — —

V2 V1 V0

S2
S1

d

Figure 3: Schematic diagram of rear-end collisions.
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encouraged to be analyzed with more detailed data
collected.
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With the exponential growth of traffic data and the complexity of traffic conditions, in order to effectively store and analyse data to
feed back valid information, this paper proposed an urban road traffic status prediction model based on the optimized deep
recurrent Q-Learning method. 2e model is based on the optimized Long Short-Term Memory (LSTM) algorithm to handle the
explosive growth of Q-table data, which not only avoids the gradient explosion and disappearance but also has the efficient storage
and analysis.2e continuous training andmemory storage of the training sets are used to improve the system sensitivity, and then,
the test sets are predicted based on the accumulated experience pool to obtain high-precision prediction results. 2e traffic flow
data fromWanjiali Road to Shuangtang Road in Changsha City are tested as a case.2e research results show that the prediction of
the traffic delay index is within a reasonable interval, and it is significantly better than traditional prediction methods such as the
LSTM, K-Nearest Neighbor (KNN), Support Vector Machines (SVM), exponential smoothing method, and Back Propagation
(BP) neural network, which shows that the model proposed in this paper has the feasibility of application.

1. Introduction

With the development of urbanization, there is a prominent
contradiction between the transportation infrastructure and
the vehicle population, and the problem of traffic congestion
has become more serious, which inevitably leads to the
increasing of travel time, intensified environmental pollu-
tion, and economic loss [1]. Prevention is the first way to
control traffic congestion. According to the existing traffic
states, the changing trend in a short time is predicted, and
then, the information platform is used to issue an early
warning to divert the traffic to avoid or ease congestion

[2–4]. 2erefore, how to establish a long-term model for
timely warning of traffic congestion is the research focus of
urban intelligent transportation system optimization [5–7].

A variety of methods, including the time series, machine
learning, and artificial neural networks, have been proposed
for traffic congestion prediction. Since the time-series
characteristics of traffic flow data were discovered [8], some
scholars used autoregressive differential moving average
models [9] to predict the traffic flow on expressway [10, 11].
Because the temporal distribution of traffic flow data is
interrelated, some scholars used nonparametric regression
methods to build macrotraffic models and found that the
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prediction result is better than time-series algorithms
[12–14]. However, these methods based on statistics and
traffic models require a large amount of historical data and
construct many assumptions, so they are difficult to apply to
nonlinear traffic flow [15–18].

In recent years, machine learning algorithms, such as the
back propagation neural network [19, 20], have gradually
been used in traffic prediction with the advantage to handle
the nonlinearity problems. Because of the long training time
of the back propagation neural network and the tendency to
fall into the local optimum, some scholars also used the
Support Vector Machine (SVM) [21–23] and K-Nearest
Neighbor (KNN) [24–26] to predict the traffic status.
Moreover, some scholars found that the time series of short-
term traffic flow has chaotic characteristics. To deal with the
abovementioned issues, many methods, such as combined
vector machine-based [27] and phase space reconstruction-
based [28], have been proposed to achieve better results.
However, most of these machine learning-based methods
lack robustness to catch the huge data, resulting in the model
generally lacking long-term effectiveness and scalability
[29–31].

Facing on the lots of traffic flow data, scholars have
gradually turned to use the deep learning method, a learning
algorithm that can simulate the multilayered perceptual
structure of the human brain to recognize the data patterns.
At present, breakthroughs have been made in many fields
such as computer vision, speech recognition, and natural
language processing. Deep learning has gradually been
adopted by Stanford University, Google, Baidu Research
Institute, and other authoritative organizations with the
strategic direction for the development of data mining and
artificial intelligence [32, 33]. Kuremoto et al. [34] combined
the restricted Boltzmann machine with the time-series laws
to obtain a prediction model, which fits the sample data with
the minimum model energy. Lv et al. [35] proposed a deep
learning model to predict traffic flow based on an automatic
coding network using compression coding in the input data.
Zhao et al. [36] proposed a traffic congestion prediction
model based on the improved SVM, which can learn the
characteristics of traffic flow parameters through the deep
structure by digitizing different environmental and human
factors. 2e abovementioned methods speed up data pro-
cessing by applying the deep learning models but do not take
into account the dimensional disaster caused by the high-
dimensional states of traffic flow parameters. To address the
abovementioned problems, some scholars used data com-
pression technology based on the LSTM, Principal Com-
ponent Analysis (PCA) [37], CUR matrix decomposition
algorithm [38], and Discrete Cosine Transform (DCT)
method [39] to perform data dimension reduction.

Q-Learning can efficiently store and extract data to
provide support for traffic prediction. 2e LSTM network
reduces the frequency of gradient explosion and disap-
pearance, so it is suitable for capturing the spatiotemporal
evolution of traffic state parameters [40–43]. In this paper,
considering the time sequence of traffic flow parameters and
the continuity of traffic congestion effects, the recurrent
neural network model is used to train the extracted features

and to obtain low-dimensional vectors of historical infor-
mation, and then, the resulting vectors are stitched to
achieve classification training. Finally, an urban road traffic
state prediction model based on the optimized deep re-
current Q-Learning method is established. 2e model
proposed in this paper has the following contributions:

(1) 2e model effectively solves the problem of gradient
explosion and gradient disappearance in the pre-
diction process of LSTM

(2) 2e model effectively extracts the associated features
of the traffic data, so it has better prediction efficiency
and accuracy

(3) 2e model will provide a feasible prediction method
for the construction of an intelligent transportation
system due to its efficiency and feasibility

2e rest of this paper is organized as follows. Section 2
points out the problems to be solved and the corresponding
methods in this paper. 2en, Sections 3 and 4 lead to the
principles and steps of the Q-Learning and the LSTM. After
that, the deep recurrent Q-Learning network model is
constructed in Section 5. Besides, the example analysis in
Section 6 proves the stability and feasibility of the method.
Finally, Section 7 concludes the paper.

2. Specific Problems and Solutions

2.1. Specific Problems. 2e problems with urban traffic data
are high repeatability, high loss rate, and poor correlation.
2e existing predictionmethodsmainly discuss the results of
independent analysis and whether they meet the needs of
further verification. 2erefore, the following problems exist
in data preprocessing and optimization prediction.

Regarding the problem of data relevance: the relation-
ship between the states at the previous moment and the next
moment lacks effective connection. 2erefore, the infor-
mation at different states is disconnected, and the timeliness
of the data cannot be fully exerted. As a result, the prediction
results are not sufficiently correlated with the data at the
previous moment and lack of persuasiveness.

Speaking of the problem of data storage: based on the
existing analysis methods, the storage capacity of the da-
tabase will quickly reach the threshold, which is not con-
ducive to long-term and durable prediction. Besides,
repeated analysis steps will increase the feedback delay and
cannot fulfill the requirements of low-latency traffic
prediction.

Concerning the problem of comprehensive data analysis:
the existing analysis focuses on fixed types of data, and the
traffic environment is an integrated system. 2erefore, even
if the prediction results are accurate, they cannot reflect the
objective situation.

2.2. Solutions. For the abovementioned three research
problems, this paper will propose the corresponding
solutions:

For the problem of data relevance: based on the opti-
mized LSTM model, the effective correlation and
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information accumulation of different data types are
strengthened, and the correlation degree of data at different
moments is strengthened.

For the problem of data storage: the Q-Learning func-
tionalizes the data information, and each data cell can be
realized by the expression of functions.2is method not only
reduces the pressure of data storage but also improves
analysis efficiency and accuracy.

For the problem of comprehensive data analysis: the
traffic conditions are affected by multiple factors. 2erefore,
when selecting the characteristic data types, in addition to
the basic parameters of traffic flow, climate and temperature
are also considered. 2at is to establish a multidimensional
data analysis system, making the prediction results more
accurate and objective.

3. Q-Learning Principle and Application Steps

2e steps of the Q-Learning are listed as follows: the state of
the agent in the environment E is S, and the actions taken by
the agent constitute the action space A. It takes different
actions to transfer between states, and the reward function
obtained is R. To achieve the optimal strategy, the
Q-Learning estimates the value of each action choice in each
state. 2e Q-Learning uses Q (S, A) to represent the value
function of state-to-action and continuously updates the
value ofQ (S,A) according to the state transition. Finally, the
Q-Learning obtains the optimal strategy based on Q (S, A).

2e value function Q (S, A) of the traffic state is updated
as follows: assuming the state of the agent at time t is s, the
action is at. 2en, the state transitions to time t+ 1, the state
is st+1, and the reward is rt. Finally, the agent updates the
value ofQ (s, a) according to all records (st, at, tt, st+1) to find
the optimal strategy. 2e corresponding update function is
shown in the following equation:

Q st, at( 􏼁⟵Q st, at( 􏼁 + α rt+1 + λmax
a

Q st+1, a( 􏼁 − Q st, at( 􏼁􏼔 􏼕,

(1)

where Q(st, at) is the current Q-table, α is the learning rate,
rt+1 is the benefit at the next moment, λ is the greed co-
efficient, and maxaQ(st+1, at) is the best benefit in memory.

2e deep Q-Learning network combines deep learning
and Q-Learning. 2e network uses the perceptive ability of
the deep learning to transform the state to high dimensions
and uses the decision-making ability of Q-Learning to map
the high-dimensional state representation to the low-di-
mensional action space [44, 45]. In the Q-Learning algo-
rithm, the table is used to store the value of Q (s, a). In the
deep Q-Learning, the state dimension of the agent is high,
and the table obviously cannot meet the demand. 2is
problem is solved by using f (s, a) to approximate Q (s, a)
[46, 47]. 2erefore, based on the corresponding value
function neural network model, approximate values can be
obtained, thereby reducing the storage pressure of the Q-
table and providing ideas and methods for Q-Learning to be
applied to traffic state prediction. Finally, the network ob-
tains the action value of congestion and dissipation
according to the accumulated experience pool. Figure 1

shows a schematic diagram of the principle of approxi-
mating the value of “state-action” through the neural
network.

2e network helps solve the problems of processing huge
data volumes. Due to the strong time series of traffic data, the
application of this network will make the analysis results
more reliable. Further demonstrations and experiments will
be discussed in the following sections.

4. Recurrent Neural Network LSTM Algorithm

4.1.Overviewof theRecurrentNeuralNetwork. 2e recurrent
neural network is one of the optimized variants of deep
neural networks. It is characterized by the output of the
neurons at a certain moment as part of the input of the next
moment, and the neural network has the function of
memorizing the information of the previous moment which
can realize the persistence of the information. As shown in
Figure 2, the neural network reads the input xt of the current
time t and obtains the output ht. At the same time, the
information status is returned to the neural network as one
of the inputs at the next time point. In order to show the
execution action more intuitively, we express it by

ht � f ht−1, xt( 􏼁. (2)

2e output ht at each moment is related to the input ht−1
at the previous moment. 2e recurrent neural network is the
most natural structure for processing sequence data which is
exactly what we need to handle historical data and real-time
data in this paper.

xt: the input at time t,
X � [x1, . . . , xt−1, xt, xt+1, . . . , xT] is the input
sequence.
st: the state of the hidden layer at time t, also known as
the memory unit of the recurrent neural network.
ht: the output at time t,
H � [h1, . . . , ht−1, ht, ht+1, . . . , hT] is the output
sequence.
U: the weight parameter matrix of input sequence
information X to hidden layer state S.
W: the weight parameter matrix between the hidden
layer states S.
V: the weight parameter matrix of hidden layer state S
to output sequence information H.

4.2. Recurrent Neural Network LSTM. If the dependency
interval between sequences is long, the gradient disap-
pearance of traffic data will happen in ordinary RNN which
is difficult to retain the information at earlier times. 2e
LSTM network remembers long-term historical information
through the design of the network structure where the
output of the network at time t+ 1 is applied to itself at time t
to avoid the gradient disappearance. Its network expands
along the time axis. 2e schematic diagram and the detailed
diagram of the three-layer gate are shown in Figures 3 and 4.
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It can be seen from Figure 3 that the LSTM defines the
key concept of cell state with the horizontal line.2ere is less
information interaction in the cell with the purpose of
memorizing long-term information achieved through cell
transmission. For Figure 4, it is made by three-gate layers
with the first one is the forget gate. 2is gate is determined
based on the input of the current moment and the output of
the previous moment and, then, passes through a Sigmoid
layer to obtain the results. It determines howmuch of the cell
states from the previous moment is retained to the current
moment. 2e expression function of the forget gate is shown
in the following equation:

ft � σ Wf · ht−1, xt􏼂 􏼃 + bf􏼐 􏼑, (3)

where ft represents the output of the forget gate and σ
represents the Sigmoid function. Wf and bf represent the
weight matrix and the bias term, respectively. [ht−1,xt]

represents the connection of two vectors into a longer vector.
2e second one is the input gate, which determines how

much of the network input is saved to the cell state at the
current moment. 2e expression functions of the input gate
are shown in the following equations:

it � σ Wt · ht−1, xt􏼂 􏼃 + bt( 􏼁, (4)

􏽥ct � tan h Wc · ht−1, xt􏼂 􏼃 + bc( 􏼁, (5)

where ct is calculated by multiplying the last element state
ct−1 by the element forget gate ft, then multiplying the
element state ct by element by the input gate it, and finally,
adding the two products.

2e cell information can be updated based on the results
of forget gate and output gate. It is listed as follows:

ct � ft · ct−1 + it · 􏽥ct. (6)

2e last one is the output gate, which controls howmany
cell states output to the current output value of the LSTM.
From Figure 4, the output gate is composed of two parts, one
is the state of the cells processed by tanh, and the other is the
input information processed by Sigmoid. 2e functions of
the output gate are listed in the following equations:

σt � σ Wo · ht−1, xt􏼂 􏼃 + bo( 􏼁, (7)

ht � ot · tan h ct( 􏼁, (8)

where ot represents the output of the output gate. Wo and bo

represent the weights and offsets, respectively.

5. Deep Recurrent Q-Learning Network

5.1. State Space. If the amount of acquired data is not large,
the Q-Learning can perform data storage and processing
efficiently. If the data is large, Q-Learning cannot traverse all
states, and there is no such large space to install the Q-value
table in memory.2erefore, this paper uses the LSTMmodel
to generalize the states and uses the recurrent neural net-
work to learn the state function. 2rough continuous deep

reinforcement learning, the model obtains features to de-
scribe the current state, while accumulating experience pool.
In constructing the state space, it is divided into two steps:
state discretization and value evaluation.

Step 1: what the neural network wants to output is the
training value under each state, which represents the
measure of the pros and cons of developing from this
state. 2e characteristics of the current state S are speed
v, delay time d, travel time m, temperature t, and
precipitation probability p. If the characteristics of the
next state S′ are speed v′, delay time d′, travel time m′,
temperature t′, and precipitation probability p′, then
the corresponding selection behavior of reward accu-
mulation is [speed v, delay time d, travel time m,
temperature t, precipitation probability p] minus
[speed v′, delay time d′, travel time m′, temperature t′,
precipitation probability p′]. 2e resulting values for
each position are positive 1 and negative 0 to discretize
the behavior (the range is 0 ∼ 25, and the selected
behavior discretization vector [0, 1, 0, . . .] is trans-
formed into an integer which represents the dimension
of the output vector). Based on the results of the
abovementioned rewards, the traffic information with
better benefits is accumulated to form an experienced
pool with high benefit values, which makes the pre-
diction results more accurate.
Step 2: due to the influence of the traffic states before
and after the training, it is necessary to determine
whether the action can get excellent feedback before
execution. 2e action a is performed according to the
strategy p, and the cumulative return is calculated, after
the strategy is executed. 2e state value function ex-
pression is listed as follows:

Vp(s) � 􏽘

s′

p(s) s, s′( 􏼁 Rp(s) s, s′( 􏼁 + cVp s′( 􏼁􏼐 􏼑, (9)

where Vp(s) represents the degree of return according to the
strategy p under state s. p (s, s′) represents the probability of
state transition. R (s, s′) represents the reward obtained from
s⟶ s′, and c is a function coefficient.

5.2. Reward Actions. 2e reward after training in the
previous state s is represented by the difference in delay
time. 2e neural network function uses s as input. Q (a,
n_features) is the storage table, and n_features presents the
number of input neurons. 2erefore, the output vector
dimension is 2n features � 32. 2e memory storage pool
structure after the reward is [n_features, a, r, n_features].

During the process of predicting the future situation,
inputting the current state and outputting the Q-value are
studied under various possibilities with the largest one being
selected. As the reward level continued to deepen, the target
results gradually approach the actual situation in which the
Q-value here refers to the traffic delay index.
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5.3. Training Method. Based on the construction of the
abovementioned state space and reward actions, we will
train the datasets from Wanjiali Road to Shuangtang Road
on the elevated Wanjiali Road in Changsha. 2e main steps
of training methods are listed as follows:

Step 1: the preprocessing of traffic data and weather
data (culling abnormal data, Lagrange interpolation,
and normalization).
Step 2: the selection of training sets and test sets (the
time interval of training sets is from 0:00 on May 17,
2019, to 24:00 onMay 24, 2019.2e time interval of test
sets is from 0:00 on May 25, 2019, to 12:00 on May 25,
2019).
Step 3: determining the input and output of the vari-
ables and the number of network layers (the input
variables are speed, delay time, travel time, tempera-
ture, and precipitation probability. 2e output variable
is the delay index, the number of hidden neurons in the
interval [4, 13], and 3 layers of network layers).
Step 4: determining the initial weights, thresholds,
learning rate, activation function, and training function
(the interval of initial weight and threshold is [0, 1].2e
learning rate is 0.01, the activation function uses the
Sigmoid function, and the training function uses
Adam).
Step 5: training the neural network model and stopping
the network training when the feedback reaches the
optimal state of the Q-value table. If it is not satisfied,
modification and adjustment of the parameter values
are required (learning rate and training function).
Step 6: adjusting the parameter to achieve the best
prediction results which could be obtained from the
prediction and input test set data.
Step 7: analyzing the prediction results to get the final
experimental results.

In this paper, the LSTM forgetting, input, and output
threshold activation functions are all Sigmoid functions. 2e
return interval [0, 1] is consistent with human thinking. 2e
pseudocode to build a deep recurrent Q-Learning network is
shown in Algorithm 1.

6. Case Analysis

6.1. Data Description. 2is paper selected a part of the ar-
terial road in Changsha, starting from Wanjiali Road to
Shuangtang Road from north to south, as the research case.
A crawler script written in Python 3.7 was used to capture
the real-time traffic information from the big data platform
of Gaode Map.2e data were collected from 0:00 onMay 17,
2019, to 12:00 on May 25, 2019, with a 5-min sampling
interval. 2e collected data types include actual time, speed,
delay time, travel time, temperature, probability of precip-
itation, and delay index. 2e data set sample is shown in
Table 1.

2e data of this case is divided into training sets and test
sets after preprocessing.2e time interval of the training sets

is from 0:00 on May 17, 2019, to 24:00 on May 24, 2019, and
the time interval of the test sets is from 0:00 to 12:00 on May
15, 2019.

6.2. Data Preprocessing. Data preprocessing includes three
steps: culling abnormal data, Lagrange interpolation, and
normalization. 2e detailed information is shown in
Figure 5.

2e first step is to cull abnormal data.2e abnormal data
mentioned in this step refers to the data that deviates sig-
nificantly from the normal interval. By deleting such kind of
data, the experimental data are more realistic and the
analysis results are more reasonable. Some samples of ab-
normal data are shown in Table 2.

2e second step is the Lagrange interpolation. Lagrange
interpolation is used to fill in somemissing data based on the
neighboring traffic datasets to improve the value of the data.
2is step is used to achieve data integrity and rationality.

2e data filling function for this step is listed as follows:

L(x) � 􏽘
n

i�0
yi 􏽙

n

j�0,j≠i

x − xj

xi − xj

, (10)

where yi is the polynomial of degree i− 1 and xi is the
parameter corresponding to the point i.

2e third step is data normalization. 2e purpose of this
step is to control the magnitude of the data within a small
fluctuation range, reduce the impact between the magni-
tudes of the horizontal data, and improve prediction ac-
curacy. 2e function is listed as follows:

x′ �
x − min

max − min
, (11)

where max is the maximum value of the sample data
and min is the minimum value of the sample data.

2e preprocessed data are transformed into a list to form
the matrix and, finally, transformed into a three-dimen-
sional space.2e three-dimensional space serves as the input
of the LSTM unit to form the basic unit of the hidden layer.
Every 15 rows of valid data are used as a training set and are
continuously trained in 100 times. 2e test sets are predicted
based on the training memory to obtain the prediction
results.

6.3. Prediction Module Construction. According to data
analysis, visualization, and platform requirements, this
paper introduces NumPy, Pandas, andMatplotlib as analysis
tools. Tensorflow is used as an open-source database for
deep learning to build a basic library. According to the needs
of the model, a variety of modules is constructed including
the traffic environment module, deep reinforcement
learning module, memory module, behaviour selection
module, neural network module, training main program
module, loss curve module, and visualization module.

2e first step is to initialize the traffic data, network
environment, and training parameters to build a neural
network for prediction. 2e second step is to input training
sets and test sets to the input layer. Multidimensional data
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introduction is performed in the hidden layer, and data
prediction is performed based on the experience pool in the
output layer. Meanwhile, the structural dimensions of the
input and output are displayed at each stage. 2e detailed
flowchart is shown in Figure 6.

6.4. Parameter Impact Analysis. For the traffic prediction,
the most critical indicators are prediction efficiency and
accuracy. 2erefore, the parameter impact analysis, the
optimization index analysis, and the accuracy analysis are
performed in the following section. 2e parameter impact
analysis and optimization index analysis are used for the

evaluation of prediction efficiency, and the accuracy
analysis is utilized for the evaluation of prediction
accuracy.

During the neural network of traffic prediction, the key
parameters affecting the efficiency of the experiment are
studied including learning rate, reward decay, greedy,
memory size, replacement interval, and batch size.2e batch
size is the fixed parameter, and the remaining items are
variable parameters. Group 6 is the initial parameter group
for comparison and analysis with other groups. 2erefore,
the parameter groups are divided into weakened state pa-
rameter groups (group 1–5) and strengthened state pa-
rameter groups (group 7–11).

Delete abnormal data Lagrange interpolation Normalization

Raw data sets Valid data sets Full data sets Normalized data set

List

Matrix

LSTM unit

Figure 5: Data preprocessing flowchart.

Table 1: Example of traffic state parameters returned from the Gaode big data platform.

Time frame Speed (km/h) Travel time (min) Delay time (min) Temperature (°C) Precipitation Delay index
2019/5/17 3:23 61 16.2 2.1 18 0.2 1.5
Note. 2e road delay index is used as an evaluation index for the urban congestion degree, which refers to the ratio of actual travel time to the free-flow travel
time for the city residents.

(1) Initial network structure, the parameter is q. Initial target network, parameter q′� q.
(2) Initial trials greedy parameters epsilon, learning rate, reward, attenuation coefficient gamma, number of iterations episodes. Each

episode iteration round number T, training batch size, and neural network parameter rotation cycle transfer_cycle.
(3) for an episode in Episodes do
(4) Initial traffic state st � s0
(5) For t from 0 to T:
(6) Selection behavior. (Output an integer with a range of 0 to 2n features− 1): Select at � argmaxaQ(s, a, θ) with a probability of

1-epsilon, and randomly select the behavior at with a probability of epsilon.
(7) After the behavior is determined, find all states sall in the data table that match this behavior, and then randomly select one

from sall as st+1 (If no match is found in sall, the behavior is redetermined).
(8) Put experience (st, at, rt,st+1) into the memory pool.
(9) Take out batch size data randomly and calculate q_eval and q_next respectively.
(10) Construct: y � r1 + gmaxt+1Q(st+1, a | q)⟶ q target
(11) According to q_eval and q_target, back propagation to improve the network q.
(12) If the number of iterations is an integer multiple of transfer_cycle, then updates q′� q.
(13) Current state� st+1.
(14) When the maximum iteration number T of a single round game is reached, the training of this round is stopped, and the

traffic state is returned to the initial trial.
(15) end for
(16) end for

ALGORITHM 1: Algorithm pseudocode.

Table 2: Example of abnormal data.

Time frame Speed (km/h) Travel time (min) Delay time (min) Temperature (°C) Precipitation Delay index
2019/5/18 17:44 55 14.3 2.1 50 0.2 1.5
2019/5/18 20:09 115 10.2 3 20 0.15 1
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Each group only weakens or strengthens one parameter
for comparison with group 6. To improve the discrimination
of the experimental results, the selection of parameter values
has an obvious gradient with the specific values which is
shown in Table 3.

In order to reflect the differences in the experimental
results of each group, this paper selected the indicators with
obvious discrimination in the experimental results for
analysis. 2ey are the highest loss index, the lowest loss
index, the maximum volatility, training time, prediction
time, and total time. 2e detailed index distribution of each
group is shown in Table 4.

2e highest loss index and maximum volatility of group
4 have serious deviations from other groups and have
exceeded the normal fluctuation range. It shows that the
experimental efficiency analysis in group 4 has no research
value. 2erefore, group 4 is eliminated before performing a
comparative analysis.

2e qualitative analysis is performed first. Since the
highest loss index, the lowest loss index, the largest volatility
rate, and the total time are important parameters of ex-
perimental efficiency, visualization is performed, as shown
in Figure 7.

From this, the following conclusions are reached:

(1) 2e indicators of group 6 are all at the highest level,
so the gradient weakening or gradient strengthening
of the parameters can optimize the experimental
results, but pay attention to the combination of
extreme parameters. 2e prediction result at this
time does not have actual value, such as group 4.

(2) With the gradient adjustment of parameters, all
indicators can fluctuate within a relatively small
range without a sharp rise or a sharp decline.
2erefore, the stability of the model proposed in this
paper is confirmed.

(3) 2e weakened and strengthened states of memory
size and replacement interval have only slight fluc-
tuations compared to the initial state, indicating that
these two types of parameters have a little effect on
the experimental efficiency.

2e quantitative analysis is performed next. According
to the optimization degree of each parameter, the effect of
improving experiment efficiency is determined. 2e pa-
rameter optimization degree function is shown in the
following equation:

O � 􏽘
4

i�1

x0 − xi

x0
× wi, (12)

where O represents the optimization degree of each group,
x0 represents the parameter value of the initial group, xi

represents the parameter value of the variable group, and wi

represents the optimization weight of the corresponding
parameter.

From the perspective of forecasting efficiency, the
maximum volatility and total time are representative, fol-
lowed by the highest loss index and the lowest loss index.
2erefore, the initial weight distribution of each parameter is
shown in Table 5.

Based on equation (12) and weight distribution, this
paper performed optimization calculations for the weakened
group compared to the initial group and the strengthened
group compared to the initial group.

2e following conclusions are drawn based on the
quantitative results in Table 6.

(1) 2e optimization effect of the groups is adjusted by
the memory size and replacement interval is weaker
than other groups, which further confirms the
conclusion (3) in the qualitative analysis.

(2) 2e optimization effects of all parameters on the
experimental efficiency are quite different which
indicated that there is parameter emphasis.

(3) 2e weakened or strengthened groups improve the
experimental efficiency, indicating that group 6 is
already at or near the worst parameter combination.
From this, the lowest limit of the parameter com-
bination can be determined.

2is section analyses the effect of five parameters on the
experimental efficiency. 2e results show that memory size
and replacement interval have a small effect on experimental
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Figure 6: Model execution flowchart.
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Table 4: Experimental result table.

Group Highest loss index Lowest loss index Maximum volatility Training time (s) Prediction time (s) Total time (s)
1 0.240 0.082 0.0400 1080 100 1180
2 0.230 0.066 0.0385 1088 102 1190
3 0.195 0.070 0.0375 950 92 1042
4 0.970 0.096 0.4350 1086 101 1187
5 0.154 0.070 0.0435 1096 102 1198
6 0.250 0.080 0.0600 1139 105 1244
7 0.186 0.062 0.0510 1000 93 1093
8 0.195 0.080 0.0400 1033 96 1129
9 0.157 0.065 0.0440 1046 99 1145
10 0.238 0.070 0.0400 1013 94 1107
11 0.235 0.081 0.0440 1024 96 1120

Table 3: Gradient parameter value table.

States Group
Variable parameters Fixed parameter

Learning rate Reward decay Greedy Replacement Memory size Batch size

Weakened states

1 0.03 0.6 0.6 200 300 32
2 0.03 0.6 0.6 100 400 32
3 0.03 0.6 0.3 200 400 32
4 0.03 0.3 0.6 200 400 32
5 0.01 0.6 0.6 200 400 32

Initial state 6 0.03 0.6 0.6 200 400 32

Strengthened states

7 0.05 0.6 0.6 200 400 32
8 0.03 0.9 0.6 200 400 32
9 0.03 0.6 0.9 200 400 32
10 0.03 0.6 0.6 300 400 32
11 0.03 0.6 0.6 200 500 32
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Figure 7: Comparison chart of highest loss index, lowest loss index, and maximum volatility.
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efficiency, while learning rate, reward decay, and greedy have
a significant degree of tendency to experimental efficiency.
2erefore, the three parameters are analysed for efficiency in
the next section.

6.5. Optimization Index Analysis. In this section, we per-
formed optimization index analysis on learning rate, reward
decay, and greedy. Based on the abovementioned analysis,
the replacement interval is set to 300 and the memory size is
set to 500.

2is part used the orthogonal experiments of three
factors and three levels for evaluation. 2e three factors are
learning rate, reward delay, and greedy, record asA/B/C. 2e
corresponding levels are A1/A2/A3, B1/B2/B3, and C1/C2/C3,
respectively. Fix A and B at the levels of A1 and B1, and
match three levels ofCwith A1B1C1,A1B1C2, and A1B1C3. If
A1B1C3 is optimal, fix the C3 level. 2en, let A1 and C3 be
fixed, and match two levels of B with A1B2C3 and A1B3C3,
respectively. After the tests, if A1B2C3 is optimal, fix two
levels of B2 and C3, and try two tests A2B2C3 and A3B2C3. If
A3B2C3 is optimal, it is the best level combination.

When the loss curve is more stable and the optimal loss
coefficient is lower, the corresponding training is better.
2e stability of the loss curve is reflected by the amplitude
of the curve fluctuation, and the curve formed by the ratio
of the loss difference to the time difference can be visually
seen. 2e optimal loss coefficient is obtained directly from
the experimental results.

2e parameter combinations and corresponding results
for the first test are shown in Table 7 and Figure 8.

2e first test adjusts the values of greedy. Greedy’s
weakening adjustment significantly improves the stability of
prediction and the optimal loss parameters. 2erefore,
reasonable adjustment of greedy helps optimize the fluc-
tuations of the network and controls the training within a
reasonable range. Based on the abovementioned experi-
mental results and analysis, it is found that the optimal
combination in the first test is group c.

2e parameter combinations and corresponding results
for the second test are shown in Table 8 and Figure 9.

2e second test evaluates the changes in the reward
delay. 2e effect of the reward delay on the stability of the
system is more significant than that of greedy, indicating that
the system is more sensitive to the reward delay. 2erefore,
the parameter tuning of this indicator can be perfectly
combined with greedy to achieve the optimal stability of the

system with the optimal combination in the second test in
group c.

Parameter combinations and corresponding results for
the third test are shown in Table 9 and Figure 10.

2e object of the third test tuning is the learning rate,
which not only puts forward higher requirements for system
stability but also realizes the optimization progress of the
loss index. 2erefore, the learning rate is one of the three
factors which have the greatest impact on the system.
Meanwhile, the optimal loss index does not decrease with
the increase in the learning rate, which indicates that the
system optimization has a threshold and is not negatively
correlated. 2e optimal combination for the third test is
group f.

2erefore, the best combination obtained in all the tests
is group f. 2e following conclusions are drawn based on the
analysis of experimental results:

(1) 2e learning rate, greedy, and reward delay affect the
stability of the system, among which the reward
delay has a greater impact. 2e learning rate is the
only effective parameter to improve the optimal loss
index.

(2) 2e values of the three parameters have corre-
sponding valid intervals. When the interval is
exceeded, the prediction process fluctuates sharply
and affected experimental efficiency.

(3) No extreme fluctuation occurs during the training
and prediction process. Even if there are fluctuations,
they are always within a reasonable range.

6.6. Accuracy Analysis. 2e accuracy analysis is divided into
two stages: the comparison of the predicted delay index and
the actual delay index and the accuracy analysis of the
traditional methods and the method proposed in this paper.

2e first stage: the comparison between the predicted
delay index and the actual delay index. Taking group f as the

Table 6: 2e optimization situation table (except group 4).

2e weakened group compared to group 6 2e strengthened group compared to group 6
1 2 3 5 7 8 9 10 11
0.1184 0.1215 0.2302 0.1954 0.1776 0.1717 0.2158 0.1276 0.1194

Table 5: Parameter weight distribution table.

Parameter Highest loss index Lowest loss index Maximum volatility Total time
Weights 20% 20% 30% 30%

Table 7: Parameter combinations for the first test.

Group Learning rate Reward delay Greedy Optimal loss
coefficient

a 0.01 0.9 0.9 0.075
b 0.01 0.9 0.6 0.074
c 0.01 0.9 0.3 0.067
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Table 8: Parameter combinations for the second test.

Group Learning rate Reward delay Greedy Optimal loss coefficient
c 0.01 0.9 0.3 0.067
d 0.01 0.6 0.3 0.069
e 0.01 0.3 0.3 0.070
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Figure 9: Fluctuation frequency graph of groups c, d, and e.
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standard group, first draw a comparison chart based on the
prediction and actual delay index, and second, calculate the
prediction accuracy of groups 1–11 and A–G. 2is enables a
preliminary accuracy evaluation.

It is known from Figure 11 that the degree of agreement
between group f and the actual delay index is extremely high,
and the predicted efficiency is better in the first half than in
the second half. It is known from Tables 10 and 11 that group
f still has the highest prediction accuracy. 2erefore, the
following conclusions are obtained in the first stage:

(1) 2e neural network under group f is the best choice
in terms of experimental efficiency and accuracy,
which provides a strong guarantee for short-term
traffic prediction.

(2) 2ere is a loss of weakness in the prediction process.
If the neural network is used for long-term pre-
diction, the network needs to be further optimized
for design.

(3) 2ere is no absolute correlation between experi-
mental efficiency and accuracy, so it is necessary to
analyse by yourself. For example, there is a serious
deviation in the experimental efficiency of group 4,
and its accuracy is kept within a reasonable range.

2e second stage: the accuracy analysis of the traditional
method and the methodmentioned in this paper. In order to
further verify the superiority of the proposed method, the

accuracy of the proposed method is compared with the
LSTM, KNN, SVM, exponential smoothing, and BP neural
network. All prediction processes are based on the data used
in this paper. Finally, the two representative indicators of
prediction accuracy and MSE are used to measure the ef-
fectiveness of the forecast.

Table 9: Parameter combinations for the third.

Group Learning rate Reward delay Greedy Optimal loss coefficient
c 0.01 0.9 0.3 0.067
f 0.03 0.9 0.3 0.060
g 0.05 0.9 0.3 0.061
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Figure 10: Fluctuation frequency graph of groups c, f, and g.
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Table 10: 2e prediction accuracy of groups 1–11.
1 2 3 4 5 6 7 8 9 10 11

Accuracy (%) 91.950 90.525 91.675 90.550 91.030 91.400 91.125 91.075 90.638 90.875 90.200

Table 11: 2e prediction accuracy of groups a–g.
a b c d e f g

Accuracy (%) 91.850 91.202 89.528 91.600 91.400 94.178 91.328
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Figure 12: LSTM-based traffic forecast.

Table 12: SVM and KNN prediction accuracy table.

SVM KNN
Error rate Accuracy Recall rate F1 Accuracy Recall rate F1
0.2687 0.7292 0.7332 0.7293 0.8357 0.8409 0.8369

Note. F1 represents an indicator of the accuracy of the binary classification model. It also takes into account the accuracy rate and recall rate of the
classification model.
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In the LSTM, the data from 0:00 onMay 17th to 24:00 on
May 24th are used as the training sets, and the data from 0:00
to 12:00 on May 25th are used as the test sets. 2e prediction
results are shown in Figure 12.

In KNN and SVM prediction, the prediction accuracy of
the SVM andKNNbased on data analysis is shown in Table 12.

In the exponential smoothing forecast, based on the May
20th 0: 00–22 o’clock to predict the traffic state of 23–24
o’clock, the second exponential smoothing and the third
exponential smoothing are performed and, finally, com-
pared with the actual delay index. 2e experimental results
show that the fitting curve under quadratic exponential
smoothing is better than the prediction result, as shown in
Figure 13.

In BP neural network prediction, speed, delay time,
travel time, air temperature, and precipitation probability
are used as the input matrix, and delay index is used as the
output matrix. 90% are used as the training set, 5% are used
as the validation set, 5% are used as the prediction set, and 10
hidden layers are used to construct the BP neural network.
Training according to the Levenberg–Marquardt algorithm
is performed until the best effect is achieved. Finally, the
error distribution and prediction results are obtained, as
shown in Figure 14 and 15.

It can be seen from Table 13 that the method proposed in
this paper is more accurate than LSTM alone. Comparing
the proposed method with other representative prediction
methods, it is obvious that the prediction effect is better.
2erefore, it further confirms the superiority of the method
proposed in this paper, which can meet the demand for high
efficiency and precision in traffic prediction and has the
feasibility of practical application.

7. Conclusions

2is paper proposed a short-term traffic flow prediction
model for urban roads based on the LSTM and Q-Learning,
which are used to solve the problems of low temporal cor-
relation of traffic data, large inventory, poor comprehensive
analysis, and slow feedback of prediction results. 2e analysis
results showed that the model has excellent stability and
prediction accuracy. 2erefore, this model has the feasibility
to apply to actual traffic scenarios and to provide accurate
information guidance to reduce traffic congestion and acci-
dent rates. Moreover, this model could provide substantial
method support with the development of active safety.

At the same time, the problem with this model is that the
amount of data and data dimensions predicted by this
training are not big enough. If there are sufficient data
volume and dimensions, it will bring more mature training
effects and prediction results. 2erefore, the next research
goal is to develop more multidimensional research direc-
tions based on deep mining of effective traffic data.

In the future, we will focus on exploring more efficient
prediction methods based on the research results of this
paper. Also, a series of traffic conditions such as future traffic
flow, accident trends, and driving behavior trends will be
predicted by introducing more relevant data.
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*is paper investigates the real-time customized bus (CB) route optimization problem, which aims to maximize the service rate
for clients and profits for operators. *e on-road bus has a flexible route, which can be updated based on the real-time data and
route optimization solutions. A two-phase framework is established. In phase 1, the vehicle-related data including existing route
and schedule, client-related data involving pick-up/drop-off location, and time windows are collected once receiving a new CB
request.*e second phase optimizes the bus route by establishing three nonlinear programmingmodels under the given data from
phase 1. A concept of profit difference is introduced to decide the served demand. To improve computation efficiency, a real-time
search algorithm is proposed that the neighboring buses are tested one by one. Finally, a numerical study based on Sioux Falls
network reveals the effectiveness of the proposed methodology. *e results indicate that the real-time route optimization can be
achieved within the computation time of 0.17–0.38 seconds.

1. Introduction

In recent years, a series of traffic problems happen due to
traffic congestion in an urban area, such as increasing on-
road travel time of citizens during daily commuting. En-
couraging public transport, like buses, is one of the main
methods to address such a problem [1, 2]. Multiple clients
can share a vehicle, which only occupy very limited traffic
resources. *e travel fee is obviously lower than the taxi and
private car. However, the disadvantage of taking the bus is
the low level of service (LOS) caused by the long travel time.
Bus clients have to walk for a long distance to the fixed
station from their desired origins, home, or workplace,
which would largely harm their enthusiasm. Hence, the
customized bus (CB) is proposed and becomes popular in
many cities around the world. It has a flexible route to pick-
up waiting clients in their origins. CB plays the role of a
bridge between the traditional buses and taxi/private car. CB

provides the ride-hailing service that clients can make travel
requests by usingmobility apps before departure. Clients can
publish their desired pick-up/drop-off location and time
windows. For the CB companies, named CB operators, they
can dynamically change the route and schedule based on the
real-time travel request.

CB system can be divided into twomain categories based
on clients’ OD distribution: many-to-one mode, that is,
clients have different origins but the same destination;
many-to-many mode services, that is, clients have different
origins and destinations.*e former canmeet the demand of
clients who have the same trip purpose. Taking the pas-
sengers whose destination is the airport as an example, they
can share a CB by publishing request online days or hours
earlier [3]. Many existing studies have explored themany-to-
one CB service [4]. When considering the return trip, a
concept named as many-to-one-to-many is proposed by
Tarantilis et al. [5]. It can be seen as two independent many-
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to-one trips when optimizing the bus route. Moreover, to
provide more flexible service, many-to-many service is
raised that clients are allowed to share a bus if they have an
overlapping route [6]. Such a mode has been widely con-
ducted in the shared mobilities, like the taxi sharing and
carpooling [7]. In terms of the multiple pick-up and drop-off
stations, it makes the system optimizationmore complex [8].

Another difficulty in the CB system service, especially the
many-to-many service, is the vehicle routing problem (VRP)
[9]. *e order of station visiting can largely affect the LOS of
in-vehicle and waiting clients. A reasonable route can ensure
the service reliability. *e existing studies normally establish
optimization models to address the CB VRP, like the
schedule coordination submodel for the feeder bus [10] and
integer programming model for the school bus [11]. In the
objective function, the existing studies normally either
maximize the service rate or minimize the operation costs
[12–14]. However, it is challenging to find a balance between
the two aspects. *e low service rate results in the potential
demand loss, while the high operation cost makes the CB
system unsustainable [15–18].

*e last challenge comes from the real-time demand
response. Studies show that only limited papers explore the
real-time CB system optimization [19]. With the use of
mobility apps, clients are allowed to make a request once he
or she decides to take buses. It brings a huge challenge for the
CB operator to collect the data, optimize bus routes, and
then update the schedule in a short time. Hence, reducing
the computation time is essential when providing the real-
time decisions.

*is paper aims to maximize the service rate of CB
clients and profits of CB operators. A real-time two-phase
research methodology is built. In phase 1, real-time data are
collected once a new CB request is proposed. It mainly
includes the vehicle-related data with existing route and
schedule and client-related data with pick-up/drop-off lo-
cation and time windows. And then, the collected data are
set as the inputs of phase 2, where three CB route opti-
mization models are established. Considering the location of
the new request, the many-to-many CBmode can be divided
into three categories: only new pick-up service but drop-off
location in the existing route, only new drop-off service but
pick-up location in the existing route, and both new pick-up
and drop-off service. *e profit difference is introduced to
decide the served demand. To handle the optimization
problem, a real-time search algorithm is proposed that the
neighboring buses are tested one by one.

In the next section, the research methodology is given
that including the real-time data collection in phase 1, the
optimization model, and solution approach in phase 2.
Section 3 presents the application to the Sioux Falls network.
Conclusions and future work directions are presented in the
last section.

2. Research Methodology

2.1. Problem Setting. We consider a real-time CB route
optimization problem that the operators update the bus
route once a new request, namely, the latest request, is

claimed. *e objective of this paper is to find a vehicle to
meet the latest request with the objective of maximizing
service rate for clients and profit for CB operators. *e study
region consists of |I| bus stations with a parking station
denoted as i ∈ I. *e current location is taken as the first
station. *ere are |V| vehicles in the CB system with a bus
denoted as v ∈ V. *e bus v has a fixed route to drop off the
in-vehicle clients and pick up waiting clients. *e bus will be
used to serve the latest client from station i ∈ I to station
j ∈ I where i≠ j. It is defined by decision variables Yi and
Xji. Yi equals 1 if vehicle v ∈ V arrives at station i ∈ I and 0
otherwise. Xji equals 1 if vehicle departs from station j ∈ I to
station i ∈ I, where i≠ j and 0 otherwise. Similarly, Xij

represents the binary decision of vehicle travel from station
i ∈ I to station j ∈ I. *e fixed time window between bus
arriving at and departing from each station is given. Let tepi

be the desired earliest pick-up time of clients at bus station
i ∈ I, tlpi be the latest pick-up time of clients at bus station
i ∈ I, and tldi be the latest drop-off time of clients at bus
station i ∈ I. Clients who have the similar time windows and
the same stations are grouped into one trip.

In practice, the pick-up and drop-off location of the
latest request might not always exist in the given route. Based
on the station location, we divide the CB route optimization
problem into three types, as shown in Figure 1. Figure 1(a)
shows the CB system with a single external pick-up station.
*e client’s origin location is not in the existing route, while
her/his destination location is the bus route. In contrast,
Figure 1(b) represents the CB system with a single external
drop-off station. Figure 1(c) illustrates the CB system with
external pick-up and drop-off stations. Both the client’s
pick-up and drop-off stations are not in the existing bus
route. *e route optimization is to decide serving the latest
request or not by updating the bus route. For an empty bus
in the parking station, the trip of latest request can be seen as
the optimized route.

2.2. Notation. *e notation used throughout the paper is
listed below:

Sets

I: i{ }, j􏼈 􏼉: set of bus stations
V: v{ }: set of buses

Parameters

c: travel cost of bus per time step
p: payment of the latest CB request
ttij: travel time from bus station i ∈ I to bus station
j ∈ I, where i≠ j

tepi: desired earliest pick-up time of client at bus
station i ∈ I

tlpi: latest pick-up time of client at bus station i ∈ I

tldi: latest drop-off time of client at bus station i ∈ I

Decision variables

Xij: binary variable; it equals 1, and if vehicle travels
from station i ∈ I to station j ∈ I, where i≠ j, it equals
1 and 0 otherwise
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Yi: binary variable; it equals 1, and if vehicle arrives at
station i ∈ I, it equals 1 and 0 otherwise

Auxiliary variables

tai: arriving time of vehicle at bus station i ∈ I

tdi: departure time of vehicle at bus station i ∈ I

μi,]i: binary variables involved in the linearization

2.3. Phase 1: Real-Time Data Collection. In phase 1, the CB
client claims the real-time CB request that includes pick-up
location, drop-off location, time window of the desired
earliest pick-up time, latest pick-up time, and latest drop-off
time. Once such a request is published, the CB operator will
search neighboring buses and identify vehicle location,
existing route and schedule, in-vehicle and waiting clients’
location, and time window constraints. *e neighboring
search radius is the distance between the bus current lo-
cation and latest clients’ pick-up location. *e vehicle- and
client-related data can be set as inputs of the optimization
model in phase 2. *e real-time CB route optimization can
be fulfilled by rolling the bus search in phase 1 and opti-
mization in phase 2. *e profit difference among all tested
buses decides the selected bus.

2.4. Phase 2: Route Optimization Model

2.4.1. M-1: CB System with Single External Pick-Up Station.
*e model with a single external pick-up station is for-
mulated as follows. We set the picking up location of the
latest CB request as station |I|:

P1-1max
X,Y

ϕ � Y|I| (1)

subject to

􏽘
i∈I

Xi1 � 0, (2)

􏽘
j∈I

X1j � 1, (3)

Xii � 0, ∀i ∈ I, (4)

􏽘
j∈I

Xij ≤ 1, ∀i ∈ I, (5)

􏽘
i∈I

Xij � 1, ∀j � 2, . . . , |I| − 1, (6)

􏽘
j∈I

Xj|I| � 􏽘
j∈I

X|I|j, (7)

Yi � max 􏽘
j∈I

Xij, 􏽘
j∈I

Xji
⎛⎝ ⎞⎠, ∀i � I, (8)

ta1 � 0, (9)

td1 � 0, (10)

tai ≤min Yitlpi, Yitldi( 􏼁, ∀i � 2, . . . , |I|, (11)

tdi ≥max Yitai, Yitepi( 􏼁, ∀i � 2, . . . , |I|, (12)

taj � 􏽘
i∈I

Xijtdi + 􏽘
i∈I

Xijttij, ∀j � 2, . . . , |I|, (13)

(a) (b) (c)

Figure 1: *e customized bus system.
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Xij, Yi ∈ 0, 1{ }, tai, tdi ≥ 0, ∀i ∈ I, j ∈ I. (14)

*e objective function (1) aims to maximize the service
rate of the latest CB request. Constraint (2) defines the
starting station of a bus, where the vehicle is found when the
latest CB request is proposed. Constraint (3) asks the bus
must first leave the starting station and then serve other
demand in the next trips. Only one trip between the starting
station and other stations is approved. Constraint (4) rep-
resents that a bus cannot travel within its own station.
Constraint (5) ensures the no more than one trip leaving one
station is allowed. If one station is the ending station of this
CB service, the trip departing from it would not exist. *e
term 􏽐j∈IXij represents all the possible trips leaving station
i. Constraint (6) asks the in-vehicle and waiting clients,
whose request with the pick-up or drop-off station
j � 2, . . . , |I| − 1 has to be satisfied. *e term 􏽐j∈IXji rep-
resents all the probable trips arriving at station i. Constraint
(7) indicates that the bus must first arrive at and then leave
the station, where the latest request happens if the client is
served. Otherwise, no bus is arranged to visit this station.
Constraint (8) identifies whether the request in one station is
served or not based on the bus trip. Constraints (9) and (10)
state that the arriving time and departing time are set as 0 in
the starting station. Constraint (11) ensures that the bus
arrives at one station no later than the waiting clients’ latest
pick-up time and the in-vehicle clients’ latest drop-off time.
Constraint (12) ensures that the bus leaves one bus station no
earlier than the waiting clients’ earliest pick-up time and bus
arriving time. Constraint (13) calculates the vehicle arriving
time. *e term 􏽐i∈IXijtdi and 􏽐i∈IXijttij represent the
departing time and travel time of the bus at the station i.
Constraint (14) specifies the domain of the decision
variables.

Based on the optimized route in P1-1, we calculate the
increased profits of the latest CB request φ and total travel
time cost c1:

φ � Y|I|p, (15)

c1 � 􏽘
i∈I

􏽘
j∈J

Xijttijc, (16)

P1-2min
X,Y

ϕ � Y|I|. (17)

Subject to Constraints (2)–(14).
*e objective function (17) minimizes the service rate of

the latest CB request. It shares the same constraints with P1-
1. Based on the optimized route in P1-2, we calculate the
total travel time cost c2 with equation (16).

*e profit difference is obtained as follows:

P1-3ϕ � φ − c1 + c2. (18)

Equation (18) calculates the profit difference between
P1-1 and P1-2. If the latest CB request in P1-1 is not served,
ϕ would be equal to 0. Otherwise, it will be a positive or

negative value that depends on the increased income and
operation cost caused by servicing the latest CB request.

2.4.2. M-2: CB System with Single External Drop-Off Station.
*e model with a single external drop-off station is for-
mulated as follows. We set the dropping off location of the
latest CB request as station |I|:

P2-1max
X,Y

ϕ � Y|I|. (19)

Constraints (2)–(6) and (9)–(14), plus:

Yi � max 􏽘
j∈I

Xij, 􏽘
j∈I

Xji
⎛⎝ ⎞⎠, ∀i � |I| − 1, (20)

Y|I| � 􏽘
j∈I

Xj|I|. (21)

Constraint (20) identifies whether the request in one
station of the existing route is served or not based on the bus
trip. Constraint (21) identifies whether the bus arrives at the
drop-off station of the latest request or not based on the
arriving trip. As this station can be set as the ending station,
the departing trips leaving this station might not exist.

Based on equations (15) and (16), we calculate the in-
creased profits of the latest CB request φ and the total travel
time cost c1 in P2-1:

P2-2min
X,Y

ϕ � Y|I|. (22)

Subject to Constraints (2)–(6), (9)–(14), (20), and (21).
Based on equation (16), we calculate the total travel time

cost c2 in P2-2:

P2-3 ϕ � φ − c1 + c2. (23)

*e profit difference between P1-1 and P1-2 is obtained
based on equation (23).

2.4.3. M-3: CB System with Both External Pick-Up and Drop-
Off Stations. *e model with both external pick-up and
drop-off stations is formulated as follows. We set the picking
up location of the latest CB request as station |I| − 1 and
dropping off location as station |I|:

P3-1max
X,Y

ϕ � Y|I|−1. (24)

Subject to Constraints (2)–(5), (9)–(14), (20), and (21),
plus

􏽘
i∈I

Xij � 1, ∀j � 2, . . . , |I| − 2, (25)

􏽘
j∈I

Xj|I|−1 � 􏽘
j∈I

X|I|−1j, (26)

Y|I| � Y|I|−1. (27)

Constraint (25) asks the existing requests, picking up or
dropping off at station j � 2, . . . , |I| − 2, in the existing route
must be served. Constraint (26) indicates that the bus must
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first arrive at and then leave from the station where the latest
request happens if this request is met. Constraint (27)
represents that the bus has to visit pick-up and drop-off
stations if the latest request is served. Otherwise, the bus will
not arrive at both stations.

Based on equations (15) and (16), we calculate the in-
creased profits of the latest CB request φ and total travel time
cost c1 in P3-1:

P3-2min
X,Y

ϕ � Y|I|−1. (28)

Subject to Constraints (2)–(5), (9)–(14), (20), (21), and
(25)–(27).

Based on equation (16), we calculate the total travel time
cost c2 in P3-2:

P3-3ϕ � φ − c1 + c2. (29)

*e profit difference between P3-1 and P3-2 is obtained
based on equation (29).

2.4.4. Solution Approach

(1). Linearization. *e nonlinear constraint (8) incurs a great
computation challenge. A series of linearization methods are
proposed as follows: constraint (8) is replaced by constraints
(31)–(36):

Yi ≥ 􏽘
j∈I

Xij, ∀i � I, (30)

Yi ≥ 􏽘
j∈I

Xji, ∀i � I,
(31)

Yi − M 1 − μi( 􏼁≤ 􏽘
j∈I

Xij, ∀i � I, (32)

Yi − M 1 − ]i( 􏼁≤ 􏽘
j∈I

Xji, ∀i � I, (33)

μi + ]i ≥ 1, ∀i � I, (34)

μi, ]i ∈ 0, 1{ }, ∀i � I, (35)

when μit � 1 and ]it � 0. Constraint (32) reduces to
Yi ≤􏽐j∈IXij, and constraint (33) is redundant. Together with
constraint (30), we have Yi � 􏽐j∈IXij, and constraint (31)
reduces to 􏽐j∈IXij ≥􏽐j∈IXji. When μit � 0 and ]it � 1,
constraint (33) reduces to Yi ≤􏽐j∈IXji and constraint (32) is
redundant. Together with constraint (31), we have
Yi � 􏽐j∈IXji. When μit � 1 and ]it � 1, we haveYi � 􏽐j∈IXij

and Yi � 􏽐j∈IXji.

(2). Search Algorithm. We develop a real-time search al-
gorithm to optimize the CB system. It can reduce the
computation burden by searching the bus one by one. In this
way, the maximum profits for CB operators can be obtained
via rolling all the found buses. *e following pseudocode
shows such an algorithm:

Step 1: choose the real-time traffic network at time
instant of the latest request happening, and set the
initial profit difference ϕ as 0.
Step 2: search the neighboring buses V of the latest CB
request with a given search radius and number of re-
quired seats.
Step 3: choose the vehicle v among all the found buses
V, and check the existing route of this vehicle.

Step 3.1: if both the pick-up location and drop-off
location of the latest request are in the existing route,
go to step 4; otherwise, proceed to step 3.2.
Step 3.2: if only the pick-up location is in the existing
route, go to step 5; otherwise, proceed to step 3.3.
Step 3.3: if only the drop-off location is in the existing
route, go to step 6; otherwise, proceed to step 3.4.
Step 3.4: if both the pick-up location and drop-off
location of the latest request are not in the existing
route, go to step 7.

Step 4: check the time window constraints. If the se-
lected bus can serve the latest request, arrange the client
to it, stop. Otherwise, proceed to step 3.
Step 5: optimize models P1-1 and P1-2 and then
calculate the profit difference by equation (18). Save the
result as ϕv.

Step 5.1: compare the ϕv and ϕ. If ϕv > ϕ, update the
optional bus as v.
Step 5.2: if v � |V|, stop. Otherwise, set v � v + 1 and
go to step 3.

Step 6: optimize models P2-1 and P2-2 and then
calculate the profit difference by equation (23). Save the
result as ϕv.

Step 6.1: compare the ϕv and ϕ. If ϕv > ϕ, update the
optional bus as v.
Step 6.2: if v � |V|, stop. Otherwise, set v � v + 1 and
go to step 3.

Step 7: optimize models P3-1 and P3-2 and then
calculate the profit difference by equation (29). Save the
result as ϕv.

Step 7.1: compare the ϕv and ϕ. If ϕv > ϕ, update the
optional bus as v.
Step 7.2: if v � |V|, stop. Otherwise, set v � v + 1 and
go to step 3.

Moreover, the parallel computing technique can be used
to save computation time. *e route optimization of each
bus in phase 2 is independent that can be carried out at the
same time with multiprocessing modules. In this way, the
total computation time can be reduced to 1/|V|.

3. Case Study

3.1. Setting up the Case Study. *e classical Sioux Falls
network is used to demonstrate the applicability of the
proposed models and algorithms. As shown in Figure 2, 24
notes and 38 bidirectional links exist in the network. We
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carry out the real-time optimization based on the given data
including the client’s demand, bus’s current location, route,
and schedule. We assume that one bus with known routes is
already found by the neighboring search, which is providing
CB service at the time instant of one new request claiming.
Even M-3 can be seen as a general model to optimization all
three scenarios, we still use three independent models in this
paper. It is to reduce the computation time as required by the
real-time requests. An initial test reveals that the total
computation time can be reduced to about 50% by using
M-1 and M-2 to replace M-3 in special scenarios. *ree
scenarios are given in this case study. Figure 2(a) represents
the M-1 CB system with a single external pick-up station.
One client makes a request by starting from station #21 to
station #20. Figure 2(b) shows the M-2 CB system with a
single external drop-off station. *e client departs from
station #22 to station #21. Figure 2(c) illustrates the M-3 CB
system with both external pick-up and drop-off stations.
Station #21 and station #16 are the origin and destination of
the latest request.

*e client’s CB trip is defined by the OD location and
pick-up/drop-off time windows at each station in Table 1.
*e CB trips are not necessary to be tracked in the opti-
mization model, which can save the computation burden by
reducing the number of decision variables.

3.2. Optimization Results. *e proposed CB route optimi-
zation model is solved by Python calling GUROBI 7.0.2
solver on an i7 processor @2.40GHz, 8GB RAM computer
with a Windows 7 64 bit operating system. *e total
computation time is 0.17–0.38 seconds. Table 2 shows the
optimized route.

As shown in M-1 of Table 2, we can see that the CB
request happening at location #21 can be served that does
not break the existing service planning. *e in-vehicle and
waiting clients can be served within their desired pick-up/
drop-off time windows. A new picking up location #21 is put

into the CB route, and the optimized route has been changed
to #4-#11-#15-#22-#21-#20-#18. We then made a sensitivity
analysis on the time window constraints. We assume that
both the earliest and latest drop-off time in the latest request
are later than 20 minutes. *e results show that there is a
time window conflict for the bus to service clients in stations
#22 and #21 simultaneously.*e bus will follow the old route
to serve the existing in-vehicle and waiting clients. In M-2 of
Table 2, the optimized route is #4-#11-#15-#22-#21-#20-#18
by adding a new drop-off station #21. *e CB system can
serve the latest client by taking a detour and does not have a
large travel delay. All the clients’ time window constraints
can be ensured. In M-3 of Table 2, the drop-off location of
the latest client is set as the ending station of this CB system.
*e total operation time rises to 30 minutes. *e optimized
route is #4-#11-#15-#22-#21-#20-#18-#16. Moreover, the
sensitivity analysis in M-2 and M-3 is carried out by using a
similar method in M-1. *e results reveal that the latest CB
request satisfying is largely dependent on the time window
constraints.

3.3. Remarks. In this study, a two-phase research method-
ology is proposed. Considering the limited techniques to
data collection, we assume that the vehicle- and client-re-
lated data are known. *e CB service route is optimized
based on the given data. Although we simplify this phase 1 of
data collection, the complete CB route dynamic optimiza-
tion has been conducted. In addition, the proposed
neighboring buses search algorithm can fulfill the real-time
CB route optimization. We have recognized the system
optimal results cannot be obtained in this study [20], but the
computation time and burden can be reduced by testing the
bus one by one. In practice, it brings a huge challenge for the
existing studies to update the bus route in a short time when
optimizing the CB system with multiple vehicles and routes.
*is paper provides a feasible method to address large-scale
many-to-many CB route optimization in an urban area.
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Figure 2: *e customized bus system scenarios.
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4. Conclusion

*is paper studies the CB route optimization with real-time
data. A two-phase research methodology is established in-
cluding the data collection and route optimization. In phase
1, the vehicle- and client-related data are real-time collected
and then is set as the input to phase 2. *ree nonlinear

programming models are established to address the many-
to-many CB optimization problem. A concept of profit
difference is proposed that decides the served requests. A
customized solution approach including a linearization
method and search algorithm is proposed. *e case study
based on the Sioux Falls network is carried out to verify the
proposed methodology [21–28].

Table 2: Results of CB optimization models.

Mode
Origin Destination

Location Departing time (minutes) Pick-up client ID Location Arriving time (minutes) Drop-off client ID

M-1

#4 — 1, 2 #11 — —
#11 6 3 #14 6 1
#14 10 4 #15 11 —
#15 16 5 #22 16 2
#22 19 — #21 19 —
#21 21 6 #20 22 3, 6
#20 26 — #18 26 4, 5
#18 30 — — — —

M-2

#4 0 1, 2 #11 0 —
#11 6 3 #14 6 1
#14 10 4 #15 11 —
#15 16 5 #22 16 2
#22 19 6 #21 19 6
#21 21 — #20 21 3
#20 25 — #18 25 4, 5
#18 29 — — — —

M-3

#4 0 1, 2 #11 0 —
#11 6 3 #14 6 1
#14 10 4 #15 11 —
#15 16 5 #22 16 2
#22 19 — #21 19
#21 21 6 #20 22 3
#20 26 — #18 26 4, 5
#18 30 — #16 30 6
#16 33 — — — —

Table 1: CB request with given OD location and time windows.

Model Client ID
Origin Destination

Location tepi (minutes) tlpi (minutes) Location tldi

M-1

1 #4 — — #14 11
2 #4 — — #22 20
3 #11 5 7 #20 26
4 #14 11 12 #18 30
5 #15 14 17 #18 30
6 #21 22 24 #20 26

M-2

1 #4 — — #14 11
2 #4 — — #22 20
3 #11 5 7 #20 26
4 #14 11 12 #18 30
5 #15 14 17 #18 30
6 #22 17 19 #21 22

M-3

1 #4 — — #14 11
2 #4 — — #22 20
3 #11 5 7 #20 26
4 #14 11 12 #18 30
5 #15 14 17 #18 30
6 #21 22 24 #16 33
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*e results show that the proposed optimization model
can address the CB request in 0.17–0.38 seconds. It indicates
that the real-time CB route optimization is fulfilled by
searching the neighboring buses one by one, conducting
route optimization, and then comparing the profit differ-
ence. *e optimization solutions represent that CB request
can be satisfied if the bus takes a detour and ensures the
existing clients’ pick-up/drop-off location and time window
constraints simultaneously. Moreover, the sensitivity anal-
ysis also verifies the reliability of the proposed models.

Although this paper conducts the CB route optimization,
the vehicle- and client-related data are given in the case
study. In the future study, the rolling horizon method based
on the real-time data can be explored. Furthermore, to save
the computation time and burden, we introduce the profit
difference. However, the global optimal solutions might not
be obtained. Another possible extension is on global opti-
mization of CB route optimization problem.
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Mathematical models are important methods in estimating epidemiological patterns of diseases and predicting the consequences
of the spread of diseases. Investigation of risk factors of transportation modes and control of transportation exposures will help
prevent disease transmission in the transportation system and protect people’s health. In this paper, a multimodal traffic
distribution model is established to estimate the spreading of virus. *e analysis is based on the empirical evidence learned from
the real transportation network which connectsWuhan with other cities. We consider five mainstream travel modes, namely, auto
mode, high-speed railway mode, common railway mode, coach mode, and flight mode. Logit model of economics is used to
predict the distribution of trips and the corresponding diseases. *e effectiveness of the model is verified with big data of the
distribution of COVID-19 virus. We also conduct model-based tests to analyze the role of lockdown on different travel modes.
Furthermore, sensitivity analysis is implemented, the results of which assist in policy-making for containing infection trans-
mission through traffic.

1. Introduction

Despite tremendous efforts to reduce and control infectious
diseases, infections continue to be a global threat to
worldwide public health. Understanding the virus propa-
gation is quite essential for the implementation of antivirus
methods. While research studies about the antivirus policy
have been extensively investigated, the viewpoint from the
perspective of the propagation along transportation modals
is relatively ignored. Consideration of risk factors of
transportation modes and control of transportation expo-
sures will help prevent disease transmission in the trans-
portation system and protect people’s health. When an
infectious disease case occurs at a location, investigators
need to understand the mechanisms of disease propagation
in the transportation network.

On December 31, 2019, the outbreak of novel corona-
virus was first reported in China. *e global outbreak of
COVID-19 was mainly caused by transmission through
different transportation modes. To prevent the spreading of
virus, all the transportation system from Wuhan to the

outside was closed in the morning of January 23, 2020. On
January 30, 2020, the WHO (World Health Organization)
declared a global emergency. OnMarch 11,WHO declared the
COVID-19 outbreak to be a global pandemic. For weeks after
the first reports of a mysterious new virus of COVID-19,
millions of people poured out of the central Chinese city,
cramming onto buses, trains, and planes as the first wave of
China’s great Lunar New Year migration broke across the
nation, and some of them are virus carriers.*e travel patterns
broadly track with the early spread of the virus.*emajority of
confirmed cases and deaths have occurred in China, within
Hubei province, followed by high numbers of cases in central
China, with pockets of infections in Chongqing, Shanghai, and
Beijing as well. *e initial spread of travelers to provinces in
central China is with large pools of migrant workers. *ere
might be a “high correlation” between the early spread of
coronavirus cases and the distribution of travel destinations.
*e atmosphere in the transportation vessels is closed, and it is
easy for the virus to spread. And the transmission speed is
different in different traffic modals, due to the different air
fluency in the traffic vessels.
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Mathematical models have become important tools in
epidemiology in understanding epidemiological patterns
of diseases and predicting the consequences of the in-
troduction of public health interventions to control the
spread of diseases. *ere are two lines of studies in epi-
demics spreading. *e first line is the spreading model of
differential equation, and the second line is the complex
network theory. In the literature, there are three spreading
models widely used in modeling virus transmission,
namely, SIR model, SIS model, and SI model (acronyms
such as M, S, E, I, and R are often used for the epide-
miological classes. *e class M represents individuals with
passive immunity. *e class S represents susceptible in-
dividuals who can become infected. *e class E represents
the exposed individuals in the latent period, who are
infected but not yet infectious. *e class I represents the
individuals of infective, who are infectious in the sense
that they are capable of transmitting the infection. *e
class R represents recovered individuals with permanent
infection-acquired immunity. *e choice of which epi-
demiological class to include in a model depends on the
characteristics of the particular disease being modeled and
the purpose of the model) [1–4]. To solve the models, three
kinds of algorithms have been developed based on per-
colation theory [5, 6], mean field theory [7, 8], and
Markov chain theory [9, 10].

Researchers also developed models to investigate the
propagation of different types of viruses including some
nonbiological viruses, such as the computer virus, the
flash disk virus, the Bluetooth phone virus, and the email
virus. Otero-Muras et al. presented a systematic ap-
proach to the biochemical network dynamic analysis and
control based on both thermodynamic and control
theoretic tools [11]. Based on biological control strategy
in pest management, Pang and Chen constructed a pest-
epidemic model with impulsive control, i.e., periodically
spraying microbial pesticide and releasing infected pests
at different fixed moments [12]. Jin and Wang developed
a new dynamic propagation model of FD-SEIR, namely,
flash disk virus susceptible-exposed-infectious-recov-
ered, which is embodied by introducing the FD state and
new propagation rate [13]. Huang et al. developed an
epidemic model of Bluetooth phone virus [14]. Li et al.
formulated a novel deterministic SEIS model for the
transmission of email viruses in growing communication
networks [15]. Jackson and Chen-Charpentier presented
two plant virus propagation models, one with no delays
and the other with two delays [16]. Jia and Lv established
a stochastic rumor propagation model. Sufficient con-
ditions for extinction and persistence in the mean of the
rumor have been examined [17]. Zhang et al. established
a spreading model based on contact strength and SI
model, and a weighted network with community struc-
ture based on a network model proposed by Barrat et al.
[18].

In the following, a multimodal traffic distribution model
is established to estimate the spreading of virus. *e analysis
is based on the empirical evidence learned from the real
transportation network which connects Wuhan with other

cities. Five travel modes are considered, namely, auto mode,
high-speed railway mode, common railway mode, coach
mode, and flight mode. Logit model of economics is used to
predict the distribution of trips and the corresponding
diseases. *e effectiveness of the model is verified with big
data of the distribution of COVID-19 virus. *e main
contributions of the paper are in four aspects. First, we
propose a multimodal traffic distribution model using data
of the real transportation system. Second, we study the
relation between the state of disease transmission and the
traffic flows distribution based on the numerical results of
the proposed model and the big data of the distribution of
COVID-19 virus. *ird, we use the model to predict the role
of lockdown on different transport means and analyze its
impact on the disease transmission. Fourth, we present a
sensitivity analysis for the proposed model and derive
various transportation improvement policies to control
large-scale transportation exposure.

*e remainder of this paper is organized as follows.
Section 2 establishes a multimodal traffic distribution
model to estimate the spreading of virus. *e proposed
model is validated in Section 3, using a real traffic dis-
tribution from Wuhan to other regions in China during
the outbreak of COVID-19. Conclusions are made in
Section 4.

2. Multimodal User Equilibrium Model

2.1. Multimode Travel Cost Functions. *e multimode travel
cost functions are based on the empirical evidence learned from
the real transportation network connecting Wuhan to other
cities. We consider five mainstream travel modes, namely, auto
mode, high-speed railwaymode, common railwaymode, coach
mode, and flight mode (Tables 1 and 2). Let cd

m represent the
travel cost in the travel mode m (m ∈M, M � auto, high−􏼈

speed railway, common railway, coach, flight}) to a destina-
tion region indexed by a region name d (d ∈ D, D� {Xiaogan,
Huanggang, Jingzhou, Xianning, E’zhou, Xiangyang, Huang-
shi, Jingmen, Suizhou, Xiantao, Yichang, Tianmen, Shiyan,
Enshi, Qianjiang, Henan, Hunan, Anhui, Jiangxi, Guangdong,
Jiangsu, Chongqing, Sichuan, Shandong, Zhejiang, Hebei,
Fujian, Beijing, Guangxi, Shanxi, Shanghai, Shanxi, Guizhou,
Yunnan, Hainan, Gansu, Liaoning, Heilongjiang, Xinjiang,
Inner Mongolia, Jilin, Tianjin, Ningxia, Qinghai, Tibet, Hong
Kong, Macao, Taiwan}). *e set of destination regions D in-
cludes 15 cities within the province of Hubei and 33 province-
level regions in China. We further define the set of 15 cities
within the province of Hubei as Din (Din � {Xiaogan,
Huanggang, Jingzhou, Xianning, E’zhou, Xiangyang, Huang-
shi, Jingmen, Suizhou, Xiantao, Yichang, Tianmen, Shiyan,
Enshi, Qianjiang}) and the set of other 33 province-level regions
as Dout (Dout � {Henan, Hunan, Anhui, Jiangxi, Guangdong,
Jiangsu, Chongqing, Sichuan, Shandong, Zhejiang, Hebei,
Fujian, Beijing, Guangxi, Shanxi, Shanghai, Shanxi, Guizhou,
Yunnan, Hainan, Gansu, Liaoning, Heilongjiang, Xinjiang,
Inner Mongolia, Jilin, Tianjin, Ningxia, Qinghai, Tibet, Hong
Kong, Macao, Taiwan}), and D� Din ∪Dout.

*e function of travel cost for eachmode fromWuhan to
a destination region indexed byd is described as follows:
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(1) Auto mode:

c
d
auto �

votautoTd
auto + εautold + Pd

highway

n
⎛⎝ ⎞⎠, ∀d ∈ D, (1a)

where εauto represents the cost of gasoline consumed
per kilometer and Td

auto denotes the auto travel time.
*e cost function cd

auto consists of three terms. *e
first one stands for the monetary cost of travel time

captured by the product of the value of in-vehicle
travel time votauto and the travel time Td

auto; the
second one is the cost of gasoline consumed by this
trip; the third one is the highway tolls charged along
the highway captured by the product of the highway
toll charged per kilometer and the total highway
length. *e average vehicle occupancy n is the av-
erage number of occupants in a vehicle.We set the n-
piece of auto utility function taking account of the
actual traffic situation. *e Transport Bureau of

Table 1: Automobile transportation parameters.

City Province Time Distance Toll Gas fee
Xiaogan Hubei 90 76.5 30 43
Huanggang Hubei 77 75.3 30 42
Jingzhou Hubei 180 220 90 123
Xianning Hubei 90 92.6 30 52
E’zhou Hubei 90 75 20 42
Xiangyang Hubei 227 313 150 175
Huangshi Hubei 100 100 40 56
Jingmen Hubei 180 240 110 134
Suizhou Hubei 120 170 80 95
Xiantao Hubei 110 102 40 57
Yichang Hubei 240 322 140 180
Tianmen Hubei 120 142 50 80
Enshi Hubei 420 519 250 291
Shiyan Hubei 300 443 210 248
Qianjiang Hubei 131 155 70 87
Shijiazhuang Hebei 660 898 440 503
Taiyuan Shanxi 720 944 450 529
Shenyang Liaoning 1320 1812 890 1015
Changchun Jilin 1560 2088 1030 1169
Harbin Heilongjiang 1440 2354 1160 1318
Nanjing Jiangsu 408 550 260 308
Hangzhou Zhejiang 660 827 350 463
Hefei Anhui 300 388 180 217
Fuzhou Fujian 672 919 450 515
Nanchang Jiangxi 330 355 170 199
Ji’nan Shandong 600 864 420 484
Zhengzhou Henan 360 514 250 288
Changsha Hunan 289 345 150 193
Guangzhou Guangdong 672 955 480 535
Haikou Hainan 1152 1566 750 877
Chengdu Sichuan 840 1130 550 633
Guiyang Guizhou 720 1011 510 566
Kunming Yunnan 1170 1558 760 872
Xi’an Shanxi 510 740 360 414
Lanzhou Gansu 930 1360 670 762
Xi’ning Qinghai 1188 1594 790 893
Taibei Taiwan — — — 5600
Beijing — 780 1174 580 657
Tianjin — 720 1144 560 641
Shanghai — 606 825 390 462
Chongqing — 690 897 440 502
Hohhot Inner Mongolia 960 1380 650 773
Nanning Guangxi 810 1209 590 677
Lhasa Tibet 3060 3482 1110 1950
Yinchuan Ningxia 966 1448 710 811
Urumqi Xinjiang 2160 3267 1600 1830
Hong Kong — 840 1107 510 620
Macao — 960 1210 600 678
Note that, in this part, the unit of measurement is kilometers for the distance, minutes for the time, and CNY for all kinds of tolls and fees.
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Wuhan announced that the average vehicle occu-
pancy of a privately owned automobile in Wuhan is
1.8 persons/vehicle. Besides, it was reported by the
Spring Festival Transport Office of the province of
Hubei that advantages such as the trip cost shared
by several relatives and friends, larger space for
luggage, and no need to transfer are attracting more

and more individuals traveling back home by a
private car during the Spring Festival travel season.
It is therefore reasonable to assume that the number
of occupants in a vehicle within the Spring Festival
travel season should be no less than the average
vehicle occupancy, i.e., 1.8 persons/vehicle. Taking
account of this, the value of n is set as 2.

Table 2: Transportation parameters of high-speed railway, common railway, coach, and flight.

City Province
High-speed railway Common railway Coach Flight
Time Ticket fee Time Ticket fee Time Ticket fee Time Ticket fee

Xiaogan Hubei 30 58 60 14.5 60 32 — —
Huanggang Hubei 90 22 37 20 — — — —
Jingzhou Hubei 90 76 89 32.5 300 60 — —
Xianning Hubei 24 40 60 12.5 60 28 — —
E’zhou Hubei 24 20 80 12.5 60 28 — —
Xiangyang Hubei 90 130 190 50.5 240 88 — —
Huangshi Hubei 37 30 100 16.5 120 42 — —
Jingmen Hubei — — 190 40.5 180 101 — —
Suizhou Hubei 55 70 128 26.5 180 66 — —
Xiantao Hubei 60 50 — — 90 35 — —
Yichang Hubei 150 121 310 53.5 270 105 — —
Tianmen Hubei 60 45 90 19.5 180 55 — —
Enshi Hubei 270 187 420 78 480 130 — —
Shiyan Hubei 144 217 330 72 390 135 — —
Qianjiang Hubei 90 65 — — 150 57 — —
Shijiazhuang Hebei 240 415 540 124 — — 450 1450
Taiyuan Shanxi 390 486 1332 173.5 750 320 105 727
Shenyang Liaoning 660 800 1320 217 1440 480 180 1820
Changchun Jilin 680 904 1527 243 — — 180 1800
Harbin Heilongjiang 753 1012 1396 268.5 — — 180 1800
Nanjing Jiangsu 180 200 — — 480 200 — —
Hangzhou Zhejiang 300 300 720 120 700 285 80 830
Hefei Anhui 120 134 — — 360 150 — —
Fuzhou Fujian 371 267 720 120 700 280 90 870
Nanchang Jiangxi 150 120 344 53.5 390 120 — —
Ji’nan Shandong 360 525 720 130 780 280 95 1000
Zhengzhou Henan 140 244 300 75 480 140 — —
Changsha Hunan 92 165 240 53.5 300 120 — —
Guangzhou Guangdong 260 464 750 138.5 960 340 110 1800
Haikou Hainan — — 1440 250 1290 430 150 1700
Chengdu Sichuan 560 375 990 185 960 330 120 1350
Guiyang Guizhou 300 481 930 163.5 960 320 115 1000
Kunming Yunnan 420 665 1373 217 1500 480 135 1660
Xi’an Shanxi 270 455 900 135.5 560 240 85 1200
Lanzhou Gansu 400 654 1200 190 1200 430 135 1330
Xi’ning Qinghai — — — — — — 130 1300
Taibei Taiwan — — — — — — 155 1400
Beijing — 270 520 720 152.5 900 320 120 2200
Tianjin — 300 525 840 156.5 960 300 115 1150
Shanghai — 300 336 900 140 720 250 95 1880
Chongqing — 390 279 540 140 780 280 95 1650
Hohhot Inner Mongolia — — 1828 229 — — 130 1050
Nanning Guangxi 450 478 840 170 1050 320 120 1180
Lhasa Tibet — — — — — — 230 1070
Yinchuan Ningxia — — 1560 198 — — 135 1300
Urumqi Xinjiang — — 2310 345 — — 260 2000
Hong Kong — 280 679 — — — — 130 1574
Macao — — — — — — — 100 1380
Note that, in this part, the unit of measurement is kilometers for the distance, minutes for the time, and CNY for all kinds of tolls and fees.
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(2) High-speed railway mode:
c

d
high−speed rail � vothigh−speed railT

d
high−speed rail

+ τd
high−speed rail, ∀d ∈ D,

(1b)

where Td
high−speed rail is the high-speed railway travel

time and votrail is the value of time spent in the high-
speed railway. *e travel cost cd

high−speed rail consists of
2 terms: the first term is the cost of the travel time
and the second term represents the high-speed
railway ticket price.

(3) Common railway mode:

c
d
rail � votrailT

d
rail + τd

rail, ∀d ∈ D, (1c)

where Td
rail is the common railway travel time and

votrail is the value of time spent in the common
railway. *e travel cost cd

rail consists of 2 terms: the
first term is the cost of the travel time and the second
term represents the common railway ticket price.

(4) Coach mode:

c
d
coach � votcoachT

d
coach + τd

coach, ∀d ∈ D, (1d)

where Td
coach is the coach travel time and votcoach is

the value of time spent in a coach. *e travel cost
cd
coach consists of 2 terms: the first term is the cost of
the travel time and the second term represents the
coach ticket price.

(5) Flight mode:

c
d
flight � votflightT

d
flight + τd

flight, ∀d ∈ D, (1e)

where Td
flight is the travel time by taking a plane and

votbus is the value of time spent in a flight. *e travel
cost cd

flight consists of 2 terms: the first term is the cost of
the travel time and the second term is the flight ticket
price.

2.2. Multimodal User Equilibrium Model. To cater for the
consideration of both mode choice and destination choice,
we propose amultimodal network user equilibriummodel as
follows:

min 􏽘
d∈D

􏽘
m∈M

􏽚
qd

m

0

1
θd

ln
w

qd

+ c
d
m(w) − βd

m􏼠 􏼡dw

+ 􏽘
d∈D

􏽚
qd

0

1
δ
ln

w

Q
− αd􏼠 􏼡dw,

(2a)

subject to

􏽘
d∈D

qd � Q, (2b)

􏽘
m∈M

q
d
m � qd, ∀d ∈ D, (2c)

qd ≥ 0, ∀d ∈ D, (2d)

q
d
m ≥ 0, ∀d ∈ D,∀m ∈M, (2e)

where θd is the impedance parameter associated with the travel
mode choice to the destination region d, δ is the impedance
parameter associated with destination choice, βd

m is the ex-
ogenous attractiveness of the travel mode m to the destination
d, and αd is the exogenous attractiveness of the destination
region d. qd

m indicates travel demand in the travel modem from
Wuhan to the destination region d. qd indicates travel demand
fromWuhan to the destination region d. As to αd, we develop
the following weighted destination attractiveness measure to
quantify the attractiveness of each destination to Wuhan:

αd � aHd · Ld( 􏼁
kd + bPd, ∀d ∈ D, (2f)

where Hd is the normalized historical demand distribution
ratio of the destination region d; Pd is the normalized pop-
ulation of the destination region d; Ld is the normalized
distance between the destination d and Wuhan; a is a
weighting parameter for the parameter Hd; b is a weighting
parameter for the parameter Pd; kd is a weighting parameter
for the parameter Ld. *e weighting parameters a, b, and kd

reflect the extent of effects of historical demand distribution,
population, and distance on the attractiveness of a destination
region d. Learned from real-life experiences, the historical
demand distribution ratio of a destination region d (Hd) is
correlated oppositely to its travel distance to Wuhan (Ld).
Furthermore, referring to equation (2l), for a destination
region d, its generalized travel cost to Wuhan (ud) varies
incrementally with the travel time which is determined by the
travel distance (Ld). To mitigate the interrelation between Hd

and ud, the term (aHd) is multiplied by the term (Ld)kd .
We denote the original data of historical demand dis-

tribution ratio, population, and travel distance of a desti-
nation region d as hd, pd, and ld. As hd, pd, and ld are
incommensurable, namely, all are measured in different
units, they cannot be directly added and need to be nor-
malized before the use of the weighted-sum method. To do
so, we define Hd, Pd, and Ld as follows:

Hd �
hd

min hd( 􏼁
, ∀d ∈ D, (2g)

Pd �
pd

min pd( 􏼁
, ∀d ∈ D, (2h)

Ld �
ld

max |l|d( 􏼁
, ∀d ∈ D, (2i)

where min(·) is a function to obtain the minimum item in a
list, for example, min(|h|d) is to get theminimum item in the
list hd. max(·) is a function to obtain the maximum item in a
list, for example, max(ld) is to get the maximum item in the
list ld. According to equation (2i), it is easy to get that
0≤Ld ≤ 1, from which we can infer that the value of the
weighted distance parameter (Ld)kd ranges from 0 to 1 for
any kd (kd > 0). Besides, it can be learned from experiences
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that passengers are more sensitive to travel cost in a short trip
than in a long trip. *is phenomenon has been studied in the
area of stochastic traffic flow distribution [19]. In this work,
passengers within the province of Hubei are more sensitive to
the travel cost than those traveling out of the province of
Hubei because of shorter travel distance. *at is to say, the
magnitude of travel cost takes a greater effect on the at-
tractiveness of a destination region inside Hubei than that
outside Hubei, meaning the value of (Ld)kd should be greater
for d ∈ Din than for d ∈ Dout. Along with the already known
condition that 0≤ Ld ≤ 1, it consequently requires the travel
distance-related weighting parameter kd taking a smaller
value for d ∈ Din than d ∈ Dout. Furthermore, as the pro-
vincial capital of Hubei, Wuhan attracts a good many of
migrant workers and students working or studying there each
year for its abundant employment opportunities and diverse
educational resources.*emigrant population constitutes the
majority of travel demands in the Spring Festival travel season
in Wuhan. Without unexpected disruption, the historical
traffic distribution of Wuhan in recent Spring Festival travel
seasons will provide high-quality evidence for predicting the
traffic distribution of this year. To reflect the significant
impacts of the historical traffic distribution on the assessment
of a destination’s attractiveness, we suggest that the historical
traffic distribution-related weighting parameter a takes a
larger value than the population-related weighting parameter
b. *e detailed value setting for various parameters defined in
this part can be found in Table 3.

*e objective function (2a) is a two-level nested logit
choice model to deal with the interrelated decisions in a
multimodal network. *e first level focuses on destination
choice and the second level on mode choice. Equation (2b)
ensures that the amount of flow assigned to different des-
tination regions from Wuhan sums to the total travel de-
mand Q which, in this work, amounts to 5,000,000. Equation
(2c) represents the mode flow conservation constraint.
Equations (2d) and (2e) are the nonnegativity conditions for
destination demands and mode flows, respectively.

By deriving the first-order optimality conditions of the
proposed program, we have the following nested logit model
for destination choice and mode choice, respectively:

q
d
m � qd

exp −θd cd
m − βd

m􏼐 􏼑􏽨 􏽩

􏽐x∈Mexp −θd cd
x − βd

x􏼐 􏼑􏽨 􏽩
, ∀d ∈ D,∀m ∈M,

(2j)

qd � Q
exp −δ ud − αd( 􏼁􏼂 􏼃

􏽐x∈Dexp −δ ux − αx( 􏼁􏼂 􏼃
, ∀d ∈ D, (2k)

where ud is users’ perception of the generalized cost of
traveling from the origin city Wuhan to the destination city
d, which is computed as a “log-sum” of travel cost of each
mode, i.e.,

ud � −
1
θd

ln 􏽘
m∈M

exp −θd c
d
m − βd

m􏼐 􏼑􏽨 􏽩, ∀d ∈ D. (2l)

To solve the nested logit model-based problem, one can
first compute the generalized cost ud (∀d ∈ D) according to

equation (2l) and then carry out multiproportional traffic
assignment (2j)-(2k) to obtain the combined destination
distribution and modal split, i.e., qd

m and qd.

3. Case Study

*e outbreak of COVID-19, which started in December last
year, took Wuhan as the center and soon spread to all re-
gions of China (including Hong Kong, Macao, and Taiwan).
In the early morning of January 22, the province of Hubei
launched level II emergency response to public health
emergencies, and then cities in Hubei successively stopped
public transportation. As of 11 : 00 on January 24, public
transportation in 12 cities in Hubei had been shut down,
including Wuhan, E’zhou, Xiantao, Zhijiang, Qianjiang,
Huanggang, Chibi, Jingmen, Xianning, Huangshi, Dan-
gyang, and Enshi, among which Wuhan, as the transport
hub of more than 10 million people, temporarily closed its
airports, rail stations, and all main roads out of town, as well
as suspended public buses and subways. *e government
announced that citizens should not leave Wuhan without
special reasons, and the lift of the lockdown will be an-
nounced separately. On January 26, the Information Office
of the People’s Government of Hubei held a press confer-
ence, pointing out that from the beginning of the Spring
Festival to the closure ofWuhan, more than 5 million people
left Wuhan, and more than 9 million remained in the city.

In this section, we will use the transportation model
proposed in Section 2 to analyze the traffic flow distribution
for the 5 million people outbound from Wuhan and then
estimate the epidemic situation based on the demand dis-
tribution results. We are mainly concerned about the dis-
tribution of people within the province of Hubei as well as
outside the province of Hubei. Figure 1 shows the map of the
province of Hubei and 35 other regions of China, and
Figure 2 shows the map of Wuhan and 16 other cities in the
province of Hubei.

To facilitate the computation of the travel utility to a
destination province outside Hubei, instead of calculating
the travel utility to each city in the destination province, we
only calculate the travel utility to the provincial capital city.
For the calculation of the normalized historical demand
distribution ratio parameter Hd in equation (2f), we collect
the data of migration from Wuhan to other destination
regions of the year 2017 on the Tencent social network’s
Spring Festival geographic positioning data platform. *e
data show that except several provinces including Henan,
Hunan, Anhui, Jiangsu, and Guangdong, for other prov-
inces, the majority of the traffic out of Wuhan flowed into
their provincial capitals. As a result, we replace the pop-
ulation of a province by the population of its provincial
capital for the computation of the parameter Pd in equation
(2f). As to other five provinces, i.e., Henan, Hunan, Anhui,
Jiangsu, and Guangdong, we use the sum of population of
cities which occupied the most amount of immigration from
Wuhan in 2017 instead of the population of the province.
Besides, to obtain the travel distance parameter Ld in
equation (2f), we use the road length from Wuhan to other
destination regions to measure the travel distance. *e data
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of historical demand distribution, the population of cities
and provinces, and the road distance from Wuhan to other
destination regions can be found in Table 4. parameters for

the computation of the nested logit model-based traffic
assignment are listed in Table 3. Learned from the real
traveling experiences, parameters are set as follows:

Table 3: Parameters for nested logit model-based traffic assignment.

votauto vothigh−speed rail votrail votcoach votflight

1.2 1.1 1.25 1.3 1.0
εauto n θd(∀d ∈ Din) θd(∀d ∈ Dout) βd

m(∀d ∈ D,∀m ∈M)
0.6 2 0.05 0.01 0.0
δ a b kd(∀d ∈ Din) kd(∀d ∈ Dout)

0.003 10 5 0.3 0.5

Figure 1: Wuhan and other 35 regions outside the province of Hubei.

Figure 2: Wuhan and other 16 cities in the province of Hubei.
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0< votflight < vothigh−speed rail < votauto < votrail < votcoach. Fur-
thermore, in this study, we consider different travel cost
sensitivities of passengers with different scale of travel path
sizes. *e related research results [19] reveal that passengers
in short trip are more sensitive to travel distance or travel
cost than those in long trip, which causes the value of θd

m for
∀d ∈ Din is 5 times that for ∀d ∈ Dout.

3.1. Demand Assignment. Based on the model proposed in
Section 2, we calculate the traffic flows from Wuhan to
other 48 destination regions which include 15 cities within
Hubei, and 33 destination regions outside Hubei. Note that

we exclude several regions which include the Shennongjia
Forest District in Hubei, the Diaoyu Islands, and the South
China Sea Islands from the calculation of destination
demand distribution for that the traffic flows of these
regions are very small. Besides, the demand distribution in
real condition is collected from the Baidu Migration Big
Data Platform. *e error ratio of estimation is defined as
the ratio of the estimation error to the result in real
condition. Data of the estimated demand distribution, the
demand distribution in real condition, and the error of
estimation are listed in Tables 5 and 6 for cities within the
province of Hubei and destination regions outside Hubei,
respectively.

Table 4: *e historical demand distribution data, the population of cities and provinces, and the road distance from Wuhan to other
destination regions.

Destination Historical demand distribution ratio Population in millions Road distance
Xiaogan 0.118615 4.8780 76.5
Huanggang 0.110331 6.2910 75.3
Jingzhou 0.055153 5.7442 220
Xianning 0.043188 2.4626 92.6
E’zhou 0.031015 1.0487 75
Xiangyang 0.036824 5.6140 313
Huangshi 0.033994 2.4293 100
Jingmen 0.029304 2.8737 240
Suizhou 0.028677 2.1622 170
Xiantao 0.029431 1.1660 102
Yichang 0.024785 4.1150 322
Tianmen 0.020131 1.4189 142
Enshi 0.016231 3.2903 519
Shiyan 0.017129 3.3830 443
Qianjiang 0.011413 0.9463 155
Hebei 0.01537 11.0312 898
Shanxi 0.00676 4.4619 944
Liaoning 0.00442 8.3160 1812
Jilin 0.00177 7.6770 2088
Heilongjiang 0.00246 10.8580 2354
Jiangsu 0.01780 25.3086 550
Zhejiang 0.01188 10.3600 827
Anhui 0.02734 24.5670 388
Fujian 0.00958 7.8000 919
Jiangxi 0.02451 5.5455 355
Shandong 0.01502 7.4604 864
Henan 0.07515 40.5440 514
Hunan 0.04200 32.6188 345
Guangdong 0.02316 45.9177 955
Hainan 0.00337 2.3023 1566
Sichuan 0.02397 16.3300 1130
Guizhou 0.00746 4.8819 1011
Yunnan 0.00627 6.8500 1558
Shanxi 0.01332 10.0037 740
Gansu 0.00433 3.7536 1360
Qinghai 0.00097 2.3871 1594
Beijing 0.01147 21.536 1174
Tianjin 0.00222 15.6183 1144
Shanghai 0.00792 24.2814 825
Chongqing 0.01638 31.2432 897
Inner Mongolia 0.00195 3.1260 1380
Guangxi 0.00840 7.5687 1209
Ningxia 0.00074 2.2931 3267
Xinjiang 0.00182 3.5058 1107
Note that, in this part, the unit of measurement is kilometers for the distance, minutes for the time, and CNY for all kinds of tolls and fees.
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Table 7 provides the results of the aggregated demand
distribution ratio, which shows that, in both the real and es-
timation conditions, the traffic flows within the province of
Hubei account for most part (about 70%) of the total demands.
It is also shown in Table 7 that the aggregated error ratio of
demand estimation for cities inside Hubei (6.99%) is smaller
than that for destinations outside Hubei (15.73%), meaning it
performs better in demand estimation within the province of

Hubei, and the aggregated error ratio of demand estimation for
all destination regions is 18.60%. *e demand distribution
results which take a decreasing order are shown in Figure 3.
*e destination name marked with an asterisk denotes a city
within the province of Hubei. Note that in Figure 3, we put the
demand distribution results of HongKong,Macao, and Taiwan
into one item named “others” for brevity. According to results
in Figure 3, in both the real and estimation conditions,

Table 5: Demand distribution estimation and the error of estimation for cities inside the province of Hubei.

Destination Real condition Est. results Error Error ratio (%)
Xiaogan 690000.00 665702.75 −24297.25 −3.52
Huanggang 652000.00 612343.63 −39656.37 −6.08
Jingzhou 327000.00 320223.65 −6776.35 −2.07
Xianning 250500.00 274428.51 23928.51 9.55
E’zhou 198500.00 235207.15 36707.15 18.49
Xiangyang 196500.00 193181.29 −3318.71 −1.69
Huangshi 188500.00 236658.71 48158.71 25.55
Jingmen 165000.00 156216.92 −8783.08 −5.32
Suizhou 160500.00 199004.52 38504.52 23.99
Xiantao 148500.00 202067.37 53567.37 36.07
Yichang 140500.00 131028.35 −9471.65 −6.74
Tianmen 104000.00 183119.51 79119.51 76.08
Shiyan 93000.00 89343.10 −3656.90 −3.93
Enshi 90500.00 64965.07 −25534.93 −28.22
Qianjiang 57000.00 140509.64 83509.64 146.51

Table 6: Demand distribution estimation and the error of estimation for other province-level destination regions outside the province of
Hubei.

Destination Real condition Est. results Error Error ratio (%)
Henan 284000.00 250214.37 −33785.63 −11.90
Hunan 174000.00 187131.66 13131.66 7.55
Anhui 113500.00 144540.75 31040.75 27.35
Jiangxi 106000.00 128569.12 22569.12 21.29
Guangdong 97000.00 44218.78 −52781.22 −54.41
Jiangsu 73000.00 88634.88 15634.88 21.42
Chongqing 63500.00 42893.78 −20606.22 −32.45
Sichuan 62000.00 20641.30 −41358.70 −66.71
Shandong 55000.00 27805.30 −27194.70 −49.44
Zhejiang 53500.00 45031.19 −8468.81 −15.83
Hebei 46500.00 40775.05 −5724.95 −12.31
Fujian 45500.00 36048.21 −9451.79 −20.77
Beijing 43000.00 26050.15 −16949.85 −39.42
Guangxi 39500.00 14846.45 −24653.55 −62.41
Shanxi 36000.00 37590.59 1590.59 4.42
Shanghai 33000.00 36512.91 3512.91 10.65
Shanxi 29500.00 22472.40 −7027.60 −23.82
Guizhou 27500.00 21864.32 −5635.68 −20.49
Yunnan 26500.00 8502.62 −17997.38 −67.91
Hainan 19000.00 2387.83 −16612.17 −87.43
Gansu 17500.00 8962.46 −8537.54 −48.79
Liaoning 16500.00 2702.27 −13797.73 −83.62
Heilongjiang 14000.00 1237.75 −12762.25 −91.16
Xinjiang 10000.00 68.07 −9931.93 −99.32
Inner Mongolia 9000.00 6731.88 −2268.12 −25.20
Jilin 8500.00 1706.55 −6793.45 −79.92
Tianjin 7500.00 18275.56 10775.56 143.67
Ningxia 4000.00 3969.71 −30.29 −0.76
Qinghai 3000.00 3140.77 140.77 4.69
Tibet 1000.00 4156.12 3156.12 315.61
Others 19500.00 18317.04 −1182.96 −6.07
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Xiaogan, Huanggang, Jingzhou, Xianning, and E’zhou are the
top five cities within the province of Hubei with the largest
distribution of people, and Henan, Hunan, Anhui, and Jiangxi
are the top four destination regions outside Hubei with the
largest distribution of people. All results indicate that in a
tolerable error range, our model delivers a desirable perfor-
mance on the estimation of traffic flow distribution.

3.2. Numerical Estimation of Incidence Cases. According to
statistics released by the Chinese health authority, after March
18, all the increased confirmed cases in China are imported
from overseas.*erefore, we use statistics of the day,March 18,
to obtain the number of confirmed cases resulted from the
travelers fromWuhan.*e average incidence rate (c) of people
leaving Wuhan is defined as follows:

c �
f

5, 000, 000
, (3a)

where f is the number of confirmed cases nationwide apart
from Wuhan. With f � 31296, we have c � 0.6259%. We
then further estimate the number of incidence cases in
different destination regions which is equal to qd ∗c, ∀d ∈ D.
Results of the real number of incidence cases, the estimated
number of incidence cases, the error of estimation for the
number of incidence cases as well as the error ratio esti-
mation for the number of incidence cases are listed in Ta-
bles 8 and 9 for destinations within and outside Hubei,
respectively.

Figure 4 illustratively presents results in Tables 9 and 10.
It can be observed from Figure 4 that our estimation
overestimates the number of incidence cases in most cities
within Hubei, as well as two provinces, i.e., Henan and
Hunan. According to results in Section 3.1, these cities/
provinces are the destination regions with the largest traffic
flow distributions. *e fact of the lower incidence rate of
these destination regions with the most immigration from
Wuhan than the average incidence rate implies that

Table 7: Results of the aggregated demand distribution ratio and the aggregated error ratio of the estimated demand distribution for all
destinations, destinations inside Hubei, and destinations outside Hubei.

Destination range
Aggregated traffic distribution ratio

Aggregated error ratio of estimation (%)
Real condition (%) Estimation (%)

All — — 18.60
Des. inside Hubei 69.24 74.08 6.99
Des. outside Hubei 30.76 25.92 15.73
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Figure 3: Traffic flow distribution results for the real condition.

Table 8: Estimation of the number of incidence cases and the error
of estimation for cities inside the province of Hubei.

Destination Real condition Est.
results Error Error ratio (%)

Xiaogan 3518.00 4166.77 648.77 18.44
Huanggang 2907.00 3832.78 925.78 31.85
Jingzhou 1580.00 2004.34 424.34 26.86
Xianning 836.00 1717.70 881.70 105.47
E’zhou 1394.00 1472.21 78.21 5.61
Xiangyang 1175.00 1209.16 34.16 2.91
Huangshi 1015.00 1481.29 466.29 45.94
Jingmen 928.00 977.79 49.79 5.37
Suizhou 1307.00 1245.61 −61.39 −4.70
Xiantao 575.00 1264.78 689.78 119.96
Yichang 931.00 820.13 −110.87 −11.91
Tianmen 496.00 1146.18 650.18 131.09
Shiyan 672.00 559.22 −112.78 −16.78
Enshi 252.00 406.63 154.63 61.36
Qianjiang 198.00 879.48 681.48 344.18
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measures adopted by the Chinese government played an
effective role in preventing a more serious situation from
developing. Measures in the prevention and control of the
epidemic involve lockdown on public transportations in 12
cities in Hubei, a two-week mandatory self-quarantine for
people immigrated from Wuhan, residential community-
based management, constructing temporary treatment

centers, the centralized schedule of medical staff and sup-
plies to the scarce areas, and so on. At the same time, results
in Figure 4 also reveal that the model-based results un-
derestimate the incidence rate of several destination regions
including Guangdong, Chongqing, Sichuan, Shandong,
Zhejiang, Beijing, Shanghai, Heilongjiang, and Hong Kong.
*is is because high frequent commercial activities that

Table 9: Estimation of the number of incidence cases and the error of estimation for other province-level destination regions outside the
province of Hubei.

Destination Real condition Est. results Error Error ratio (%)
Henan 1274.00 1566.14 292.14 22.93
Hunan 1018.00 1171.29 153.29 15.06
Anhui 990.00 904.71 −85.29 −8.62
Jiangxi 936.00 804.74 −131.26 −14.02
Guangdong 1415.00 276.77 −1138.23 −80.44
Jiangsu 633.00 554.78 −78.22 −12.36
Chongqing 577.00 268.48 −308.52 −53.47
Sichuan 543.00 129.20 −413.80 −76.21
Shandong 768.00 174.04 −593.96 −77.34
Zhejiang 1238.00 281.86 −956.14 −77.23
Hebei 319.00 255.22 −63.78 −19.99
Fujian 313.00 225.63 −87.37 −27.91
Beijing 537.00 163.05 −373.95 −69.64
Guangxi 254.00 92.93 −161.07 −63.41
Shanxi 248.00 235.29 −12.71 −5.13
Shanghai 404.00 228.54 −175.46 −43.43
Shanxi 133.00 140.66 7.66 5.76
Guizhou 146.00 136.85 −9.15 −6.26
Yunnan 176.00 53.22 −122.78 −69.76
Hainan 168.00 14.95 −153.05 −91.10
Gansu 136.00 56.10 −79.90 −58.75
Liaoning 127.00 16.91 −110.09 −86.68
Heilongjiang 484.00 7.75 −476.25 −98.40
Xinjiang 76.00 0.43 −75.57 −99.44
Inner Mongolia 75.00 42.14 −32.86 −43.82
Jilin 93.00 10.68 −82.32 −88.51
Tianjin 141.00 114.39 −26.61 −18.87
Ningxia 75.00 24.85 −50.15 −66.87
Qinghai 18.00 19.66 1.66 9.21
Tibet 1.00 26.01 25.01 2501.40
Hong Kong 233.00 114.65 −118.35 −50.79
Macao 155.00 70.40 −84.60 −54.58
Taiwan 11.00 31.83 20.83 189.38
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Figure 4: Comparison of the estimated number and the real number of incidence cases.
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involve face-to-face or close contact with other people lead
to the higher incidence rates of the economically developed
provinces, such as Guangdong, Zhejiang, Beijing, Shanghai,
and Hong Kong. It is also interesting to see that the province
of Heilongjiang, far away fromWuhan, not as commercially
active as the provinces mentioned above, is featured by its
high incidence rate. *e high incidence rate of Heilongjiang
may be attributed to the mass contact transmission of virus
in gathering activities. According to news reported in
Heilongjiang, to the date of February 7, there had been 48
family aggregating activities which were the source of 194
cases of cluster infection.

In Table 11, we compute the aggregated error ratio of
estimation for the number of incidence cases which is equal
to 39.52%, almost two times of the aggregated error ratio of
estimation for the traffic flow distribution (18.60%), indi-
cating that the spread of the epidemic is not linear with
respect to themodel-based traffic flow distribution. For cities
within Hubei, the aggregated number of incidence case
distribution ratio in real condition (56.40%) is much lower
than the estimation (74.08%) while for provinces outside
Hubei, the aggregated number of incidence case distribution
ratio in real condition (43.60%) is much higher than the
estimation (25.92%). *is is because the spread of disease
within Hubei is well controlled by means of transport re-
striction, medical assistance, and other effective methods
while the high economic activity frequency as well as the
high occurrence of mass gatherings in some provinces
outside Hubei will potentially increase the incidence rate
outside Hubei.

3.3. Mode Flow Distribution. Public transport as the main
mode of transportation in big cities carries the highest risk of
transmission of infection for a number of reasons. *e high
density of passengers confined in relatively small spaces was
the primary cause. Besides, the in-vehicle air conditioning
system featured by the low ventilation rates makes it easy for
virus to spread. And the indirect infection from the con-
taminated public facilities in transport vessels is also one of
the major danger sources. Furthermore, for passengers

taking a long trip, multiple public transportation transfers
are often involved, the fact of which potentially increases the
incidence rate. In contrast, self-driving or taking a ride in a
privately owned vehicle has several advantages over public
transport in containing the transmission of infection. First,
passengers are separated by vehicles. *e spatial isolation
reduces the risk of cross infection. Second, in the self-driving
travel mode, passengers drive to destinations directly
without any transfer most of the time. *ird, people who are
friends or familiar with each other often travel together in a
privately owned vehicle. It is easy for them to learn the health
condition of each other which helps to raise their awareness
of health security and as a result mitigates the risk of in-
fection. Comparisons of different transportation means’
impacts on the virus spreading reveal that it is important to
enhance the epidemic prevention from the perspective of
public transport control.

In this section, we first calculate the mode flow distri-
bution based on the proposed model. *e mode flow dis-
tributions of each destination region are listed in Tables 10
and 12. *e results of the aggregated mode flow ratio for
destinations inside Hubei as well as outside Hubei are shown
in Figure 5. It can be seen from Figure 5 that, for destinations
both inside and outside Hubei, public transports are the
mainstream transportation means accounting for about 80%
of the total demands. Besides, the most popular travel mode
of public transport is the high-speed railway for trips both
inside and outside Hubei, which indicates that enhanced
measurements, such as disinfection and disease detection,
should be adopted by the high-speed railway transportation
system. Furthermore, the proportion of aggregated mode
flow ratio of the common railway inside Hubei (29.63%) is
much higher than that outside Hubei (13.55%), indicating
that, for trips from Wuhan to cities inside Hubei, extra
efforts should also be paid on the epidemic control in the
common railway transportation system.

To contain the COVID-19 outbreak, many countries
have implemented flight restrictions to China. At the same
time, China itself has imposed a lockdown of the trans-
portation system of Wuhan as well as the entire Hubei
province. In this context, it is reasonable to investigate how

Table 10: Mode flow distribution results of cities inside the province of Hubei.

City Road High-speed rail Rail Coach Flight
Xiaogan 170285.59 178569.34 223626.44 93221.37 —
Huanggang 161473.63 25124.46 425745.54 — —
Jingzhou 5018.37 45290.82 269914.25 0.22 —
Xianning 33196.64 151630.82 61341.02 28260.04 —
E’zhou 25378.08 188460.03 8447.63 12921.41 —
Xiangyang 3884.20 174498.63 14686.33 112.13 —
Huangshi 28096.44 200465.62 7468.12 628.54 —
Jingmen 129761.11 — 24305.32 2150.49 —
Suizhou 30586.40 155330.54 13007.88 79.70 —
Xiantao 87947.54 90625.94 — 23493.89 —
Yichang 29596.79 101257.41 94.67 79.47 —
Tianmen 26117.57 109137.47 47827.86 36.61 —
Shiyan 9449.63 79120.77 771.80 0.90 —
Enshi 5196.79 59325.61 441.77 0.90 —
Qianjiang 76189.15 62691.08 — 1629.41 —
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the mode flow distribution changes with different outbound
transport restrictions in Wuhan. We will use the proposed
nested logit model to analyze the role of lockdown on each
transport means in the following content.

3.3.1. Lockdown Test. Table 13 shows the results of the
aggregated demands ratio inside Hubei under cases applying
lockdown on different travel modes and it reveals that a
lockdown on any travel mode will lead to an increase of the
aggregated demands ratio inside Hubei, among which
shutting down the high-speed railway will cause the max-
imum rise of the aggregated demands ratio inside Hubei

from 73.87% to 78.15%. *is indicates that a lockdown on
any travel mode will not make a big difference to the change
of the aggregated demand distribution between destinations
inside and outside Hubei. We then check the effects of
transport restriction on the change of mode flow distribu-
tion, and related results are listed in Tables 14 and 15 for
destinations inside Hubei and outside Hubei, respectively.
From Tables 14 and 15, it can be seen that, for destinations
both inside and outside Hubei, lockdown on a certain
transportation means leads to the growth of traffic flows of
other travel modes, and particularly lockdown on the high-
speed railway has the most prominent impact on the traffic
flow increment of other travel modes, indicating that in the

Table 11: Results of the aggregated number of incidence case distribution ratio and the aggregated error ratio of the number of estimated
incidence case distribution for all destinations, destinations inside Hubei, and destinations outside Hubei.

Destination range
Aggregated number of incidence case

distribution ratio Aggregated error ratio of the estimation (%)
Real condition (%) Estimation (%)

All — — 39.52
Within Hubei 56.40 74.08 30.36
Outside Hubei 43.60 25.92 39.94

Table 12: Mode flow distribution results of other province-level destination regions outside the province of Hubei.

Destination Road High-speed rail Rail Coach Flight
Henan 44850.03 118548.74 81885.68 4929.93 —
Hunan 39450.61 92948.86 43774.41 10957.78 —
Anhui 32300.71 107671.97 — 4568.06 —
Jiangxi 28926.26 82248.90 13420.05 3973.91 —
Guangdong 5998.14 36177.92 2020.71 21.68 0.33
Jiangsu 16969.83 70065.96 — 1599.09 —
Chongqing 3815.81 26847.00 12063.14 166.99 0.84
Sichuan 4396.64 15655.80 343.30 115.42 130.14
Shandong 16523.83 6598.24 3179.75 345.35 1158.13
Zhejiang 5446.38 36087.67 1047.02 255.62 2194.49
Hebei 3402.03 26799.17 10573.71 — 0.13
Fujian 3006.54 29630.07 1349.57 346.38 1715.65
Beijing 1164.38 21849.67 2971.85 64.20 0.05
Guangxi 1994.34 10993.61 1415.26 25.41 417.83
Shanxi 21077.62 13574.76 131.76 2740.70 65.76
Shanghai 7129.73 28941.40 113.64 328.00 0.13
Shanxi 4241.40 5456.97 1.04 258.44 12514.56
Guizhou 2971.35 17850.25 164.81 24.04 853.86
Yunnan 122.45 8364.34 5.24 0.08 10.50
Hainan 2237.15 — 26.92 26.92 96.83
Gansu 978.49 7754.39 36.45 3.31 189.81
Liaoning 183.87 2345.41 149.94 2.56 20.50
Heilongjiang 33.87 751.06 267.06 — 185.77
Xinjiang 2.69 — 1.79 — 63.58
Inner Mongolia 1385.89 — 0.02 — 5345.97
Jilin 22.74 1600.39 23.20 — 60.22
Tianjin 2057.90 15236.40 689.83 38.92 252.51
Ningxia 2615.52 — 2.36 — 1351.83
Qinghai 545.38 — — — 2595.38
Tibet — — — — 4156.12
Hong Kong 2933.43 8307.63 — — 6.39
Macao 4666.53 — — — 419.13
Taiwan — — — — 1983.93
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case of a lockdown on the high-speed railway, enforcement
on the control of transportation exposures should be con-
ducted for all the other public transport systems. It also
reveals that a lockdown on a certain travel mode may cause
different extent of aggregated mode flow increment of other
travel modes. For example, the common railway restriction
has the most significant impact on the increase of the

aggregated mode flows of automobile (63.65%) for desti-
nations inside Hubei. And the automobile restriction leads
to higher aggregated mode flow growth of coach (42.98%)
for destinations inside Hubei than any other aggregated
mode flow increment. *is indicates that it is important to
measure the magnitude of correlation between lockdown on
a certain travel mode and the traffic flow increase of other
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Figure 5: Aggregated mode flow distribution ratio of destination regions: (a) inside Hubei and (b) outside Hubei.

Table 13: Results of the aggregated traffic flow ratio of cities inside Hubei under cases applying lockdown on different travel modes.

Original case (%)
Locked down travel mode

Automobile (%) High-speed railway (%) Common railway (%) Coach (%) Flight (%)
74.08 75.06 78.63 74.41 74.16 74.34

Table 14: Results of the aggregated mode flow increment in percentage under cases applying lockdown on different travel modes for
destinations inside Hubei.

Aggregated mode flow increment (%)
Locked down travel mode

Automobile (%) High-speed railway (%) Common railway (%) Coach (%)
Automobile — 121.59 63.65 5.49
High-speed railway 25.54 — 32.78 4.31
Common railway 35.29 62.22 — 4.02
Coach 42.98 102.42 36.47 —

Table 15: Results of the aggregated mode flow increment in percentage under cases applying lockdown on different travel modes for
destinations outside Hubei.

Aggregated mode flow increment (%)
Locked down travel mode

Automobile (%) High-speed railway (%) Common railway (%) Coach (%) Flight (%)
Automobile — 127.41 14.82 2.42 4.13
High-speed railway 19.98 — 14.34 1.94 1.37
Common railway 19.77 98.77 — 2.32 0.50
Coach 28.28 114.78 17.71 — 1.13
Flight 29.38 63.29 4.03 0.77 —
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travel modes, and the public transport mode which has a
high correlation with the lockdown needs intensified
management to contain virus spreading through
transportation.

3.4. Sensitivity Analysis. In this work, the logit-based
probability expression for both destination and mode choice
ensures that the solution to the lower-level programming is
unique. Hence, the standard sensitivity analysis method for
nonlinear programming problem can be used directly to
derive the sensitivity information. *e detailed derivation
can be referred to Yang and Chen [20] and Yang et al. [21].
In this section, we conduct sensitivity analyses to explore
how changes in input parameters including road tolls, high-
speed railway ticket fees, common railway ticket fees, coach
ticket fees, flight ticket fees, and the average vehicle occu-
pancy affect certain traffic flows we are interested in. To ease
the work of analysis, we investigate the change of traffic flows
with respect to the same amount of perturbations of a
particular parameter for all destinations rather than for each
destination, respectively. For example, the term of derivative
z(Qauto)/zPhighway indicates the change of the traffic flow
Qauto with respect to an increase of 1 Chinese Yuan (CNY) in
the road tolls for all destinations, different from the de-
rivative term z(Qauto)/zPd

highway (∀d ∈ D) which represents
the change of the traffic flow Qauto with respect to an increase
of 1 CNY in the road toll for the specific destination indexed
by d.

As aforementioned, compared with other public trans-
port modes, traveling in privately owned vehicles contrib-
utes to less transportation exposures. As a result, measures
taken to encourage traffic flows shifting from the public
transport modes to the auto mode will mitigate transmission
risks. We check the derivatives of the aggregated mode flows
of auto which is defined as Qauto with respect to perturba-
tions of input parameters in Table 16. According to the
results in Table 16, an increase of n has the most direct
positive impact on Qauto, which is followed by an increase of
τhigh−speed rail. *is indicates that the increase of the average
vehicle occupancy n and the increase of high-speed railway
ticket fee τhigh−speed rail for all destinations are the most ef-
fective way to boost the aggregated mode flow of auto:

Qhigh incidence � qZhejiang + qJiangsu + qGuangdong + qBeijing

+ qShanghai + qHongKong + qHeilongjiang.

(3b)

As we discussed in Section 3.2, the actual incidence rates
in economically developed destinations as well as destina-
tions with high occurrence of big gathering activities are

much higher than the estimated incidence rates. It is a
natural thought to prevent the virus spreading from seri-
ously developing by curbing the demands of these desti-
nations. *e aggregated demands of the economically
developed destinations as well as destinations with high
occurrence of big gathering activities is defined as
Qhighincidence in equation (3b), which is the sum of demands
of multiple destinations involving Zhejiang, Jiangsu,
Guangdong, Beijing, Shanghai, Hong Kong, and Hei-
longjiang. We check the sensitivity of the aggregated de-
mands of these destinations (Qhigh incidence) with respect to
different parameters in Table 16. One useful application of
the derivatives of Qhigh incidence is to identify effective mea-
sures to induce negative growth of Qhigh incidence.*e negative
value of zQhigh incidence/z(·) indicates that an increase in a
particular parameter leads to a decline inQhigh incidence. In this
study, decreasing n will cause the most decline in
Qhigh incidence, and the second largest decline is generated by
increasing τhigh−speed rail. *ese results indicate that the de-
crease of average vehicle occupancy as well as the increment
of the high-speed railway pricing will be good candidates for
the control of traffic flows fromWuhan to those destinations
with high incidence rate risks. Remember that reducing n

will also lead to a decrease of Qauto, which is against the
original aim of promoting the aggregated auto flows. *is
kind of contradictive effect of the adjustment of a certain
parameter should be taken account of and considerate
measures should be conducted. With the aim of increasing
Qauto and decreasing Qhigh incidence at the same time, we find a
compromise in the conflict mentioned above, which raises
the prices of high-speed railway tickets by a large amount
while making a small improvement on the average vehicle
occupancy or keeping the average vehicle occupancy without
any change.

4. Conclusion

In this paper, a nested logit-based multimodal traffic flow
distribution model and a solution algorithm are proposed.
*e model is designed taking account of experiences learned
from historical data as well as making use of information
collected from the real transportation system. *e proposed
model is verified by the application to a real-life problem of
the demand distribution from Wuhan to other nationwide
regions during the outbreak of COVID-19. *e estimation
results in the case show that the model proposed in this work
delivers a desirable performance on demand distribution
estimation. *e results of the estimation of the number of
incidence cases reveal that the spread of the epidemic is not
linear with respect to the estimated traffic flow distribution
results. And further analysis on this result inspires us that the

Table 16: Derivatives of the aggregated mode flows of auto as well as the aggregated demands of destination regions with high incidence
rates with respect to different input parameters.

Aggr. mode flow z(·)/zPhighway z(·)/zτhigh−speed rail z(·)/zτrail z(·)/zτcoach z(·)/zτflight 0.1∗ z(·)/zn

Qauto −14934.37 16010.48 11616.38 2172.01 69.88 26895.38
Qhigh incidence 21.96 −232.22 168.19 21.8 3.76 1954.73
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spread of the crisis is not purely dependent on the trans-
portation situation, but also affected on the one hand by the
control methods conducted by the public power and on the
other hand by the frequency of local economic activities as
well as the occurrence number of crowd-collected activities.
*e analysis of the role of lockdown on different travel
modes reflects that lockdown on the high-speed railway has
the most prominent impact on the traffic flow increment of
other travel modes, and a lockdown on a certain travel mode
causes different extent of aggregated mode flow increment of
other travel modes. It is important tomeasure themagnitude
of correlation between lockdown on a certain travel mode
and the traffic flow increase of other travel modes.*e public
transport mode which has a high correlation with the
lockdown policy needs intensified management to prevent
virus from spreading through transportation. Furthermore,
sensitivity analysis is implemented in this study, and based
on the results of which, we work out a compromise solution
for stimulating the traffic flow of automobile and reducing
the demands of target regions with high incidence rates at
the same time.
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,e time-dependent vehicle routing problems have lately received great attention for logistics companies due to their crucial roles
in reducing the time and economic costs, as well as fuel consumption and carbon emissions. However, the dynamic routing
environment and traffic congestions have made it challenging to make the actual travelling trajectory optimal during the delivery
process. To overcome this challenge, this study proposed an unconventional path optimization approach, fissile ripple spreading
algorithm (FRSA), which is based on the advanced structure of coevolutionary path optimization (CEPO). ,e objective of the
proposed model is to minimize the travelling time and path length of the vehicle, which are the popular indicators in path
optimization. Some significant factors usually ignored in other research are considered in this study, such as congestion evolution,
routing environment dynamics, signal control, and the complicated correlation between delivery sequence and the shortest path.
,e effectiveness of the proposed approach was demonstrated well in two sets of simulated experiments.,e results prove that the
proposed FRSA can scientifically find out the optimal delivery trajectory in a single run via global research, effectively avoid traffic
congestion, and decrease the total delivery costs. ,is finding paves a new way to explore a promising methodology for addressing
the delivery sequence and the shortest path problems at the same time.,is study can provide theoretical support for the practical
application in logistics delivery.

1. Introduction

,e vehicle routing problem (VRP) and its extended variants
have recently received great attention in many fields, which
are required to improve delivery efficiency and reduce the
delivery costs of logistics companies [1–6]. In its basic form,
some essential elements are often used to construct the
foundation of the VRP resolution, for instance, several
depots and a set of customers [7]. Each customer is located in
a different geographic position and demands a specific
amount of goods, which are carried to the designative
destinations by a fleet of vehicles [8].,e vehicles will depart
from the depots and finally return to the same depots, if the
given delivery assignments are completed. ,e typical
constraints of VRP are to pose a strict requirement on the
vehicle travelling trajectory. ,at is, all matched sites can be
visited only once along with the planned vehicle route. ,e

common optimization objective of VRP is to seek the op-
timal delivery sequence and the shortest path performed by
the specific vehicle. It requires that all customers can receive
the associated goods, aiming at cutting down the related
travelling time and path length of the overall routes.

Due to the boosting number of vehicles in urban net-
works, regular traffic congestion has been a common phe-
nomenon that imposes some negative impacts on social
development and daily life [9]. Especially for the logistics
industry, several inevitable challenges are brought to impede
the further research of the VRP and its multiple variants.
How to effectively solve VRP plays a considerable role in
minimizing delivery costs and ecological environment
protection [10]. For example, the daily traffic congestions
may cause huge uncertainties for vehicle route planning,
when the vehicles intend to travel across a planned path with
shorter length but will waste a long time waiting at the
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blocked areas [9]. ,e fuel consumption highly depends on
the length and travelling time of the route. Hence, traffic
congestion tends to result in high fuel consumption and air
pollution with CO2 emissions because the engine must keep
running during waiting periods. According to reliable data
reported by the International Energy Agency, the trans-
portation sector has contributed to the second-largest CO2
emissions in 2015 [11]. In recent decades, how to reduce
carbon emissions and fuel consumption has become a sig-
nificant issue that should be paid more attention to VRP
[12–16]. Under the pressure of additional costs and envi-
ronmental protection, the current concerns of logistics com-
panies are to exploit an appropriate approach for addressing
the VRP [17–19].

Most of the research studies investigated the VRP
proposed some ideal hypotheses. For example, the vehicle
travel speed between two nodes is assumed to be fixed,
which means that the travelling time is simply regarded as a
constant value. Under the background of the time-de-
pendent vehicle routing problem (TDVRP), it is imprac-
tical to be supposed in the real world because the vehicle
speeds may vary with the changes of traffic condition. In
other words, the travel speed between two nodes is time-
dependent and usually relies on the starting time.When the
vehicle reaches a node, the related link and node that will be
visited soon may transform into blocked from the acces-
sible state, influenced by sudden traffic congestion. As a
result, an extra detour strategy or waiting behaviour both
make the travelling time very long, even though the
planned path possesses the shortest length. ,e longer path
between two sites may not experience traffic congestion
during the same period. A long path is not consistent with
large travelling time [20]. ,erefore, the vehicle route
should take into account the changes in traffic conditions.
Malandraki was the first to investigate TDVRP via ex-
ploring the impacts of traffic congestion on vehicle speeds
[21]. Eglese et al. designed a timetable of the shortest paths
based on a practical network, to present the expected route
distance and travel time between two nodes [22]. Donati
et al. developed an advanced multi-ant-colony system to
minimize the total travel time, during a fleet of vehicles
travelling at time-dependent speeds with a fixed capacity
[23]. Kok et al. employed a modified Dijkstra algorithm and
dynamic programming heuristic to implement an appro-
priate strategy to avoid traffic congestion in TDVRP [24].
Huang et al. developed the TDVRP with path flexibility
(TDVRPPF) under the stochastic traffic conditions and
gave the path decisions that relied on the departure time
[25]. Kuo adopted simulated annealing to minimize the
fuel consumption used in the route for TDVRP [26]. Ma
et al. proposed a combined order selection to address the
TDVRP with time windows for perishable product delivery
[27]. Taş et al. studied the TDVRP considering soft time
window and stochastic travel time, and applied tabu search
and adaptive large neighbourhood search to prove the
effectiveness of the proposed model [28]. Andres Figliozzi
proposed a promising algorithm that can well solve
TDVRP with a soft or hard time window without any
alteration [29].

To address TDVRP in the real world, this study aims to
minimize the travelling time and path length of the route by
solving the optimal delivery sequence and the best path at
the same time. A novel fissile ripple spreading algorithm
(FRSA) was proposed to find the optimal solution by
avoiding daily traffic congestion in advance, or waiting to
pass through a rapidly shrinking congestion. ,e coevolu-
tionary path optimization (CEPO) technology was intro-
duced to apply in the proposed method, according to the
significant characteristic of traffic operational rules and
delivery demand.,e effectiveness of the proposed approach
was illustrated in two sets of simulation experiments. ,e
results proved that the proposed FRSA can effectively reduce
the travelling time and path length of the vehicle route,
which can decline fuel consumption and avoid regular traffic
congestion.

,e rest of this study is organized as follows: Section 2
explains the problem description and the details of CEPO
technology introduced in this work. Section 3 presents the
basic idea of the proposed FRSA and shows how to integrate
CEPO into it. Section 4 shows the experimental results by
comparing the performance of FRSA with another com-
poundmethod. Section 5 discusses some possible reasons for
the outstanding results derived from FRSA and indicates its
potential application. Section 6 outlines the conclusions of
this work.

2. Coevolutionary Path Optimization

2.1. Problem Description. As a critical solution to reduce
travel time and fuel consumption, TDVRP has been studied
in extensive fields, which provides a great potential alter-
native to boost delivery efficiency and decrease economic
cost. However, most of the existing studies ignored the
practical network topology and separate the essential rela-
tionship between the shortest path of two sites and delivery
sequence. Generally speaking, the delivery sequence decision
is greatly affected by the weight values between two sites,
which are obtained from the shortest path optimization. On
the other hand, if a vehicle set out from a site at different
periods, it tends to encounter different traffic conditions, and
the shortest paths are likely to be changed. One can see that
the path optimization results are also influenced by the de-
livery sequence. Furthermore, few studies focus on how to
design a general algorithm to consider traffic congestion.
Traffic congestion is themost common phenomenon in urban
roads, which tends to cause a lot of time delay for vehicles as
well as fuel consumption, along with some potential damage
for emergency rescue. ,erefore, although some encouraging
progress has been made, developing a better intelligent al-
gorithm with excellent optimization performance and good
applicability is less successful and still requires further re-
search. To overcome these research gaps, this paper firstly
proposed a universal approach called FRSA to address
TDVRP, considering dynamic traffic congestion and the
coupling relationship between the shortest path and delivery
sequence.

,anks to the foundation offered by the previous re-
search, the proposed TDVRP in this study aims to make the
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actual delivery trajectory optimal, and it can be separated
into two important issues. ,e one is to propose an ap-
propriate path optimization method to find out the shortest
path between two sites. ,e other is to exploit a feasible
algorithm to determine the best delivery sequence with small
travelling time and short path length on account of the path
optimization method. In other words, the goal is to mini-
mize the total travel time and path length by optimizing the
vehicle delivery order and the delivery paths between any
two sites.

According to the formal description of TDVRP in
previous studies, several crucial rules should be established.
A series of predetermined sites must be reached by a specific
vehicle that is located in a single depot.,e locations and the
demands of each site are known, while the location and
capacity of the related depot are given as well. Due to the
complicated effects of traffic flow and road geometry, vehicle
speeds may vary over time in a road section [30–33]. Ad-
ditionally, when the vehicle travels on different roads or
different driving directions, it tends to encounter various
speeds and traffic conditions. To clarify the application scope
of this study, two assumptions must be made. (1),e vehicle
is allowed to wait at signalized intersections or congested
links, and the delay caused by this inevitable procedure will
be contained in total travel time. (2) ,e vehicle can get
access to future traffic data from the traffic information
prediction platform or big data prediction algorithm. ,e
future traffic data include congestion scope, the average
delay of signalized intersections, and average traffic speeds of
all roads. (3) Any change in the routing environment will
eventually be reflected by the certain variation of traffic
speeds in related roads.

2.2. Basic Idea of CEPO. In this paper, an advanced
framework of CEPO is introduced to improve the path
optimization algorithm, which concentrates on how to find
out the best path between different sites. As a newly
emerging approach, CEPO is firstly proposed by Hu et al.
who have certified its outstanding performance and fea-
sibility in discrete urban networks [34]. Moreover, another
advanced variant timing coevolutionary path optimization
(TCEPO) was developed to prove the effectiveness of CEPO
by several comparative simulation experiments [35]. Due to
its coevolutionary optimization mechanism, it can achieve
a global optimal result as long as the given prediction data
are precise enough. ,e prediction data in this study are
obtained from those intelligent prediction algorithms,
which are used to predict the short-term traffic flow or
traffic speed based on historical traffic data. ,e prediction
algorithms tend to adopt machine learning theory to
predict traffic dynamics and usually achieve more than 90%
of mean prediction accuracy [36–38]. Some of them can
achieve higher prediction accuracy, even more than 95%
[38]. ,ese encouraging results can provide the predictive
traffic data, which are assumption basis for the proposed
method. To explain how it can implement a superior op-
timization process, the basic idea of CEPO is illustrated in
Figure 1.

,e definition of CEPO is, under the predicted traffic
environment dynamics, each time-unit-oriented optimiza-
tion step coevolves with the traffic speed variation of as-
sociated links once the traffic environment changes in
routing networks, to make actual travelling trajectory op-
timal in a single run. All optimization steps will be carried
out before the vehicle sets out from the depot. Unlike other
mainstream research studies based on online reoptimization
(OLRO), CEPO has more advantages in utilizing future
traffic information and optimization accuracy. ,is is be-
cause the future routing environment dynamics are con-
sidered into the optimization procedure, which brings an
extra superiority to know the evolutionary trend of routing
environment in advance. As a result, it can help a vehicle to
avoid wrong detour decisions or escape from congestion
areas in advance. No matter which kind of roles it plays,
CEPO poses a positive effect on the best route decisions that
can help vehicle travel across the temporary congestion areas
as fast as possible.

2.3. Mathematic Expression of CEPO. It is assumed that the
predictable routing environment dynamics and vehicle de-
livery sequence are both given, CEPO aims to address the
minimization problem in terms of time cost. Travelling time is
usually a major concern in path optimization, particularly in
the dynamic urban routing environment [39, 40]. Moreover,

Initialize the locations of the depot and the sites

Obtain the future routing environment data

Based on the future routing environment
dynamics (especially for the link speed and node
delay) at each time unit, the optimization steps

evolve with the changes of the traffic environment

If the destination
reached?

Output the optimal path between two sites
according to the planned delivery sequence

If all sites have been
visited?

Output the best vehicle route

Yes

Yes

No

No

Figure 1:,e framework of the optimization process for the CEPO
technology.
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as explained in Section 2.3, CEPO technology is a time-unit-
oriented optimization methodology. ,us, it is an effective
way to use travelling time as the optimization objective of
CEPO. ,e objective function can be established as follows:

minFC � 􏽘
n+1

k�1
fk Pk, L Pk( 􏼁( 􏼁, (1)

which is subject to the following equations:

fk Pk, Pk(i + 1)( 􏼁 � Dt Pk(i)( 􏼁

+ Ct Pk(i), Pk(i + 1)( 􏼁, i � 1, . . . , L Pk( 􏼁 − 1,
(2)

fk Pk, 1( 􏼁 � 0, (3)

where Fc is the function calculating the time cost of all
optimization paths. n denotes the number of delivery sites.
Pk denotes the kth optimization path between two sites in the
presupposed delivery sequence. L(Pk) denotes the number of
all nodes in path Pk. fk(Pk, L(Pk)) denotes the time to travel
through all nodes in path Pk. fk(Pk, Pk(i+ 1)) denotes the time
to pass through the node Pk(i+ 1) when the vehicle just
reaches the node Pk(i). Dt(Pk(i)) denotes the time delay to
cross over the node Pk(i) in path Pk at time t. Ct(Pk(i),
Pk(i+ 1)) denotes the travelling time associated with the link
between nodes Pk(i) and Pk(i + 1) at time t.

In this section, the objective function in (1) is defined as
minimizing the total travelling time of the complete delivery
loop. Equations (2) and (3) clearly show the calculation
derivation of the travelling time, consisting of the time costs
that pass through the nodes and links, respectively. It is
believed that the time cost of a subpath in Pk tends to be
dependent on when the subpath is to be travelled through,
which is often overlooked in other studies. ,us, if the
routing environment dynamics are predictable, one-off
optimization will be prospectively conducted to seek the best
path P∗ in the time-varying traffic environment before the
vehicle starts to perform the delivery assignments. ,is
means that the reoptimization of the path P∗ required in
OLRO-based methods is unnecessary to use at each time
unit.

3. Fissile Ripple Spreading Algorithm Based on
Global Search

3.1. Algorithm Origin and Development. To realize the
CEPO method as mentioned in Section 2, it is essential to
exploit an appropriate algorithm to adapt to the syn-
chronous state changes of nodes and links. It has achieved
a great success for deterministic and heuristic methods in
solving static path optimization and time-dependent path
optimization. For example, the Dijkstra algorithm, A∗
algorithm, genetic algorithm, particle swarm optimization
algorithm, simulated annealing algorithm, and ant colony
algorithm. It is unlikely to apply them to an effective
realization of CEPO. One important reason is that their
basic computational step is the link-oriented analysis that
associates with a long period, which may cause serious
scalability problems [30]. What makes things worse is that

it is impossible to pre-know which link will be accessed or
when the given links will be accessed. Additionally, it must
be considered for the improvement of delivery strategy and
the best-first search of the shortest paths between sites.
According to the latest knowledge, it seems to be quite
hard to synchronously perform this procedure for most
methods. ,is is why in a time-dependent routing envi-
ronment, an advanced optimization algorithm needs to be
designed to achieve the CEPO, to cover all necessary
changes in the route network.

FRSA is an evolutionary branch of the ripple spreading
algorithm (RSA), which is first reported by Hu and Liao in
2016 [41]. Like other evolutionary computation algorithms,
the basic idea of FRSA takes inspiration from nature and
intends to imitate the ripple spreading phenomenon. ,e
core technology of FRSA presents excellent optimality and
surprisingly robustness in resolving complex problems,
which is conducted by a multilevel and fissionable ripple
relay race. FRSA is an agent-based, deterministic, and dis-
crete simulationmodel, which provides a rare opportunity to
evolve with the changes in the predicted environment at
each time unit. During a single run of FRSA, it delivers a
great number of ripples and the spreading speeds of ripples
reflected in the changes of links to program optimization
steps. Furthermore, when a ripple activates a site from the
last site, the fissile mechanism is permitted to carry out more
independent ripple relay races that explore optimal reso-
lution in global research.,us, once a single run of FRSA has
been done, optimal delivery sequence and the shortest paths
of given OD pairs (site to site or depot to site) can be
obtained.

3.2. Fissile Ripple Relay Race Based on Global Research.
To realize the CEPO methodology, the optimization prin-
ciple of the FRSA is extended to be divided into two parts,
that is, independent ripple relay race and fissile program. An
original ripple relay race is applied in a static route network
[42]. But in the actual application, especially for the urban
network, traffic environment dynamics should be integrated
into an independent ripple relay. ,e illustration of an
independent ripple relay race is given in Figure 2.

In the ripple relay race, the initial ripple is activated to
split into several ripples from the origin node, and new
ripples travel toward the adjacent nodes along with the
connected links. When a ripple reaches an unvisited node, it
will trigger new ripples at that node, and the unvisited state
will be transformed into an active state. ,ose new ripples
will continue to spread out until arriving in the adjacent
nodes, while their spreading speeds are consistent with the
traffic speeds of the link. As the ripple relay race goes on,
numerous ripples will be generated to compete with each
other until a ripple reaches the given destination node.
Eventually, the shortest path from the origin to the desti-
nation will be determined by tracking back the visiting node
order, when the ripple reaches the destination firstly.
,erefore, the travelling time of the shortest path between
sites can be calculated as the end of an independent ripple
relay race.
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Although the independent relay race just offers a sup-
portive foundation for addressing TDVRP in a dynamic
routing environment, it is still less successful. It seems to be
an ongoing challenge that how to decide an optimal delivery
sequence with the smallest travel time cost. Hence, how to
apply ripple relay race to resolve the best visiting order for all
preset sites may be a question, which is worth thoroughly
pondering. However, thanks to the development of com-
puter science technologies, stronger computational ability
can be used to execute big data processing. It opens a door to
the fissile program that can evolve more independent relay
races, to search more loop paths associated with different
visiting orders.

To explore the optimal delivery sequence, it is a critical
way to search for all delivery schemes in parallel by per-
forming extensive ripple relay races, which are independent
of each other. ,e diagram of the fissile program in FRSA is
given in Figure 3. When the nearest site will be triggered by a
ripple from the depot, it will generate a unique list recording
activation order of the site. At the same time, a new ripple
relay race starts to run at the site. All ripples from the new
ripple relay race will not be affected by any ripple from the
previous one. In other words, the ripples of different relay
races are independent of each other, although they may
arrive in the same nodes or links simultaneously. All ripple
relay races run in the original size network. What is more

important, the previous ripple relay race will continue to
program, even if it has given rise to a new ripple relay race at
the unvisited site. ,e other ripples from the previous relay
race still own similar ability to trigger other sites, as long as
these sites are not contained in the list of activity orders

(b)(a)

(d)(c)

Origin node

Active node

Destination node

Spreading link

The best path

Ripple arcs

Figure 2: ,e illustration of an independent ripple relay race.
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Figure 3: ,e schematic diagram of the fissile program in FRSA.
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recorded by the associated ripples. ,is strict rule of FRSA
indicates that a site will not be triggered twice in the same
ripple relay race but remains accessible to others. As time
goes on, more and more independent ripple relay races are
conducted to evolve with the routing environment dy-
namics. ,e optimization of FRSA will be terminated, when
all sites are recorded in the list of activation order and the
related ripple finally reaches the depot in the first place.
,e optimal loop path can be gained by a single run of FRSA
after a large number of computations for time-unit-oriented
analysis.

3.3. Realization of FRSA considering the CEPO Technology.
To make the actual loop path optimal, it is crucial to permit
ripples to wait at a node that represents a signalized in-
teraction in practical application. ,e waiting behaviour of
ripples reflects that the vehicles have to obey legal traffic
rules, such as the restriction of red light and forward ve-
hicles. Another condition is that the ripples can wait at a link
or a node when they are temporarily blocked due to the
evolution of the congestion area. However, this waiting
behaviour provides a potential likelihood of waiting at a link
or node until they become accessible again, which may take
less time than travelling around the block area. It can impose
a positive impact on avoiding the wrong detour, which is
helpful to find out the shortest path with the smallest
travelling time. ,erefore, to extend the FRSA to realize the
CEPO technology, it needs to introduce a waiting behaviour
of ripple into the relay race, to imitate the real performing
actions of vehicles in the urban roads.

To understand the outline of FRSA, some variables need
to be calibrated to explain how it works. Let N denote the
total number of nodes in the network; n denotes the number
of sites. For the sake of simplicity but without losing
generality, this paper supposes that there are one hundred
nodes, three sites, and one depot in the network. Let node 1
represent depot. m is the number of adjacent nodes for any
node and setsm� 4, which means each node is connected to
four nodes. In a ripple relay race, node i can be triggered
with unlimited times and its ripple is called ripple i, which
can split into several arcs spreading to adjacent nodes. Sr(i)
is the state of the ripple i, Sr(i)� 1, 2, 3 means ripple i
remains inactive, active, and waiting, respectively. r(i, j) is
the radius of ripple arcs from node i to node j (i≠ j). Vt(i, j)
denotes the spreading speed of ripple arc from node i to
node j at time t, which is related to expand the associated
arcs radius r(i, j). Fr(i) denotes a crucial variable that records
which ripple triggered the node i. For instance, Fr(i)� j
means node i is triggered by the ripple from node j, which
offers detailed information to track back the travelling
trajectory. When the ripple relay races are terminated, the
optimal loop path P∗ will be determined by iterative de-
duction of Fr(i), and the expression is illustrated in the
following equation:

P
∗
(i) �

1, if i � L P∗( ),

Fr P∗(i + 1)( ), if i<L P∗( ).
􏼨 (4)

To avoid the repeated activation of the sites in the same
ripple relay race, Mr(i) is used to record the existing trav-
elling trajectory of the ripple i via tracking back Fr(i). One
can see that any site will not be repeated on eachMr(i) except
for the depot, which is the origin as well as the destination. In
the real world, the spreading speed of ripple i is subject to the
speed limit of the urban roads. ,us, Vt(i, j) must satisfy the
following constraints, which are given in the following
equations:

0<Vt(i, j)≤Vlim(i, j), (5)

Vt(i, j) × tunit ≤L(i, j), (6)

where Vlim(i, j) is the maximal speed limit of the link (i, j).
tunit is the time unit that is small enough to capture the major
dynamics of the routing environment. L(i, j) is the length of
the link (i, j). As time goes on, the arc radius of the active
ripple will be updated according to the associated spreading.
,e calculation formula of the arc radius is shown in the
following equation:

r(i, j) � r(i, j) + Vt(i, j) × tunit. (7)

If the node i is reached by the ripple j before the ending of
a time unit, the new ripple i would continue to spread out in
the remaining time tre. ,e spreading radius of arcs from the
ripple i to its adjacent node k in the remaining time tre can be
obtained according to the following equations:

tre �
r(j, i) − L(j, i)

Vt(j, i)
, (8)

r(i, k) � r(i, k) + Vt(i, k) × tre, (9)

where tre is the remaining time in a time unit when a ripple
arrives at a node. r(i, k) denotes the spreading radius of arcs
from the ripple i to its adjacent node k in the remaining time
tre.

,e flowchart of the FRSA based on the CEPO
methodology is demonstrated in Figure 4. One can see that
Step 1 to Step 3 well describe how to construct a simulation
network and initialize some parameters as the prior
preparation. Step 4 defines the termination condition of the
ripple relay race; that is, all sites are visited by a specific
ripple that finally returns to the depot. Step 5 indicates the
function that converts the state of the node from waiting
into active if the node is accessible. Step 6 gives the der-
ivation formula of the arc radius for an active ripple. Step 7
means that the remaining time will be used to develop the
arc radius of the new active ripple, which is triggered by
other ripples before the ending of a time unit. Step 8
demonstrates the requirement of a waiting behaviour at a
triggered node, while it is blocked. Step 9 updates the state
of the nodes to inactive again, when their all ripples have
reached adjacent nodes. Step 10 judges whether FRSA
needs to start a new ripple relay race from a node. Step 11
explains the mandatory operation rules for a new ripple
relay race. Step 12 outputs the optimal travelling trajectory
based on complete Mr(1).

6 Journal of Advanced Transportation



4. Experimental Results and Analysis

4.1. Static Delivery Sequence Determination Tests Compared
withGA. In this experiment, to achieve a fair understanding
of the performance of FRSA, four tests with different site
numbers are conducted to resolve the traditional VRP. A
widely used GA is selected to output the results for the
comparative analysis. A series of sites (red points) and depot
(green point) are generated as follows: the location of the
depot is set as the left side as an example and the locations of
the sites are randomly distributed in the right district. All
nodes have the associated links and connected to their

adjacent nodes, and the weights of the links depend on their
length. To show the generality of the proposed FRSA in the
delivery application scenario, the depot is given only one,
while there are four sites scales with n� 10, 12, 14, and 16,
respectively. ,e diagrams of the node connection for all
tests are shown in Figure 5.

Since the ripple relay race of FRSA is the time-unit-
oriented process, it will be terminated once a ripple firstly
finds the shortest path in a certain time unit. After that, the
FRSA will arrange all the complete routes in that time unit,
according to the path length from small to large to select the
optimal path. For FRSA, an appropriate spreading speed can

Step 1: create N nodes network; give the location and number of depots and all
sites. Set node 1 as depot.

Step 2: initialize parameters. For all nodes, i = 1: N; let Fr (i) = 0, Sr(i) = 1, r(i, j).

Step 3: start the ripple relay race. Set t = 0, Sr(1) = 2, Mr(1) = {1}.

Step 4: if all sites are
recorded in Mr(1)?

Step 5: convert the state of the nodes. For i = 1: N, whether the node i is
accessible, Sr(i) = 3 and Fr(i) > 0. If so, then change the state of node i from

waiting to active. Update Sr(i) = 2.

Step 6: calculate the arc radii of the ripples. For i = 1: N, whether Sr(i) = 2. If so,
then update all arc radii of the ripple i over time according to formula (7).

Let t = t + 1.

Step 7: manage the remaining time. For i = 1: N, whether Sr(i) = 1 and node i is
triggered by adjacent node j. If so, then update all arc radii of the ripple i in

the remaining time according to formulas (8) and (9). Let Fr(i) = j and Sr(i) = 2.

Step 8: realize the waiting behavior. For i = 1: N, whether the node i is triggered
by its adjacent ripple j but blocked, and Sr(i) = 0. If so, then let Fr(i) = j, r(i) = 0, and

Sr(i) = 3, where r(i) denotes all arc radii of ripple i.

Step 9: update the state of the ripple. For i = 1: N, whether the ripple i has
triggered each adjacent node and Sr(i) = 2. If so, then let Sr(i) = 1.

Step 10: if any site is
reached by the ripple?

Yes

Yes

No

No

Step 11: generate new independent ripple relay race. For any ripple, i will not
trigger the sites that are contained in Mr(i) and the depot except for all sites

contained in Mr(i) but still can trigger other normal nodes. Assuming that rhe
site k is reached by the ripple j, then let Fr(k) = j, Sr(k) = 2, Mr(k) = {l, ... , j, k}.

Step 12: output the optimal loop path P∗, which is recorded in Mr(1).

Figure 4: ,e flowchart of the FRSA based on the CEPO methodology.
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improve the computational efficiency and reduce compu-
tation or storage pressures. To ensure the computation
efficiency of FRSA optimal, the spreading speed of ripples
cannot be too large or too small in the network. If the
spreading speed is relatively high, the path length travelled
by ripples will be pretty long in a time unit. When the
optimal route is solved in a time unit, a great number of
travelling trajectories that are closed to the optimal path are
likely to be found in the remaining time and still need to be
arranged. ,e unexpected results pose extra work on the
calculation module, which means that the computational
time required for sorting path length of each complete
route increases accordingly. If the spreading speed is rel-
atively low, resulting in more time units required to extend
the arc radius of the ripples. ,e workload of updating the
ripple state significantly increases with the growth of time
units used in a single run. Hence, the ripple spreading
speed can neither be too large nor too small. After com-
paring multiple spreading speeds through simulated tests,
this paper proves that selecting 60 km/h has better com-
puting efficiency. Additionally, this speed also conforms to
the speed limit management regulations of urban roads in
China. As a result, this experiment sets ripple spreading
speed v(i, j) � 60 km/h.

,e related results of FRSA and GA are given in Table 1
and Figure 6. One can see that, in terms of PL, it is apparent
to observe that FRSA still outperforms GA in all kinds of
nodes sizes. ,e distance of the optimized paths given by
FRSA is approximately 33.5% to 57.7% smaller than that of
GA. Compared with GA, the reduction rate of FRSA
reaches the minimal value at n � 12 and peaks at n � 14 in
terms of PL. One possible reason is that the core technology
of FRSA is to globally explore all paths, and eventually
ended when the ripple has visited all sites without repetitive
activation and returns to the origin. Compared with GA, it

possesses better search capacity and will not fall into a local
optimum. Unfortunately, as a sacrifice of the huge ad-
vantage in solving the best path, the CT of FRSA re-
markably goes up with the expansion of node sizes.

(a) (b)

(c) (d)

Figure 5: ,e diagrams of the node connection in different network cases. (a) n� 10, (b) n� 12, (c) n� 14, and (d) n� 16.

Table 1: ,e optimization results of FRSA and GA in different
nodes size scenarios.

n� 10 n� 12 n� 14 n� 16

PL (km) FRSA 33.17 51.9 45.96 53.97
GA 59.96 78.05 108.66 112.53

CT (s) FRSA 2.63 75.07 128.45 1062.82
GA 0.1 0.11 0.11 0.16

44.68%
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Figure 6: ,e reduction rate of the optimal paths offered by FRSA
compared with GA in terms of PL.
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However, unlike other global searching algorithms, FRSA
needs no requirements to traversal all results. ,is is be-
cause the optimization steps are divided into a lot of time
units, and the ripple relay race will be terminated once the
first group of paths is found at a certain time unit. It means
that extensive data calculation used for searching other
longer loop paths has been omitted. In this respect, FRSA
has achieved great progress in terms of CT without losing
global searching capacity, although it is relatively large
compared with those heuristic algorithms.

4.2. Delivery Trajectory Optimization Tests considering Dy-
namic Routing Environment. As mentioned in Section 2.1,
this study is especially interested in addressing a significant
issue via designing an efficient methodology based on
CEPO technology, which aims to make the actual delivery
trajectory optimal. What makes things difficult is that the
simultaneous resolution of the shortest paths between sites
and the optimal delivery sequence poses a great challenge
on the current methods and tends to be ignored. ,erefore,
this study investigates the interaction relationship of them
and tests the performance of FRSA based on CEPO,
comparing to the mainstream heuristic algorithm based on
OLRO.

Different from Section 4.1, traffic dynamics of networks
are introduced to imitate the actual traffic environment.
However, travelling time is significantly affected by traffic
flow in urban roads. When the traffic flow of the specific
road section is large, the associated vehicle density also is
high, which means the space headway between vehicles will
be small. However, the smaller space headway between
vehicles, along with the more serious disturbance effect
between vehicles. ,is is because the drivers are subject to
the front vehicles or the lane-changing behaviour of the
adjacent vehicles. ,e frequency and severity of traffic flow
turbulence will be significantly enlarged as the growth of
traffic flow, such as dangerous deceleration behaviour, risky
lane changes, and sudden accidents. ,us, the negative
effects of traffic flow turbulence lead to the reduction of
average traffic speed, which poses a direct impact on the
increase of travelling time. Conversely, if the traffic flow on
the road section is small, the speed of the vehicle tends to be
less affected by that, and the travelling time is also reduced
accordingly. ,us, travelling time also needs to be an
additional assessment indicator, which is used to analyze
the temporal efficiency of the optimized routes. In this
study, a set of experiments is conducted to verify the
promising application of the CEPO-based FRSA in terms of
travelling time (TT), path length (PL), and computational
time (CT).

To obtain the shortest path between sites in GA, a
popular Dijkstra algorithm is introduced to achieve the
realization of the OLRO [43–46]. In OLRO, the basic ap-
plication of the Dijkstra algorithm is to repeat calculating the
current shortest path based on the dynamic routing network
in each time unit until the vehicle reaches the destination.
Based on the current shortest paths between sites, GA is used
to find out the optimal delivery sequence via iterative

computation and finally presents the complete delivery path.
In CEPO, the proposed FRSA will give the optimal delivery
trajectory in a single run according to the future routing
environment.

In this part, different sizes of urban networks are ran-
domly generated as following: the locations of N nodes are
randomly evenly distributed in a rectangular area. ,ere are
4 network scales with N� 64, 144, 256, and 400, respectively.
All nodes are connected to their neighbouring nodes, while
each node has 3 or 4 connections. ,e shortest link is less
than 150m. ,e depot (green point) is always set as the
central location of the network, while 8 sites (red points) are
distributed around the depot randomly. Furthermore, to
achieve the best computational efficiency, 1min is selected to
represent a time unit. However, the most important thing is
to construct the routing environment dynamics, which can
be described as traffic speed dynamics:

Vt+1(i, j) � Vt(i, j) + σt(i, j), (10)

where σt(i, j) denotes the traffic speed variation of the link
(i, j) at time t.

,ere are three hypotheses for processing nodes and
links, as follows:

(i) To restore the actual traffic operation in the urban
network, it is needed to determine the maximum
speed and speed variation of the links at each time
unit. Suppose 0<Vt(i, j)≤ 80 km/h and the absolute
value of speed variation is less than 4 km/h for all
links (|σt(i, j)|≤ 4) at each time unit.

(ii) Due to the compulsive traffic laws in the signalized
intersections, the vehicles must wait at the nodes until
they get access to the right to pass through. ,us, the
stopping delay caused by waiting at nodes should be
contained in travelling time during path optimization.
Let d(i) denote the average delay of node i, and its
value randomly varies from 20 to 60 seconds.

(iii) As a common phenomenon in the urban network,
the evolution of the congestion area also should be
considered in TDVRP. As shown in Figure 7, the
central nodes of congestion areas are evenly dis-
tributed in the network and have three kinds of
states: spreading, static, and shrinking. It is sup-
posed that the spreading or shrinking congestion
areas will expand or narrow in every two minutes,
and this action can evolve three times at most. Once
the congestion areas spread to the maximum scope,
it will keep unchanged in two minutes and then
begin to shrink in a regular period.

Some experimental results are clearly given in Table 2
and Figure 8. Table 2 shows the results of the actual delivery
trajectories given by FRSA and GA, in terms of TT, PL, and
CT. One can see that no matter which scale of the route
networks, the proposed FRSA (CEPO-based) outperforms
GA (OLRO-based) in terms of TTand PL. From Figure 8, the
TTof FRSA is approximately 11.86% to 20.25% smaller than
that of GA. Moreover, the PL of FRSA is approximately
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0.86% to 27.16% shorter than that of GA. It is obvious to
prove that the large PL is often inconsistent with the larger
TT [34]. In small-size networks (N� 64, 144, and 256), the
CT of FRSA is about 35.52% to 74.37% smaller than that of
GA. Nevertheless, this trend tends to reverses when the
network size becomes relatively large, and the CTof FRSA is
13.22% longer than that of GA when N� 400.

In terms of TT, PL, and CT, the reduction rate of FRSA
gradually boosts from n� 64, then reaches the peak at
n� 144, and finally declines smoothly over the boost of
nodes. Compared with GA, surprisingly, the reduction
percentage of FRSA is no-linear growth as the expansion of
network size in terms of TT, PL, and CT.

5. Discussion

,e main goal of this study was to validate the extensive
applicability of FRSA based on the framework of CEPO.
With this aim, this study performed traditional tests for
FRSA and GA in the static networks, as presented in Section
4.1. For the sake of fairness, the reduction rate was used to
measure the difference between FRSA and GA in terms of
the TT, PL, and CT. ,e proposed FRSA exhibits superior
searching ability and is far better than GA in terms of the
cost of the related solutions. However, the encouraging
findings also bring corresponding disadvantages. As regards
the most serious defect, a massive amount of data is handled
in FRSA, along with a sharp increase of CTas the number of
sites goes on. An inspiring discovery thing is that, compared
to other accurate approaches that achieved a similar effect,
FRSA has cut down a tremendous number of computational
works without seeking other possible solutions.

As discussed in the previous section, this study aims to
propose a commonly used algorithm to address various
popular branches of VRP, especially for TDVRP. ,erefore,
the time-varying traffic environment needs to be considered
in testing FRSA as an inevitable development. As a crucial
indicator, the TTof the solutions becomes a current focus. In
a dynamic routing environment, FRSA is always superior to
GA in terms of TT, PL, and CT, except for a special case
(N� 400) that the CT of FRSA is larger than that of GA.
,ere are three main reasons giving rise to the results that
FRSA outperforms the GA in terms of TT and PL. One
reason for this is that, in FRSA, the optimal delivery se-
quence and the shortest path between given OD pairs are
solved effectively at the same time. GA just focuses on how to
ensure the delivery sequence better, while Dijkstra only
concentrates on how to find the best path between OD pairs.
,e second reason is that FRSA has more advantages to
derive the optimal solution via global search, while many
heuristic algorithms can only find an approximate solution
through parallel computing. ,e last reason contributes to
most to this result, the time-unit-oriented optimization steps
of FRSA can coevolve with the changes of routing

Figure 7: ,e schematic diagram of evolutionary dynamics for congestion areas (N� 400, n� 8).

Table 2: ,e optimized results of FRSA and GA in different dy-
namic networks.

N� 64 N� 144 N� 256 N� 400

TT (min) FRSA 70.18 96.9 127.04 158.98
GA 83.85 121.51 146.97 180.37

PL (km) FRSA 39.82 46.83 73.42 92.11
GA 40.17 64.29 88.86 97.71

CT (s) FRSA 225.74 300.88 1463.46 6060.05
GA 441.45 1173.94 2269.65 6861.33

TT
16.30%
20.25%
13.56%
11.86%

PL
0.87%

27.16%
17.38%
5.73%

CT
48.86%
74.37%
35.52%
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Figure 8: ,e reduction rate of the optimal paths offered by FRSA
compared with GA in terms of TT, PL, and CT.
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environment and achieve the realization of CEPO. It owns
unique features that avoid the coming congestion in ad-
vance, or allow waiting behaviour to prevent the wrong
detourmeasure.,erefore, under the coupling effect of three
critical factors, the actual travelling trajectory with a shorter
TT can be obtained in the nature of things. Except for the
big size network like n� 400, the CTof FRSA is smaller than
that of GA in addressing TDVRP. As a result, a smaller CT
is spent in FRSA to solve the path optimization in dynamic
routing network. But, in n� 400 network, there are nomore
advantages for FRSA compared with GA. ,e main reason
contributing to this is that each node provides an op-
portunity to trigger the ripples, and one node is usually
triggered many times during optimization. More nodes
also imply the boosting number of ripples will be generated,
which asks for a larger CT to update the state transition and
ripple spreading situation in a time unit.

However, FRSA possesses some distinct advantages in
dealing with VRP, compared with the previous methods.,e
most outstanding one is that it shows a reliable guarantee of
optimality in a time-varying routing environment.,e other
promising features, like a one-off run before a complicated
trip begins and the positive avoidance of congestion areas,
also proved that it is superior to the other. ,ese results
suggest that, in some urban networks (less than 400 nodes),
it would be advisable to execute the FRSA to search the best
solution as a practical implementation. As for large network
scenarios, it needs to pay attention to whether there is a strict
requirement for computational time. If not, FRSA will be a
good choice tomake the actual travelling trajectory better for
addressing the existing VRP.

6. Conclusions

,is work paves a new way to address various VRP variants,
particularly for TDVRP whose main features have been
studied for several decades. A mathematical model of FRSA is
formulated based on the CEPO technology, which makes use
of the future traffic environment to implement path opti-
mization. Due to the effects of traffic flow, network structure,
and driver characteristics, some critical factors like time-
dependent traffic speeds, network topology, temporal con-
gestion area evolution, different vehicle departure times,
vehicle waiting behaviour, and network size are considered in
the proposed model [47–49]. ,e objective of the proposed
method is to minimize the sum of the delivery costs, such as
travelling time and path length. Unlike the existing research
studies, this study pays extra attention to explain the internal
correlation between determining the delivery sequence and
searching the shortest paths between sites, which tends to be
ignored. However, FRSA owns several outstanding features,
including a congestion avoidance approach, a single run
optimization, waiting measure, parallel computing, coevo-
lutionary planning, and global research. ,e effectiveness of
the proposed approach was demonstrated in two sets of
simulation experiments. ,e experimental results show the
following: (1) FRSA presents an excellent improvement in
reducing actual travelling time and path length, effectively
avoiding the wrong detour and regular traffic congestions. It

can help to decrease the total distribution cost, fuel con-
sumption, and carbon emissions, which can effectively protect
the environment. (2) ,e optimal delivery sequence and the
shortest paths can be derived simultaneously in the dynamic
routing networks. ,is encouraging characteristic is signifi-
cantly important and beneficial to make the actual travelling
trajectory better, which is more likely to be adopted in the
practical application compared with other methods. (3) ,e
application of CEPO methodology considering the future
routing environment dynamics will decline the travelling
time. By contrast, other OLRO-based methods tend to take
wrong coping strategies to avoid traffic congestions, which
will increase the time and economic costs for logistics
companies.

Despite some inspiring results that have been achieved,
there still exist some limitations that need to be overcome.
Further research may consider the extension of the pro-
posed algorithmic framework to address other VRP vari-
ants in special scenarios, by taking into account time
window, service time, vehicle capacity, site demand, and
pickup. Additionally, the proposed FRSA can be further
developed to resolve scalability problems and improve
computational efficiency. As a new and effective deter-
ministic algorithm, FRSA opens the door to the develop-
ment of precise exploration.
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Variable speed limit (VSL) control is a flexible restriction on the rate at which motorists can drive on a given stretch of road.
Effective VSL control can increase safety and provide clear guidance for motorists. Previous traffic flow models of VSL control
were mostly based on the influence of VSL on average speed (macro) or driver’s expected speed (micro). Few models considered
the influence of VSL on driver’s actual driving behavior. In this paper, we first briefly introduce the big traffic data involved in this
study and explain the mapping relationship between the data and driving behavior. (en, we analyze the driver’s actual driving
behavior under the VSL control. (en, an improved single-lane cellular automaton model is established based on the driving
behavior characteristics under VSL control. After that, we calibrate the parameters of the single-lane cellular automaton model
with the left lane as the calibration object. Finally, this paper uses the proposed single-lane cellular automaton model to simulate
the traffic flow characteristics under VSL control. (e numerical simulation results show that the simulation of the variable speed
limit in different density intervals presents different results, but these results are consistent with the actual situation of variable
speed limit control, which verifies the validity of the proposed model.

1. Introduction

(e variable speed limit (VSL) control system adjusts the
road speed limit in real time based on the traffic flow state
detected by advanced traffic flow and environment detection
technology. As one of the advanced highway management
control methods, VSL has been applied inWestern countries
such as Germany, the United States, Netherlands, the United
Kingdom, Finland, Israel, New Zealand, and Australia [1].
(e implementation effect indicates that VSL has a great
impact on improving road traffic safety and alleviating traffic
congestion [2–5].

(e essential basic research content of VSL is traffic flow
modeling. Macroscopic models are an important compo-
nent of VSL modeling, which can be divided into two
categories in terms of the characteristics of different VSL
traffic flows [6–9]. One category is well studied, considering

the influence of VSL on the equilibrium speed relationship
[10–14].(e equilibrium speed function is replaced by a new
one with the VSL control parameter according to the
modified fundamental diagram under VSL control. Another
category establishes the macroscopic model using the cor-
respondence between macroscopic and microscopic pa-
rameters when simulating the driver behavior under VSL
control.

(e macroscopic model has the advantage of high op-
erational efficiency in numerical simulation, but most of the
existing macroscopic models lack the behavior description
of individual vehicles, which makes it impossible to simulate
the safety benefits of VSL. Hence, the optimization goal of
VSL is limited to efficiency.

(e microscopic model is preferred because both the
efficiency benefits and security benefits of VSL strategies can
be evaluated. Lee et al. [15] used PARAMICS to simulate
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VSL control; Torday and Bierlaire [16] modeled the VSL
microscopic model based on the MITSIM simulator; and
Park and Yadlapati [17] used VISSIM to model the VSL with
different compliance rates. Other microscopic traffic sim-
ulations of Cruise Control (CC) and Adaptive Control
(ACC) are used [18–20]; such models were used for freeway
traffic for the evaluation of the effectiveness of VSL [21, 22].
However, in most of the microscopic models, the phe-
nomenon that VSL affects the vehicle’s desired speed is
pondered, but the changes in drivers’ behavior are ignored.
In fact, VSL performance depended greatly on compliance
rates [23]; the VSL not only changes the desired speed but
also changes the following behavior of drivers. (is is re-
flected in a previous paper where the proportion of the
smaller headway was reduced [24]. Besides, models on
considering the desired speed are not reasonable. In most of
the studies, vehicles’ speed was set equal to the VSL value,
which does not correspond with the real estimation. When
simulating large or small value of VSL control, the desired
speed would be slightly above or beneath the limit value,
which is worth exploring but had not been investigated in
existing models. (erefore, it is necessary to explore the
impact regularity of VSL control under different traffic
conditions and compliance rates.

Traffic data always plays an important role in the process
of traffic flow modeling; especially in the research of mi-
croscopic traffic flow modeling, it is necessary to describe
driving behavior characteristics through massive micro-
scopic traffic data. Recently, many scholars have tried to use
driving behavior data as a research entry point to solve a
series of related transportation problems. Li et al. [25] an-
alyzed drivers’ deceleration behavior based on naturalistic
driving data and, finally, a brake control system was
designed. In order to evaluate whether a driving behavior is
fuel-efficient, Hao et al. [26] mined the traffic operating data
and fuel consumption data and finally built a corresponding
analysis model. Deng et al. [27] established a curve safe speed
model on the basis of a thorough analysis of driving behavior
data.

(e use of empirical data to investigate driving behaviors
with VSL control was well-studied [10, 12, 17]. (e con-
sensus emerging from these studies is that VSL systems can
improve safety by decreasing the mean speed value, the
speed difference, and the percentage of small-time headway
and can increase the mean time headway. Studies using
empirical traffic data as input can objectively analyze the
impacts of VSL on driving behaviors and derive credible
conclusions. However, with the constraint of predefined VSL
control strategies, the majority of these studies only have
access to data from a limited range of traffic conditions and
limited VSL values. (erefore, most of the researchers
merely performed qualitative comparisons between driving
behavior parameters whether they used VSL control or not
while missing the quantitative examination of the rela-
tionship between traffic variables and VSL values. In a real-
world implementation, VSL values vary in accordance with
the prevailing traffic conditions and weather conditions.
However, few scholars evaluated the potential outcomes of
each VSL value. In the meantime, only a limited number of

dissertations controlled traffic states when examining VSL
impacts; therefore, it is difficult to determine whether the
obtained results are caused by VSL control or by the dif-
ference in traffic states within the collected empirical data.

(is paper summarized the literature on traffic flow
models and driving behavior under VSL control and
proposed an improved cellular automaton model that
represented individual driving behavior and reproduced
corresponding traffic flow characteristics under VSL
control. (e rest of this paper is organized as follows.
Driving behavior under VSL control is analyzed with data
from a motorway in Section 2. Section 3 establishes the
single cellular automaton model taking account of the
compliance parameter. In Section 4, empirical data of a
highway segment is used to identify the distribution of
driver’s individual radical degree and calibrate the pa-
rameters of the proposed model. In Section 5, numerical
simulation is conducted to validate the superiority of the
proposed model in reproducing traffic flow characteris-
tics under VSL control.

2. Big Data Analysis of Driving Behavior

2.1. Data Preparation. (e data used in this study was
collected from a two-way European motorway segment with
three lanes in each direction. (e traffic flow state changes
obviously, including recurrent and nonrecurrent conges-
tions. (e traffic flow information, such as the vehicular
speed, the headway, and the vehicle length, was collected by
loop detectors installed every 500–600m in each lane. In
order to alleviate congestion and improve driving safety, the
expressway was equipped with VSL control facilities that
adopt a control strategy based on mitigating traffic shocks. A
wide variety of speed limits including 50 km/h, 60 km/h,
80 km/h, 100 km/h, and 120 km/h were implemented in the
system.

(is research collected traffic flow data and corre-
sponding VSL control speed data from 7:00 AM to 6:00
PM for two weeks at a nonweaving area site. Only data in
good weather condition (no rain or fog) and visibility
conditions (at daytime) was selected to avoid external
interference. Missing and wrong data was removed. Fi-
nally, the dataset including 4,266 minutes of data samples
with 355,599 vehicles was constituted.

(e traffic state is a crucial factor when investigating
the VSL impacts on driving behavior. Under various
traffic states, driving behavior will be differently affected
by the VSL system. Hence, it is difficult to determine
whether the obtained results are caused by the VSL
control or by the difference in traffic states through the
raw empirical data. To eliminate the impact of traffic
states, the classification of the samples according to traffic
states is indeed critical. In this paper, the collected
samples were firstly classified into different traffic density
intervals to measure traffic congestion. (en the traffic
data in the same density interval with different VSL
control was compared to that without VSL control to
investigate the effect of VSL control on driving behavior.
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2.2. Desired Speed Distribution. From the previous study, it
can be inferred that the VSL has the ability to reduce the
desired speed, since the average speed in each density in-
terval under free-flow state was descended with different
VSL values. Gartner’s study mentioned that when the space
headway is greater than 125m (corresponding to the
headway of 4∼6 s at 20∼30m/s vehicle speed), the vehicle
will not be in the following state [28]. According to the
conclusion, vehicle speed in the above-mentioned state
reflects the driver’s desired speed, which is not affected by
the preceding vehicle. A statistical analysis of the vehicle
speed with a headway greater than 5 s in the free-flow state
was performed. Figure 1 shows the vehicle speed distribution
of the left lane in the uncontrolled state and VSL control
state including 120 km/h, 100 km/h, and 80 km/h.

Figure 1 demonstrates that the effect of the VSL on the
driver’s desired speed is holistic. After setting VSL, the driver
basically responded and reduced the speed. (e exponential
regression line in the figure shows that the driving speed
gradually increases as the headway increases, which is in line
with reality. At the same time, it can be seen from the figure
that under different VSL values, a few drivers drive at a speed
obviously higher than the VSL value. It is believed that
drivers who are significantly speeding are relatively ag-
gressive drivers who may not follow VSL. Besides, at the
high-speed limit, these drivers will be speeding by more than
30%, while the percentage will rise to 50% at the low VSL
value. We believe that some drivers might challenge the
rationality of VSL control when a low-speed limit is
implemented, whereby the reduced VSL obedience rate leads
to the phenomenon of higher mean speeds under lower VSL
values.

2.3. Average Desired Speed. (e average desired speed re-
flects the compliance rate of drivers to some extent. In order
to quantify the change in the average expected speed, the
arithmetic average speed is calculated in the case of different
speed limit values on different lanes.

Table 1 shows the average desired speed with the
headway time greater than 5 s under different VSL values in
each lane (“—” indicates that the number of samples is less
than 50; no statistics were performed). It can be observed
that the driver’s desired speed decreased significantly with
VSL in all lanes compared with the uncontrolled state. In
addition, from the speed limit value of 120 km/h to 60 km/h,
the average speed decreases as the variable speed limit de-
creases. However, the reduction is not linear, since the
difference between the driver’s desired speed and the VSL
value is bigger under the control of the lower VSL value like
60 km/h.

2.4. Small Headway Distribution. (e distribution of the
headway, especially the proportion of the smaller headway, is
critical to the stability of the traffic flow. (is paper mainly

focuses on the effect of the variable speed limit on the per-
centage of vehicles whose headway is less than 1 second. In
order to quantify the effects of different VSL values on the
headway, we calculated the percentage of small headways
within different density intervals under different speed limits
on different lanes. Table 2 summarizes the percentage of ve-
hicles with smaller than 1 s headway under all combinations of
density intervals and speed limits on the left, the middle, and
the right lane (“—” indicates that less than 300 vehicles were
observed within the associated density interval).

It can be observed from the table that the ratio of less
than 1 s headway in the uncontrolled state increases with
the increase of the density, while the ratio under the VSL
control does not change significantly with the increase of
the density. In general, the percentage of less than 1 s
headway in the VSL control is obviously lower than that
in the uncontrolled state. (e percentage at the speed
limit of 100 km/h and 80 km/h is the least, not even less
than 50% of the uncontrolled state. (e results show that
some drivers become more cautious under VSL control
and tend to maintain a large headway to ensure safety.

3. Single-Lane Cellular Automaton Model

(is section presents a single-lane cellular automaton
model for variable speed limit (VSL) control. On the basis
of improved cellular automaton model incorporating
impaired driver’s radical feature (RF) raised by Qu et al.
[29], this paper introduces the VSL compliance param-
eter to describe the driver’s compliance characteristics,
setting the desired speed according to the compliance rate
of each vehicle, and then modify the moderation prob-
ability of the RF model combined with compliance rate;
that is, if a driver with VSLs compliance and within the
range of the VSLs control keeps headway less than 1
second, the driver will possess higher decelerating
probability.

In the model, the driver will possess a higher decel-
erating probability while being within the range of the
VSL control with headway less than 1 second. (e model
was established under two assumptions:

(1) (e VSL control changes the desired speed of most
drivers, but the desired speed and the value of VSL
are not equal and their relationship is not linear.

(2) (e ratio of the smaller headway (less than 1 s) is
significantly reduced under the VSL control [24],
which reveals that some drivers become more cau-
tious in driving and tend to maintain a larger
headway to ensure safety.

(e random probability of deceleration expression is

Journal of Advanced Transportation 3



Pslow vn(t), bn+1(t), th, ts, cn, an(t)( 􏼁 �

pb: if bn+1 � 1 and th < ts

p0: if vn � 0
pc: if cn � 1 and an(t) � 1 and th < 1
pd: in all other cases,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

where cn is the compliance parameter of nth vehicle, cn � 1
means compliance, cn � 0 indicates noncompliance, the
compliance of vehicle is affected by the driver’s personal
characteristics, and the compliance property of each vehicle
is initially determined and will not change along with the
simulation or varies after each update circle.(e compliance

parameter of each vehicle is determined by the following
formula:

cn �
1: if r and(0, 1)<C

0: else.
􏼨 (2)
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Figure 1: Speed headway of the vehicles on the left lane (headway greater than 5 s): (a) uncontrolled state, (b) 120 km/h, (c) 100 km/h, and
(d) 80 km/h.
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C is the VSL compliance rate, defined as the percentage
of the drivers affected by VSL control, abbreviated as
“compliance rate” afterward. “r and (0,1)” indicates a ran-
dom number between 0∼1. an(t) is a parameter to evaluate
whether the vehicle is within the VSL control range, an(t)� 1
indicates that the nth vehicle is within the VSL control range
at time t, while an(t)� 0 indicates that it is out of the range.
Other parameters are the same as the RF model defined.

(e update rules of the proposed model are as follows:

(1) Determining the desired speed as

if cn � 1 andXvsli ≤xn(t)<Xvsli+1( 􏼁,

then: vdes(n) � min v + αn, vmax,n􏼐 􏼑 else vdes(n) � vmax,n.

(3)

(2) Determining the probability of randomization as

Pslow vn(t), bn+1(t), th, ts, cn, an(t)( 􏼁,

bn(t + 1) � 0,

an(t + 1) � 0.

(4)

(3) Acceleration is

vn(t + 1)⟶ min vn(t) + 1, vdes(n)( 􏼁. (5)

(4) Deceleration is

vn(t + 1)⟶ min vn(t), d
(eff)
n􏼐 􏼑,

if vn(t + 1)< vn(t)( 􏼁 then: bn(t + 1) � 1.
(6)

(5) Randomization is

if rand<pslow( 􏼁,

then: vn(t + 1)⟶ max vn(t + 1) − 1, 0( 􏼁.
(7)

(6) Location update is

xn(t + 1)⟶ xn(t) + vn(t + 1). (8)

(7) Determining whether it is in the range of VSL
control as

if Xvsli ≤ xn(t + 1)<Xvsli+1 and Vvsli ≠ 0( 􏼁,

then: an(t + 1) � 1,
(9)

where Xvsli is the starting position of the ith VSL control
area. v denotes the average value of vehicle’s desired speed
(AVDS) under the VSL control, determined by the speed
limit value in the ith VSL control area, which is called the
AVDS of VSL, described as v � f(Vvsli). Vvsli indicates the

Table 1: (e average vehicle speed with a headway greater than 5 s at different VSLs in each lane.

Lane
Average desired speed (km/h)

No VSL 120 km/h 100 km/h 80 km/h 60 km/h 50 km/h
Left lane 126.9 121.8 109.8 94.0 86.1 —
Middle lane 114.9 105.0 99.0 85.1 80.2 —
Right lane 97.0 89.9 88.3 78.8 74.4 —

Table 2: Percentages of smaller than 1 s headway within different density intervals under different speed limits.

Lane Density intervals (veh/km)
Percentage of less than 1 s headway under different speed limits

No VSL 120 km/h 100 km/h 80 km/h 60 km/h 50 km/h

Left lane

0–5 24% 21% 15% — — —
5–10 32% 28% 19% 15% — —
10–15 35% 26% 14% 10% — —
15–20 37% 26% 14% 11% 15% 20%
20–25 36% 29% 14% 16% 18% —

Middle lane

25–30 9% 6% — — — —
5–10 15% 11% 7% — — —
10–15 22% 16% 12% 7% — —
15–20 26% 20% 14% 12% 14% 14%
20–25 23% 22% 14% — — —

Right lane

25–30 3% 3% — — — —
5–10 7% 6% 4% 3% — —
10–15 13% 11% 5% 4% 5% —
15–20 18% 14% — — — —
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speed limit value in the ith VSL control area. vdes(n) is the
desired speed of the nth vehicle. vmax,n is the maximum speed
of the nth vehicle. (e other parameter definitions are the
same as the comfortable driving (CD) model [30].

4. Model Calibration

4.1. AVDS and Average Maximum Speed (AMS) under VSL.
In this study, the left lane was selected as the calibration
target lane for the single-lane model. (e vehicle’s desired
speed and the VSL values are neither equal nor linear under
the VSL control. (erefore, the AVDS under the different
VSL control cases needs to be calibrated according to the
actual data. On the basis of a number of samples, the average
speed of the vehicle with headway larger than 5 seconds can
be selected as the value of AVDS under a certain speed limit
control. If it is not possible to obtain a sufficient sample size,
the average speed in the lower density state may be selected
as the value of AVDS. In this study, the AMS is equivalent to
the AVDS under the condition of no VSL control, and the
calculation method is the same as in calculating AVDS.

For the speed limit values of 120 km/h, 100km/h, 80 km/h,
and 60km/h, we selected the average speed of the vehicle with
headway greater than 5 seconds as the AVDS of the VSL
control. For the 50 km/h speed limit value, the average speed in
the lower density state was selected as its AVDS. (e specific
values are shown in Table 3.

(e result of analyzing exiting data reveals that the
formation of regression function is consistent with quadratic
polynomial; in order to supplement the missing values to
calculate the corresponding AVDS, the quadratic polyno-
mial regression can be performed through the existing data,
and the values are listed in Table 3. Herein, only the speed
limit values, which can be integers divided by 10 and greater
than 50 km/h, are listed. (e regression function is modeled
as (10), where x is cell speed value and y is the corresponding
AVDS. (e coefficient of determination is 0.97:

y � 0.0010x
2

− 1.213x + 126.3. (10)

4.2. Value of Compliance Rate. (e value of the compliance
rate is affected by many factors, among which the VSLs
control traffic regulations and the driver’s recognition are
the most significant. In general, the compliance rate under
the mandatory regulations is superior to recommended
regulations and is more prominent along with the penalty
rate rising or driver’s recognition improvement.

(ere are some drawbacks of analyzing compliance
through a survey. Firstly, it depends on whether the driver
answers the questionnaire honestly. What is more, driving
behavior may be different between humans. (erefore, in
this paper, the statistics method was conducted. (rough
observing the distribution of vehicle speeds with its headway
larger than 5 seconds, we found that some vehicles’ speeds
are significantly higher than others in any speed limit
control. (ese vehicles have noncompliance characteristics
because they were not affected by VSL control cases.

It can be concluded that, among all vehicles with
headway larger than 5 seconds, except for some vehicles with
speed beyond the critical value, the percentage of the
remaining vehicles is the compliance rate of VSL control.
(e critical speed value should be kept in a reasonable scope
to decrease the errors in statistical analysis; in this study, the
average speed over 30% of the limit value was selected. In the
case of a 100 km/h limit control situation, according to
statistics results, 5% of vehicles were beyond 130 km/h. As a
consequence, the compliance rate is 95%, drafted asC� 95%.

4.3. Calibration of Random Probability of Deceleration pc.
(e random probability of deceleration pc is to simulate the
driver’s cautious driving characteristics under the VSL control;
its value will directly affect the proportion of the small headway.
(erefore, we will calibrate the parameter pc by determining the
ratio of the headway less than 1 second in the actual VSL control.

To calibrate the pc values corresponding to different
speed limit values, we performed simulations under speed
limit values of 120km/h, 100km/h, 80km/h, 60km/h, and
50km/h, respectively. For a certain speed limit value, the value
of the pc is gradually changed, and other parameters were fixed.
(e road length was set to 4000 cell units, the time step was set
to 1 second, and the density was set to 15 veh/km, respectively.
Periodic boundary conditions were adopted.(e initial position
and speed of the vehicle were randomly generated. Each
simulation runs 10,600 time steps, where the first 10,000 time
steps were not counted in order to eliminate the effects of
transients, while in the next 600 time steps, the ratio of the
headway less than 1 second was calculated. For the same pc
value, the simulation was taken 10 times to obtain an average
value. Figure 2 shows the ratio of the headway less than 1 second
at different pc values under the 100 km/h speed limit control.

It can be seen from the figure that the ratio of the headway
less than 1 second is relatively sensitive to the parameter pc. Qu
et al. [24] mentioned that, in practice, the ratio of the headway
less than 1 second under the control of 100km/h speed limit in
the free-flow state is about 15%∼20%; therefore, the value of pc
ranges from approximately 0.5 to 0.8 under the limit speed
value of 100 km/h. In the sameway, we calibrate the pc values of
other speed limit values. (e results are shown in Table 4.

As can be seen from the results, the pc values corre-
sponding to the excessively high- and low-speed limit values
are small, while under the moderate speed limit, values
(80 km/h, 100 km/h) are large. (is reveals that the driver’s
cautious driving behavior under the control of the moderate
speed limit is the most obvious. For the sake of simplicity,
this study divides the value of the parameter pc into two
parts: when the speed limit value is between 80 km/h and
100 km/h, pc � 0.6; under other speed limit values, pc � 0.4.

5. Numerical Simulation of the Model

In this section, the simulation of a fundamental diagram,
time-space diagram, and speed differences characteristics
was conducted to evaluate the performance of the single-
lane cellular automaton model. In the simulation, the length
of the road was set to 4000 cell units, and the time step was
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set to 1 second with periodic boundary condition.(e initial
position and speed of the vehicle were randomly generated.
Each simulation ran 10,600 time steps, of which the first
10,000 time steps did no statistics to eliminate the impact of
the transient. (e value for the new model’s parameters is
the same as that in the calibration session.

5.1. FundamentalDiagram. (is study carried out a pseudo-
numerical simulation of VSL control with values of 120 km/
h, 100 km/h, and 80 km/h with no VSL control, which has
been run 10 times for each density value; then the average
traffic flow was calculated. (e fundamental diagram under
different speed limit values is shown in Figure 3. It can be
seen from the figure that, in the low-density region, the
average speed (curve slope) under the VSL control is minor
compared to that of the uncontrolled situation, with the
tendency of the speed limit value and the average speed
being the same. In the high-density region, it can be found

that the fundamental diagram at different speed limit values
does not significantly differ from the uncontrolled situation.
In the moderate density region, the critical density (the
density region where the traffic flow changes phase) under
the VSL control is larger than that in an uncontrolled sit-
uation, and the corresponding key density value is growing
with the descent of the speed limit value. Accompanied by
the decrease of speed limit value (80 km/h), the character-
istics of the traffic flow phase transition have become vague.
In addition, under the VSL control, the road capacity de-
clined with its scope being weightier as the speed limit value
decreased. (e features of the fundamental diagram in the
above simulations are basically consistent with those in
actual observation.

5.2. Time-Space Diagram. Figure 4 shows the time-space
diagram of the 100 km/h speed limit and no VSL control
cases at 0.1, 0.15, and 0.3 density, respectively. It can be seen
from the figure that, in the small density (k� 0.1) and large
density (k� 0.3) regions, the VSL control does not signifi-
cantly change the basic form of the time-space diagram. In
the small density region, the traffic flow is in the free-flow
state as a form of the vehicle fleet, while the large density
region exhibits a wide motion-blocking feature with a large-
scale blockage group. In the moderate density (k� 0.15)
region, the VSL control significantly changes the shape of the
time-space diagram, because it does not exhibit a phase
separation phenomenon consisting of a distinct blocking
phase and a moving phase compared to the uncontrolled
situation, but possesses free-flow characteristics. It can be
confirmed in Figure 4 that when k� 0.15, the free-flow state
changes to the blocking phase without VSL control and
maintains stability while being under control. (is corre-
sponds with a previous study reporting that VSL can in-
crease the critical density [12].

It can be found that, for a certain speed limit value, the
spatiotemporal characteristics changed every time, but some
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Table 3: Variable speed limit AVDS values of the left lane.

Speed limit value
(km/h)

AVDS (km/
h)

Corresponding cell speed value
(cell/s)

No VSL 126.9 23
120 121.8 22
110 113.8 21
100 109.8 20
90 98.1 18
80 94.0 17
70 90.3 17
60 86.1 16
50 90.6 17
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Table 4: Range of values of different VSL parameters, pc.

Speed limit value (km/h) (e range of pc
120 0.3–0.5
100 0.5–0.9
80 0.5–0.8
60 0.3–0.6
50 0.3–0.5
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regulations existed. To explore the discipline, we carried out
simulations to calculate the frequency of the free-flow state.
On different density values near the critical density, 20 times
of simulations under each speed limit value were conducted,
the results are shown in Table 5.

(e result reveals that the speed limit value decreased as
the density increased, and the probability of generating a
free-flow state expanded. (is indicates that the VSL control

could boost the critical density of traffic flow, which is
consistent with the fundamental diagram and the actual
observation of traffic flow characteristics.

5.3. Average Speed Difference of Two Adjacent Vehicles.
(e average speed difference (ASD) of two adjacent vehicles
was selected to measure the speed difference characteristics
of traffic flow. It is defined as the mean value of speed

(a) (b)

(c) (d)

(e) (f )

Figure 4: Time-space diagrams for controlled and uncontrolled situations. (a, c, e) Time-space diagrams at k� 0.1, 0.15, and 0.3 density in
uncontrolled state. (b, d, e) Time-space diagrams of VSL� 100 km/h at k� 0.1, 0.3, and 0.5 density.
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difference between the adjacent vehicles passing a given
point at a specified time interval [31], as shown as follows:

ASD � Δv �
􏽐

N−1
n�1 vn − vn+1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

n − 1
, (11)

where vn represents the speed of the n
th vehicle when passing

the fixed point and N represents the number of vehicles
passing a given point. In this study, simulations were carried
out 10 times for each density condition following the single-
lane cellular automaton model. (rough simulations, the
ASD of two adjacent vehicles in different speed limit values
and different density conditions is shown in Figure 5.

It can be seen from the figure that the ASD of two
adjacent vehicles in different VSL control cases is basically
similar to the trend of the density varying. Except for ex-
cessive small density conditions, the ASD of two adjacent
vehicles decreased with the density growth. In the small
density region, the value under the VSL control is less than
that in an uncontrolled state; this tendency is similar to
actual situations [24]. In the large density region, different
speed limit values are not significantly different.

6. Conclusions

(is paper studies the real driving behavior data under VSL
control and finds the following conclusions:

(1) (rough the processing and analysis of traffic big
data, the traffic data in the same density interval with
different VSL control was compared with that
without VSL control to investigate the effect of VSL
control on driving behavior

(2) Under the control of the VSL, there always exists a
certain proportion of drivers who fail to comply with
the VSL control

(3) (e VSL control changes the driver’s desired speed,
but the average desire speed and the value of VSL are
not equal and show a nonlinear relationship

(4) (e proportion of smaller headway time (less than
1 s) under VSL control is significantly reduced,
which shows that some drivers become more cau-
tious under the VSL control

Based on the above-mentioned driving behavior, this
study introduces the compliance rate parameter during
the modeling process. In addition, it improves the
slowing probability of the RF model [26], so that the
vehicle slows down with a higher probability when the
headway time is less than 1 s, in order to simulate the
prudent driving behavior of the vehicle under the VSL
control. In this study, the parameters of the model are
calibrated using real vehicle data under VSL control. (e
numerical simulation results show that the model can not
only fit the macroscopic traffic phenomena such as the
fundamental diagrams and the time-space diagrams
under the VSL control, but also fit the influence of the
VSL on the speed dispersion.

It should be noted that this study assumed that the
driver’s radical feature is subject to the normal distribution
when defining the function of radical feature parameter.
Whether this assumption is reasonable or not needs to be
discussed further in future research. Besides, this study is just
early stage work to incorporate impaired driving behavior.
More work should be done to develop a more accurate
calibration process as well as multiple lane models. In our
future research, we will focus on collecting real data to help
discuss the driver’s radical degree and its distribution under
the car-following state.

Data Availability

(e basic data used to support the findings of this study are
available from the corresponding author upon request.

Table 5: Proportion of free-flow characteristics at different density limits in time-space diagrams.

Density value (veh/km) No VSL (%) 120 km/h (%) 100 km/h (%) 80 km/h (%) 60 km/h (%)
0.14 100 100 100 100 100
0.15 25 30 85 100 100
0.16 10 10 35 100 100
0.17 0 5 10 95 100
0.18 0 0 0 20 90
0.19 0 0 0 0 25
0.20 0 0 0 0 0
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Level of service (LOS) analysis based on LOS criteria is essential for the planning, design, and operational evaluation of public
transit. However, there are no systematic transit LOS criteria at present in China. Bus rapid transit (BRT) is receiving increasing
attention worldwide. 'erefore, this study addresses LOS criteria for BRT in China. Transit passengers are heterogeneous in their
perceptions, needs, and behavior. 'e traditional hard LOS criteria have an inherent weakness, because of which the accuracy of
an LOS analysis is limited. 'us, in this study, we initially conducted transit market segmentation to reduce heterogeneity and
subsequently developed BRT fuzzy LOS criteria for different passenger groups. Using a smartphone-based transit travel survey
system, we organized BRT passenger travel surveys on three BRT systems in China to collect data. Transit market segmentation
was performed based on user perceptions; passengers were segmented into a calm passenger group and an anxious passenger
group using the latent class model. Passenger arrival time, passenger wait time, and running speed of the bus were selected as
service metrics to reflect the BRT’s LOS. BRT fuzzy LOS criteria for the three service metrics in the case of both the calm and
anxious passenger groups were developed using fuzzy C-means clustering. 'e LOS criteria for the two groups of passengers fit
their psychological characteristics and reflected their personalized travel needs. Fuzzy LOS criteria can describe to what extent
service metric values belong to the adjacent LOS categories via the use of membership. 'us, fuzzy LOS criteria can overcome the
weakness of hard LOS criteria.

1. Introduction

Level of service (LOS) criteria using service metrics that
classify them into several categories according to different
thresholds can provide quantitative LOS analysis standards
for transportation systems [1, 2]. LOS analysis based on LOS
criteria is very essential for the planning, design, and op-
erational evaluation of transportation facilities or services.
Additionally, it is critical for the allocation of limited fi-
nancial resources to competing transportation projects
[1–3]. Transit capacity and quality of service manuals
(TCQSMs) provide LOS criteria for public transit services.
However, the LOS criteria in the TCQSMs are more suitable
for North America, because that is where most of the re-
search is conducted [4, 5]. In China, there are no systematic

transit LOS criteria at present. 'erefore, it is necessary to
develop transit LOS criteria specific to China in order to
implement the LOS analysis.

'e bus rapid transit (BRT) combines the efficiency and
reliability of a rail service with the operating flexibility and
low cost of a conventional bus service [6]. Currently, 168
cities worldwide have constructed BRT corridors and their
total length has reached 4998 kilometers [7]. 'e topic of
BRT LOS is receiving increasing attention, and we are
carrying out research on it funded by the National Nature
Science Foundation of China. 'us, we address the issue of
BRT LOS criteria in China.

Transit passengers are heterogeneous [8]. Passenger
behavior, need, and perception vary across different groups
of passengers. Transit market segmentation, which defines
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specific subgroups of passengers sharing similar demo-
graphic, psychographic, or behavioral characteristics, can
reduce passenger heterogeneity [9, 10]. It permits transit
providers to comprehend the special travel needs of certain
subgroups so that they can cater to personalized travel re-
quirements [9]. 'us, in this study, we will initially carry out
transit market segmentation and subsequently develop BRT
LOS criteria for different passenger groups.

LOS criteria in the TCQSMs or highway capacity
manuals (HCMs) use clear-cut boundaries to dividemultiple
LOS categories [1, 2, 4, 5], in which a certain value of a
service metric exclusively belongs to one LOS category,
known as the hard LOS criteria in this study. An inherent
weakness of the hard LOS criteria is that certain small
changes in service metrics can cause a change in the LOS,
while certain significant changes in service metrics may not
lead to a variation in LOS. 'is limits the accuracy with
which transportation facilities or services may be charac-
terized [11, 12]. In order to overcome this weakness of the
hard LOS criteria, we will try to develop fuzzy LOS criteria
for the BRT in China.

'e intent of this research work is to develop BRT fuzzy
LOS criteria for passengers grouped using transit market
segmentation in China. 'e research results can be used to
implement transit LOS analysis and further guide the
planning, design, and operational evaluation of transit
services in China. 'e research methodology can act as a
reference source for other regions in developing their own
transit LOS criteria.

'is paper is organized as follows. A literature review is
first presented. Next, data collection, including the devel-
opment of a transit travel survey system and BRTpassenger
travel surveys, is described. After this step, the methodology
involved in a latent class model and fuzzy C-means clus-
tering are introduced. Finally, the results from transit market
segmentation and BRT fuzzy LOS criteria are analyzed and
conclusions are summarized.

2. Literature Review

'e LOS criteria provided by TCQSMs for bus transit with
service metrics of frequency, service span, access, passenger
load, on-time performance, headway adherence, and transit-
auto travel time ratio are divided into multiple levels [4, 5].
Transit passengers are demographically, psychologically, and
behaviorally heterogeneous [8]. However, the TCQSMs did
not consider the heterogeneity of passengers and provided a
set of general LOS criteria for all classes of passengers.
Transit market segmentation can reduce passenger hetero-
geneity and permit transit providers to comprehend the
special travel needs of certain subgroups so that they can
cater to personalized travel requirements [9].

'e most basic form of transit market segmentation is
through social demographic and travel characteristics.
Dell’Olio et al. stratified passengers by socioeconomic
characteristics such as gender, age, and income. Further,
models of service quality for different types of passengers
were established using ordered probit models. 'is study
demonstrated that the user perception of service quality

changed depending on the types of passengers [13]. Oña
et al. addressed heterogeneity in user perceptions of service
quality for railway service. Users were divided into different
groups according to travel purpose, day of journey, and
frequency of use. Based on questionnaire surveys conducted
in Milan, northern Italy, models for different groups of users
were established. 'is study again found that perceptions
about service quality were different among various groups of
users [14]. Using the data collected from questionnaire
surveys in Kaohsiung, Cheng and Liu examined users’
perceptions of intermodal inconvenience for the bicycle-
transit service by utilizing the Rasch model. Various sub-
groups of users were defined based on socioeconomic and
travel characteristics. 'is study demonstrated that users’
perceived inconveniences differed according to gender,
riding frequency, trip purpose, and environmental aware-
ness [15]. Cheng and Chen evaluated public transportation
service chains along the three dimensions of accessibility,
mobility, and connectivity from the perspective of urban
travelers. 'e analysis based on the Rasch model indicated
that young passengers, environmentally conscious users,
passengers using public transportation as their main
transportation mode, and those who indulged in frequent
sporting activities were better able to overcome difficulties
during their trips [16]. Bordagaray et al. used ordered probit
models to model bus transit quality in the city of Santander
considering user and service heterogeneity. 'e perceived
quality models were developed by introducing systematic
variations in the users’ perceptions to account for various
factors such as age, income, and frequency of service use.'e
results show that heterogeneity is clearly present in the
perception of service quality [17]. Passenger segmentation
by social demographic and travel characteristics defines
classes of passengers but not market segments. It gives rise to
unbalanced segments where passengers do not share similar
interests, needs, or locations, i.e., heterogeneity among users
is still evident [9].

With the proliferation of automated data collection
systems such as smart card automated fare collection (AFC),
transit market segmentation can be performed with AFC
data. Lathia et al. identified behavioral differences between
passengers using AFC data. 'ey applied agglomerative
hierarchical clustering to segment passengers using tem-
poral travel patterns. A number of algorithms based on
historical travel time data were proposed for personalized
trip time estimations for different types of passengers. By
applying these algorithms to the data from the oyster fare
collection system, London, it was empirically demonstrated
that these algorithms outperformed both a nonpersonalized
baseline computed from the data, as well as published travel
times as currently offered by the transport authority [18].
'ere is a need for an integrated market segmentation
method that incorporates both the spatial and behavioral
features of individual transit passengers. Kieu et al. proposed
a new algorithm named spatial affinity propagation (SAP)
based on the classical affinity propagation algorithm (AP) to
enable transit market segmentation with spatial-behavioral
features. SAP was applied to a 40-day AFC dataset fromNew
South Wales, Australia. 'is case study on a limited sample
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size demonstrated that AP and SAP were better candidates
for spatial passenger segmentation than K-means and
complete-linkage hierarchical agglomerative clustering.
Further, SAP was 52% more efficient in computation time
than AP. 'e case study carried out on the entire dataset
showed that SAP could deal with large-scale AFC data for
transit market segmentation [9].

Some studies use the latent class model to conduct transit
market segmentation using social demographic, travel, and
behavioral characteristics as manifest variables. Oña et al.
employed the latent class model to study how bus passengers
could be stratified. Based on the data from customer sat-
isfaction surveys in Granada, four groups of passengers were
identified by the manifest variables of age, gender, travel
reason, use frequency, possession of private vehicle, and
ticket. Next, a Pearson correlation was applied for each
group to derive the importance of the service quality at-
tributes. It was discovered that the most important attributes
for each group were different [10]. Qiao et al. addressed the
issue of passenger market segmentation for high-speed
railway service in China. 'e latent class model was used for
passenger segmentation using age, gender, travel date, travel
distance, mean time to get a ticket, and prepurchase time as
manifest variables. Based on the ticket data of the Beijing-
Shanghai high-speed railway, three distinct groups were
identified via segmentation. 'ey were the leisure passen-
gers, planned passengers, and temporary passengers [19],
respectively. Bellizzi et al. used the latent class model to
examine the heterogeneity in the desired bus service quality
from the current users’ and potential users’ perspective.
Based on the preference data collected from stated prefer-
ence surveys, current users were divided into three latent
classes. 'ese three classes accorded more importance to
journey time (30% of users), comfort (60% of users), and fare
(10% of users), respectively. However, potential users were
segregated into two latent classes, and they conferred more
importance to journey time (47% of users) and fare (53% of
users) [20], respectively.

'e TCQSMs provided hard LOS criteria for bus transit
by the use of clear-cut boundaries in the division of various
LOS categories [4, 5]. 'e HCMs provided hard LOS criteria
for various transportation facilities from the intersection to
the freeway [1, 2]. An inherent weakness of the hard LOS
criteria is that some small changes in service metrics can
cause a change in the LOS. On the other hand, even certain
significant changes in service metrics may not lead to a
change in LOS, which limits the accuracy with which
transportation facilities or services may be characterized
[11, 12]. By contrast, Fang et al. and Fang and Pecheux
addressed fuzzy LOS criteria for signalized intersections.
'ey developed a methodology using fuzzy C-means clus-
tering to define fuzzy LOS criteria based on user perception.
Using a user perception database of 100 subjects assessing 24
approaches in terms of estimated delay and rating of LOS,
the fuzzy LOS criteria for signalized intersections were
proposed. Compared with the hard LOS criteria of signalized
intersections in the HCMs, fuzzy LOS criteria are capable of
expressing the delays near the boundaries of each LOS
category [11, 12].

In summary, because of the heterogeneity in transit
passengers, we should perform transit market segmentation
when studying transit LOS. 'e inherent weakness of the
hard LOS criteria compelled us to develop fuzzy LOS criteria
for transportation facilities or services.'erefore, we studied
BRT fuzzy LOS criteria for the problem of passenger market
segmentation in China.

3. User Perceptions

Transit passengers are heterogeneous and passengers’ per-
ceptions vary across different groups of passengers. 'e
definition of LOS indicates that it needs to reflect user
perceptions of quality of service provided by a facility or
service. 'us, we conducted transit market segmentation
based on user perceptions.

'e journey of an individual taking a BRT bus includes
traveling from the origin to the boarding station, waiting
for a bus at the station, riding on the bus, and traveling
from the alighting station to the destination. We selected a
representative factor that influences user perceptions of
quality of service in each subjourney. By doing so, user
perceptions were defined as five-dimensional vectors of
perceived arrival time, wait time, bus speed, passenger load,
and departure time in this study. Perceived arrival time is
the time taken by a passenger traveling from the origin to
the boarding station as perceived by the passenger, which is
different from the actual arrival time. Perceived wait time is
the time a passenger spends waiting for a bus at a bus
station according to his or her own perception, which
differs from the actual wait time. Perceived bus speed is a
passenger experience rating on the bus running speed while
commuting in the bus. 'is is a categorical variable with a
value of one expressing a rating of “very poor” and a value
of five representing a rating of “very good.” Perceived
passenger load is a passenger experience rating on
crowding encountered while riding on the bus, which is a
categorical variable with a value of one expressing a rating
of “very poor,” and a value of five representing a rating of
“very good.” Note that in BRT passenger travel surveys,
perceived bus speed and passenger load had a scale of one
(very poor) to ten (very good). 'e ten-point scale was
changed into a five-point scale in the analysis stage with the
values one and two on the original scale integrated into the
value one on the new scale. Similarly, the original values
three and four were integrated into the value two and so on.
'e perceived departure time is the time taken by a pas-
senger traveling from the alighting station to the desti-
nation according to his or her own perception, which is
different from the actual departure time.

4. Data Collection

4.1. Transit Travel Survey System. We developed a smart-
phone-based transit travel survey system. 'is system
consists of an app, a server, and a web interface. 'e app
(Figure 1) interacts with users and collects and uploads the
data to the server. 'e server stores the data and prepares
them for the web interface. 'e web interface is the output
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end of the system, from which the collected data are
downloaded.

'e app covers the entire trip of a passenger using the
transit system and can record the complete travel infor-
mation. Personal demographics, time elapsed, longitudes,
and latitudes, that users present at each travel node, and user
perceptions, can all be recorded. All the recorded data above
are transmitted in real-time to the server. 'e server
computes travel times in each subjourney and the bus speed,
using real-time algorithms. Furthermore, it obtains the ride
distance by invoking the Baidu map program. 'e server
stores all of the data and transmits them to the web interface.

'e collected data by the transit travel survey system
include personal demographics, time spent by users at each
travel node, times that the users spend in each subjourney,
user perceptions, and other travel information. In particular,
personal demographics contain gender, age, education,
occupation, income, car ownership status, travel mode, BRT
use frequency, and user’s city of habitation.'e time elapsed
from the moment that a user sets out from the origin, arrives
at the boarding station, boards a bus, alights from the bus,
and arrives at the destination is collected. Arrival time, wait
time, in-vehicle time, and departure time are all gathered.
User perceptions, i.e., perceived arrival time, wait time, bus
speed, passenger load, and departure time, are gathered.
Other travel information such as travel purpose, bus route
number, ride distance, and bus speed is collected as well.

4.2. BRT Passenger Travel Surveys. 'e Guangzhou BRTwas
opened in 2010 and has an average daily ridership of more
than 850,000 passengers, higher than most metro and all
light rail lines worldwide. It won the sustainable transport
award in 2011 and is the only gold standard BRT in Asia.'e
Changzhou BRT was opened in 2008; its daily ridership
exceeds 310,000 passengers, which accounts for 30% of the
total public transit ridership. It won the Tien–Yow Jeme
Civil Engineering Prize in 2010, making it the first public
transit project to have won this prize. 'e Yichang BRT
opened in 2015 and serves over 240,000 riders a day. Twenty
percent of BRT riders previously drove a car or took a taxi.
'e city of Yichang won the sustainable transport award in
2016. We selected the Guangzhou, Changzhou, and Yichang
BRTs to conduct passenger travel surveys using the transit
travel survey system. 'e basic survey process includes
recruiting participants and training them to use our cell-
phone app to collect the relevant data during daily travel.

Recruiting participants was the most difficult but crucial
step. We tried several strategies to gather participants, such
as by recruitment via an investigative firm, enrollment from
WeChat groups, and enlistment via recommendations from
acquaintances. However, these strategies could only bring
together a small number of samples. Finally, we tried out a
scheme wherein participants were recruited face-to-face at
stations and on buses. Our experience with this technique
proves that face-to-face communication with passengers at
stations or on buses is the most effective way of recruiting
participants. Four of us, acting as surveyors, entered the
stations and randomly looked for passengers to converse

with one-on-one. To begin with, we introduced ourselves,
described our purpose in talking to them, and explained the
task we were engaged in. Next, we invited passengers to
participate in the survey. If the passenger was willing to
participate, we added him/her to WeChat. 'is is very
important because we had to teach them how to use the app
through WeChat. We send the app’s two-dimensional code
and the reward both through WeChat as well. Meanwhile,
we encouraged him/her to immediately download and in-
stall the app (1–2 minutes to complete such an install) by
scanning the app’s two-dimensional code at the station. If
he/she has not installed the app when the bus arrives, we sent
the app’s two-dimensional code by WeChat and guided the
person through the installation later. 'e participants
recruited by a single surveyor in one day comprise aWeChat
group. We reminded participants of each such group to use
the app in daily travel and solve common problems that are
encountered. 'e disadvantage of the aforementioned
strategy is that usually theWeChat id of the passengers is not
added by the time the bus arrives. 'is resulted in much
wasted effort.'erefore, we attempted to recruit participants
on the bus itself. We selected a bus that traveled on a route
within the BRT system and randomly invited passengers to
participate in the survey. We had ample time to commu-
nicate with passengers on the bus. However, surveyors
became exhausted and succumbed to motion sickness owing
to the rough terrain that the bus traveled over. Surveyors
often had no energy to move back and forth to look for
passengers after getting two or three participants and
therefore, rarely sought out participants on the bus.

'ose stations having large passenger volumes were
selected to recruit participants. In the case of the Guangzhou
BRT, we surveyed the stations of Gangding, Normal Uni-
versity and Jinan University, Shipai Qiao, and Tangxiacun.
We also took route B1.'e four surveyors representing each
of the stations mentioned above worked from November 4
to 6, 2017, and about 65 participants were added. In the case
of the Changzhou BRT, the stations of Wanfu Qiao, Huaide
Road, Yanling Road, Lanling Road, and Renmin Road and
Qinggong College were surveyed, and 100 participants were
recruited over the period ranging from November 26 to 29,
2017. In the case of the Yichang BRT, the working stations
were Wuyi Square, Pagoda River, Liujiadayan, and Lvluo
Road. and 100 participants were enlisted from January 16 to
19, 2018. In these three cities, 265 participants were recruited
in total.

After finding participants who were interested in the
survey, data collection began. Participants took part in the
survey for data collection using our app during daily BRT
travel. A single data record was received for every participant
who successfully used the app on a BRT trip. 'e data
collection continued for one month in each city. Over the
duration of the survey, participants were free to decide
whether to continue their participation. Surveyors fre-
quently encouraged them to use the app when taking the
BRT.

From the participants’ point of view, participation in
survey took place as follows: (1) Surveyors invite passengers
to participate in the BRT passenger travel survey. (2)
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Passengers accept their invitation and become participants.
(3) Participants download and install the app and register.
(4) Prior to the formal survey, the participants take a pilot

survey to be familiar with app. (5) During daily BRT travel,
participants use the app over the entire trip to participate in
the survey. 'ey invoke the app and log in before they leave

(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Figure 1: App interface (partial).
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the originating point of their journey. 'ey operate the app
following the prompts at each of the travel nodes that
comprise the entire trip. 'e app runs in the background
when no operations are being performed. (6) After com-
pleting the BRT travel route (i.e., there is no more use for the
app), participants take a screenshot of the final app interface
and send the screenshot to surveyors. (7) Surveyors judge
whether the participants have used the app truly and cor-
rectly (i.e., whether the collected data are valid) by studying
this final interface. (8) After completing a valid survey (i.e.,
correctly using the app on a single BRT trip), participants
receive a reward of $1.50. Participants are free to end or
continue their participation.

4.3. Sample Characteristics. 'e BRT passenger travel sur-
veys produced a dataset with a sample size of 1304. Fifty-
five percent of the sample was male. Ninety-five percent of
the participants in the sample fell in the 19–30 year old age
group or in the 31–50 year old age group. Eighty-three
percent of the sample held a degree from a technical college
or a bachelor’s degree. Different occupations were equally
represented in the sample. Sixty-five percent of the par-
ticipants in the sample had a monthly income lower than
$780. Sixty-three percent of the sample did not own a car.
Most of the sample participants were frequent transit users.
Among the participants in the sample, ninety-eight percent
of them used the BRT for transit. Sixty-eight percent of the
participants in the sample used the BRT every day. Sixty-
seven percent of the sample stated that the purpose of travel
was to commute, and twenty-five percent claimed recre-
ation as the reason for travel. In general, the sample was,
perhaps not surprisingly, composed mostly of young and
middle-aged people, riders with a midlevel to upper level of
education, low-income riders, riders without a car, and
frequent transit users.

5. Methodology

We conducted transit market segmentation based on user
perceptions. Because a user’s perceived bus speed and
passenger load are multivariate categorical data, we
employed the latent class model to conduct BRT passenger
segmentation.

Over the course of the entire journey of a passenger
taking a BRT bus, the following factors influence user
perceptions—passenger arrival time, wait time, bus speed,
passenger departure time, facility condition (width, height,
isolation, and cleanliness), availability of real-time bus
arrival information, availability of shelter and benches,
passenger load, driver attitude, and seating comfort. Of all
the factors mentioned here, passengers most easily perceive
those that are time related. 'us, passenger arrival time,
passenger wait time, bus running speed, and passenger
departure time were selected as service metrics to reflect
BRT LOS. We developed fuzzy LOS criteria for BRT using
fuzzy C-means clustering to deal with the ambiguity in the
criteria.

5.1. LatentClassModel (LCM). 'e LCM seeks to stratify the
cross-classification table of manifest variables by a latent
variable that eliminates all confounding factors between the
manifest variables [21].'e LCM approximates the observed
joint distribution of the manifest variables as the weighted
sum of a finite number R, denoting the number of latent
classes, of constituent cross-classification tables [21]. 'e
probability that an individual i in class r (r � 1, 2, . . . , R)
produces a particular set of outcomes on the manifest
variables, assuming local independence, is the product in the
following equation:

f Yi; πr( 􏼁 � 􏽙

J

j�1
􏽙

Kj

k�1
πjrk􏼐 􏼑

Yijk
, (1)

where J denotes the number of manifest variables,
j � 1, 2, . . . , J; Kj denotes the number of categories (out-
comes) of the jth manifest variable, k � 1, 2, . . . , Kj; Yijk

denotes the observed values of the manifest variables such
that Yijk � 1 if an individual i (i � 1, 2, . . . , N) provides the
kth outcome to the jth manifest variable, and Yijk � 0
otherwise; πjrk denotes the conditional probability that an
individual i in class r produces the kth outcome on the jth
manifest variable. Within each class, for each manifest
variable, 􏽐

Kj

k�1 πjrk � 1.
'e probability density function across all classes is the

weighted sum in the following equation:

P Yi | π, p( 􏼁 � 􏽘
R

r�1
pr 􏽙

J

j�1
􏽙

Kj

k�1
πjrk􏼐 􏼑

Yijk
, (2)

where pr denotes the R mixing proportions that provide the
weights in the weighted sum of the component tables, with
􏽐rpr � 1.

'e parameters estimated by the LCM are pr and πjrk.
'e LCM is estimated by maximizing the log-likelihood
function in the following equation:

logL � 􏽘
N

i�1
ln􏽘

R

r�1
pr 􏽙

J

j�1
􏽙

Kj

k�1
πjrk􏼐 􏼑

Yijk
, (3)

with respect to pr and πjrk; the expectation maximization
(EM) algorithm is used for parameter estimation.

A priori, the number of the latent class R is unknown.
'erefore, the goal of model selection is to find the model
that is parsimonious and fits better to the study data.
Model selection is conducted by fitting a complete in-
dependence model with R � 1 and iteratively increasing
the number of latent class by one until a suitable fit has
been achieved. 'e two most widely used criteria of model
selection are the Bayesian information criterion (BIC) and
the Akaike information criterion (AIC). Preferred models
are those that minimize the values of the BIC and/or AIC
[10].

5.2. Fuzzy C-Means Clustering (FCM). 'e FCM is a clus-
tering algorithm that groups the data points in multidi-
mensional space into a specific number of clusters.
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Furthermore, every data point in the dataset belongs to every
cluster according to a certain membership [22]. 'e purpose
of FCM is to determine the cluster center V � (v1, v2, . . . , vc)

and the associated membership matrix U � uij􏽮 􏽯. It is based
on the minimization of the objective function in

Jm � 􏽘
n

j�1
􏽘

c

i�1
μm

ij xj − vi

�����

�����
2
, (4)

where xj is the jth measured data point; n is the number of
data points; vi is the ith cluster center; c is the number of
clusters; uij is the membership of xj in cluster i; and m is a
fuzziness index.

Fuzzy partitioning is carried out by utilizing an iterative
optimization of the objective function with an adjustment of
membership uij and cluster center vi by using the following
equations [22]:

μij �
1

􏽐
c
q�1 xj − vi

�����

�����/ xj − vq

�����

�����􏼒 􏼓
2/(m− 1)

, 1≤ i≤ c, 1≤ j≤ n,

(5)

vi �
􏽐

n
j�1 μ

m
ij xj

􏽐
n
j�1 μm

ij

, 1≤ i≤ c. (6)

'is iteration will stop when maxij(|u
(k+1)
ij − uk

ij|)< ε,
where ε is a termination criterion.

6. Results

6.1. Results of Transit Market Segmentation. Based on the
user perceptions data collected from BRT passenger travel
surveys, we carried out transit market segmentation using
LCM. Transit market segmentation aims to discover dif-
ferentiated passenger groups according to perception or
psychological factors. An assessment of whether the strat-
ified passenger groups are significantly different was carried
out based on the conditional probabilities (πjrk) in LCM. In
this research work, user perceptions include the perceived
arrival time, wait time, bus speed, passenger load, and de-
parture time. Perceived arrival, wait, and departure time are
continuous variables and need to be converted into cate-
gorical variables.

Initially, all of these types of user perceptions were as-
sumed to be manifest variables of the LCM to stratify
passengers. However, the passenger groups stratified by
assigning latent class number from one to ten exhibited no
significant differences from one another. We also tried to
combine some types of user perceptions as manifest vari-
ables and still did not find significantly different passenger
groups. Next, all or some of these types of user perceptions
were used as manifest variables, and passenger social-de-
mographics such as gender, age, and education were used as
covariates; latent class regression models were adopted to
classify passengers; however, again, no different passenger
groups were identified.

We created two new variables known as the class arrival
time ratio and the class wait time ratio.'e arrival time ratio

is defined as perceived arrival time divided by actual arrival
time. 'e class arrival time ratio is defined as a categorical
variable; it assumes a value of unity if the arrival time ratio is
smaller than, or equal to one, and it becomes two if the
arrival time ratio is greater than one. 'e wait time ratio is
defined as the perceived wait time divided by the actual wait
time. 'e class wait time ratio is defined as a categorical
variable that assumes a value of unity if the wait time ratio is
smaller than or equal to one and a value of two if the wait
time ratio is bigger than one.

Using the aforementioned two new variables along with
perceived bus speed, passenger load, and departure time as
manifest variables and passenger sociodemographics as
covariates, latent class regression models were developed.
Various combinations of these variables to stratify passen-
gers did not lead to the discovery of significantly different
passenger groups.

By gradually changing the manifest variables and the
number of latent classes, distinct passenger groups were
finally discovered. Using the class arrival time ratio, class
wait time ratio, and perceived bus speed as manifest vari-
ables, models with latent classes of one to four were de-
veloped and the significantly different passenger groups
were identified. 'e values of AIC and BIC for models with
one to four classes were 5563.84 and 5593.29, 5505.49 and
5569.29, 5512.34 and 5610.50, and 5523.34 and 5655.85. 'e
values of AIC and BIC for the two-class model were min-
imal, and thus, this model was adjudged the most appro-
priate and parsimonious model.'erefore, we stratified BRT
passengers into two groups based on the accuracy of the fit
results of LCM. 'e results of the estimated conditional
probabilities and class probabilities of the two-class model
are shown in Table 1.

Group 1 is composed of 60% of the sample data. All
members of group 1 (100%) are passengers whose wait
time ratio ≤ 1 (perceived wait time ≤wait time), 57% of the
passengers are those whose arrival time ratio ≤ 1 (per-
ceived arrival time ≤ arrival time), and 66% of the pas-
sengers are those whose perceived bus speed is good.
Group 2 consists of 40% of the sample data. In group 2,
90% of the passengers are those whose wait time ratio > 1
(perceived wait time >wait time), 62% of the passengers
are those whose arrival time ratio > 1 (perceived arrival
time > arrival time), and 62% of the passengers are those
whose perceived bus speed is good. Passengers who are in a
hurry and anxious to catch the bus always perceive wait
time or arrival time to be longer than their actual values.
On the contrary, passengers who are not in a hurry and are
calm and relaxed may perceive wait time or arrival time to
be shorter than their actual values. 'erefore, group 1 was
called the calm passenger group and group 2, the anxious
passenger group. 'e calm passenger group (group 1)
perceives bus speed to be slightly better than the anxious
passenger group (group 2).

6.2. Results for Fuzzy LOS Criteria. Based on the service
metrics (passenger arrival time, passenger wait time, and
bus running speed), data collected from BRT passenger
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travel surveys and BRTfuzzy LOS criteria for the calm and
the anxious passenger groups were developed using FCM.
Initially, these three service metrics were divided into six
clusters for each passenger group using FCM, following
which, cluster centers and membership matrices were
obtained. Next, membership functions for each service
metric for each passenger group were derived based on
the membership matrices. Subsequently, fuzzy LOS cri-
teria for these three service metrics for each passenger
group were developed by analyzing the membership
functions.

Figure 2 shows the membership functions for the calm
passenger group. Figures 2(a), 2(c), and 2(e) are the original
membership functions of passenger arrival time, passenger
wait time, and bus running speed, respectively. Figures 2(b),
2(d), and 2(f)are their respective approximated membership
functions. 'e six different curves in each figure represent
six different clusters, i.e., six levels of service, A–F. Figure 3
depicts the membership functions for the anxious passenger
group, which include the original and approximated
membership functions of passenger arrival time, passenger
wait time, and bus running speed. Membership functions for
passenger departure time are almost the same as those for
the passenger arrival time; therefore, they have not been
shown herein.

Tables 2 and 3 show BRTfuzzy LOS criteria for the calm
passenger group, in which Table 2 displays ranges and
centers of service metrics for fuzzy LOS categories, A–F,
Table 3 displays ranges of service metrics for a single
primary LOS category (membership value >0.5) and a
single secondary LOS category (membership value <0.5).
Tables 4 and 5 show BRT fuzzy LOS criteria for the anxious
passenger group, which includes the ranges and centers for
fuzzy LOS categories (Table 4) and the ranges for one
primary category and one secondary LOS category (Ta-
ble 5). As observed from Tables 2–5, for each fuzzy LOS
category A–F, the boundary values of the passenger wait
time for the anxious passenger group are smaller than those
for the calm passenger group. Furthermore, the boundary
values of the bus running speed for the anxious passenger
group are higher than those for the calm passenger group.
'is result matches with the psychological characteristics of
the two passenger groups. For example, the upper
boundary values of the passenger wait time for the anxious
passenger group are 2.4, 4.4, 7.3, 12.6, and 19.3,

respectively, while the corresponding values for the calm
passenger group are 2.9, 5.4, 8.5, 13.2, and 23.1. 'e lower
boundary values of the bus running speed for the anxious
passenger group are 27.4, 21.8, 18.1, 14.9, 10.8, and zero,
respectively, while the corresponding values for the calm
passenger group are 24.9, 20.9, 17.4, 14.2, 10.4, and zero.
Anxious passengers are always in a hurry and have higher
anticipations of BRTservice quality, i.e., they expect shorter
wait times and higher bus speeds. By contrast, calm pas-
sengers are more tolerant and are able to accept longer wait
times and slower bus speeds. 'erefore, exactly as shown in
Tables 2–5, anxious passenger groups have smaller
boundary values of passenger wait time and higher
boundary values of bus running speed than those of the
calm passenger groups.

LOS criteria in the TCQSMs or HCMs use clear-cut
boundaries for separating each LOS category, wherein a
certain value of service metric exclusively belongs to one
LOS category, which is called the hard LOS criteria in this
study. An inherent weakness of the hard LOS criteria is
that some small changes in service metrics can appear
significant, while some big changes in service metrics can
appear trivial, which limits the accuracy with which
transportation facilities or services may be characterized
[11, 12]. Specifically, the LOS changes from one category to
the other when service metric values near the boundaries
generate a small variation, while the LOS remains un-
changed when service metric values display a large vari-
ation from the lower to the upper boundaries. For
example, Das and Pandit established hard LOS criteria for
passenger wait time for bus transit in India, where the
ranges for LOS’ A, B, C, D, and E, respectively, are 0min,
0.1–4.0min, 4.1–20.0min, 20.1–35.0 min, and >35.0min.
'e values of 0min, 4.0min, 20.0min, and 35.0min are the
clear-cut boundaries for separating LOS’ A, B, C, D, and E.
'e LOS changes from B to C when passenger wait time
varies from 4.0min to 4.1min, while the LOS remains at C
when passenger wait time varies from 4.1min to 20.0min
[23]. As observed from Tables 2–5, fuzzy LOS criteria
replace clear boundaries with fuzzy boundaries, i.e., a
certain degree of overlap between adjacent LOS categories
exists. Furthermore, the service metric values in the
overlapping sections belong to adjacent LOS categories
with varying memberships. 'e values of the memberships
are derived from membership functions (Figures 2 and 3).

Table 1: Estimated conditional and class probabilities with two latent classes.

Manifest variables Categories Group 1 Group 2

Class arrival time ratio 1 (arrival time ratio≤ 1) 0.57 0.38
2 (arrival time ratio> 1) 0.43 0.62

Class wait time ratio 1 (wait time ratio≤ 1) 1.00 0.10
2 (wait time ratio> 1) 0.00 0.90

Perceived bus speed

1 (very poor) 0.12 0.11
2 (poor) 0.00 0.09
3 (neutral) 0.22 0.18
4 (good) 0.38 0.32

5 (very good) 0.28 0.30
Estimated class probabilities 0.60 0.40
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Consider the fuzzy LOS criteria of passenger wait time for
the anxious passenger group (the second row in Table 4) as
an example. 'e sections of 1.2–2.4min, 2.4–4.4min,
4.4–7.3min, 7.3–12.6min, and 12.6–19.3min are the
overlapping sections of LOS’ A and B, B and C, C and D, D
and E, and E and F, respectively. 'e values of passenger
wait time in these overlapping sections belong to adjacent
LOS categories with different memberships as shown in
Figure 3(d). 'e value of 4.0min belongs to LOS’ B and C
with memberships of 0.1 and 0.9. 'e value of 4.1 min
belongs to LOS’ B and C with memberships of 0.05 and

0.95. 'at is, the values of 4.0min and 4.1min belong to
LOS’ B and C simultaneously with different memberships,
rather than being exclusively classified into B or C as in the
hard LOS criteria. Fuzzy LOS criteria can accurately de-
scribe the extent to which service metric values belong to
the adjacent LOS categories by the use of membership.
Furthermore, the continuous changes in membership can
reflect the LOS changes resulting from variations in the
service metric values, thus permitting fuzzy LOS criteria to
effectively overcome the weakness inherent in the hard
LOS criteria.
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Figure 2: Membership functions for the calm passenger group. (a, c, and e) 'e original membership functions; (b, d, and f) the ap-
proximated membership functions.
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Table 2: BRT fuzzy LOS criteria for the calm passenger group (ranges and centers of service metrics for fuzzy LOS categories).

Service metrics Fuzzy LOS categories
A B C D E F

Passenger arrival time (min) Center 1.1 3.5 6.1 11.3 16.7 34.4
Range (0, 3.5) (1.1, 6.1) (3.5, 11.3) (6.1, 16.7) (11.3, 34.4) (16.7, ∞)

Passenger wait time (min) Center 1.0 2.9 5.4 8.5 13.2 23.1
Range (0, 2.9) (1.0, 5.4) (2.9, 8.5) (5.4, 13.2) (8.5, 23.1) (13.2, ∞)

Bus running speed (km/h) Center 33.6 24.9 20.9 17.4 14.2 10.4
Range (24.9, ∞) (20.9, 33.6) (17.4, 24.9) (14.2, 20.9) (10.4, 17.4) (0, 14.2)
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Figure 3: Membership functions for the anxious passenger group (a, c, and e) 'e original membership functions; (b, d, and f) the
approximated membership functions).
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7. Conclusions

'is study presents a framework to develop fuzzy LOS
criteria for bus transit considering passengers’ heterogeneity.
Further, it proposes BRT fuzzy LOS criteria for different
passenger groups in China. A smartphone-based transit
travel survey system was created, with which BRTpassenger
travel surveys were conducted in Guangzhou, Changzhou,
and Yichang, and the data for user perceptions and service
metrics were collected. Transit market segmentation was
performed based on user perceptions, and passengers were
segmented into the calm passenger group and the anxious
passenger group using the LCM. Passenger arrival time,
passenger wait time, and bus running speed were selected as
service metrics to reflect BRT LOS. BRT fuzzy LOS criteria
for the calm passenger group and the anxious passenger
group, respectively, were proposed using fuzzy C-means
clustering.

'e TCQSMs did not consider passengers’ heterogeneity
and provided a set of general LOS criteria for bus transit.
However, this research work examines heterogeneity by
passenger market segmentation and proposes BRT LOS
criteria for anxious and calm passenger groups. It was
discovered that the anxious passenger group had lower
boundary values of passenger wait time and higher boundary
values of bus running speed than those of the calm passenger
group, which fits the psychological characteristics of the two
groups. Simultaneously, it demonstrates that the LOS cri-
teria in this study can better reflect the personalized travel
needs of certain passenger groups.

'e TCQSMs provided hard LOS criteria for bus transit.
An inherent weakness of the hard LOS criteria is that some
small changes in service metrics can result in a change of
LOS, while some significant changes in service metrics may
not trigger such changes. However, this study proposes fuzzy
LOS criteria for BRT in China. Fuzzy LOS criteria can

Table 4: BRT fuzzy LOS criteria for the anxious passenger group (ranges and centers of service metrics for fuzzy LOS categories).

Service metrics Fuzzy LOS categories
A B C D E F

Passenger arrival time (min) Center 1.2 3.7 6.6 10.4 19.7 52.6
Range (0, 3.7) (1.2, 6.6) (3.7, 10.4) (6.6, 19.7) (10.4, 52.6) (19.7, ∞)

Passenger wait time (min) Center 1.2 2.4 4.4 7.3 12.6 19.3
Range (0, 2.4) (1.2, 4.4) (2.4, 7.3) (4.4, 12.6) (7.3, 19.3) (12.6, ∞)

Bus running speed (km/h) Center 34.8 27.4 21.8 18.1 14.9 10.8
Range (27.4, ∞) (21.8, 34.8) (18.1, 27.4) (14.9, 21.8) (10.8, 18.1) (0, 14.9)

Table 5: BRT fuzzy LOS criteria for the anxious passenger group (ranges of service metrics for one primary and one secondary LOS
category).

Membership for fuzzy
LOS categories

Service metrics
Passenger arrival time (min) Passenger wait time (min) Bus running speed (km/h)

A> 0.5 B< 0.5 (0, 2.5) (0, 1.8) (31.1, ∞)

B> 0.5 A< 0.5 (2.3, 3.7) (1.8, 2.4) (27.4, 31.1)
C< 0.5 (3.7, 5.2) (2.4, 3.4) (24.6, 27.4)

C> 0.5 B< 0.5 (5.2, 6.6) (3.4, 4.4) (21.8, 24.6)
D< 0.5 (6.6, 8.5) (4.4, 5.9) (20.0, 21.8)

D> 0.5 C< 0.5 (8.5, 10.4) (5.9, 7.3) (18.1, 20.0)
E< 0.5 (10.4, 15.1) (7.3, 10.0) (16.5, 18.1)

E> 0.5 D< 0.5 (15.1, 19.7) (10.0, 12.6) (14.9, 16.5)
F< 0.5 (19.7, 36.2) (12.6, 16.0) (12.9, 14.9)

F> 0.5 E< 0 .5 (36.2, ∞) (16.0, ∞) (0, 12.9)

Table 3: BRT fuzzy LOS criteria for the calm passenger group (ranges of service metrics for one primary and one secondary LOS category).

Membership for fuzzy
LOS categories

Service metrics
Passenger arrival time (min) Passenger wait time (min) Bus running speed (km/h)

A> 0.5 B< 0.5 (0, 2.3) (0, 2.0) (29.3, ∞)

B> 0.5 A< 0.5 (2.3, 3.5) (2.0, 2.9) (24.9, 29.3)
C< 0.5 (3.5, 4.8) (2.9, 4.2) (22.9, 24.9)

C> 0.5 B< 0.5 (4.8, 6.1) (4.2, 5.4) (20.9, 22.9)
D< 0.5 (6.1, 8.7) (5.4, 7.0) (19.2, 20.9)

D> 0.5 C< 0.5 (8.7, 11.3) (7.0, 8.5) (17.4, 19.2)
E< 0.5 (11.3, 14.0) (8.5, 10.9) (15.8, 17.4)

E> 0.5 D< 0.5 (14.0, 16.7) (10.9, 13.2) (14.2, 15.8)
F< 0.5 (16.7, 25.6) (13.2, 18.2) (12.3, 14.2)

F> 0.5 E< 0.5 (25.6, ∞) (18.2, ∞) (0, 12.3)
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properly describe the extent to which service metric values
belong to the adjacent LOS categories via the use of
membership, so that they can overcome the inherent
weakness of the hard LOS criteria.

It was quite difficult to recruit participants owing to the
requirement that the transit travel survey system app has to
be installed on the participants’ handheld device. 'erefore,
the sample size used in this study was small. 'is is one
limitation in the exploration of potential differences in
perceptions between different cities. Our study focused on
the heterogeneity in passenger perception. In the future, the
heterogeneity both in passenger behavior and perception
will be studied to conduct transit market segmentation.
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'e supplementary descriptions for the supplementary
files. (1) �e descriptions for the file of mydata.csv. 'e
variables in the file of mydata.csv include gender, age,
education, occupation, income, car, travel_mode, brt_freq,
travel_purpose, arrival_time, arrival_time_p, wait_time,
wait_time_p, speed_p, crowd_p, departure_time, depar-
ture_time_p, overall_p, young, middle_age, high_school,
university, student, worker, low_income, mid-
dle_high_income, work, home, recreation, arrival_ti-
me_ratio, class_arrival_time_ratio, wait_time_ratio, and
class_wait_time_ratio. 'e introductions for each variable
are as follows. For gender, “0” represents female and “1”
represents male. For age, “1” represents teenager and “2”
represents middle-aged person. For education, “1” rep-
resents high school and below and “2” represents higher
education. For occupation, “1” represents self-employed,
“2” represents other, “3” represents enterprise staff, “4”
represents students, “5” represents unemployed persons,
and “6” represents civil servant. For income, “1” represents
under 3000 yuan, “2” represents 3000–5000 yuan, “3”
represents 5000–7000 yuan, and “4” represents over 7000
yuan. For car, it refers to if there is a private car, “0”
represents “no,” and “1” represents “yes.” For trav-
el_mode, “1” represents transit and “0” represents other.
For brt_freq, it means use frequency of BRT, “1” represents
occasional ride, “2” represents 1-2 days per week, “3”
represents 3-4 days per week, “4” represents weekdays, and
“5” represents every day. For travel_purpose, “1”

represents work travel, “2” represents going home, and “3”
represents other. arrival_time means the time a passenger
traveling from origin to boarding station. arrival_time_p,
which is the perceived arrival time, is the time a passenger
travels from the origin to the boarding station perceived
from his own perspective. wait_time is the time a pas-
senger spends in waiting at a bus at the station. wait_ti-
me_p is the perceived waiting time, which is the time a
passenger spends in waiting for a bus at the station per-
ceived by himself. speed_p is the bus speed perception,
which is a passenger’s experience rating on bus running
speed generated during riding on the bus on a scale of 1 to
10 with 1 representing very poor and 10 representing very
good. crowd_p is the passenger load perception, which is a
passenger experience rating on crowding encountered
during riding on the bus on a scale of 1 to 10 with 1
representing very poor and 10 representing very good.
departure_time is the time a passenger traveling from
alighting station to destination. departure_time_p is the
perceived departure time, which is the time a passenger
travels from a lighting station to the destination perceived
by himself. overall_p means a passenger experience rating
on operational condition of the whole bus travel from the
origin to the destination on a scale of 1 to 10 with 1
representing very poor and 10 representing very good.
Young means if a passenger is a teenager, “1” represents
“yes” and “0” represents “no.” middle_age means that if a
passenger is a middle-aged person, “1” represents “yes”
and “0” represents “no.” high_school means if the edu-
cation level of a passenger is high school, “1” represents
“yes” and “0” represents “no.” University means if a
passenger received higher education, “1” represents “yes”
and “0” represents “no.” Student means if a passenger is a
student, “1” represents “yes” and “0” represents “no.”
Worker means if a passenger is a worker, “1” represents
“yes” and “0” represents “no.” low_income means if a
passenger belongs to low-income group, “1” represents
“yes” and “0” represents “no.” middle_high_incomemeans
if a passenger belongs to middle- or high-income group,
“1” represents “yes” and “0” represents “no.” Work means
if travel purpose is work travel, “1” represents “yes” and
“0” represents “no.” Home means if travel purpose is going
home, “1” represents “yes” and “0” represents “no.”
Recreation means if travel purpose is recreation, “1”
represents “yes” and “0” represents “no.” Arrival_ti-
me_ratio (i.e., arrival time ratio) is defined as the perceived
arrival time divided by arrival time. Class_-
arrival_time_ratio (i.e., class arrival time ratio) is defined
as a categorical variable with it being 1 if arrival time ratio
is smaller than or equal to 1 and it being 2 if arrival time
ratio is bigger than 1. Wait_time_ratio (i.e., wait time
ratio) is defined as the perceived wait time divided by wait
time. Class_wait_time_ratio (i.e., class wait time ratio) is
defined as a categorical variable with it being 1 if wait time
ratio is smaller than or equal to 1 and it being 2 if wait time
ratio is bigger than 1. (2) �e descriptions for the file of
mydata_class.csv. Comparde with the file of mydata.csv,
the file of mydata_class.csv adds a variable of “class.” 'e
variables in the file of mydata_class.csv include gender,
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age, education, occupation, income, car, travel_mode,
brt_freq, travel_purpose, arrival_time, arrival_time_p,
wait_time, wait_time_p, speed_p, crowd_p, departur-
e_time, departure_time_p, overall_p, young, middle_age,
high_school, university, student, worker, low_income,
middle_high_income, work, home, recreation, arrival_ti-
me_ratio, class_arrival_time_ratio, wait_time_ratio,
class_wait_time_ratio, and class. For the same variables in
these two files, they have the same meanings. BRT pas-
sengers are stratified into two classes using the latent class
model in this paper. 'e variable of “class” represents the
two stratified classes with “1” and “2.” (Supplementary
Materials)
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*e aim of this paper was to systematically obtain the poverty reduction effects and diversified poverty alleviation paths of road
infrastructure, to assist in the planning of transport poverty alleviation and rural revitalization in the concentrated contiguous
poverty-stricken areas. *e measurement methods for impact effects and paths of transport poverty alleviation have been
scientifically proposed based on methods of transportation economics and transportation geography. Firstly, an overview of the
interactive mechanism and processes by which road infrastructure investment influences poverty reduction has been offered, and
the characteristics of poverty space and spatial coupling result of road infrastructure have been systematically obtained.*e results
show that about 70% of the district counties’ road infrastructure and poverty rate are in a state of spatial coupling imbalance; the
coordinated synchronous type is mainly distributed along the road network. Secondly, the structural equation model system has
been formulated with variables that reflect transportation input in adjacent geographical units to consider spatial spillover effects.
*e results show that the direct poverty reduction effect of road infrastructure (0.105) is much lower than the indirect poverty
reduction effect (0.830). *irdly, empirical analysis at regional level of the concentrated contiguous poverty-stricken areas in
China has been conducted. As a result, while addressing the limitations of previous studies, the poverty alleviation path that has
been proposed also aims to catalyze actions to reduce the transport-related exclusion in poverty-stricken areas caused by the lack
of access to basic facilities.

1. Background

Poverty is a global development problem and a practical
problem. Antipoverty has become an important issue facing
all mankind, especially developing countries, where poverty
has seriously restricted the coordinated development of
social economy [1]. One of the largest and most compre-
hensives surveys about poverty published to date is the
“Voices of the Poor,” which summarized 40,000 experiences
of poor people from 50 different countries around the world.
*e findings of this report assert that poverty is perceived as
consisting of many interlocking dimensions, in which lack of
access to basic infrastructure, rural roads, and transportation
is frequently pointed out as a remarkable factor [2]. In
addition, evidence recently published by theWorld Bank has
shown that the primary difference between those who have
escaped chronic poverty and those are still trapped in it is

not income, but access to essential services [3]. Transport is
one of themain sectors; the Asian Development Bank (ADB)
supports a reflection of the important role that transport
plays in enabling economic development and poverty re-
duction [4, 5].

In the realm of transportation research, road infra-
structure is frequently cited as a critical catalyst for regional
social transformation and economic growth; it can generate
payoffs for local development [6, 7]. However, how the
payoffs come into effect remains uncertain. Polzin catego-
rized the impacts of road infrastructure on economy de-
velopment into three types: direct, indirect, and secondary
[8]. *e direct impacts are those related to the improved
service and accessibility; the indirect impacts are those re-
lated to mediating community responses and policy change;
the secondary impacts are those related to social perception
and individual behavioral changes. In this context, it is
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worthwhile to examine the pathways for the influence of the
road infrastructure on the local economy and poor reduction
using quantitative measurements.

As a multivariate statistical technique, structural equa-
tion modeling (SEM) can discover the direct or indirect
relationships between exploratory variables and a dependent
variable and then visualize the causal influencing pathways
and medicating effect [9, 10]. Previous pilot studies have
indicated that SEM is suitable for social and economic
studies, and it can deal with the problem of causality between
public capital and output. However, rarely have studies
applied SEM to investigate the relationships between the
road infrastructure and economic development, as well as
the transport poverty alleviation. *e primary objective of
this paper is to explore the relationships between the road
infrastructure and regional economic development using
SEM. In particular, analysis is conducted in the concentrated
contiguous destitute areas of Yunnan in southwestern inland
China.

*e concentrated contiguous destitute areas of Yunnan
located in southwestern China are shown in Figure 1.
Among the 14 concentrated contiguous destitute areas in
China, there are four in Yunnan, which are composed of 91
cities/counties. *ese regions, respectively, account for
65.89% and 12.50% of the total number of administrative
units at the county level and the total number of contiguous
areas in China.

*e concentrated contiguous destitute areas of Yunnan
are among the most underdeveloped hilly regions in China.
*eir socioeconomic conditions and road infrastructure
construction are significantly lower than the national av-
erage. *is region provides useful cases to study the pathway
for the influence of the road infrastructure on the local
economy among poverty-stricken areas with development.

Under these circumstances, this study aims to pro-
vide a comprehensive empirical evaluation of the impact
that transportation development has on economic
growth and poverty reduction, which can assist the
planning of traffic poverty alleviation and rural revital-
ization in the contiguous poverty-stricken areas of
Yunnan (in China). *is paper differs from existing
research in several aspects. First, an overview of the
interactive mechanism and processes has been offered by
which road infrastructure investment influences poverty
reduction and the characteristics of poverty space and
spatial coupling result of road infrastructure have been
systematically obtained. Second, a structural equation
model (SEM) has been built, which comprehensively
considers the mutual relationship between trans-
portation investment and poverty reduction; meanwhile,
social capital, material capital, and geographical capital
have been added as endogenous variables in the model
system. *ird, the model system has been formulated
with variables that reflect transportation input in adja-
cent geographical units to consider spatial spillover ef-
fects. Fourth, empirical analysis at regional level of the
concentrated poverty-stricken areas in China has been
conducted. *e poverty alleviation path that has been
proposed aims to catalyze actions to reduce the

transport-related exclusion in poverty-stricken areas
caused by the lack of access to basic facilities (e.g., health,
education, financial, and ecological facilities).

*e remainder of this paper is structured as follows:
Section 2 theorizes about the transport-region economic
relationship. *en, the data sources and types are illustrated
in Section 3, and the evaluation methods between road
infrastructure and poverty rate are also applied. Section 4
mainly discusses the empirical results of research. Finally,
this paper ends with some conclusions and discussion in
Section 5.

2. Theorizing the Transport-Region
Economic Relationship

2.1. Literature Review. Previous studies linking the local
economy to road infrastructure can be traced back to the last
century. *e potential contributions of the transportation
sector to poverty reduction have been investigated in several
countries and institutions since the late 1960s [11–20].

In recent years, the conceptualization and measurement
of transport disadvantages have garnered even more at-
tention, particularly from academics and decision-makers of
the developed countries, for being considered as a key driver
of social inclusion and social justice [21–26]. *is phe-
nomenon has been illustrated by a number of studies
pointing out that accessibility constraints tend to deepen
sociospatial inequalities leading to multidimensional dep-
rivations and, eventually, poverty traps [19, 27]. In this sense,
accessibility, as the ultimate goal of most transportation, has
been also proposed to be understood and planned as a
fundamental human capability since it plays a central role in
enabling people to meet their needs and promote healthy
human flourishing [28–30]. Moreover, in spite of the in-
creasing body of research dedicated to evaluating access to
house facilities and healthcare services in rural China or low
and middle income countries [31, 32], only few notable
exceptions have been dedicated to quantitative evaluation of
the overall accessibility poverty in such context [33–35].

Existing literature attempts to reveal the transport
economic mechanisms using an econometric approach.
*ese researches demonstrated the economic impact of
transportation infrastructure investment through three
pathways: (1) enhancing overall production productivity
[36, 37], (2) accelerating technological spillovers across
economic units [38, 39], and (3) reducing trade costs and
enlarging sale spatial scope [40, 41].

Another branch of literature employs the classical sta-
tistical method to quantify the association between trans-
portation infrastructure and the regional economy. An
empirical analysis [42] showed that the impact of highway
construction on population growth was weak in rural areas
and strong in suburban areas. Guo proved that highway
development, railway development, and railway investment
all contributed positively to economic growth [43]. Iacono
and Levinson pointed out that local road infrastructure and
employment have no significant associations [7]. Yu found
that road infrastructure improvements alone were not
sufficient to promote economic growth at the national and
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regional levels in China [44]. Most of the above reviewed
studies were case based and only show a certain specific
pathway that explains the transport-region economic
relationship.

*ese studies provide critical references for theorizing
the transport-region economic relationship. Nevertheless,
the studies on this subject are not comprehensive enough in
geographical terms and have not covered most of the re-
gions in developing countries where poverty is widespread
[36, 45], especially in the contiguous poverty-stricken
areas. *e pathways for the influence of the road infra-
structure on the local economy should be very complex.
Poverty-stricken areas should be identified in order to
compare the existing results of studies in developed re-
gions. However, few efforts have focused on these areas and
aspects. Additionally, no specific conceptual framework
has been proposed to demonstrate the transport-region
economic relationship with regard to road infrastructure
construction.

2.2. &eoretical Framework. A growing body of empirical
literature indicates that road infrastructure plays an
important role in regional economic development, and it
can generate payoffs for local development. However,
there is uncertainty as to how the payoffs come into
effect. Perfect road transportation service would posi-
tively increase the employment scale and income of
poverty-stricken areas, influence the spatial location and
layout of the market, and realize the effect of spatial
agglomeration, while poor transportation infrastructure
service may cause issues within the economic and social
welfare system. *e effects can be divided into two as-
pects: one is direct investment drive, and the other is

indirect economic spillover. Figure 2 offers a view of the
mechanism and processes by which road infrastructure
influences economic development and alleviates poverty
[46].

On one hand, improving road transportation investment
and service can directly reduce the production cost and
improve the productivity of relevant industries in poor areas.
It is also known as “cost saving effect,” which promotes total
factors productivity growth (TFP) and the rate of economic
growth in the poor areas. At the same time, road infra-
structure investment can significantly reduce transport and
travel costs, improve the accessibility and convenience of
poor areas, and bring about multiplier effect of economic
production activities.

On the other hand, the indirect effects of road in-
frastructure on economic growth and poverty alleviation
can be categorized into three aspects: spatial spillover
effect, spatial agglomeration and technical diffusion effect,
and attraction effect. Road infrastructure has the char-
acteristics of network and externality. Positive spatial
spillovers take place when connectivity and accessibility in
the surrounding areas are improved, those would then
lead to the immigration of knowledge, technology, and
resources to surrounding areas and strengthen attraction
in the poor regions. In addition, the attraction effect
would promote connectivity and improve resource allo-
cation. *e three effects and mechanisms influence the
evolution and adjustment of regional spatial structure,
thus promoting the development of regional economic.
*e “trickle-down effect” of economic growth can indi-
rectly improve the quality of social services, such as
medical care, education, and banking in poor areas and
make it easier for the poor to enjoy facilities and services,
so as to reduce poverty.
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Figure 1: Location of the concentrated contiguous destitute areas of Yunnan, China.
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3. Materials and Methods

3.1. Data Sources. *is paper takes 91 cities/counties in the
concentrated contiguous destitute areas of Yunnan province
as the research object. *e research data are mainly com-
posed of the basic geographic data and the social public
service guarantee data as shown in Table 1.

3.2. Statistical Analysis and Modeling

3.2.1. Road Infrastructure Assessment Model. Before turning
to theoretical and empirical investigation, we made some
descriptive statistics on the road infrastructure and poverty
incidence in the study area.

Yunnan province, as an underdeveloped region in the
west, is located on the Yunnan–Guizhou plateau with
complex terrain. Compared with other modes of trans-
portation, the highway network has a large scale and is the
leading mode of the comprehensive transportation system of
the whole province. In this paper, the configuration of road
infrastructure is used to represent the situation of road in-
frastructure in the whole province. Considering the practi-
cability of the data, four indexes of highway mileage, highway
mileage, highway proportion, and the number of passenger

stations above grade 2 are selected to construct the config-
uration status of road infrastructure at county level. In order
to avoid the influence of subjective factors, the evaluation
model of road infrastructure based on entropy weight method
is constructed. *e model expression is as follows:

zij �
xij

􏽐
n
i�1 xij

,

ej � −
1

lnm
􏽘

m

i�1
zij ln zij,

dj � 1 − ej,

wj �
dj

􏽐
n
i�1 dj

,

HICi � 􏽘
n

j�1
wjzij.

(1)

In this formula, xij is the value of the j-th index of the i-th
research unit; zij is the normalized value of the j-th index of
the i-th research unit;m indicates the total number of research
units; ej is the entropy value of index j; dj is the entropy
redundancy of index j; wj indicates the weight of index j; n is
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Figure 2: *eoretical framework for the influencing pathway between road infrastructure and local economy.
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the total number of evaluation indicators; and HICi is the
road infrastructure grade score of the research unit i.

3.2.2. Coupling Harmonious Degree Model. In order to
obtain the level of coordination between road infrastructure
and poverty rate at the county scale, a coupling coordination
degree model was constructed. *e model expression is as
follows:

Wi � 2 ×
Ki × Hi

Ki + Hi( 􏼁
2

⎡⎣ ⎤⎦
(1/2)

, (2)

Xi �
�������
Wi × Qi

􏽰
,

Qi � αKi + βHi.
(3)

In this formula, Wi denotes the coupling degree of the
area and county i; Ki and Hi denote the road

infrastructure grade score and poverty incidence rate of
county i; Xi indicates the coupling coordination degree
of the area and county i; Qi indicates the comprehensive
coordination index of the score of road infrastructure
grade and poverty incidence in the area and county i; and
α, β are the undetermined coefficients, which are gen-
erally 0.5.

3.2.3. Structural Equation Model. *e economic impact of
transportation infrastructure investment is the most widely
discussed issue, and various methodologies have been ap-
plied to address this problem.*emost common approaches
are the production function model and the cost function
approach. [47–49]. Although they are widely used, there are
still some problems. *e production function model does
not account for simultaneity or any noncontemporaneous
effects among the different variables. Although the cost

Table 1: Data sources.

Dimension Representative
variables Variable description Data sources Data source

type

Basic geographic
data

Vectorization of
highway data Vectorization of highway Highway atlas 2015 (People’s

communication press) Analytical
dataPer capita GDP Per capita GDP Yunnan Statistical Yearbook1

Socioeconomic
factors

Annual net income
per capita

*e initial distribution and redistribution
of income of urban households

China Statistical Yearbook For
Regional Economy

Statistical
data

Public budget revenue Financial income for safeguarding and
improving people’s livelihood China City Statistical Yearbook

Total power of
agricultural
machinery

Reflecting the status of agricultural
machinery owned by rural residents

Compilation of Transportation
Statistics in Yunnan Province2

Fixed telephone year-
end user

Telephone penetration directly reflects the
poverty level of regional residents

Statistical Bulletin on National
Economy and Social Development

in Yunnan Province

Social security

Urbanization rate
*e ratio of the permanent population of
the town to the total resident population of

the district
Annual Statistical Bulletin of

Counties and Districts
Fixed asset
investment Reproduction of fixed assets

Number of social
welfare adoption

units

Reflecting the social welfare facilities and
basic security status of the region

Material capital

Per capita housing
construction area

Average residential building area per
person based on resident population

Aging proportion *e proportion of the elderly population to
the total population

Rural road investment Reflecting the state’s investment in rural
infrastructure

Transportation
facilities

County road
pavement rate

Reflecting the quality and popularity of
transportation infrastructure

Road network density

Geographic
capital

*e population
density

Population density is the number of people
living on a unit of land

Grain planting area
Cultivated land is the most important

material livelihood capital, and grain yield
usually highly correlates with poverty

Annual average
precipitation

Rainfall reflects regional ecological
conditions

1Yunnan Statistical Yearbook (1988-2017), Yunnan Provincial Bureau of Statistics (2000-2017), Yunnan Provincial. 2Yunnan Province Traffic Statistics
Compilation (2000-2017), Yunnan Provincial Department of Transportation (2000-2017).
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function approach is able to show whether transportation
investment can contribute to economic development and
how this effect is realized, it also has its own shortcomings of
spurious correlation, nonstationary, and noncointegration
[46]. Compared with the above-mentioned approaches,
structural equation model (SEM) is flexible and practical; it
can be preperceived by correspondence canonical analysis.
*erefore, SEM is employed to investigate the transport-
region economic relationship, as well as the mediating
factors. We perform the F test for variance homogeneity, the
Shapiro–Wilk test for normality, and the standard deviation
model for standardization. *e maximum likelihood was
employed to establish the SEMs for the concentrated con-
tiguous destitute areas of Yunnan. To evaluate the model
performance, we refer to several well established indicators,
including the chi-square (χ2) test, the goodness-of-fit index
(GFI), the comparative fit index (CFI), the root mean
squared error of approximation (RMSEA), and the adjusted
goodness-of-fit index (AGFI). Model validity is evaluated by
the critical ratio (CR) and item reliability (R2). Acceptable
values for the two indicators are recommended as |CR|>2.0
and R2> 0.5. Relationships among different variables are
interpreted based on the standardized coefficients [9].

*e initial structural equation model contains five latent
variables and 30 observed variables; according to the test
results, the structural equation model established in this
paper is overidentified. *e revised model includes 14 in-
dicators reflecting the county’s natural geographical con-
ditions, resource endowments, traffic location, education
level of residents, welfare protection, and social and eco-
nomic development level. *e model introduced potential
variables on the basis of considering the path relationship
between exogenous variables and endogenous variables.

y � By + Γx + ζ, (4)

where y is the exogenous latent variables, represented by a
vector composed of endogenous indicators; x is the en-
dogenous latent variables, represented by a vector composed
of exogenous indicators;B is the coefficient of interaction
between endogenous latent variables; Γ is the effect coeffi-
cient of exogenous latent variables on endogenous latent
variables (path coefficient); and ζ is the residual vector of the
structural equation, reflecting the unexplained part of y in
the equation.

*e road infrastructure is based on structural equation
model to construct poverty reduction path and the strength
of research methods, mainly through path graph and effect
value to analyze road infrastructure construction investment
and how it affects the economic growth and poverty re-
duction, as well as how road infrastructure indirectly con-
tributes to poverty reduction through other industries and
capital, to characterize the spatial spillover effects of the road
infrastructure and the effectiveness of comprehensive pov-
erty alleviation.

4. Results

4.1. Analysis of Spatial Characteristics of Road Infrastructure
and Poverty Incidence. Based on the data of highway

infrastructure and poor population, formula (1) and poverty
rate formula are used to calculate the road infrastructure
grade score and poverty incidence in the research area, and
ArcGIS spatial analysis technology is used to describe its
spatial characteristics. *e detailed analysis results are
presented in Figures 3 and 4.

(1) Unbalanced distribution and unreasonable propor-
tional structure of road network in Yunnan province
were found.*e rural road coverage rate is obviously
insufficient, resulting in the low level of the overall
road network.

(2) Yuanjiang valley and the south section of Yunling
mountain, taken as the boundary, present a high-low
distribution “transition zone” of road infrastructure
fromDeqinCounty toHekouCounty,with east Yunnan
and central Yunnan high-value areas in the east, low-
value areas in the border area of Western Yunnan, and
the high-value area and low-value area showing the
characteristics of strong spatial agglomeration.

(3) *e poverty in the study area presents a strong
spatial heterogeneity. *e areas with high poverty
rate are mainly concentrated in the Diqing Tibetan
area and the Wumeng Mountain area, forming
“double cores” of different sizes.

4.2. Spatial Coupling Results of Road Infrastructure and
Poverty Rates. On the basis of obtaining the characteristics
of road infrastructure and poverty, formulas (2) and (3) are
used to calculate the coupling and coordination value of road
infrastructure and poverty rate in the district counties, and
the coupling and coordination value is divided into five
spatial relations according to the calculation results, as
shown in Figure 5.

(1) About 70% of the district counties’ road infra-
structure and poverty rate are in a state of spatial
coupling imbalance. Among them, as one of the
“three districts and three states” in the deep poverty
areas, Nujiang belongs to a typical type of malad-
justment and common loss. Influenced by terrain,
geological conditions, resource endowment, and
other factors, the lag of road infrastructure and deep
poverty are intertwined for a long time.

(2) *e coordinated synchronous type is mainly dis-
tributed along the transportation network. For ex-
ample, the continuous promotion of the
construction of Kunming–Qiaojia expressway and
Panzhihua-Zhaotong–Bijie–Zunyi railway will speed
up the gradual improvement of the comprehensive
transportation system of Qiaojia and Daguan
Counties, and the steady improvement of economic
development. *e completion and opening of the
high-speed railway between Yunnan and Guangxi
have driven the rapid development of tourism,
characteristic agriculture, and service industry in
Maitreya, and the number of employees has in-
creased significantly.
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4.3. &e Path and Intensity of Poverty Reduction on Road
Infrastructure. On the basis of determining the coupling
and coordination relationship between road infrastructure
and poverty rate, the effect of poverty reduction becomes the
focus of attention. Furthermore, structural equation model
was used to quantify the path and intensity of action of road
infrastructure investment and construction on poverty
reduction.

*e revised model overall fitness test and the optimal
model parameter estimation results are shown in Tables 2
and 3. *e analysis results show that the test results are
generally matched, and the path coefficients in the model
basically reach the significance of 1% level. *e following
path coefficients are acceptable, and the model variance
estimates are all positive and consistent with the level of
significance.

In the structural equation model, the path coefficient
value reflects the impact of different variables such as road
infrastructure, social capital, and geographical capital on
poverty reduction. Investment and construction of road
infrastructure stimulate the economy to achieve the ultimate
goal of reducing poverty through direct or indirect diver-
sification of routes, as shown in Figure 6.

(1) In terms of the direct poverty reduction effect, the
road infrastructure investment and construction can
directly affect the poverty reduction, with a path
coefficient of 0.105, which is very significant.
However, the direct effect is far lower than the in-
direct poverty reduction effect (0.830) brought by the
road infrastructure investment and construction,
which affects geographical location, fixed asset in-
vestment, secondary and tertiary industries devel-
opment, and urbanization. *is shows that the
contribution of transport infrastructure investment
and construction to poverty reduction is more in-
direct in the form of spatial spillover, network at-
tributes, and externality of road infrastructure
construction, which play an important role in eco-
nomic development and poverty reduction. *e
enlargement of road networks would definitely ac-
celerate capital and resource flow, as well as human
movement. Consequently, the local interactions with
outside economy are increased. Such interactions are
considered critical drivers for economic growth in
less developed areas. In particular, inputs from other
sectors can be created and increased by road network

0 60 120km

Coupling coordination level
Maladjustment type
Maladjusted economic lag type
Maladjusted traffic lag type

Coordinated traffic lag
Coordinated synchronous type

N

S

EW

Figure 5: Spatial pattern of coupling coordination degree.
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construction, and the multiplier economic effect is
subsequently stimulated. *is finding suggests that
the realization of the effect of road infrastructure on
economic growth needs the synergy of institutional
environment improvement, human capital im-
provement, science and education technology level
improvement, and other factors. When analyzing the
causes of economic growth, multidimensional fac-
tors need to be taken into account in order to im-
prove the social welfare and reduce transport poverty
in poverty-stricken areas. *is discovery is in line
with the past literature reporting that the spatial
structure evolution was closely linked with road
infrastructure construction [50, 51].

(2) In terms of the indirect poverty reduction effect,
there is a significant difference in the path and degree
of the road infrastructure to promote economic
growth and ultimately reduce poverty. *is paper
mainly works through five poverty reduction path

modes of road infrastructure. Among them, “ road
infrastructure ⟶ social capital ⟶ poverty re-
duction effect” has the highest path coefficient
(0.740), and the contribution of fixed asset invest-
ment and public budget income to social capital is
0.959 and 1.109, respectively, which are higher than
other poverty reduction factors.

(3) Road infrastructure investment and construction can
guide economic development and reduce poverty by
acting on geographic capital, material capital and
social capital. *e overall action coefficient is 0.740,
which is higher than the poverty reduction effect of
the two paths of “road infrastructure⟶ geographic
capital/material capital ⟶ poverty reduction ef-
fect”.*e path coefficient of “road infrastructure⟶
geographical capital⟶ social capital⟶ poverty
reduction effect” is 0.573, which is higher than that of
“road infrastructure⟶ material capital⟶ social
capital⟶ poverty reduction effect” (0.167).

Table 3: Estimation results of the variable coefficient and significance test.

Acting path Estimate SE CR P Label Standardized estimates
Material capital< --- road infrastructure 0.470 0.270 2.742 0.002 par_21 0.323
Geographical capital< --- road infrastructure 0.020 0.002 8.843 ∗∗∗ par_29 0.669
Social capital< --- material capital 4.697 2.485 1.980 0.039 par_13 0.458
Social capital< --- geographical capital 385.159 64.215 5.998 ∗∗∗ par_14 0.757
Traffic dominance< --- road infrastructure 1.000 0.804
Highway network density< --- road infrastructure 0.146 0.030 4.818 ∗∗∗ par_1 0.572
Poverty reduction effect< --- material capital 3599.722 3506.741 3.027 ∗∗∗ par_18 0.263
Poverty reduction effect< --- social capital 1509.292 576.523 2.618 ∗∗ par_19 1.132
Poverty reduction effect< --- geographical capital 7535.539 224994.298 3.033 ∗∗∗ par_25 0.011
Total power of agricultural machinery< -- social capital 1.000 0.702
Revenue from the public budget< ---highway network density 2291.362 534.740 4.285 ∗∗∗ par_17 0.166
Minority share< ---transport advantage 1414.846 263.234 5.375 ∗∗∗ par_27 0.284
Rural road investment< --- road infrastructure 0.053 0.017 3.201 ∗∗∗ par_2 0.230
Per capita housing construction area< --- material capital 1.000 0.163
Number of social welfare adoption units< --- material capital 0.755 0.451 2.675 ∗∗ par_3 0.213
*e proportion of aging< --- material capital 0.006 0.003 2.986 ∗∗∗ par_4 0.412
Grain production< --- geographical capital 1558.083 1032.655 2.809 ∗∗∗ par_5 0.131
Urbanization rate< ---poverty reduction effect 0.007 0.001 7.897 ∗∗∗ par_6 0.615
Fixed-line users at the end of the year< --- social capital 699.746 114.571 6.108 ∗∗∗ par_7 0.401
Per capita GDP< ---poverty reduction effect 1.000 0.702
Revenue from the public budget< --- social capital 0.000 0.000 20.600 ∗∗∗ par_9 1.109
Fixed assets investment< --- social capital 8.685 0.681 12.760 ∗∗∗ par_20 0.959
Population density< --- geographical capital 1.000 0.726
*e proportion of aging< --- total power of agricultural
machinery 0.000 0.000 6.899 ∗∗∗ par_22 0.449

Per capita housing construction area< --- proportion of ethnic
minorities 0.001 0.000 11.120 ∗∗∗ par_28 0.627

“<---” indicates the orientation in which the utility occurred; ∗∗P< 0.01, ∗∗∗P< 0.001.

Table 2: Evaluation results of the modified model.

Statistical test X2 df X2/df RMSEA CFI NFI GFI IFI AGFI

Fitness threshold — — 1<NC< 3, good RMSEA< 0.5, good >0.9 >0.9 >0.9 >0.9 >0.93<NC< 5, not too bad 0.5<NC< 0.8, not too bad
Inspection result 212.584 75 2.826 0.484 0.961 0.934 0.968 0.985 0.944
Adaptation judgment — — Good Good Perfect Perfect Perfect Perfect Perfect
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(4) Either the investment and construction of trans-
portation infrastructure itself or the associated
capital and industrial development brought by it are
obviously conducive to economic growth and em-
ployment of the poor. Taking the construction of
highway transportation investment as an example, in
the link of road production and construction,
highway transportation investment and construction
can attract a large amount of labor to increase
nonagricultural employment opportunities, reduce
transportation costs, and improve production effi-
ciency. In the link of traffic operation, highway traffic
investment and construction can promote the lo-
cation choice, productivity distribution, and pro-
duction factor agglomeration of enterprises.

5. Conclusion and Discussion

5.1. Conclusion. In this paper, the evaluation model of
transportation infrastructure based on entropy weight
method and a coupling coordination degree model are
established, obtaining the spatial characteristics and spatial
coupling results of road infrastructure and poverty inci-
dence. On that basis, a structural equation model has been
established to describe the relationships between the vari-
ables, and the relationship between transportation

investment and regional economic growth is estimated.
Based on the results of empirical study, the following key
conclusions are drawn.

(1) *e structural equation model confirms the signif-
icant effect of road infrastructure investment and
construction on economic growth and poverty re-
duction, but the path and degree of poverty re-
duction are quite different. *e direct effect of road
infrastructure investment and construction on
poverty reduction is far less than the indirect effect,
and the diversification path is produced indirectly
through the form of spatial spillover. Among the five
path models of poverty reduction effects on road
infrastructure, “road infrastructure⟶ social capital
⟶ poverty reduction effect” has the highest path
coefficient of poverty reduction, and the effect of
poverty reduction is the best.

(2) *e contribution rate of the number of passenger
stations above grade 2 and county road pavement
rate is higher than those of other traffic indicators,
which is themost important poverty reduction factor
in the study area.

(3) About 70% of the district counties’ road infra-
structure and poverty rate are in a state of spatial
coupling imbalance. *e coordinated synchronous
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Figure 6: Estimation results of the SEM for poverty alleviation path of road infrastructure.
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type is mainly distributed along the transportation
network.

*e research results can provide theoretical and practical
basis for the formulation of transportation poverty allevi-
ation strategy, so as to effectively play the leading and
supporting role of transportation infrastructure in poverty
alleviation and rural revitalization. In order to more com-
prehensively analyze the impact of transportation supply on
economic growth and poverty reduction, based on the
theory of spatial equity and the principle of regional dep-
rivation compensation, we put forward the poverty allevi-
ation and optimization strategy of traffic resource allocation
in the concentrated contiguous destitute areas from the
perspective of spatial equity:

(1) Speeding up the building of a transportation network
that connects the poverty-stricken areas with the
outside world and the inside world and connects the
villages and townships

(2) Innovating ways of providing transportation to help
the poor and advancing a new comprehensive ap-
proach of transportation poverty alleviation

(3) Developing public-private partnerships (PPP) in
various forms and innovating investment and fi-
nancing mechanisms
Considering this strategic decision-making in the
statistical model could produce interesting and
useful policy insights.

5.2. Discussion. Transportation infrastructure has complex
interactions with regional economic systems. Prior studies
indicate that impacts of transportation infrastructure are
more pronounced in developing countries, as the prevalence
of infrastructure is lower in these countries [52]. *is paper
builds several models to uncover the contributing factors in
mediating the relationships between the road infrastructure
and local economy in the concentrated contiguous destitute
areas of Yunnan. We found that the established models are
efficient in revealing the relationship between the road in-
frastructure and the less developed places’ economy. Pre-
vious studies advocate road infrastructure as a primary
economic catalyst in less developed areas, as it can increase
the accessibility to market, eliminate constraints to social
services, and provide employment [6, 7]. *e results for the
concentrated contiguous destitute areas of Yunnan are in
accordance with earlier findings.

*is paper demonstrates that SEM is efficient in our case.
However, SEM is not always strong in proving causality.
Regional and local policies regarding road infrastructure
investment promoting economic growth differ significantly
across various regions in different countries; when applying
the demonstrated methodology to other areas worldwide, it
requires caution and further verification. *ough our study
advances the understanding of the relationships between the
road infrastructure and regional economic, it still has certain
shortcomings. First, all the indicators of the article are
chosen based on empirical literature review and data

availability; subjectivity is unavoidably associated with the
selection methods by which the exploratory variables can be
selected more scientifically. Second, the SEMs are estab-
lished by using the maximum likelihood approach in this
study. However, whether or not this approach is a meth-
odological advantage remains unproven. *ird, this paper
examines the concentrated contiguous destitute area at the
provincial level; to deepen the understanding of the rela-
tionship between the road infrastructure and local economy,
future studies should investigate and compare different
regions with different levels of development. Fourth, road
infrastructure is not the only type of road infrastructure.
Since the highway network has a large scale and is the
leading mode of the comprehensive transportation system of
the Yunnan province, our study does not consider railways
and high-speed rails. Some studies have evidenced the effect
of high-speed rails on the economic characteristics; conse-
quently, the exclusion of railways may overestimate the
empirical findings in this study. Further studies should
control the railways and high-speed rails, to isolate the
individual effect of road infrastructure on the urban
economy.
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Queue forming behind a bus stop on an urban street is common and a traffic bottleneck usually occurs around the bus stop area.*e
bus stop failure means arriving buses cannot move into the bus stop due to limited capacity but have to wait for available loading
areas. It is related with the transit operation level. Traditionally, the failure rate (FR), defined as the percentage of buses that arrives at
the bus stop to find all loading areas occupied, is adopted in bus capacity analysis. However, the concept of FR is unable to
quantitatively analyze failure characteristics in terms of its dispersion and uncertainty over time.*erefore, in this paper, we propose
a new index called failure duration rate (FDR) to evaluate the bus stop failure, which can characterize waiting time for traffic delay
calculation and capacity drop estimation. *e automatic vehicle location data at eight bus stops in Wujiang District Suzhou, China,
over 56 working days, are used to analyze the temporal characteristics of FR and FDR. We next examined the failed service duration
characteristics during peak hours at the eight bus stops. Based on these characteristics analyses, we then proposed a Distribution
Fitting and Cumulative Distribution Correlation (DF-CDC) approach to explore the correlation between FDR and FR at the same
cumulative distribution function levels and validated the bus stop failure performance using the cross-validation method. *e
analysis results revealed that (i) FR fluctuates more significant than FDR, (ii) FDR is a more robust index than FR in describing the
traffic characteristics incurred by bus stop failures, and (iii) FDR performs better in failure characteristics analysis than FR.

1. Introduction

A bus stop serving a large number of bus lines can expe-
rience a condition known as bus stop failure due to limited
capacity and high passenger demand, which will negatively
affect the punctuality and reliability of bus service and also
bring about delays to other traffic. *e more frequently the
bus stop failure takes place, the lower the transit system level
of service (LOS) is [1]. However, irregular traffic flow
characteristics concerned with bus stop failure are difficult to
be captured and quantified because of its dispersion and
uncertainty over time [2]. Without a doubt, bus stop failure
will significantly affect traffic characteristics at bus berths
and adjacent lanes. Typically, the failure rate is proposed for
analyzing and evaluating the influence of bus stop failure at
bus berths.

Bus stop constitutes one potential bottleneck to interrupt
traffic flow, which will deteriorate the level of transit op-
erational service [3]. Transit operation parameters of buses
served at loading areas, including dwell time [4, 5], headway
[6, 7], capacity [8, 9], queue length [10, 11], and bunching
characteristics [12, 13], are analyzed for evaluating the
impact of bus stop failures. *e failed service will increase
bus waiting time for passenger boarding and alighting, and
its impact can be measured by an index called failure rate
(FR), which is defined as the percentage of buses that arrive
at stops to find all berths are full [1]. Wang et al. analyzed the
correlation between failure rate and four kinds of transit
dwell and arrival characteristics and proposed a diffusion
approximation method [14]. As one of the desired level
indexes of transit operation, the FR could assess the change
of capacity and LOS of bus berths. Failure probability and
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dwell time variability can develop the function of bus queue
length, which can better reflect the effects on bus stop ca-
pacity [15]. A parameter “Z” associating with the desired
failure rate (under the assumption of standard normal
distribution fitting) is developed to account for the fluctu-
ation in bus dwell time in bus loading areas, and the design
failure rates for urban and rural areas are recommended for
estimating bus berth capacity [1]. *e failure rate of curbside
bus stops can be influenced by a serial of factors (such as bus
arrival distribution type, bus arrival rate, bus berth maximal
service rate, and bus service time variation), and the nor-
malized capacity and incremental change (for multiberth
stops) in capacity at different failure rate levels are proposed
[8]. Moreover, the analysis process of failure rate is a poor
proxy and suggests choosing the average waiting delay for
evaluating the bus berth LOS is expressed comprehensively
[16].

*e data associated with vehicle location are utilized for
analyzing and predicting traffic flow characteristics, which
can be effectively applied to transit operational character-
istics analysis [17–20], bus schedule optimization design
[21, 22], bus lane planning and control strategy [23–25], and
transport network flow estimation [26–28]. Several findings
of characteristics analysis for public transit LOS at bus stop
appear in the relevant literature. A data platform for
monitoring patterns of bus operation is developed, which is
primarily composed of data acquired from the ITS system in
Beijing, China. A multilevel framework for transit perfor-
mance analysis is proposed considering several transit op-
erational factors [29]. Based on automated vehicle location
(AVL) data, lots of statistical parameters about travel times
are analyzed for evaluating the performance of bus routes
with transit priority facilities, and these tests indicate spatial
and temporal characteristics are the most potent feature
[30]. A regression method (using LS-SVM) is developed for
exploring bunching patterns of buses halting at the stop area,
and the headway irregularity pattern is analyzed using
transit smart card data [31]. A probabilistic method con-
sidering the interference between buses, using the loading
areas, is established for predicting travel time of buses using
trajectory and ID card data, which can reflect buses’ dwell
time distribution pattern well [32].

Although several findings of bus stop failure analysis
using the failure rate appear in the relevant literature, the
duration time of bus stop failure is rarely mentioned. Ad-
ditionally, little research has been observed using AVL data
to analyze the characteristics of bus stop failure. In this
paper, failure duration time is utilized for evaluating bus
stop failure, and a measure called failure duration rate is
proposed for failure analysis utilizing collected transit au-
tomated vehicle location (AVL) data. *e characteristics
analysis of bus stop failure using AVL data can provide
valuable information for transit operation optimization to
the public transit authority.

*e remainder of this research is organized as follows. In
Section 2, a characteristic index called Failure duration rate
(FDR) is developed for bus stop failure characteristic
evaluation. Section 3 explores the failed duration charac-
teristics at different failure levels based on the AVL data

collected from eight bus stops in Wujiang District of Suzhou
in China. In Section 4, a correlation analysis between FDR
and FR is carried out by using a “Distribution Fitting and
Cumulative Distribution Correlation (DF-CDC)” analysis
approach. Section 5 concludes the paper.

2. Characteristic Analysis Indexes

2.1. Failure Rate. A bus stop failure occurs when a bus
arrives at the loading areas but with no available berth to use.
*e failure rate (FR), defined as the percentage of bus
queuing for moving into bus berths occupied by other
dwelling buses [14], could be formulated by

FR � Pr(n> b), (1)

where n is the number of buses halted at a bus stop and b is
the number of bus berths.

In general, transit vehicles’ dock at a bus stop (including
the served and waiting buses) will obey the first-in-first-out
rule and usually disperse in an independent manner to each
other.*e probability for the case without adequate berths at
a bus stop could be calculated by

Pr(n> b) � 1 − Pr(n � 1) − Pr(n � 2) − · · · − Pr(n � b).

(2)

When the berths at a bus stop are all occupied by buses
for passenger boarding and alighting, the number of active
buses served at the bus stop is equal to the number of berths
(n � b). And the probability of this kind of bus arrival can be
approximated by the value of Qn�b

s divided by Qs:

Pr(n � b) ≈
Qn�b

s

Qs

, (3)

where Qn�b
s is the occurrence times for (n � b) during a

given observation period and Qs is the total number of
arriving buses during the same time duration.

*en, we have

Pr(n> b) ≈ 1 −
Qn�1

s

Qs

−
Qn�2

s

Qs

− · · · −
Qn�b

s

Qs

�
Qs − Qn�1

s + Qn�2
s + · · · + Qn�b

s( 􏼁

Qs

.

(4)

To facilitate our presentation, we denote the right hand
of equation (4) by

Rf �
Qs − Qn�1

s + Qn�2
s + · · · + Qn�b

s( 􏼁

Qs

. (5)

In other words, Rf stands for the FR of a bus stop, which
reflects the level of failure (LOF) for bus loading areas.

2.2. Failure Duration Rate. As the berths of a bus stop are
occupied, the next arriving bus needs to queue at street lanes
and exerts negative impacts on blocking movements of other
vehicles along the same street lane. As a result, traffic delay
goes up, and travel time reliability would be reduced [1]. It is
an important and challenging task to analyze these adverse
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effects quantitatively. In general, the longer the bus stop
failure service lasts, the worse the traffic efficiency evolves
and deteriorates. It is worth pointing out that the severity of
traffic deterioration in terms of traffic delay and road ca-
pacity reduction dramatically depends on the traffic blocking
duration time.

*us, the failure duration rate that incorporates failure
duration time is proposed for analyzing the LOF of bus
stops. *e failure duration time can be measured by the
timespan (the waiting time of buses outside the stop) for all
failed bus stopping services during a given time period.
Specifically, it can be calculated by examining the arrival and
departure time of buses using the loading areas of a bus stop.
*en, the failure duration rate (FDR) can be formulated by

Rfd �
tfd

ts

�
tfd

t − tv

, (6)

where tfd is the failure duration time (sec), ts represents the
total occupancy time of using the bus stop (sec), and tv is the
duration time for a vacant bus stop (sec).

*e FDR can be interpreted as the ratio of waiting and
blocking for arriving buses during a given time period. For a
specific bus stop failure, the average duration time per failure
(tfdr) can be formulated as

tfdr �
tfd

Qs − Qn�1
s + Qn�2

s + · · · + Qn�b
s( 􏼁

. (7)

*en, the average duration rate per failure (Rfdr) is
obtained as

Rfdr �
tfdr

t − tv

. (8)

3. Characteristic Analysis

3.1. Data Collection. In this study, bus dwelling data are
based on the AVL data provided byWujiang Transit Agency
in Suzhou, China. *e AVL data span 56 consecutive
working days from October 22, 2018, to January 9, 2019. *e
dataset of each day has a half-day bus dispatching time
window, from 7:00 to 19:00, and there are nine bus routes
and eight bay-type bus stops (see their geographic locations
in Figure 1). *ese eight test bus stops keep considerable
distances to intersections (the average distance of 200m),
and thus the interaction between the bus bay and nearby
intersections would be negligible.

*e details of the nine bus routes associated with each
bus stop are given in Table 1, and the headways of these
transit routes range from 8 to 15 minutes.

*e dwelling time of buses serving these 9 routes at the 8
bus stops are extracted from the collected AVL data. Some
records are provided in Table 2. Based on the arrival and
departure time of buses boarding and alighting passengers at
the third bus stop, we can determine the bus failure char-
acteristics. For example, the bus with the ID of SU-EU9353
serving Route 710 departed from the bus stop at 16:14:28,
while the bus with the ID of SU-EU6029 serving Route 741
arrived at the same stop at 16:15:07, and the bus arriving later

needed to wait outside the stop for 13 seconds (failure
duration time) until bus no.710 left the stop.

3.2. Temporal Characteristics Analysis. *e number and
duration of buses stop failure (per hour) at bus stops are
determined based on AVL data. We here use equations (5)
and (6) to calculate the hourly FR and FDR of the eight bus
stops. Figure 2 plots the hourly time-varying characteristics
of Rf and Rfd over 56 working days of the No. 1 bus stop
(672 hourly Rf data and Rfd data in total). It can be observed
that Rf and Rfd in the morning (7:00–9:00) and evening
peak hours (17:00–19:00) are higher than those in nonpeak
hours. Overall, the mean value of Rf is more significant than
that of Rfd in most times.

We then look at the median value of the hourly Rf and
Rfd. As we can see in Figure 3, there are highly similar
patterns of Rf and Rfd during peak hours for all the eight
bus stops. *e reason might be that there is high travel
demand in both passengers and vehicles are in at peak hours,
and thus bus stop failures occur more frequently, especially
because of a long time for passengers to board and alight.

3.3. Failure Duration Analysis. Figure 4 shows the rela-
tionship between Rf and Rfd. For each bus stop, 224 data
during the morning and evening peak hours (7:00 to 9:00
and 17:00 to 19:00) are considered.

From Figure 4, the hourly FDR shows a weak positive
correlation to the FR for all the eight bus stops. Overall, the
fitting parameters between Rf and Rfd vary remarkably
among bus stops sites. For example, there are the lowest R-
square (0.31) for no.1 bus Stop and the highest R-square
(0.661) for no. 4 bus stop. In addition, the statistical rela-
tionship between Rf and Rfd of 1-berth stops (no.1 through
no.6 bus stops) is weaker than that of the two 2-berth stops
(no.7 and no.8 bus stops).

As mentioned above, it is difficult to determine a well-
fitted failure duration rate function (for the 8 bus stops)
using failure rate directly due to the dispersion. Taking no.1
bus stop as an example, Rfd is increased from 13.3% to
33.0% as Rf changes from 24% to 25%. But Rf increases
from 16.7% to 43.3% as Rfd increases from 24% to 25%. It
indicates the significant dispersion. To decrease the dis-
persion of failure duration rate in analysis, the failure rate of
bus stops is divided into sections with an interval length of
5%. R5%

f is defined as the 5% section level of failure rate at a
bus stop, which range from 5% to 10% (R5%

f ∈ [5%, 10%)).
*en, the mean, standard deviation (S.D.), and coefficient of
variation (C.V.) of failure duration rate for these 8 bus stops
are clustered and calculated at a different level of failure rate.
*emean, S.D., and C.V. of failure duration rates at different
failure rate level of these eight test bus stops are compared in
Table 3. When the frequency of bus stop failure is less than 5
at a level, the failure duration rate is not calculated and
identified as “not available (N/A)” in our analysis. Because
the span of these 8 bus stops is different, each bus stop has
some “not available (N/A)” at a corresponding failure rate
level.
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Based on the mean, S.D., and C.V. of failure duration rates
at different failure rate level, we then analyze the failure du-
ration characteristics. Figure 5 presents the average value (for
all these eight bus stops) of mean, S.D., and C.V. for failure
duration rate at different failure rate levels. *e mean and S.D.
of Rfd increase with the increasing failure rate level, and the
mean has a higher and faster growth rate than that of S.D. *e
mean of Rfd is increased from 5.2% to 27.5% as failure rate
level increases from 5% to 40%. And the S.D. of Rfd is in-
creased from 3.1% to 5.5% as the same span of failure rate level.

However, the favorable trend does not hold for the C.V. ofRfd,
as illustrated in Figure 5. *e C.V. of Rfd is decreased from
59.6% to 19.9% as failure rate level changes from 5% to 40%.

Figure 6 displays the average value of the mean, S.D., and
C.V. for failure duration rate of six 1-berth stops and two 2-
berth stops.*e average value of themean, S.D., and C.V. for
failure duration rate of the single-berth stops is more sig-
nificant than that of the 2-berth stops.

Figure 7 displays the correlation relationships between
FDR per failure (Rfdr) and the FR for the eight bus stops. It

Table 1: *e details of test bus stops.

No. Bus stop (number of bus berths) Direction Bus routes
1 Hengda Market West (1) S⟶N Routes 708, 719, 732, 733
2 Hengda Market West (1) N⟶ S Routes 708, 719, 732, 733
3 Changan Rd. and Lianyang Rd. North (1) S⟶N Routes 701, 710, 711, 720, 741
4 Changan Rd. and Lianyang Rd. North (1) N⟶ S Routes 701, 710, 711, 720, 741
5 Changban Rd. and Changan Rd. East (1) E⟶W Routes 701, 710, 711
6 Changban Rd. and Changan Rd. East (1) W⟶E Routes 701, 710, 711
7 Changan Rd. and Changban Rd. North (2) S⟶N Routes 708, 719, 720, 732, 733, 741
8 Changan Rd. and Changban Rd. North (2) N⟶ S Routes 708, 719, 720, 732, 733, 741

Table 2: Some buses arrival and departure time records extracted from AVL data.

Route no. Bus ID Bus stop
Date/time

Arrival time Departure time
701 SU-EU9526 No.3 bus stop 2018-12-18 16:10:31 2018-12-18 16:11:11
710 SU-EU9353 No.3 bus stop 2018-12-18 16:13:34 2018-12-18 16:14:28
741 SU-EU6029 No.3 bus stop 2018-12-18 16:14:15 2018-12-18 16:15:07
720 SU-EU9582 No.3 bus stop 2018-12-18 16:19:15 2018-12-18 16:20:08
701 SU-EU9379 No.3 bus stop 2018-12-18 16:20:30 2018-12-18 16:21:02
711 SU-EU9359 No.3 bus stop 2018-12-18 16:22:16 2018-12-18 16:23:19

Test area

Wujiang
District,
Suzhou

2
1

78

6

5

4

3

Figure 1: Locations of eight bus stops for AVL data collection.
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Figure 2: *e time-varying characteristics of no.1 bus stop failure.
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Figure 3: Bus stop failure time-varying characteristics of test bus stops. (a) No.1 bus stop. (b) No.2 bus stop. (c) No.3 bus stop. (d) No.4 bus
stop. (e) No.5 bus stop. (f ) No.6 bus stop. (g) No.7 bus stop. (h) No.8 bus stop.
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Table 3: Failure duration rate of test bus stops at different failure rate levels.

Failure rate
level No.1 bus stop No.2 bus stop No.3 bus stop No.4 bus stop No.5 bus stop No.6 bus stop No.7 bus stop No.8 bus top

R5%
f

Mean N/A N/A N/A N/A 0.0710 0.0504 0.0382 0.0464
S.D. N/A N/A N/A N/A 0.0508 0.0289 0.0225 0.0236
C.V. N/A N/A N/A N/A 0.7155 0.5732 0.5878 0.5081

R10%
f

Mean N/A N/A 0.0896 0.0885 0.0960 0.0807 0.0835 0.0797
S.D. N/A N/A 0.0375 0.0360 0.0431 0.0383 0.0397 0.0353
C.V. N/A N/A 0.4188 0.4070 0.4488 0.4750 0.4750 0.4430

R15%
f

Mean 0.1443 N/A 0.1541 0.1104 0.1155 0.1133 0.1118 0.1070
S.D. 0.0502 N/A 0.0544 0.0355 0.0480 0.0520 0.0310 0.0461
C.V. 0.3477 N/A 0.3527 0.3218 0.4159 0.4587 0.2769 0.4306

R20%
f

Mean 0.1735 0.1380 0.1630 0.1405 0.1338 0.1304 0.1422 0.1450
S.D. 0.0498 0.0554 0.0510 0.0378 0.0494 0.0499 0.0429 0.0510
C.V. 0.2871 0.4015 0.3129 0.2688 0.3688 0.3828 0.3015 0.3516

R25%
f

Mean 0.2104 0.2075 0.1904 0.1860 0.1776 0.1664 0.1718 0.1754
S.D. 0.0540 0.0661 0.0532 0.0450 0.0533 0.0576 0.0430 0.0497
C.V. 0.2566 0.3186 0.2794 0.2417 0.3002 0.3459 0.2505 0.2833

R30%
f

Mean 0.2231 0.2159 0.2236 0.1975 0.1698 0.1832 0.1939 0.1780
S.D. 0.0495 0.0558 0.0554 0.0370 0.0402 0.0610 0.0460 0.0470
C.V. 0.2217 0.2583 0.2479 0.1872 0.2368 0.3328 0.2373 0.2640

R35%
f

Mean 0.2215 0.2506 0.2569 0.2421 0.2641 N/A 0.2282 0.2328
S.D. 0.0478 0.0539 0.0546 0.0458 0.0608 N/A 0.0405 0.0470
C.V. 0.2160 0.2151 0.2125 0.1890 0.2304 N/A 0.1773 0.2019

R40%
f

Mean 0.2719 0.2828 0.2885 0.2587 N/A N/A N/A N/A
S.D. 0.0532 0.0609 0.0512 0.0543 N/A N/A N/A N/A
C.V. 0.1957 0.2154 0.1774 0.2098 N/A N/A N/A N/A
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Figure 4: *e relationship analysis between FDR vs. FR. (a) No.1 bus stop. (b) No.2 bus stop. (c) No.3 bus stop. (d) No.4 bus stop. (e) No.5
bus stop. (f ) No.6 bus stop. (g) No.7 bus stop. (h) No.8 bus stop.
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is shown that the FR is insensitive to Rfdr. For the no.1 bus
stop, Figure 7(a) reveals that Rfdr is increased from 1.5% to
5.4% and from 1.9% to 3.4% when the FR climbs up from
21% to 22% and from 34% to 35%, respectively. *us, the
span of Rfdr is significant at the low level of failure rate, and
the volatility of Rfdr becomes more and more slight with the
increasing failure rate. Besides, the diversity correlation
relationship between Rfdr and Rf is influenced by the
number of berths of loading areas. Figure 7 shows that Rfdr

is increased from 1.2% to 3.8% and from 1.5% to 5.4%,
respectively, as the failure rate increase from 21% to 22% for
no.7 bus stop (2-berth type) and no.1 bus stop (1-berth type).
*erefore, compared with single-berth bus stops, the two 2-
berth bus stops have less Rfdr at the same level of failure rate.

For the different levels of failure rate (range from 5% to
40%), the value of the mean, S.D., and C.V. for Rfdr at the

bus stops are calculated and presented in Figure 8. *e
average values of the mean, S.D., and C.V. for Rfdr reveal a
significant negative correlation with the FR level. When the
FR ranges from 30% to 40%, the three statistics for Rfdr are
not very sensitive to the FR level, and there are no obvious
fluctuations. For the mean value of Rfdr, the maximum
variation is merely 0.1%when the FR level falls into the range
of 30% to 40%. *erefore, the dispersion of Rfdr decreases
sharply with the FR level (especially when the FR is greater
than 30%), which implies that the average FDR per failed is
comparatively stable. In Figure 9, there is a similar trend of
C.V.

For the different levels of failure rate (range from 5% to
40%), the value of the mean, S.D., and C.V. for Rfdr for six 1-
berth stops and two 2-berth stops are calculated and
depicted in Figure 9. *e three statistics for Rfdr at different
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Figure 7: FDR per failure vs. FR for test bus stops. (a) No.1 bus stop. (b) No.2 bus stop. (c) No.3 bus stop. (d) No.4 bus stop. (e) No.5 bus
stop. (f ) No.6 bus stop. (g) No.7 bus stop. (h) No.8 bus stop.
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Figure 6: Average mean, S.D., and C.V. of FDR for two types of bus stops.
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failure rate levels for the single-berth stops is larger than that
of the 2-berth stops, which shows higher stability at the 2-
berth bus stops.

4. Correlation Analysis

As discussed in Section 3, it is found that it is not so easy to
establish a satisfactory relationship between the FDR and
FR, f(Rfd, Rf), via linear regression models. In this section,
we propose a “Distribution Fitting and Cumulative Distri-
bution Correlation (DF-CDC)” method for an in-depth and
more reasonable analysis of the correlation between Rfd and
Rf.

4.1. Distribution Fitting. *e distribution fitting analysis is
regarded as a useful approach to mine characteristics of
transit operational parameters from the probabilistic per-
spective [33]. A unified probability distribution is explored
that can well fit the essence of Rf and Rfd, utilizing the

probability and statistical analysis methods. *at is, we aim
to understand howwell a candidate distribution is fitted with
predicted parameters for Rf and Rfd. Typically, chi-squared
(χ2), Kolmogorov–Smirnov (K-S), and Anderson–Darling
(A-D) tests could be used for assessing the goodness-of-fit of
our analysis results. In this paper, the K-S test statistic at a
significance level of 0.05 is adopted for the goodness-of-fit
test based on the data of 8 bus stops on peak periods per
workday (224 data per stop). 36 probability distributions
listed in Table 4 are chosen for hypothesis analysis. Table 4
shows the number of rejections for the 36 possible candi-
dates. *e results reveal that the distributions of Error, Gen.
Extreme Value, Gen. Logistic, Logistic, and Normal could be
selected as the candidate distributions for the correlation
analysis between Rfd and Rf.

*e five well-fitted candidate probability distributions
(Error distribution, Gen. Extreme Value distribution, Gen.
Logistic distribution, Logistic distribution, and Normal
distribution) are redeemed for analyzing the goodness-of-fit
of fitted FR and FDR at the bus stops. After estimating the

5 10 15 20 25 30 35 40
Failure rate level (%)

Mean
S.D.
C.V.

C
oe

ffi
ci

en
t o

f v
ar

ia
tio

n

M
ea

n/
st

an
da

rd
 d

ev
ia

tio
n

0.04

0.03

0.02

0.01

0

0.60

0.45

0.30

0.15

0

Figure 8: Average mean, S.D., and C.V. of FDR per failure for eight bus stops.
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parameters of these distributions (using the Probability
density function for distributions shown in Table 5), K-S test
results (P value) for the five candidate probability distri-
butions are plotted in Figure 10. It can be seen that the
goodness-of-fit measured by P values for FDR fitted dis-
tribution is much better than that for the FR.

In Table 5, the means of P value for Rf and Rfd at the
eight bus stops for the five candidate distributions are also
given. Gen. Extreme Value distribution is the best one in
terms of P value (with 0.68224 of FR and 0.87865 of FDR) in
distribution fitting for the Rf and Rfd.

4.2. Cumulative Distribution Correlation. *e probability
density function of Gen. Extreme Value distribution is
utilized for fitting the hourly FR and FDR distributions for
the eight bus stops. *e results are provided in Table 6.

Based on the calculated parameters of the fitted Gen.
Extreme Value distribution in Table 6, the cumulative

distribution function (CDF) curve of Rf and Rfd for these
test bus stops can be determined. From the fitted CDF
curve, the fitted value at a different level of CDF can be
recorded. *e fitted value at a different level of CDF can be
recorded using the fitted CDF curve, and the actual value
can be determined by analyzing the ranking level based on
the sorted 224 data collected at each test bus stop. For
analyzing the accuracy of the fitted CDF value, the relative
error between the actual and fitted value of Rf and Rfd for
test bus stops at a different level of CDF is examined.
Furthermore, 17 critical levels of CDF, ranging from 10% to
90% (with 5% of interval length), are selected for verifying.
*e relative error between the actual and fitted value of Rf

and Rfd for the critical CDF level at the 8 test bus stops are
presented in Tables 7 and 8.

Expect for a tiny minority of critical CDF level, relative
errors between the actual and fitted value of Rf and Rfd are
always less than 10% at these test bus stops, as shown in
Tables 7 and 8. *erefore, Gen. Extreme Value distribution

Table 4: Candidate distributions fitting results for bus failure characteristics.

No. Distribution
Number of rejections

FR FDR
1 Beta 4 4
2 Burr 2 1
3 Cauchy 7 6
4 Dagum 2 0
5 Erlang 5 3
6 Error 0 0
7 Fatigue Life 3 4
8 Gamma 2 0
9 Gen. Extreme Value 0 0
10 Gen. Gamma 1 0
11 Gen. Logistic 0 0
12 Gen. Pareto 2 1
13 Gumbel max 6 2
14 Gumbel min 7 6
15 Hypersecant 2 2
16 Inv. Gaussian 4 3
17 Johnson SB 2 0
18 Johnson SU 6 8
19 Kumaraswamy 4 4
20 Laplace 7 6
21 Logistic 0 0
22 Log-Logistic 3 1
23 Lognormal 3 4
24 Log-Pearson 3 5 6
25 Nakagami 1 0
26 Normal 0 0
27 Pearson 5 5 6
28 Pearson 6 2 1
29 Pert 4 2
30 Phased Biexponential 8 6
31 Phased Bi-Weibull 3 1
32 Rayleigh 4 5
33 Rice 2 1
34 Triangular 4 4
35 Uniform 4 2
36 Weibull 2 1
Note. 5 distributions highlighted in grey shading are selected as the well-fitted candidate distribution of Rf and Rfd.
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performs well in fitting CDF value for Rf and Rfd at these
test bus stops, and the accuracy and reliability for the fitted
value are convincing.

For the distribution pattern ofRf and Rfd at test bus stops,
Gen. Extreme Value distribution can be well fitted. Moreover,
they also have a positive correlation relationship (as shown in
Figure 4). *erefore, it can be considered that the fitted value
ofRf and Rfd at the same CDF level perform equivalently in

failure characteristics analysis. Figure 11 presents the fitted
curves and critical level values of Rf and Rfd, which are fitted
and utilized Gen. Extreme Value distribution for no.1 bus stop.
In Figure 11, the “star (with pink color)” and “triangle (with red
color)” display the fitted values of Rf and Rfd at these 17
critical CDF levels, and the “star” and “triangle” connected by a
dotted line is defined as an equal correlation pair ofRf andRfd

for the corresponding critical CDF level.

Table 5: Average P value of FR and FDR at test bus stops for well-fitted candidate distributions.

Distribution Probability density function (PDF) and sample space
Average P value
FR FDR

Error f(x | σ, k, ξ) � c1σ− 1 exp(− |c0z|k)c0 � (Γ(3/k)/Γ(1/k))1/2 c1 � kc0/2Γ(1/k) z ≡ (x − ξ)/σσ > 0,
ξ ≤x< +∞ 0.51376 0.74114

Gen. Extreme
Value f(x | σ, k, ξ) �

exp(− (1 + kz)− 1/k(1 + kz)(k+1/− k))/σ, k≠ 0,

exp(− z − exp(− z))/σ, k � 0,
􏼨 σ > 0, ξ ≤x< +∞ 0.68224 0.87865

Gen. Logistic f(x | σ, k, ξ) �
(1 + kz)− 1− 1/k/σ(1 + (1 + kz)− 1/k)2, k≠ 0,

exp(− z)/σ(1 + exp(− z))2, k � 0,
􏼨 σ > 0, ξ ≤x< +∞ 0.47726 0.65518

Logistic f(x | σ, ξ) � exp(− z)/σ(1 + exp(− z))2σ > 0, ξ ≤x< +∞ 0.25996 0.40434

Normal f(x | σ, ξ) � exp(− (1/2)(x − ξ/σ)2)/σ
���
2π

√
σ > 0, ξ ≤x< +∞ 0.47032 0.68553
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Figure 10: Well-fitted candidate distributions P value comparison for bus failed characteristics. (a) Failure rate (%). (b) Failure duration
rate (%).

Table 6: Parameters of fitted FR and FDR at test bus stops.

Bus stop
Fitted FR parameters Fitted FDR parameters

σ k ξ σ k ξ
No.1 bus stop − 0.3034 0.08116 0.28627 − 0.30432 0.06281 0.19447
No.2 bus stop − 0.42799 0.08592 0.35594 − 0.31185 0.07768 0.22823
No.3 bus stop − 0.14816 0.08291 0.20818 − 0.21402 0.07047 0.15087
No.4 bus stop − 0.28909 0.10029 0.26163 − 0.25443 0.07185 0.16056
No.5 bus stop − 0.24515 0.09676 0.15746 − 0.18459 0.06912 0.10188
No.6 bus stop − 0.22178 0.07511 0.11501 − 0.11238 0.05439 0.06722
No.7 bus stop − 0.20209 0.08564 0.17765 − 0.1715 0.06254 0.1101
No.8 bus stop − 0.21955 0.08123 0.15239 − 0.13328 0.06037 0.09181
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Figure 12 reveals the relationship for the 136 equal
correlation pair of Rf and Rfd, including the pairs for 17
critical CDF levels at 8 test bus stops. A quite strong linear
regression expression (with 0.98 of R-square) for the fitted
couples of Rf and Rfd can be observed, which can reflect the
significant correlation relationship between fitted Rf and
Rfd.

4.3. Correlation Performance Evaluation. *e cross-
validation method [34] for Rfd prediction based on AVL
data is adopted for analyzing the correlation between Rfd

and Rf. A four-step procedure for predicting Rfd at a certain
cumulative distribution ranking level is illustrated as below.
Firstly, the observed Rfd and Rf in peak hours of 56
workdays at 75% bus stops of the total 8 test bus stops are

selected randomly as the modeling datasets, and the data of
the rest two bus stops are defined as predicted datasets.
Secondly, the probability density distribution of Rfd and Rf

(for the selected six bus stops in modeling datasets) are fitted
using Gen. Extreme value distribution, and the fitted Rfd

and Rf are recorded based on their probability density
functions at critical cumulative distribution levels, respec-
tively. *irdly, linear regression expression is developed
based on these fitted Rfd and Rf for the six bus stops (in
modeling dataset) at critical cumulative distribution levels.
Finally, the observed Rf (for two bus stops in prediction
dataset) at corresponding critical cumulative distribution
levels are determined, and the predicted Rfd can be cal-
culated using the linear regression model (as formulated in
Step 3). *e prediction accuracy and reliability of Rfd can be
determined by comparing the actual and predicted value.

Table 8: Relative error between actual and fitted FDR for test bus stops at different CDF levels.

Level of CDF No.1 bus
stop (%)

No.2 bus
stop (%)

No.3 bus
stop (%)

No.4 bus
stop (%)

No.5 bus
stop (%)

No.6 bus
stop (%)

No.7 bus
stop (%)

No.8 bus
stop (%)

P10%
c 1.60 0.46 5.16 1.94 12.48 34.54 4.82 0.89

P15%
c 0.68 0.88 0.32 2.49 4.14 11.60 3.99 5.04

P20%
c 0.83 2.61 2.38 1.82 7.78 0.14 0.64 8.65

P25%
c 1.84 2.32 3.42 2.79 7.60 0.85 0.64 3.29

P30%
c 2.31 1.04 0.36 1.29 9.65 3.32 0.08 1.98

P35%
c 0.90 0.09 1.12 1.11 3.08 1.17 2.03 1.43

P40%
c 0.34 1.09 0.17 0.29 0.40 1.06 1.84 3.81

P45%
c 0.77 0.23 0.76 0.27 2.88 3.61 1.02 5.75

P50%
c 0.48 0.62 0.42 2.56 4.19 2.81 1.47 2.73

P55%
c 0.48 1.36 0.76 1.97 4.28 2.28 0.36 1.36

P60%
c 1.32 0.29 1.06 1.08 2.90 1.33 1.05 0.21

P65%
c 0.96 0.69 0.48 1.90 0.52 2.10 1.59 1.61

P70%
c 0.44 1.32 0.17 2.14 1.11 0.47 1.76 0.04

P75%
c 0.32 0.85 1.21 2.65 0.16 0.11 1.78 0.45

P80%
c 0.02 0.27 2.47 0.51 3.55 0.04 0.15 3.59

P85%
c 0.05 0.75 3.98 2.37 7.96 3.19 1.56 0.56

P90%
c 1.51 0.42 0.31 3.62 4.07 0.65 1.93 1.04

Table 7: Relative error between actual and fitted FR for test bus stops at different CDF levels.

Level of CDF No.1 bus stop No.2 bus stop No.3 bus stop No.4 bus stop No.5 bus stop No.6 bus stop No.7 bus stop No.8 bus stop
P10%

c 0.72 0.22 4.05 3.62 8.67 10.43 0.15 32.67
P15%

c 3.01 2.43 1.91 3.18 26.52 1.33 7.19 1.37
P20%

c 1.97 0.08 3.13 1.02 2.24 15.97 7.90 0.48
P25%

c 0.95 1.37 0.76 2.27 5.87 10.43 0.84 0.09
P30%

c 1.85 1.80 0.33 3.93 5.63 4.26 3.13 4.10
P35%

c 0.55 1.26 2.02 0.46 0.28 5.36 1.70 3.53
P40%

c 0.55 0.09 0.07 0.39 0.50 2.79 1.30 0.97
P45%

c 2.32 0.17 0.33 0.83 1.23 1.38 1.76 2.13
P50%

c 0.09 0.43 1.22 1.66 2.07 0.99 1.25 0.45
P55%

c 1.18 1.10 0.30 0.25 2.11 1.01 1.23 4.05
P60%

c 0.68 1.52 0.75 3.14 2.18 2.87 0.29 1.56
P65%

c 0.12 0.42 0.74 2.39 1.79 3.62 3.20 3.32
P70%

c 0.52 1.06 2.66 1.71 1.76 3.77 2.94 2.30
P75%

c 0.03 0.25 0.83 0.03 2.00 1.61 2.09 1.19
P80%

c 1.85 0.57 0.47 0.35 0.40 1.21 1.92 2.48
P85%

c 0.09 0.63 3.55 2.68 1.77 2.30 0.06 2.79
P90%

c 0.47 0.38 0.55 3.63 3.94 4.19 0.25 1.69
Note: P10%

c represents the 10% CDF level (the 10th percentile of the fitted FR), ranking in ascending order ranging from 0 to 1.
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It is obvious that there are 28 different combinations of
modeling and prediction datasets, as the rules described in
Step 2. *ere are seven estimated values of Rfd for different
cumulative distribution levels at each bus stop, calculated
from these 28 different division plans. Based on cross-
validation, the predicted value and relative error of Rfd for
different cumulative distribution levels at 8 test bus stops are
calculated, and the results are shown in Figure 13.

In Figure 13, the mean value of predicted relative errors
for seven times Rfd prediction at different cumulative

distribution levels is represented by a solid blue line.
According to the results, these test bus stops have more
accurate predicted values (the relative error is less than 15%)
at most cumulative distribution levels, expect for low cu-
mulative distribution levels (less than 15%). *e prediction
results of Rfd for different cumulative distribution levels at
no.1 bus stop perform well (the relative error is not more
than 5%) in general. Also, for most of the bus stops (no.2,
no.4, no.5, no.6, no.7, and no.8 bus stop), the relative error of
predicted Rfd is diminished gradually, as the cumulative
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Figure 12: Gen. Extreme Value distribution fitted FDR vs. FR correlation analysis.
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Figure 13: Results of FDR estimation for test bus stops at CDF levels. (a) No.1 bus stop. (b) No.2 bus stop. (c) No.3 bus stop. (d) No.4 bus
stop. (e) No.5 bus stop. (f ) No.6 bus stop. (g) No.7 bus stop. (h) No. 8 bus stop.
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distribution sort decreases. No. 3 and no. 4 bus stops serve
five bus routes, more than other bus stops. In general, the
more bus routes are served at a bus stop, the more com-
plicated buses arrival patterns are. *erefore, the average
predicted relative error values of no. 3 and no. 4 bus stops
will be larger than other bus stops.

To make an easy comparison, the average relative error of
Rfd for 1-berth bus stops and 2-berth bus stops are plotted in
Figure 14. It can be observed that, for both types of stops, the
average relative error shows a decreasing trend. In addition, the
volatility is insensitive when the cumulative distribution level is
higher than 30%, and the average relative error is less than 8%
in general. According to the results, the proposed “Distribution
Fitting and Cumulative Distribution Correlation (DF-CDC)”
can develop a significant correlation relationship between the
failure rate and failure duration rate.

5. Conclusion

In order to analyze the characteristics of bus stop failure, we
propose a new measurement called FDR and make a com-
parison to the traditional index of the FR. Compared with the
FR, the proposed FDR is capable to quantitatively assess the
impact of bus stop failure on traffic efficiency. Based on the
collected AVL data associated with the eight bus stops in
Wujiang District of Suzhou, we make an in-depth analysis of
the characteristics and correlation of the FR and FDR. Some
insightful findings are summarized as follows:

(i) It can be observed that the values of FR and FDR in
morning and evening peak hours are greater than
those during off-peak hours. *e value of the FR is
usually larger than that of the FDR across all the
eight bus stops.

(ii) It is found that there is a positive correlation be-
tween the FR and the FDR. However, the R-square
values of the linear regressions fluctuate dramati-
cally among different bus stops. *e results also
indicate that the FDR is more robust than the FR in
describing transit system status and traffic
characteristics.

(iii) We find that Gen. Extreme Value distribution could
be well used for the fittings of both the FR and FDR
and the proposed “Distribution Fitting and Cu-
mulative Distribution Correlation (DF-CDC)”
method works well in determining the fitted values
of the FR and FDR at the critical CDF level that
reflects a significant correlation between the FR and
FDR.

Future works could be extended in two aspects. First,
more AVL and other source data in other cities could be
collected and used for analyzing the failure characteristics of
bus stops. Second, based on the data-driven analysis of bus
stop failure characteristics, we could make some scenario
analysis to find out the most important factors, such as the
number of bus stop berths and the number of lanes or the
passenger demand.
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-is paper proposes a simulation approach for the optimal driving range of battery electric vehicles (BEVs) by modeling the
driving and charging behavior.-e driving and charging patterns of BEV users are characterized by reconstructing the daily travel
chain based on the practical data collected from Shanghai, China. Meanwhile, interdependent behavioral variables for daily trips
and each trip are defined in the daily trip chain. To meet the goal of the fitness of driving range, a stochastic simulation framework
is established by the Monte Carlo method. Finally, with consideration of user heterogeneity, the optimal driving range under
different charging scenarios is analyzed. -e findings include the following. (1) -e daily trip chain can be reconstructed through
the behavioral variables for daily trips and each trip, and there is a correlation between the variables examined by the copula
function. (2) Users with different daily travel demand have a different optimal driving range. When choosing a BEV, users are
recommended to consider that the daily vehicle kilometers traveled are less than 34% of the battery driving range. (3) Increasing
the charging opportunity and charging power is more beneficial to drivers who are characterized by high daily travel demand. (4)
On the premise of meeting travel demand, the beneficial effects of increased fast-charging power will gradually decline.

1. Introduction

Battery electric vehicles (BEVs) have the outstanding advan-
tages in zero tailpipe emissions, low noise, convenient main-
tenance, and high energy conversion efficiency. -e
deployment of BEVs helps to reduce oil dependence, improve
air quality, and reduce pollutions and greenhouse gas emissions
[1]. Promoting the development of BEVs is considered as one
of the promising solutions for the treatment of severe air
pollution in metropolises [2]. -e incentives, such as subsidies
and tax credits, have effectively promoted the public acceptance
for switching to BEVs. For instance, in many mega cities in
China, like Beijing, Shanghai, and Hangzhou, the number of
vehicle license plates issued permonth (car ownership) is under
strict control, and the local government has also launched the
free licensing policies for BEVs [3].

However, due to the limited battery capacity and
charging facilities, inconvenient charging is still an

important obstacle to the promotion of BEVs [4]. Compared
to the conventional internal combustion engine vehicles
(ICEV), BEVs have a shorter driving range, generally
150 km–400 km. Meanwhile, it usually takes hours to charge
[5, 6]. Potential customers have repeatedly been found to
prefer vehicles with considerably higher available range
because of the range anxiety [7]. Although the long driving
range design helps to alleviate the user’s range anxiety, it
results in a higher expenditure on purchase and simulta-
neously, the affordability and cost-effectiveness is lowered
[8]. Optimizing driving range of BEVs based on users’ daily
travel demand is one of the feasible ways to solve this
problem, and it is also the direction of breakthrough for this
paper.

-e main contribution of this paper is optimizing the
driving range for different types of BEV users based on the
real-world BEV usage data, specifically including the fol-
lowing: (1) constructing the daily trip chain for BEV drivers
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by combining behavioral variables for daily trip and each
trip; (2) applying the copula function to examine the de-
pendence between daily travel variables; (3) proposing a
simulation framework for the Mote Carlo method to sim-
ulate the daily trip chain; and (4) quantifying the fitness of
driving range to find the optimal driving range for different
drivers.

-e remainder of the paper is organized as follows: after
a review of relevant literature, Section 3 defines the research
problem, followed by the stochastic formulation of driver
behavioral models and the procedure of the Monte Carlo
simulation in Section 4. Results and discussion are presented
in Section 5, and Section 6 concludes this study.

2. Literature Review

Researchers have conducted a series of studies on the travel
and charging behaviors of users based on the trajectory data
of new energy vehicles (NEVs). In order to understand travel
and charging behaviors, many existing studies focused on
the distribution of distance traveled per day [5, 9, 10], the
start time of charging [11–13], daily vehicle kilometers
traveled (DVKT) [10, 12, 14], distance traveled between
consecutive charges [5, 15, 16], and battery state of charge
(SOC) before and after charging [11, 17, 18]. For example,
Wu et al. [9] collected the travel data of 403 plug-in hybrid
cars and analyzed the effects of the daily mileage and the
mileage between the two charges. Pearre et al. [5] analyzed
470 vehicles with more than 50 days’ travel data in Atlanta,
USA, and found that the highest probability of DVKT
distribution was 19.2–25.6 km; a wide variation in driving
distances was observed from different drivers.

Based on the driving behaviors of ICEV and NEV users,
how to optimize battery capacity or driving range of electric
vehicles (EVs) is studied. Li et al. [19] proposed a hybrid
distributionmodel to describe the daily travel mileage for the
purpose of optimizing battery capacity; the testing results
indicated that the mixture distribution model could satisfy
various drivers. In addition, Dong and Lin [15] proposed the
concept of BEV feasibility through a stochastic modeling
approach to characterize BEV drivers’ behavior.-e range of
comfort level of the drivers with different driving charac-
teristics was studied to explore solutions to reduce range
anxiety. However, although the driving patterns charac-
terizing BEVs are stochastic, the researchers found that the
variables are interdependent. After modeling the depen-
dence structure between six variables using a nonparametric
copula function, Brady and O’Mahony [20] applied a sto-
chastic simulation methodology to generate a schedule of
daily travel and charging profile.

-e travel pattern of a particular BEV owner is relatively
constant, yet the uncertainties make the travel demand vary
from different drivers (i.e., interdriver heterogeneity). Using
the data collected from 50 BEVs in Shanghai, China, Yang
et al. [11] found the interdriver heterogeneity existing in
driving and charging behaviors in terms of distance traveled
per day, start time of charging, daily number of charging
events, distance traveled between consecutive charges, SOC
before and after charging, and time-of-day electricity

demand. Due to the heterogeneities, it is unrealistic for
vehicle manufacturers to make the driving range exactly
equal to drivers’ travel demand. -e method of Monte Carlo
simulation with the trip chain theory is often used to depict
drivers’ stochastic behaviors. For example, based on the
survey data of National Household Travel Survey (NHTS),
Jianfeng et al. [12] fitted the characteristics of the trip chain
and analyzed the charging demand by the Monte Carlo
simulation. Shuqiang et al. [21] proposed a method to an-
alyze the charging demand of electric vehicles based on the
trip chain theory; the Monte Carlo method was applied to
explore the probability distribution characteristics of EVs
parking time in different regions during one-day travel.

In summary, for the study of optimizing driving range, it
is reasonable to consider the correlation between behavior
variables and the heterogeneity of users in the modeling
process. In addition, practical BEV usage data is rarely
utilized to support users daily trip chain reconstruction
based on travel and charging behavior. In view of the above
methods and shortcomings, this paper proposes a proba-
bility distributionmodel based on the daily user trip chain by
considering the correlation between the variables of daily
trips and each trip. Combining different scenario settings,
users with different driving behavior are analyzed for op-
timal driving range using Monte Carlo simulation method.

3. Problem Statement

3.1. Daily Trip Chain for BEVUsers. -e term of “trip chain”
has different definitions [22]. To describe each individual’s
daily movement, we define the trip chain as a sequence of
trips bounded by dwells. A trip that commutes between two
anchor destinations, such as home to work, or work to home,
is powered by electricity, and the dwell between two con-
secutive trips offers charging opportunities for BEVs.

Assuming BEV drivers leave home in the morning of the
travel day with a full battery, the departure time of the first
trip T0 is recorded.With the travel time of the first trip t1 and
the travel speed of the first trip v1, the distance traveled and
the energy consumed for the first trip are estimated. -e
departure time for the next trip is determined by the dwell
time after the first trip s1. Drivers may plug in their vehicles
at the dwell place with considerations that the dwell time is
long enough, the SOC is below a certain value (SOC before
charging: SOCn

′), and the charging facility is available. After
the total number of trips N that day, the driver returned
home, and daily vehicle kilometers traveled D are recorded.
-e electric energy consumed by the n-th trip Et

n can be
estimated by the travel time of the n-th trip tn and the
average travel speed of the n-th trip vn. -e energy obtained
from the n-th dwell Ec

n is determined by the time length of
the n-th dwell sn and the power of charging facility.-us, the
daily trip chain is formed by the abovementioned deter-
minants, which include a variety of behavioral variables that
describe daily trips and each trip. Table 1 summarizes the
behavioral variables of the daily trip chain. -e distributions
of behavioral variables are derived from the BEV dataset
collected from Shanghai, China, in the next section. Once
the coverage of charging infrastructure is given, the fitness of
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the driving range, indicating whether the BEV driving range
is capable of covering the daily trip chain, is quantified.

3.2. Correlation between Behavioral Variables. -e behav-
ioral variables in the daily trip chain are mutually influential
and not independently distributed. Studies have demonstrated
the correlation between the variables for daily trips [20] (i.e.,
number of daily trips N, the departure time of the first trip T0,
and daily vehicle kilometers traveled D) and applied the
copula function to combine the distributions between them.
-e copula function is called a “join function” or a “dependent
function,” which is a function that connects the joint distri-
bution of multiple random variables with their respective
marginal distributions [23]. Specifically, in accordance with
Sklar’s theorem [24], the continuous random variables
x1, x2, . . . , xn with cumulative distribution functions (CDFs)
F1(x1), F2(x2), . . . , Fn(xn), respectively, are joined by copula
C if their joint distribution function can be expressed as

F x1, x2, . . . , xn( 􏼁 � C F1 x1( 􏼁, F2 x2( 􏼁, . . . , Fn xn( 􏼁( 􏼁. (1)

Further, the three behavior variables of each trip not only
affect each other, but also depend on the three variables of
daily trip. Equation (2) establishes the link between each trip
variable and the daily trip variable:

D � 􏽘

N

n

tn · vn. (2)

Daily vehicle kilometers traveled D are the cumulative
sum of the travel time of each trip tn multiplied by the
average speed of each trip vn under the number of daily trips
N.

3.3. Fitness of Driving Range. Due to limited battery range
and insufficient charging infrastructure, the travel demand
of BEV users is likely under constraint. BEV users may check
the remaining SOC before each travel. Once the travel
distance is beyond the remaining range, drivers have to
charge the battery or change the travel plan. -is situation is
referred to as “range limitation” [15]. -e more times the
mileage limit occurs, the less user satisfaction will be.

We reconstruct the daily trip chain for BEV users by
simulation. -e remaining SOC is determined by the energy
consumed in the previous travels and the availability of
charging opportunity. Once there is no charging opportu-
nity, the situation of “range limitation” may occur when the

remaining battery range is not long enough for the next trip.
-e trip chain must be terminated as the battery may run
out. We count the number of the days with incomplete trip
chain and denote it as τ (R), where R represents driving
range. It can be speculated that the larger the battery, the less
possibility that the range limitation occurs.

-e fitness of driving range θ is defined as

θ � 1 −
τ(R)

M
× 100%􏼠 􏼡, (3)

where M is the number of travel days for BEV users. -e
proposed battery fitness measure can incorporate stochastic
driver behaviors by incorporating randomly distributed
variables in daily trip chain. If the simulated travel days for a
BEV are 10,000, the fitness θ � 95% means that there are 50
days when the BEV cannot fulfill the traveler’s travel
demand.

4. Methodology

4.1. Modeling of Driver’s Behaviors

4.1.1. Data Description. -is study makes use of a rich
database collected from 50 BEVs over a period of 4–12
months (spanning from June 5, 2015, to June 30, 2016). -e
dataset is provided by Shanghai Electric Vehicles Data
Center (SHEVDC) that is developed to remotely monitor
electric vehicles driven across the city. -e 50 BEVs, used as
personal vehicles, are with the same model of Roewe E50,
which is a pure electric passenger car with a 22.4 kW·h
battery pack and a claimed driving range of 170 km under
NEDC conditions [25].

Vehicle terminals, such as global positioning system data
loggers and instruments to measure voltage and current, are
installed on BEVs for data collection [26, 27]. -e collected
data includes turn on time, turn off time, total mileage, SOC,
voltage, and current. Vehicles’ driving information includes
time-stamped location (i.e., longitude and latitude), spot
speed, and azimuth. After data cleaning and consistency
check procedure to remove invalid data and possible errors
from the record, BEV owners’ driving patterns, such as the
trip distance, average travel speed, departure time of each
trip, trip time length, SOC before/after each trip, and energy
consumed, are extracted.

After the data cleaning of the original dataset, 12,855
valid trips, 7,112 accurate charges, and 7,275 travel days with
authentic trips were extracted. Due to the intermittent re-
cord, the travel distance between two consecutive charges
got 6,244 records. Table 2 summarizes the descriptive sta-
tistics of the valid trips and charges.

In terms of travel demand, the indicator that best reflects
daily travel demand is the daily travel distance. Its average is
51.6 km, which is only 30% of the battery’s driving range. In
addition, the average number of daily trips is 2.97, and the
highest value is 9, which can be roughly understood as a daily
commute user. For charging habits, the average SOC before
charging is 45.6%. -is means that the user prefers to start
connecting the charging plug when there is still about half of
SOC remaining.

Table 1: A summary of the behavioral variables of the daily trip
chain.

Number of daily trips N

Variables for daily
trips

-e departure time of the first trip T0
Daily vehicle kilometers traveled D

Variables for each trip

-e travel time of the nth trip tn

-e average travel speed of the nth trip vn

Dwell time between two consecutive trips
sn

Variables for charging SOC before charging SOCn
′
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4.1.2. Modeling Variables for Daily Trips. In order to verify if
there is dependence among the variables for daily trips,
Pearson’s linear correlation which measures a monotonic
relationship between variables is estimated and placed in the
matrix, R [28]. Pearson’s linear correlation derived for the
variables representing daily trips: the departure time for the
first trip T0, daily vehicle kilometers traveled D, and number
of daily trips N are given by

R �

1 −0.23 0.51

−0.23 1 −0.35

0.51 −0.35 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (4)

Testing the hypothesis of no correlation against the al-
ternative that there is a nonzero correlation was applied to the
elements of the correlation matrices [29]. All coefficients in the
Rmatrix are found to be statistically significant assuming a 0.05
level of significance. In the R matrix, there is strong evidence
that all variables are correlated and it is important to model the
dependence structure between the core variables. According to
R (1, 2), daily travel distance is negatively correlated with the
first departure time of the day, which means that the later the
user travels the earliest day, the shorter the daily travel mileage
is. Meanwhile, R (1, 3) shows that the more daily trips, the
greater the distance traveled each day. -erefore, after dem-
onstrating the dependencies between the simulated variables, a
joint PDF using their respective marginal distributions and a
copula function needs to be constructed.

By modeling using copula function, we get the joint
distribution result between the three variables for daily trips. If
the resulting modeling structure is correct, the original and
simulated values of the corresponding variables should have
the same distribution. -is is studied using the quantile-
quantile (Q-Q) plot of the simulated and raw data. Figure 1
shows the Q-Q plot of the raw and simulated values of the
variables (daily vehicle kilometers traveled). If the two dis-
tributions to be compared are similar, the points in the Q-Q
diagram will approximate a straight line. It can be seen from
the figure that it approximates a straight line, indicating that
the simulated and original data are from the same distribution.

4.1.3. Modeling Variables for Each Trip

(1) Travel Time tn. Figure 2 plots the distribution of travel
time for each trip. 54.28% of the travel time is less than 40
minutes. We find that the travel time tn follows the log-
normal distribution [22]. -e PDF of tn is written as

f tn( 􏼁 �
1

���
2π

√
σtn

exp −
1
2σ2

ln tn − μ( 􏼁
2

􏼔 􏼕, tn > 0, (5)

where µ� 2.9115 and σ � 0.876.

(2) Travel Speed vn. -e travel speed for each trip follows the
beta distribution, with an average value of 22.04 km/h
(Figure 3). -e PDF of travel speed vn is expressed as

p3(y) �
Γ(α + β)

Γ(α) + Γ(β)
y
α− 1

(1 − y)
β− 1

.

y �
vn − a

b
,

(6)

where α� 2.9339, β� 3256600, a� 0.50467, and b� 2399300.

(3) Dwell Time between Two Consecutive Trips sn. Once a trip
is ended, BEV drivers may stop at the destination for a certain
period. -e dwell time is one of the key factors for charging
decision [30]. Figure 4 depicts the distribution of dwell time
between two consecutive trips. 57.5% of the dwells last for less
than 2 hours, whichmay not be appropriate for charging with
slow charging. -e dwell time is estimated by a lognormal
distribution. -e PDF of sn is written as

p4 sn( 􏼁 �
1

���
2π

√
σsn

exp −
1
2σ2

ln sn − μ( 􏼁
2

􏼔 􏼕, x> 0, (7)

where µ� 2.6 and σ � 1.0147.

Table 2: Summary metrics of valid trips and charges.

Number of samples Avg. Med. Max. Min. St.D.
Number of daily trips N 7275 2.97 2 9 1 1.16
-e departure time for the first trip T0 7275 11 : 23 10 : 45 23 : 59 0 : 00 4 : 50
Daily vehicle kilometers traveled D (km) 7275 51.6 55.4 95.3 17.5 18.8
Travel time tn (h) 12855 0.71 0.57 9.12 0.05 0.54
Travel speed vn (km/h) 12855 19.62 17.04 80 0.25 11.42
Dwell time between two consecutive trips sn (h) 6244 2.7 1.69 22.15 0.06 2.86
Charging power 7112 3.80 3.21 6.71 1.31 2.64
SOC before charging SOCn

′ (%) 7112 45.6 45.4 61.6 18.5 8.3
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Figure 1: Q-Q plot of the simulated and original variable (daily
vehicle kilometers traveled).
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(4) SOC before Charging, SOCn
′. -e SOC before charging is

adopted as the threshold for each charging event. Once the
remaining SOC is above the threshold, the charging event will
not occur [31]. As shown in Figure 5, the preference of the

SOC before charging is not obvious, indicating drivers are
likely to charge their vehicles whenever they have charging
opportunities. -e distribution of SOCn

′ is found subject to
the Johnson SB distribution. -e PDF of SOCn

′ is written as
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p5 tn( 􏼁 �
δ

���
2π

√
z(1 − z)

exp −
1
2

c + δ ln
z

1 − z
􏼒 􏼓􏼒 􏼓

2
􏼠 􏼡, ζ ≤ z≤ ζ + λ,

z �
SOCn
′ − λ
λ

(8)

where c � 0.081, δ � 0.242, ζ � 0, and λ� 100.

4.1.4. Drivers Heterogeneity. In order to consider the impact
of heterogeneity, Yang et al. [11] applied a machine learning
method to analyze BEV drivers’ habitual behaviors based on

the same sample data. User heterogeneity is mainly reflected
in different travel patterns. Daily vehicle kilometers traveled
D are not only the core of the behavior variable for daily
trips, but also the dependency of each trip variables.
-erefore, the research on user heterogeneity in this paper
mainly focuses on the optimal driving range of different
daily travel users. According to the results of Yang et al. [11],
the 50 BEV sample vehicles can be divided into 4 clusters in
Table 3 by daily vehicle kilometers traveled D. Obviously,
based on the same charging scenario restrictions, users with
different travel pattern will have corresponding optimal
driving range.
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4.2. Monte Carlo Simulation

4.2.1. Simulation Assumptions. -e data set of this study is
based on the Roewe E50, so the initial driving range R during
the simulation is also 170 km. -at is, the driving range
limitation of this study is specifically defined for this vehicle
model. Several conditions are set for the simulation context/
environment. -ey are summarized as follows.

Condition 1. Charging places: two scenarios are set for
charging locations. In Scenario 1, users can only charge the
battery at home when they go back home after the last trip of
the travel day. In Scenario 2, the charging facility is available
at workplace, and users can choose to charge at the work-
place or charge at home. Two time periods for workplace
charging are set, i.e., from 09 : 00 to 16 : 00 [32].

Condition 2. Energy consumption: the electricity consumed
for the nth trip Et

n (kW) is supposed to be determined by the
travel time and travel distance [33]. A linear relationship is
found based on the real-world data with the R-squared value
of 0.937. It can be written as

E
t
n � 0.0038tn + 0.8358ln + 0.9829, (9)

where ln (km) is travel distance for the nth trip determined
by vn and tn.

Condition 3. Charged energy: the amount of electricity
charged mainly depends on the charging power and the
dwell time. -e charging power is assumed as constant, and
the charged electricity Ec

n (kW) for the nth dwell can be
written as

E
c
n � min R

r
n + p × sn, R( 􏼁, (10)

where Rr
n (kW·h) is the remaining range after the nth trip, p

is the charging power, and R (kW·h) is the battery capacity.

4.2.2. Simulation Process. Based on the distribution models
of drivers’ driving and charging behaviors, the Monte Carlo
simulation is applied to simulate the trip chain for BEV
users. To stabilize the simulation results, the number of the
simulated travel days M is set as 10,000. -e simulation
process is presented in Algorithm 1.

5. Results and Discussion

-e charging problem is a key obstacle hindering the de-
velopment of BEVs. -e feasible methods to solve the

charging problem mainly include increasing the charging
opportunity and increasing the power of the charging pile.
-ese two feasible methods will be studied to influence the
optimal driving range of different users in this section.

5.1. Impact of Workplace Charging. In general, household
charging piles mainly apply alternating current (AC), which
is mainly divided into two levels. Level 1 operates at 120
VAC (voltage in an alternating current), while Level 2 uses
208 or 240 VAC, and the corresponding charging power
ranges from 1.4 kW to 7.2 kW. If the charging pile in public
places uses direct current (DC), the charging power can
reach 50 kW or more. Although the charging power of
Electric Vehicle Supply Equipment (EVSE) is now getting
bigger, evenmore than 100 kW, it takes a long time to spread
to the average drivers and to apply to each BEV model
[34,35]. Almost all charging events extracted from the
dataset are performed using AC Level 2 Electric Vehicle
Supply Equipment (EVSE), with an average value of 3.8 kW
in Table 2. -us, by setting three kinds of slow charging
power (i.e., the power of 3.5 kW, 7 kW, and 15 kW) at two
charging places, the impact of increasing the charging op-
portunity on the optimal driving range is studied. Given the
fitness requirement θ� 95%, Figure 6 presents the results of
optimal driving range in Scenario 1 and Scenario 2.

Whether it is to increase the charging opportunity or the
charging power, the value of the optimal driving range can
be reduced, because the daily travel demand of users is more
easily met. In detail, the daily vehicle kilometers traveled of
clusters A and B exceed the average value in Table 2.
Compared with Scenario 1, Scenario 2 that increases the
charging opportunity at the workplace has a significant effect
on reducing the optimal driving range, especially for cluster
B with a daily vehicle kilometers traveled value of 93 km.
Clusters C and D with smaller travel demand are not sen-
sitive enough to Scenario 1 and 2 with different charging
opportunities. When the charging power is 15 kW, the
optimal driving range of both clusters is only slightly
reduced.

According to the original driving range of the Roewe E50
(170 km), two drivers in cluster B are not suitable for this
model unless the charging power and charging opportunities
are appropriately increased. Also, the daily travel demand of
the 14 users in clustersC andD can bemostly satisfied even if
charging only at home and the charging power is 3.5 kW. As
the daily vehicle kilometers traveled of cluster A are similar
to the average value, it can be found that when the average
daily travel distance of the user accounts for about 30%–34%
of the battery driving range, the fitness of battery capacity
cannot be satisfied.-erefore, users should choose their own
BEVs whose daily travel demand is within 34% of the battery
driving range.

5.2. Impacts of Fast Charging. In order to understand the
impact of fast charging, based on the results of Section 5.1,
the benchmark scenario is set to 15 kW at home and at the
workplace. Assuming fast charging is only available at
workplace, the added charging power of workplaces (CPW)

Table 3: Summary metrics of different clusters.

Type Number of vehicles
Avg. daily vehicle kilometers

traveled (km)
Sample size Mean St.D.

Cluster A 34 4406 58.0 42.0
Cluster B 2 240 93.4 44.3
Cluster C 5 1059 31.7 30.1
Cluster D 9 1570 23.3 19.0
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is set to 30 kW, 45 kW, and 50 kW, respectively. -e
charging power at home (CPH) is still set to 15 kW. Figure 7
shows a stacked bar chart of relative reduction percentages
when the optimal driving range is compared with the values
of the benchmark scenario as CPW increases.

Cluster B, which has the largest daily vehicle kilometers
traveled, has the largest reduction percentage. When
CPW � 50 kW and CPH � 15 kW, the optimal driving range
can be reduced by 10.4% compared with the benchmark
scenario. Conversely, the cumulative reduction percentage
of clusters C and D is in the range of 7.6%–8.4%. -e
benefits of fast charging are more significant to users with
high daily travel demand. Besides, as the CPW increases,

the value of the relative reduction percentage for each
cluster gradually decreases. It can be seen that, on the
premise of meeting travel demand, the beneficial effects
brought by the increase in fast-charging power will
gradually weaken.

To sum up, with the increase in daily travel demand of
residents, the beneficial effects of charging piles equipped
with fast-charging power can be reflected. -e government
should pay more attention to the layout of the fast-charging
piles in the area where residents with large daily travel needs
are located. Simultaneously, a reasonable amount of fast-
charging power should be studied without the need for blind
high power.
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Input: Practical data of the behavioral variables of the daily trip chain in Table 1
Output: Simulated travel and charging process
Process:
Initial: M� 10,000, m� 1, i� 0.

Step 0: the vehicle is assumed to depart from home with a full battery
Step 1: generate the daily trip, the number of daily trips N, the departure time for the first trip T0, and the daily travel distance D

using copula function; set i� 1
Step 2: generate the travel distance, the average travel speed for each trip, and the dwell time between the two trips by equation (2)

on the day m
Step 3: calculate the electricity consumed for the ith trip; check whether the remaining SOC is sufficient for the ith trip. If it is, update

the remaining SOC after arriving at the destination, and proceed to Step 4; otherwise, the ith trip is marked as failed with “range
limitation,” and choose alternative travel mode to make up for this trip; set m�m+1, and return to Step 0
Step 4: generate SOC before charging SOCn

′; check whether a charging opportunity is available at that time. If the charge is
performed, calculate the increased SOC and update the remaining range; otherwise, the remaining range keeps the same
Step 5: check whether i equals N. If it does, move to Step 6; otherwise, i� i+ 1, and return to Step 2
Step 6: check whether m equals M. If it does, the simulation is terminated; otherwise, set m�m+ 1, and return to Step 1

ALGORITHM 1: Summary of simulation methodology.
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6. Conclusions

Aimed at finding out the optimal driving range consid-
ering user heterogeneity in different charging scenarios,
this study proposes a simulation modeling method rep-
resenting BEV users’ driving and charging behavior using
the real-world in-use data collected from Shanghai, China.
-e Monte Carlo simulation is adopted to reconstruct
BEV users’ daily trip chains and quantify the fitness of the
driving range. -e key findings from the results include
the following. (1) -e daily travel chain can be recon-
structed by variables for daily trips and each trip, and
dependencies exist in these variables. (2) According to the
results of four clusters, users with different daily travel
demand have different optimal driving ranges. When
choosing their BEV, users should consider that the daily
vehicle kilometers traveled are less than 34% of the battery
driving range. (3) Increasing both the charging oppor-
tunity and charging power is more beneficial to drivers
with large daily vehicle kilometers traveled. (4) With the
increase of fast-charging power, this beneficial effect
gradually weakens when daily travel demand is met.

-e main contribution of this paper is to construct a
daily trip chain to analyze the optimal driving ranges of
various heterogeneous users. However, due to errors in the
vehicle’s latitude and longitude in the data source, the re-
striction is that only the home and workplace are assumed
during the daily trip chain. -e purpose of daily activities of
residents is diverse, not only work and home. -erefore,
further enriching the daily trip chain is also themain focus in
the future research direction.
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To study the guidance method of driverless travel mode choice from the perspective of traffic supply-demand, we assume
that all vehicles are driverless and establish a multimodal travel market model to depict the supply-demand relationship of
multimodal driverless transportation network. To regulate the disequilibrium multimodal travel market, an optimal price
regulation law is proposed, which aims to minimize the supply-demand deviation and the amplitude of price regulation.
,en, the existence, uniqueness, and stability of the optimal price regulation law are confirmed. In the calculation process
of a numerical example, the travel prices of driverless car and driverless subway are realized by congestion fee and subway
fare, respectively. ,e results indicate that the optimal price regulation law can reduce the supply-demand deviation of the
multimodal travel market and guide travelers to choose a reasonable travel mode to travel in the driverless
transportation network.

1. Introduction

With the development of driverless technology, the city is
again at the crossroads of a historic transformation in the
transportation technology. Hence, it is important to de-
termine how the impact of driverless technology on urban
transportation should be addressed. Such problems have
attracted considerable attention from scholars. Morando
et al. [1] believed that the high penetration rate of au-
tonomous vehicles can significantly improve the traffic
safety in urban transportation network. Ye and Yama-
moto [2] pointed out that the advantages of setting
dedicated lanes for automatic vehicles are significant
when automatic vehicles are in the medium density range
of mixed traffic flow. Smolnicki and Sołtys [3] investigated
the effects of different driverless mobility solutions on
urban spatial structures. Zhang et al. [4] studied the
impact of a shared autonomous vehicles system on urban

parking demand. Kamel et al. [5] analyzed the effects of
user preferences on the modal split of shared autonomous
vehicles. Yi et al. [6] studied the effect of the ambient
temperature on the energy cost and charging demand for
autonomous electric vehicles. Moreno et al. [7] believed
that ride sharing can more effectively reduce extra vehicle
kilometers, while the same amount of trips by shared
autonomous vehicles will require longer empty trips.

Currently, research on urban traffic planning and
management in the driverless environment focuses pri-
marily on road planning, parking planning, public
transport planning, and traffic management planning.
,e purpose of road planning is to solve the driving
problem of driverless vehicles on the road. Relevant
achievements include lane planning (e.g., Liu and Song
[8] and and Xia et al. [9]), traffic signal control planning
(e.g., Domı́nguez and Sanguino [10] and Jiang [11]), and
speed limit planning (e.g., Tajalli and Hajbabaie [12] and

Hindawi
Journal of Advanced Transportation
Volume 2020, Article ID 9191834, 9 pages
https://doi.org/10.1155/2020/9191834

mailto:sunxiyan1@163.com
https://orcid.org/0000-0002-4227-2499
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/9191834


Liu et al. [13]). ,e purpose of parking planning is to
solve the parking problem of driverless vehicles, and
relevant achievements include parking lot design (e.g.,
Nourinejad et al. [14] and Estepa et al. [15]) and parking
lot management (e.g., Yamashita and Takami [16] and
Wang et al. [17]). ,e purpose of public transport
planning is to attract some travelers to travel by the large
capacity and high occupancy of driverless public trans-
port. Relevant achievements include driverless public
transport type planning (e.g., Leich and Bischoff [18] and
Abe [19]) and driverless public transport line design (e.g.,
Cao and Ceder [20] and Tong et al. [21]). ,e purpose of
traffic management planning is to maintain traffic order
and ensure smooth traffic and safe run. Relevant
achievements include vehicles’ safety performance (e.g.,
Ye and Yamamoto [22] and Virdi et al. [23]), traffic laws
and regulations (e.g., Prakken [24] and Bartolini et al.
[25]), and traffic control (e.g., Wagner [26] and Tetta-
manti et al. [27]).

Overall, the new driverless technology has brought
great changes to urban transportation system. However,
the driverless transportation system is large and complex.
,ere may be congestion on some roads during the peak
period, and it may be difficult to find a parking place in
office and residential areas during the nonpeak period.
Kitamura et al. [28] pointed out that traffic planners need to
find effective ways to induce or suppress travel demand in
the next generation of transportation planning method-
ologies. Brideges [29] believed that the “multitraveler
sharing” public transport system can solve the problem of
urban congestion and proposed a “carrot and stick”
mechanism to encourage travelers to share their vehicles
with others. ,erefore, it is also necessary to strengthen the
guidance of travelers’ travel mode choice in the driverless
transportation network.

Ye and Wang [30] proposed a bilevel programming
model of congestion pricing for two travel modes: driv-
erless vehicle and conventional vehicle. Zhang et al. [31]
studied the integrated morning-evening commuting pat-
tern at the system optimum in the fully autonomous vehicle
environment. On the whole, there are few researchers to
study the guidance method of driverless travel mode choice
from the relationship of traffic supply-demand. However,
the disequilibrium of traffic supply-demand is the funda-
mental reason for urban traffic congestion. Based on this,
this study regards each type of driverless travel modes on
each OD pair as a travel market, regards driving time,
driving cost, and perceived traffic service quality as travel
price, and attempts to seek the price regulation mechanism
of multidriverless travel mode in terms of market supply-
demand.

,e remainder of this paper is organized as follows. In
Section 2, we establish a multimodal travel market model.
In Section 3, we present an optimal price regulation law
of disequilibrium multimodal travel market and prove
the existence, uniqueness, and stability of the optimal

price regulation law. A numerical example is demon-
strated in Section 4, and the conclusions are presented in
Section 5.

2. Multimodal Travel Market Model

To depict the supply-demand relationship of the multi-
modal driverless transportation network, we developed a
multimodal travel market model. In the driverless
transportation network, we suppose that all travelers do
not have a private car, and they can only travel by
driverless vehicles. Furthermore, we assume that there are
M types of driverless travel modes (e.g., driverless car,
driverless bus, and driverless subway) on OD pair (i, j). If
we regard each type of driverless travel mode as a travel
market, then there are M types of travel markets on OD
pair (i, j).

2.1. Notional Supply and Demand. We define all travelers of
themth travel mode who need to travel from the origin node
i to the destination node j as the demand side of the mth

travel market. According to the definition of the demand
function in the elastic demand traffic assignment problem,
we define the linear combination between exogenous vari-
able vector Xm

ij and travel price Pm
ij as the notional demand 􏽥D

m

ij

of the mth travel market on OD pair (i, j) at the kth period. It
can be expressed as

􏽥D
m

ij (k) � αm
ij X

m
ij (k)􏽮 􏽯

T
+ βm

ij P
m
ij (k),

∀βm
ij < 0, m ∈Mij, i, j ∈ N, i≠ j,

(1)

where αm
ij represents the influence coefficient vector of Xm

ij on
􏽥D

m

ij , β
m
ij is the influence coefficient ofPm

ij on 􏽥D
m

ij ,Xm
ij reflects the

total travel demand, as well as the traveler’s gender, age, oc-
cupation, income, etc., Xm

ij (k)􏽮 􏽯
T
is the transpose of the vector

Xm
ij , Pm

ij is a comprehensive index that reflects the driving time,
driving cost, perceived traffic service quality, etc., Mij is the set
of all travel modes on OD pair (i, j), and N is the set of all
nodes.

We define the transport managers who can provide
transport services to the demand-side of the mth travel
market on OD pair (i, j) in the short period as the supply
side of the mth travel market. Considering that the supply of
driverless car (or driverless bus, driverless subway, etc.) in
the short period is affected a little by travel price, we ignore
the influence of travel price. Suppose that the notional
supply 􏽥S

m

ij of them
th travel market on OD pair (i, j) at the kth

period is only related to the exogenous variable vector Ym
ij . It

can be expressed as

􏽥S
m

ij (k) � ηm
ij Y

m
ij (k)􏽮 􏽯

T
, ∀m ∈Mij, i, j ∈ N, i≠ j, (2)

where ηm
ij represents the influence coefficient vector of Ym

ij on
􏽥S

m

ij and Ym
ij reflects the total supply, severe weather, natural

disaster, traffic accident, etc.
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2.2. Effective Supply and Demand. Suppose that the supply
side between different travel modes is independent of each
other, and the excessive demand of one travel market may
spill over the effective demand of other travel market in the
multimodal travel market. For example, if the demand of the
driverless car travel market exceeds the supply, some
driverless car travelers may switch to other driverless travel
modes, such as driverless bus or driverless subway. Referring
to the relevant research results in the field of economics
(Browne [32]), we define the linear combination between the
notional demand of the mth travel market and the effective
supply-demand difference of other travel markets as the
effective demand Dm

ij of the mth travel market on OD pair
(i, j) at the kth period. It can be expressed as

D
m
ij (k) � 􏽥D

m

ij (k) + 􏽘
r≠m

φr
ij D

r
ij(k) − S

r
ij(k)􏽨 􏽩,

∀φr
ij ≥ 0, r ∈Mij.

(3)

Applying formula (1) into (3), we have

D
m
ij (k) � αm

ij X
m
ij (k)􏽮 􏽯

T
+ βm

ij P
m
ij (k)

+ 􏽘
r≠m

φr
ij D

r
ij(k) − S

r
ij(k)􏽨 􏽩,

(4)

where φr
ij represents the spillover effect coefficient between

the mth travel market and the rth travel market on OD pair
(i, j).

Considering the interaction of the effective supply
between different OD pairs in the same travel mode (e.g., a
driverless bus passes through node i and node i′ to node j;
if the effective demand on OD pair (i, j) increases, the
effective supply on OD pair (i, j) will also increase, and the
effective supply on OD pair (i′, j) will decrease), we define
the linear combination between the notional demand of
the mth travel market and the effective supply of other
travel markets as the effective supply Sm

ij of the mth travel
market on OD pair (i, j) at the kth period. It can be
expressed as

S
m
ij (k) � 􏽥S

m

ij (k) + 􏽘

i′≠i or j′≠j

ϑm
ij− i′j′S

m
i′j′(k), ∀ϑm

i′j′ ≤ 0, i′, j′ ∈ N.

(5)

Applying formula (2) into (5), we have

S
m
ij (k) � ηm

ij Y
m
ij (k)􏽮 􏽯

T
+ 􏽘

i′≠i or j′≠j

ϑm
ij− i′j′S

m
i′j′(k), (6)

where ϑm
ij− i′j′ represents the influence coefficient of the mth

travel market between OD pair (i, j) and OD pair (i′, j′) and
ϑm

i′j′ � 0 indicates that the mth travel markets between OD
pair (i, j) and OD pair (i′, j′) are independent of each other.

2.3.ModelFormulation. In the multimodal travel market, if
the effective demand Dm

ij is less than the effective supply
Sm

ij , the travel market is in the state of oversupply and the
market trading volume Qm

ij � Dm
ij ; if the effective demand

Dm
ij is more than the effective supply Sm

ij , the travel market
is in the state of overdemand and the market trading
volume Qm

ij � Sm
ij ; if the effective demand Dm

ij is equal to the
effective supply Sm

ij , the travel market is in the state of
equilibrium and the market trading volume Qm

ij �

Dm
ij � Sm

ij . Clearly, the multimodal travel market trading
follows the principle of short side. ,e trading volume Qm

ij

of the mth travel market on OD pair (i, j) at the kth period
can be expressed as

Q
m
ij (k) � min D

m
ij (k), S

m
ij (k)􏽮 􏽯. (7)

Using formulas (4), (6), and (7), the multimodal travel
market model on OD pair (i, j) can be expressed as

Dm
ij (k) � αm

ij Xm
ij (k) + βm

ij Pm
ij (k) + 􏽘

r≠m
φr

ij Dr
ij(k) − Sr

ij(k)􏽨 􏽩,

Sm
ij (k) � ηm

ij Ym
ij (k) + 􏽘

i′≠i or j′≠j

ϑm
ij− i′j′S

m
i′j′(k),

Qm
ij (k) � min Dm

ij (k), Sm
ij (k)􏽮 􏽯.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(8)

3. Regulation Mechanism of Disequilibrium
Multimodal Travel Market

To regulate the supply-demand relationship of the dis-
equilibrium multimodal travel market, this section attempts
to seek the optimal price regulation law based on the
multimodal travel market model by using the dynamic
programming method.

3.1. Optimal Price Regulation Law. Let the total number of
nodes in set N be λ, the total number of travel modes in set
Mij is ℓij, D(k) � [D12(k), . . . , D1λ(k), D21(k), . . . , Dλ(λ− 1)

(k)]T, X(k) � [X12(k), . . . ,X1λ(k),X21(k), . . . ,Xλ(λ− 1) (k)]T,
P(k),� [P12(k), . . . ,P1λ(k),P21(k), . . . ,Pλ(λ− 1)(k)]T, S(k) �

[S12(k), . . . ,S1λ(k),S21(k), . . . ,Sλ(λ− 1)(k)]T, and Y(k) � [Y12
(k), . . . ,Y1λ(k),Y21(k), . . . ,Yλ(λ− 1)(k)]T. ,en, the effective
demand and effective supply in the multimodal travel
market model (8) can be rewritten as

D(k) � αX(k) + βP(k) + φ[D(k) − S(k)], (9)

S(k) � ηY(k) + ϑS(k), (10)

where
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Dij(k) � D
1
ij(k), . . . , D

ℓij

ij (k)􏼔 􏼕,

Sij(k) � S
1
ij(k), . . . , S

ℓij

ij (k)􏼔 􏼕,

Xij(k) � X
1
ij(k), . . . , X

ℓij

ij (k)􏼔 􏼕,

Yij(k) � Y
1
ij(k), . . . , Y

ℓij

ij (k)􏼔 􏼕,

Pij(k) � P
1
ij(k), . . . , P

ℓij

ij (k)􏼔 􏼕,

αij � diag α1ij, . . . , αℓij

ij􏼒 􏼓, α � diag α12, . . . , α1λ, α21, . . . , αλ(λ− 1)􏼐 􏼑,

βij � diag β1ij, . . . , β
ℓij

ij􏼒 􏼓, β � diag β12, . . . , β1λ, β21, . . . , βλ(λ− 1)􏼐 􏼑,

ηij � diag η1ij, . . . , η
ℓij

ij􏼒 􏼓, η � diag η12, . . . , η1λ, η21, . . . , ηλ(λ− 1)􏼐 􏼑,

φij �

0 φ2
ij · · · φℓij− 1

ij φℓij

ij

φ1
ij 0 · · · φ
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ij φ

ℓij
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⋮ ⋮ ⋱ ⋮ ⋮
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ij φ2

ij · · · 0 φℓij

ij

φ1
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ij · · · φℓij− 1
ij 0
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

φ � diag φ12, . . . ,φ1λ,φ21, . . . ,φλ(λ− 1)􏼐 􏼑,

ϑi′j′
ij �
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ℓ
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ϑ �
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.

(11)
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Let E � diag(1, 1, . . . , 1), |E − φ|≠ 0 and |E − ϑ|≠ 0.
Formula (10) can be abbreviated as

S(k) � (E − ϑ)
− 1ηY(k). (12)

Applying formula (12) into (9), we have

D(k) � (E − φ)
− 1 αX(k) + βP(k) − φ(E − ϑ)

− 1ηY(k)􏽨 􏽩.

(13)

Let the supply-demand deviation Z(k) � D(k) − S(k),
we can obtain the following equation according to formulas
(12) and (13).

Z(k) � (E − φ)
− 1αX(k) − (E − φ)

− 1φ(E − ϑ)
− 1η􏽨

+(E − ϑ)
− 1η􏽩Y(k) +(E − φ)

− 1βP(k).
(14)

For the convenience of analysis, we suppose that these
exogenous variables remain unchanged; that is, X(k + 1) �

X(k) and Y(k + 1) � Y(k). Let the regulation amplitude of
travel price ΔP(k) � P(k + 1) − P(k), U(k) � ΔP(k),
A � E, and B � (E − φ)− 1β; we thus have the following
dynamic relational expression from formula (14).

Z(k + 1) � AZ(k) + BU(k). (15)

To minimize the supply-demand deviation Z(k) and
avoid fierce market oscillation caused by excessive travel
price regulation, we take the comprehensive minimization
between the supply-demand deviation and the regulation
amplitude of travel price as the objective function. Let H0 be
a symmetric positive definite matrix, H � diag(q12, . . . ,

q1λ, q21, . . . , q(λλ− 1)), qij � diag(q1ij, . . . , q
ℓij

ij ), q1ij, . . . , q
ℓij

ij > 0,
R � diag(c12, . . . , c1λ, c21, . . . , cλ(λ− 1)), cij � diag(c1ij, . . . ,

c
ℓij

ij ), and c1
ij, . . . , c

ℓij

ij > 0. ,en, the objective function J can
be expressed as

min J �
1
2
Z

T
(L)H0Z(L)

+
1
2

􏽘

L− 1

k�0
Z

T
(k)HZ(k) + U

T
(k)RU(k)􏽨 􏽩.

(16)

By using the dynamic programming method (see Ap-
pendix) to solve formula (16), we obtain the optimal price
regulation law of the disequilibrium multimodal travel
market. It can be expressed as

P(k + 1) � P(k) − KZ(k), (17)

where K � [BTGB + R]− 1BTGA, H0 � G, and G represents
the positive definite solution of the following discrete Riccati
equation.

G � (A − BK)
T
G(A − BK) + K

T
RK + H

� A
T
GA − A

T
GB B

T
GB + R􏼐 􏼑

− 1
B

T
GA + H.

(18)

3.2. Stability Analysis

Theorem 1. For the optimal regulation problem (16), if k is
finite, then there exists a unique optimal price regulation law
of discrete system (15).

Proof. We first prove the existence of the optimal price
regulation law U∗(k). Because A, B, R, and H are constant
matrices, then G is unique according to formula (18); thus, K
is also unique. Evidently, there exists at least one optimal
price regulation law U∗(k) in discrete system (15).

Second, we prove the uniqueness of the optimal price
regulation law U∗(k). Suppose that there exist two different
optimal price regulation laws, U∗1(k) and U∗2(k), in discrete
system (15). From the uniqueness of K, we know the
following:

U
∗
1(k) � − KZ1(k), (19)

U
∗
2(k) � − KZ2(k). (20)

Applying formulas (19) and (20) into (15), respectively,
we have

Z
∗
1(k + 1) � (A − BK)Z1(k), (21)

Z
∗
2(k + 1) � (A − BK)Z2(k). (22)

Because Z∗1 and Z∗2 are solutions of the same discrete
system with the same initial condition, we know that Z∗1(k +

1) � Z∗2(k + 1) from formula (21) and (22); that is,
U∗1(k) � U∗2(k). Hence, the optimal regulation problem (16)
has a unique optimal price regulation law U∗(k). □

Theorem 2. If the optimal regulation problem (16) of discrete
system (15) has a unique optimal price regulation law U∗(k),
then the optimal price regulation law U∗(k) is asymptotically
stable.

Proof. We first introduce the stability criterion of discrete
system (Tian [33]). □

3.2.1. Stability Criterion of Discrete System. If there exists a
discrete function V(Z(k)) for discrete system (15), V(Z(k))

satisfies the conditions,

(1) V(Z(k))|Z(k)�0 � 0 and V(Z(k))|Z(k)≠0 > 0,
(2) ΔV(Z(k)) � V(Z(k + 1)) − V(Z(k))< 0,

then the optimal price regulation law U∗(k) is asymptoti-
cally stable.

Constructing a discrete function V(Z(k)), it can be
written as

V(Z(k)) � Z
T
(k)GZ(k). (23)

According to the positive definite solution G and for-
mula (23), we know that V(Z(k)) satisfies condition (1) in
the stability criterion of discrete system, and we only need to
prove that ΔV(Z(k))< 0. We know
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ΔV(Z(k)) � Z
T
(k) (A − BK)

T
G(A − BK) − G􏽨 􏽩Z(k).

(24)

According to formula (18), formula (24) can be rewritten
as

ΔV(Z(k)) � − Z
T
(k) H + K

T
RK􏽨 􏽩Z(k). (25)

Because H, K, and R are positive definite matrices, we
know that H + KTRK> 0; thus, ΔV(Z(k)) < 0. ,erefore,
the optimal price regulation law U∗(k) is asymptotically
stable.

4. Numerical Examples

4.1. Test Road Network and Market Model. To validate the
proposed optimal price regulation law, we need to establish
the corresponding relationship between travel price in the
theoretical model and specific traffic management measures.
Hence, we suppose that the test road network includes OD
pairs (1,2) and (1,3), driverless car, and driverless subway in
Figure 1, in which the travel price of driverless car and
driverless subway are regulated by road congestion fee CF
and subway fare SF, respectively.

Suppose that the driverless car travel price
P

cij

ij (k) � P
cij

ij (0) + CFcij

ij (k) and the driverless subway travel
price P

sij

ij (k) � SFsij

ij (k); we construct the following multi-
modal travel market model on OD pairs (1,2) and (1,3).

D
c12
12 (k) � 300 − 2P

c12
12 (k) + 0.2 × D

s12
12 (k) − S

s12
12 (k)􏼂 􏼃, D

s12
12 (k) � 300 − 25P

s12
12 (k) + 0.2 × D

c12
12 (k) − S

c12
12 (k)􏼂 􏼃,

S
c12
12 (k) � 0.4 × 500 + 0.2 × S

c13
13 (k), S

s12
12 (k) � 0.8 × 300 + 0.1 × S

s13
13 (k),

Q
c12
12 (k) � min D

c12
12 (k), S

c12
12 (k)􏼈 􏼉, Q

s12
12 (k) � min D

s12
12 (k), S

s12
12 (k)􏼈 􏼉,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(26)

D
c13
13 (k) � 350 − 2P

c13
13 (k) + 0.2 × D

s13
13 (k) − S

s13
13 (k)􏼂 􏼃, D

s13
13 (k) � 360 − 30P

s13
13 (k) + 0.2 × D

c13
13 (k) − S

c13
13 (k)􏼂 􏼃,

S
c13
13 (k) � 0.4 × 500 + 0.2 × S

c12
12 (k), S

s13
13 (k) � 0.8 × 300 + 0.1 × S

s12
12 (k),

Q
c13
13 (k) � min D

c13
13 (k), S

c13
13 (k)􏼈 􏼉, Q

s13
13 (k) � min D

s13
13 (k), S

s13
13 (k)􏼈 􏼉,

⎧⎪⎪⎨

⎪⎪⎩
(27)

In the effective demand D
c12
12 of driverless car travel

market on OD pair (1,2), X
c12
12 � 300 represents the total

travel demand of driverless car on OD pair (1,2) at the kth

hour, αc12
12 � 1 represents the influence of X

c12
12 on D

c12
12 , P

c12
12

represents the driverless car travel price on OD pair (1,2) at
the kth hour, βc12

12 � − 2 represents the sensitivity of P
c12
12 on

D
c12
12 , D

s12
12 − S

s12
12 represents the effective supply-demand

difference of driverless subway on OD pair (1,2) at the kth
hour, and φc12

12 � 0.2 represents the sensitivity of D
s12
12 − S

s12
12

on D
c12
12 .

In the effective supply S
c12
12 of driverless car travel market

on OD pair (1,2), Y
c12
12 � 500 represents the total supply on

OD pair (1,2) at the kth hour, ηc12
12 � 0.4 represents the ratio of

the supply meet driverless car travel demand to the total
supply on OD pair (1,2), S

c13
13 represents the effective supply

of driverless car travel market on OD pair (1, 3), and ϑc12
12− 13

represents the influence of S
c13
13 on S

c12
12 .

D
s12
12 , S

s12
12 , D

c13
13 , S

c13
13 , D

s13
13 , and S

s13
13 are similar to the

definitions of the above variables in the models (26) and
(27).

4.2. Model Calculation and Result Analysis. Suppose that
H � diag(1, 1, 1, 1), R � diag(8, 800, 8, 600), the regulation
period k ∈ [0, 24], the regulation step Δk � 1, the initial

travel price P
c12
12 (0) � 20, P

s12
12 (0) � 2, P

c13
13 (0) � 30, and

P
s13
13 (0) � 4. ,e results of calculation are presented in

Figure 2 and Table 1.
As shown in Figure 2, the driverless car travel markets on

OD pairs (1, 2) and (1, 3) at the beginning are in the state of
overdemand, and the driverless subway travel markets are in
the state of oversupply. After a certain number of regulation
periods, the supply-demand relationship of the driverless car
and driverless subway travel markets on OD pairs (1, 2) and
(1, 3) reaches the equilibrium state. ,e results indicate that
the proposed optimal price regulation law can significantly
reduce the supply-demand deviation of the multimodal
travel market and avoid the agitation of travel market caused
by excessive price regulation.

,e optimal price regulation results of driverless car
and driverless subway travel markets on OD pairs (1,2)
and (1,3) within 0–9 periods are listed in Table 1. Com-
bining the results of Figure 2 and Table 1 reveals that
increasing the road congestion fee and reducing the
subway fare will motivate some travelers who plan to
travel by driverless car to take the driverless subway or
give up their travel plans. Ultimately, it makes the demand
of driverless subway travel market increase, makes the
demand of driverless car travel market decrease, and

1 2
Subway line

Car line

3
Subway line

Car line

Figure 1: Test road network.

6 Journal of Advanced Transportation



finally achieves market equilibrium. ,e results show that
the optimal price regulation law can help travelers to
choose a reasonable travel mode to travel.

5. Conclusions

In this study, by taking each type of driverless travel
modes on each OD pair as a travel market and taking the
driving time, driving cost, and perceived traffic service
quality as the travel price, we established a multimodal
travel market model. Aiming at achieving the minimum
supply-demand deviation as well as the minimum am-
plitude of price regulation, we proposed an optimal price-
quantity law of the disequilibrium multimodal travel
market and analyzed the stability of the optimal price
regulation law. ,rough a numerical example, the ap-
plication of the optimal price regulation law in urban
multimodal traffic management was studied. ,e results
indicated that the optimal price regulation law can ef-
fectively reduce the supply-demand deviation of the

multimodal travel market, avoid the agitation of the travel
market caused by excessive price regulation, and achieve
market equilibrium.

,is study can help travelers choose a reasonable
travel mode to travel and promote the development of
urban traffic demand management methods. In a future
study, we plan to consider the mixed traffic scenario of
manual and driverless vehicle, the effects of the travel
price on the notional supply in the long period, and the
influence of the expected trading volume on traveler’
travel mode choice.

Appendix

,e processes of solving formula (16) by the dynamic
programming method are as follows. Let the k + 1 level
decision process be a process from k + 1 level to the terminal
state through L − k − 1 level decision-making. ,en, the
performance index Jk+1 of the k + 1 level decision process
can be expressed as
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Figure 2: Regulation process of effective supply and demand in the multimodal travel market. (a) OD pair (1,2). (b) OD pair (1,3).

Table 1: Optimal price regulation results.

Regulation period (h)
OD pair (1, 2) OD pair (1, 3)

Congestion fee Subway fare Congestion fee Subway fare
0 0 2 0 4
1 2.8786 1.5654 11.5146 3.3279
2 4.1000 1.4141 16.3999 3.1640
3 4.6181 1.3615 18.4726 3.1240
4 4.8380 1.3431 19.3520 3.1143
5 4.9313 1.3367 19.7251 3.1119
6 4.9708 1.3345 19.8833 3.1113
7 4.9876 1.3337 19.9505 3.1112
8 4.9948 1.3335 19.9790 3.1111
9 4.9978 1.3334 19.9911 3.1111
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Jk+1 �
1
2
Z

T
(L)H0Z(L)

+
1
2

􏽘

L− 1

τ�k+1
Z

T
(τ)HZ(τ) + U

T
(τ)RU(τ)􏽨 􏽩.

(28)

Hence, the performance index Jk of the k level decision
process can be expressed as

Jk � Jk+1 +
1
2

Z
T
(k)HZ(k) + U

T
(k)RU(k)􏽨 􏽩. (29)

According to Bellman’s principle of optimality (Gross
[34]), the optimal performance index of formula (29) can be
expressed as

J
∗
k � min

U(k)
J
∗
k+1 +

1
2

Z
T
(k)HZ(k) + U

T
(k)RU(k)􏽨 􏽩􏼚 􏼛.

(30)

Let G be the symmetric matrix and
J∗k � 1/2ZT(k)GZ(k). ,en, we have

J
∗
k+1 �

1
2
Z

T
(k + 1)GZ(k + 1). (31)

By applying formula (15) into (31), we obtain

J
∗
k+1 �

1
2
[AZ(k) + BU(k)]

T
G[AZ(k) + BU(k)]. (32)

By applying formula (32) into (30), we obtain

J
∗
k � min

U(k)
Z

T
(k) H + A

T
GA􏽨 􏽩Z(k) + 2U

T
(k)B

T
GAZ(k)􏽮

+ U
T
(k) B

T
GB + R􏽨 􏽩U(k)􏽯.

(33)

We also know that the regulation variable U(k) has no
effect on the current state Z(k) from formula (15). ,ere-
fore, we have

zJ∗k
zU(k)

� 2B
T
GAZ(k) + 2 B

T
GB + R􏽨 􏽩U(k) � 0. (34)

According to formula (34), we obtain the optimal price
regulation law of the disequilibrium multimodal travel
market, which can be expressed as

U
∗
(k) � − KZ(k). (35)

Equivalently,

P(k + 1) � P(k) − KZ(k). (36)
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'is paper develops two types of estimation models to quantify the impacts of carriage crowding level on bus dwell time. 'e first
model (model I) takes the crowding level and the number of alighting and boarding passengers into consideration and estimates
the alighting time and boarding time, respectively.'e secondmodel (model II) adopts almost the same regressionmethod, except
that the impact of crowding on dwell time is neglected. 'e analysis was conducted along two major bus routes in Harbin, China,
by collecting 640 groups of dwell times under crowded condition manually. Compared with model II, the mean absolute error
(MAE) of model I is reduced by 137.51%, which indicates that the accuracy of bus dwell time estimation could be highly improved
by introducing carriage crowding level into the model. Meanwhile, theMAE ofmodel I is about 3.9 seconds, which is acceptable in
travel time estimation and bus schedule.

1. Introduction

1.1. Background. Bus dwell time is defined as the duration of
transit vehicle stopped for serving passengers. It includes the
total passenger boarding and alighting time and the time
needed to open and close doors. In recent years, the use of
advanced traffic detection technique, such as the vehicle
navigation system based on GPS and automatic passenger
counter, offers a far more convenient and efficient data
source, which makes it feasible to conduct the transit travel
pattern and reliability analysis reasonably [1–5].

Previous studies have shown that dwell time is an im-
portant determinant of transit system performance and
service quality in many forms of urban public transportation
[6–8]. From the perspective of static bus schedule, bus dwell
time at stops is a major component of vehicle travel time,
while bus travel time plays an important role in determining
the departure frequency and route design for public transit
planners and operators. 'e proportion of bus dwell time in
total running time can consume up to 26% for some high-
frequency, high-ridership bus transit routes, especially in

some high-density areas [9]. 'us, estimating the bus dwell
time accurately contributes a lot to planning bus schedule
reasonably and efficiently, including the departure headway
and the fleet size required to provide service. In terms of
dynamic bus schedule, estimating the bus dwell time in
advance is of great importance to predict the operating state
of vehicles and then determine the punctuality rate or bus
headway deviation, avoiding the instability of bus systems or
bunching phenomenon. It is also important in determining
transit assignment models [10] and reliability analysis of the
transit network. Experience also shows that bus arriving
irregularly at stops is largely due to the inaccurate estimation
of bus dwell time. In addition, while serving passengers at a
bus stop, the interaction among buses and passengers may
constraint the discharge flows of buses and degrade the bus
systems’ service quality overall [11, 12]. Consequently, the
bus dwell time estimation is essential for improving the
service quality as well as reliability of the public transit
system [13–16].

'ere is no doubt that bus dwell time is affected by
various factors, including the most significant contributing
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factor, that is, the number of boarding or/and alighting
passengers, and some secondary contributing factors, for
example, the type of bus stops (curbside bus stops or bus
bays); payment methods (cash, magnetic stripe tickets, or
electronic smart media card); platform height as well as door
width. Meanwhile, crowding is also a nonnegligible factor in
estimating bus dwell time and longer marginal boarding or/
and alighting time is associated with the increase in carriage
crowding. It has been well recognized that when buses dwell
to load and unload passengers, boarding and alighting occur
more slowly when standees are present, especially under
door crowding conditions. 'e standees in the bus or/and
around the door impede the boarding (alighting) passengers
moving towards the carriage (door) from the bus door
(carriage). In other words, the amount of space available
decides the circulation speed of passengers within the ve-
hicle. However, higher crowding level does not always result
in longer dwell time. For example, when a bus stop is located
around a supermarket and also near the terminal station,
then fewer passengers are waiting at the stop and most
passengers would get off, which accelerates the alighting
process accordingly. Consequently, the bus dwells at this
stop shorter even if it is highly crowded.

As far as the author knows, the systematical analysis of
crowding level on bus dwell time is still missing. 'is paper
aims at studying how carriage crowding level affects dwell
time and develops a novel estimation model, taking into
account the effect of crowding level for bus dwell time
estimation.

1.2. Literature Review. In the past thirty years, much at-
tention has been paid on the subject of bus dwell time es-
timation model. According to the influence factors,
estimation models proposed by previous studies can be
categorized into three classes as follows.

1.2.1. Models considering Alighting and Boarding Passenger
Volume. 'e number of boarding and alighting passengers
is regarded as the major determinant of bus dwelling. Under
given average boarding or alighting speed, the larger the
number of passengers disembarking from the bus or waiting
at the stop is, the longer buses will dwell [17, 18]. 'us,
multiple regression models were developed to analyze the
influence of alighting and boarding passenger volume based
on data collected from surveys [19–21].

For example, Rajbhandari et al. [9] obtained the data
from automatic passenger counter, and the impact of
boarding and alighting passengers on dwell time was in-
vestigated. Li et al. [22] used data collected from Florida’s
Broward County Transit system to develop a binary door
choice model predicting the proportion of alighting pas-
sengers who used the front or rear door to disembark from
the bus; then a dwell time estimation model was developed.
Li et al. [23] proposed two dwell time models for the BRT
station. 'e first model was a linear model while the second
was nonlinear. 'ey introduced the conflict between pas-
sengers boarding and alighting into the models. González
et al. [24] proposed a bus dwell time model obtained by

means of a robust statistical evaluation of boarding pas-
senger data at stops. In the model, dwell time was not in-
creased at a fixed rate of time per passenger. Rashidi and
Ranjitkar [25] assessed four different time series based
methods (random walk, exponential smoothing, moving
average, and autoregressive integrated moving average) to
model and estimate bus dwell time based on AVL data
collected from Auckland. Rashidi and Ranjitkar [26] pro-
posed a gene expression programming-based approach to
model and estimate bus dwell time.'e proposed model was
calibrated and validated using the data collected from 22 bus
stops.

1.2.2. Models considering Secondary Factors. Although dwell
time is highly correlated with the number of boarding and
alighting passengers, there are also some secondary con-
tributing factors to the bus dwell time, such as crowding, fare
type, platform, and bus design [27, 28]. 'ese secondary
factors may strongly influence the effectiveness of different
strategies used to improve service. Guenthner and Hamat
[29] investigated nine different fare types and payment
methods and found that they did not affect the dwell time
significantly. Levine and Torng [30] evaluated the impacts of
low-floor bus design on reducing bus dwell time. Milkovits
[31] used the data from the automatic passenger counting,
automatic fare counting, and automatic vehicle location
systems installed on Chicago Transit Authority buses, then
developed a dwell time estimation model, and analyzed the
impact of the secondary factors. Currie et al. [32] analyzed
the impacts of platform design on streetcar dwell time based
on the data collected from Melbourne, Australia, and Tor-
onto, Canada. Jaiswal et al. [33] considered effects of pas-
sengers walking on a relatively longer BRT station platform.
Results showed that the long BRT platform may lead to the
bus experiencing a higher dwell time. Fernández et al. [34]
evaluated the impacts of platform height, door width, and
fare collection method on bus dwell time based on filed
observed data. Tirachini [35] developed multiple regression
models to explain the relationship between observed vari-
ation in dwell times and different payment methods, the
existence of steps at doors, the age of passengers, and the
possible friction between users boarding, alighting, and
standing.

1.2.3. Models considering Bus Stop Types. All studies men-
tioned above assumed that bus dwell time is highly related to
passenger alighting and boarding volume or velocity, while
the third category indicated that it was also affected by bus
stop design. Meng and Qu [36] pointed out that the bus
dwell time at a bus bay was affected by interactions among
buses, arrival passengers, and traffic on the shoulder lane.
Bus dwell time at a bus bay possessed a high degree of
uncertainty originating from the merging behavior of bus to
the vehicles in the shoulder lane. A novel probabilistic
methodology was developed to estimate the bus dwell time,
including a standard regenerative stochastic process to
model the interactions among buses, arrival passengers, and
traffic on the shoulder lane.
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Besides the three types of studies discussed above, Katz
and Garrow [37] investigated how bus design factors in-
fluence door crowding and quantified how door crowding is
related to operational performance and passenger safety.
Results showed that door crowding was affected by multiple
bus design factors, including door placement, aisle length,
presence of a front seating area, and service type. Increases in
door crowding were associated with longer marginal
boarding times. Fletcher and El-Geneidy [38] determined
the influence of crowding and fare payment on dwell time
through manual data collection. Multiple regression dwell
time models were performed by using a traditional model
and a new expanded model. 'e expanded model showed
that crowding significantly increased dwell time after ap-
proximately 60% of bus capacity was surpassed. 'is was the
only study considering the effect of bus crowding on dwell
time; however, the quantitative method of crowding level
was not given in this paper.

1.3. Research Contribution. In this paper, we propose a
quantitative model of crowding level and develop an esti-
mation model of bus dwell time, stressing the influence of
carriage crowding level. It will be significant in improving
the accuracy of bus dwell time estimation. 'is research can
help public transit planners develop better policies associ-
ated with crowding.

'is paper is organized as follows. Section 2 presents
the data collection method; the quantitative model of
crowding level and estimation model of bus dwell time and
comparison with the conventional estimation model are
proposed in Section 3; and conclusions are presented in
Section 4.

2. Data Collection

'e data used in this research come from two high-fre-
quency bus lines of Harbin, Route 8 and Route 63, bymanual
data collection, as shown in Figure 1. Both routes pass
through the central area of this city. Route 8 is 13.5 km with
25 bus stops, connecting Harbin Children’s Hospital with
Minjiang Community, a popular residential suburb. An-
other 10.1 km bus line, Route 63, has 21 bus stops and
terminates at Dajiang Community, which is another high-
density residential area. All the passengers are required to
board from the front door and alight by the rear door. 'us
the dwell time of a bus is determined by the maximum value
between passenger boarding time and alighting time. To best
capture the effects of crowding, data used in this paper were
collected during the morning (7:00 am–9:30 am) and af-
ternoon (4:30 pm–7:00 pm) peak hour periods, 19–23
December, 2016. Meanwhile, if bus stop is close to down-
stream intersection, then bus dwell time will also be affected
by bus queuing state at intersection. To eliminate the dis-
turbance of traffic signals, we examined the distribution of
all the stops along Route 8 and Route 63. As the distance
from each stop to the corresponding downstream inter-
section is all no less than 100 meters, the influence of traffic
signals can be ignored in this study. In addition, control

strategies at stops like bus holding to keep regular headway
have not been applied in Harbin, so the effect of holding on
bus dwelling does not exist in this study.

Two investigators are arranged for each bus, recording
boarding and alighting data individually. 'e recorder near
the front door makes notes of the moment of opening the
door, the number of boarding passengers, boarding time,
and the moment of closing the door. 'e other one records
the corresponding alighting information of the rear door.
'e tickets for both routes are one yuan and passengers are
required to pay when boarding. As 95% of passengers choose
to pay by cash and no change are offered by each bus along
these two routes, the effect of payment methods on bus dwell
time can be negligible in this paper.

In general, we regard the boarding or alighting time as
the difference value between closing and opening moment of
the front or rear door. However, it is not always accurate.
Previous studies have shown that bus dwell time is also
associated with the type of bus stops as well as road traffic
status. For example, after the bus loads or unloads all the
passengers at a bus bay, it would leave immediately.
However, before joining into the traffic, the bus has to spend
some time in finding an acceptable gap between consecutive
vehicles on the left lane, resulting in longer dwell time. In
this case, the real moment for closing door is set as the sum
of the moment of the last passenger boarding or alighting the
vehicle plus the average duration for closing door, where the
average duration for closing a door can be calculated by
previous data in general cases; that is, nonpassenger related
delays are not included in bus dwell time in our study.

'e traffic condition in Harbin is always affected by low
temperature snow and ice weather. To eliminate this effect,
before the recorders boarded the bus, the weather, tem-
perature, and date were all documented. All the collected
data were analyzed preliminarily and abnormal data were
removed before estimation, that is, the engine failure caused
by severe weather and wheelchair ramp event. We collected
828 groups of bus dwell time at stops. As during peak hour
period, the headway of these two lines is short, about 4
minutes, and passenger arrival rate differs from stops. 'e
bus crowding level also varies from each other. We also need
to remove the data where no standees are occurred. Finally,
we get 640 groups of valid data in total used for Section 3.

3. Model Development and Evaluation

In this section, we develop two estimation models. 'e first
model takes the interaction of bus crowding and number of
alighting and boarding passengers into consideration and
estimates the alighting time and boarding time in Section
3.1. 'e second model is indeed a traditional one, only
considering the number of boarding and alighting passen-
gers as shown in Section 3.2. Section 3.3 compares the
performance of these two models.

3.1. Development of Model I

3.1.1. Crowding Level. Generally, a vehicle is in a crowded
state when people on the vehicle impede the individuals
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boarding and alighting. Buses on different routes may have
different characteristics, such as the space and capacity
(seated and standing) for passengers. To truly measure the
effect of crowding on bus stopping duration, a more refined
formulaic definition is needed. We define crowding level C

quantitatively as follows:

C �
N1

S1 × λ
, (1)

where N1 is the number of standees in the vehicle and
calculated by subtracting the number of seats from the
number of passengers on board; S1 denotes the available
space for standees which is determined by the specialty of
buses; and λ is the maximum number of standees in unit
space of the bus, passengers/m2. According to our investi-
gation in Harbin city, unit space of buses can accommodate
7 standees at maximum; that is, λ � 7 passengers/m2.

Next, we will estimate alighting time and boarding time
in Section 3.1.2 and the longer one plays a decisive role in bus
dwelling duration in Section 3.1.3.

3.1.2. Boarding Time and Alighting Time Estimation Models

(1) Boarding Time Estimation Model. Our objective is to
estimate the dynamic relationship of passenger boarding
time with bus crowding level and the number of boarding
passengers. Firstly, 6 types of regression models are devel-
oped to fit the collected 640 data sets and their performance
measured by the adjusted coefficient of determination
(AdjR2) is shown in Table 1, where independent variables
include the number of boarding passengers (X1) and bus
crowding level (C); boarding time (Y1) is the dependent
variable.

Here, we select the AdjR2 as evaluative criteria, instead
of coefficient of determination, R2. 'is is because R2 may
increase spuriously when extra explanatory variables are
added. Consequently, to improve the accuracy of estimation,
some irrelevant variables may be introduced into the model,

resulting in over fitting. 'e AdjR2 can avoid this phe-
nomenon, as the number of parameters (K) is also taken into
consideration as shown in (2).

'e AdjR2 indicates the proportion of the variation
explained by the estimated regression model, defined as
follows:

AdjR2
� 1 −

SSE/(n − K)

SST/(n − 1)
� 1 −

n − 1
n − K

1 − R
2

􏼐 􏼑, (2)

where n is the size of random sample; SSE and SST are the
sum of squared errors and the sum of squares of statistical
sample respectively; K indicates the number of variables.

According to Table 1, the fitting result of double-loga-
rithmic regression model is the best, as the model explains
74.7% of the variation, which is higher than other models.
'e exact double-logarithmic regression model is presented
in

lnY1i � β0 + β1 lnX1i + β2 lnCi + ei, 0<Ci ≤ 1, (3)

where i is the index of observation; β0, β1, and β2 are pa-
rameters to be estimated; ei denotes disturbance of obser-
vation i.

'en we use ordinary least squares method (OLS) to
estimate the parameters of (3) and the estimation results are
shown in Table 2.

Traditional OLS method requires that there is the
constant variance in the errors over all values of the ex-
planatory variables (which is also called homoscedasticity).
Once this condition is not satisfied, the validity of parameter
estimation cannot be guaranteed. If heteroscedasticity oc-
curs, this estimation is invalid even that the regression
coefficient of (3) is evident at the 5% significant level. 'en,
we need to examine whether the variance of errors is
constant or not by some statistical tests, for example, White
test and Breusch-Pagan test. Here, we useWhite test to judge
homoscedasticity or not.

To test for a constant variance, an auxiliary regression
analysis is conducted, which regresses the squared residuals

Route 8

Route 63

Route 8
Route 6

3

Figure 1: Spatial distribution of bus stop on Route 8 and Route 63.
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from the original regression model onto a set of regressors as
shown in (4). 'e basic logic of theWhite test is to substitute
the squared residuals for the variance of the error term at
each observation. 'e squared residuals from the original
model serve as a proxy for the variance of the error term at
each observation. If the error term in the original model has
a constant variance in fact, then the coefficients in the
auxiliary regression should be statistically indistinguishable
from zero and F-statistic should be small. Otherwise, evident
F-statistic counts against the hypothesis of homoscedasticity:

􏽢e
2
i � c0 + c1 lnX1i( 􏼁

2
+ c2 lnCi( 􏼁

2
, 0<Ci ≤ 1, (4)

where 􏽢ei is the estimated value of ei in (3), that is, residual.
White test is applied to (3) based on the auxiliary regression

in (4); we get F-statistic which is 4.461 and p-value � 0.013.
'us at the 5% significant level, homoscedasticity is not sat-
isfied and we need to modify (3).

Generally, the method of weighted least squares (WLS)
can be used when the OLS assumption of constant variance
in the errors is violated. It works by incorporating extra
nonnegative weights associated with each data point into the
fitting criterion. 'e value of weight indicates the precision
of information contained in the associated observation.
Usually, an observation with small error variance has a large
weight as it contains relatively more information than an
observation with large error variance. 'e objective function
of ordinary least squares method is to minimize
􏽐

n
i�1 (Y1i − 􏽢Y1i)

2, where 􏽢Y1i is the fitted value of Y1i and n

denotes the size of random sample. Accordingly, WLS
method aims at minimizing 􏽐

n
i�1 wi(Y1i − 􏽢Y1i)

2 and wi is the
weight of ith observation. Without loss of generality, we
define 1/|ei| as the weight, that is, wi � 1/|ei|, and get the
parameter estimations under WLS method as shown in
Table 3.

For the modified model, the White test shows that pa-
rameter estimations are valid and all the regression coeffi-
cients are evident at 5% significant level. Meanwhile, the
adjusted coefficient of determination also increases to 0.938,
indicating that the accuracy of regression by WLS method is

highly improved compared with that estimated by OLS
method. Table 3 shows that 1% increase in the number of
boarding passengers will lead to 0.926% increase in boarding
time. In the meantime, the crowding level also reveals a
positive relationship with boarding time in which a 1%
increase in crowding level improves boarding time by
0.085%. As a secondary contributing factor, the effect of
crowding level reaches up to almost 10% of the influence
caused by the most contributing factor, that is, the number
of boarding passengers in bus boarding time, which also
specifies the significant importance of carriage crowding
level on bus dwell time estimation.

Figure 2(a) shows the relationship between the number
of boarding passengers (X1) and the boarding time (Y1)
under given crowding level (C), where different curves
represent different crowding levels. 'e figure shows that
boarding time increases as the number of boarding pas-
sengers grows, which is as expected. In the meantime, when
the number of boarding passengers is fixed, the boarding
time also increases as the vehicle becomes more crowded,
which is consistent with the previous parameter analysis.
'e figure also shows that larger crowding level indicates the
higher growth rate of bus dwell time. To examine how the
crowding level affects the bus boarding time, we plot the
relationship between the number of boarding passengers
and bus crowding level in Figure 2(b). When the number of
boarding passengers is small, boarding time is indeed in-
sensitive to crowding level. However, when X1 is up to 25
persons, the boarding time is 42.5 seconds under 0.1
crowding level and reaches up to 51.3 seconds under 0.9
crowding level, increased by 20.7%.

(2) Alighting Time Estimation Model. We will use the similar
method presented above to estimate the alighting time (Y2)
with independent variables: the number of alighting pas-
sengers (X2) and bus crowding level (C). 'e double-log-
arithmic model also performs best among these six types of
models with the AdjR2 equal to 0.678.

'e exact alighting time model adopting double-loga-
rithmic approach is presented in

lnY2i � β0′ + β1′ lnX2i + β2′ lnCi + ei, 0<Ci ≤ 1. (5)

'e parameter estimation of (5) based OLS method
shown in Table 4 is valid. 'e regression coefficients are
significant at 5% level. It also reveals that 1% increase in the
number of alighting passengers will lead to 0.848% increase
in alighting time. Meanwhile, a 1% increase in crowding
level improves alighting time by 0.092%, similar parameter
analysis results to boarding process:

􏽢e
2
i � c0 + c1 lnX2i( 􏼁

2
+ c2 lnCi( 􏼁

2
, 0<Ci ≤ 1. (6)

Comparing the estimation models for boarding time and
alighting time, the former presents heteroscedasticity in
errors while homoscedasticity is observed in the latter. It is
reasonable as the boarding process is disturbed by more
various factors, such as the aging of boarding passengers,
fare payment method, and the activities of boarding pas-
sengers. All the disturbing factors will accumulate and

Table 1: Boarding time models and performances.

Function type Adj R2

Linear 0.666
Quadratic 0.670
Cubic 0.670
Exponential 0.605
Semilogarithmic 0.644
Double logarithmic 0.747

Table 2: Parameter estimations of boarding time model based on
OLS.

Parameters β0 β1 β2
Estimated value 0.958 0.929 0.086
t-statistic 8.073 18.489 2.307
p-value <0.001 <0.001 0.023
F-statistic� 194.334 (p-value <0.001); R2 � 0.751; AdjR2 � 0.747.
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become more distinctive as buses load more passengers.
However, alighting process is free of such disturbing factors
largely.

Figure 3(a) clearly illustrates the effect of alighting
passenger number on alighting time under different levels of
crowding level. 'e curves reveal that the alighting time
increases as more passengers get off. However, when the
number of alighting passengers is larger, higher crowding
level indicates longer alighting time but with smaller in-
creasing range. For example, when 24 passengers alight, the
alighting time when C � 0.3 is much longer than that under
0.1 crowding level, but the difference of alighting time is
much smaller between 0.9 crowding level and 0.7 crowding
level even that the gaps between the crowding level keep the
same. 'is is because when more passengers alight, a lot of
standees will also get off, which therefore does not cause a
barrier to alighting passengers.

'e relationship between the alighting time and bus
crowding level is presented in Figure 3(b). Similar to
Figure 2(b), when the number of alighting passengers is
small, alighting time is also insensitive to carriage

crowding, as compared with the alighting passenger
number; the effect of crowding is only secondary con-
tributing to alighting time. However, when the number of
alighting passengers is up to 25 persons, the alighting time
is 23.4 seconds under 0.1 crowding level and increases to
28.6 seconds under 0.9 crowding level, increased by 22.4%.
Further analysis reveals that average alighting time is much
shorter than average boarding time under the same
crowding level, which is also expected as paying fare is also
time-consuming.

3.1.3. Dwell Time Estimation Model. Obviously, bus dwell
time is determined by the maximum value between pas-
senger boarding time and alighting time. For each stop, we
choose the maximum one between the estimated boarding
time and alighting time to fit bus dwell time (Y) linearly as
shown in (7) and the parameter estimations are summarized
in Table 5:

Yi � β0″ + β1″max Y1i, Y2i􏼈 􏼉 + ei. (7)

Table 3: Parameter estimations of boarding time model based on WLS.

Parameters β0 β1 β2
Estimated value 0.965 0.926 0.085
t-statistic 148.700 298.038 41.784
p-value <0.001 <0.001 <0.001
F-statistic� 47686.58 (p-value <0.001); R2 � 0.942; AdjR2 � 0.938.
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Figure 2: 'e effect of crowding level and boarding passenger volume on boarding time. (a) Relation between boarding passenger number
and boarding time under given crowding level. (b) Relation between crowding level and boarding time under given boarding passengers.

Table 4: Parameter estimations of alighting time model based on OLS.

Parameters β0′ β1′ β2′

Estimated value 0.635 0.848 0.092
t-statistic 4.996 16.230 2.503
p-value <0.001 <0.001 0.014
F-statistic� 150.289 (p-value <0.001); R2 � 0.682; AdjR2 � 0.678.
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Similarly, to guarantee the homoscedasticity property,
the White test is conducted and an auxiliary regression
analysis is developed as shown in

􏽢e
2
i � c0 + c1 max Y1i, Y2i􏼈 􏼉. (8)

We get F-statistic equal to 7.696 and p-value is 0.006,
implying that the homoscedasticity property does not hold
at the 5% significant level. It also shows that bus dwell time is
significantly influenced by the interference factors along
boarding and alighting process.

We set 1/|ei| as weight as Section 3.1.1 and get the pa-
rameters estimations by WLS method listed in Table 6.

'e coefficient is evident at the 5% significant level and
the AdjR2 is high to 0.954, implying that the novel expanded
model can explain 95.4% of the variation by using a sample
size of 640 dwells. Model (7) also shows that bus dwell time
consists of two parts: one is a constant value, 6.936 seconds,
including the time used for opening and closing doors, as
well as the preparation time for passengers to alight and
board; the other part is the time used for loading and
unloading passengers.

To further confirm whether the constant part is 6.936
seconds or not, we collected 640 data recording the duration
including the passenger preparation time and door opening
and closing time, denoted as Zi. 'e mean of this sample is
Z � 7.443 and standard deviation is σ � 5.324. It is desired
to test the simple hypothesis H0: μ � 6.936. We propose an

estimator as t � Z − μ/(σ/ ��μ√
) and we get

t � 1.118< t0.025(n − 1) � 1.98. 'us, at the 5% significant
level, the hypothesis cannot be rejected, and it is reasonable
to get the result that the total amount of time required for
bus doors opening and closing as well as passenger prep-
aration is about 6.936 seconds, which can also be approx-
imated as 7 seconds.

3.2. Development of Model II. To clearly show the effect of
crowding in bus dwell time, model II is established in
almost the same way as described in Section 3.1, except for
the crowding level which is not considered in this model;
that is, model II describes the relationship between the
number of boarding and alighting passengers and bus dwell
time.

According to the method described in Section 3.1.1, we
get the estimationmodel of boarding time and alighting time
as shown in (9) and (10), respectively:

lnY1i � 0.736 + 0.973 lnX1i, (9)

lnY2i � 0.416 + 0.875 lnX2i. (10)

'us, the bus dwell time estimation model based on
model (9) and model (10) is listed as follows:

Yi � 6.936 + 0.968max Y1i, Y2i􏼈 􏼉. (11)
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Figure 3: 'e effect of crowding level and alighting passenger volume on alighting time. (a) Relation between alighting passenger number
and alighting time under given crowding level. (b) Relation between crowding level and alighting time under given alighting passengers.

Table 5: Parameter estimations of bus dwell time model based on
OLS.

Parameters β0″ β1″

Estimated value 6.819 0.968
t-statistic 8.092 20.320
p-value <0.001 <0.001
F-statistic� 412.886 (p-value <0.001); R2 � 0.728; AdjR2 � 0.727.

Table 6: Parameter estimations of bus dwell time model based on
WLS.

Parameters β0″ β1″

Estimated value 6.936 0.947
t-statistic 65.799 131.663
p-value <0.001 <0.001
F-statistic� 17335.21 (p-value <0.001); R2 � 0.954; AdjR2 � 0.950.
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3.3. Comparisons of the Two Models. To improve the accu-
racy of bus dwell time estimation model and analyze the
effect of bus crowding level, a comparison is conducted
between the extended and the traditional model in this
section.

(1) Comparisons of Estimation Errors. Figure 4 unveils the
predicted dwell time estimated by model I (described by red
curve) and model II (described by blue curve) compared
with the actual recorded bus dwell time denoted by the black
curve. Among the sample with 640 independent data, the
maximum bus dwell time is 57 seconds, while the minimum
is only 4 seconds. Figure 4 clearly shows that model I fits the
real dwell time better. Next, we compare the absolute error of
these two models in Figure 5, which indicates the com-
parisons of predicted value versus observed value. In Fig-
ure 5, red line is the absolute error of model I and the blue
curve represents that of model II.

Obviously, we can directly see that model I performs
much better than model II, as the absolute error of model I is
much smaller than that of model II. To measure the overall
performance more accurately, we study the mean absolute
error (MAE) of these two models as defined by

MAE �
1
n

􏽘

n

i�1
Yi − 􏽢Yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, (12)

where n is the size of random sample; Yi indicates the actual
time; and 􏽢Yi is the estimated value of Yi. Here, Yi may
represent passenger boarding time, alighting time, or bus
dwell time.

'eMAE of expandedmodels and traditional models are
summarized in Table 7.

Table 7 shows that MAE of dwell time between model II
and actual bus dwell time is up to 9.3 seconds, while the
MAE caused by model I is only 3.9 seconds averagely, re-
duced by 137.51%. It unveils that bus crowding level is a
nonnegligible factor in bus dwell time estimation and taking
the carriage crowding into consideration can highly improve

the accuracy of the estimation model for bus dwell time.
Meanwhile, we also notice that the MAE of model I (about
3.9 seconds on average) is acceptable in both static and
dynamic bus schedule.

In Table 8, we display 6 groups of the collected survey
data at stops, including the number of boarding and
alighting passengers, carriage crowding level, and actual bus
dwell time. It reveals that the carriage crowding level plays a
vital role in bus dwell time when the number of boarding
and alighting passengers at different stops is the same, which
is consistent with finding derived from Table 7.

(2) Analysis on Absolute Errors. In model I, the absolute
errors of 391 data sets are less than 3 seconds, taking 61.9% of
collected samples. 'e data with absolute error larger than 5
seconds occupy a fairly small proportion, 22.5%. Among 640
groups of collected data, there are only 21 groups (ac-
counting for 3.3%) with absolute error exceeding 10 seconds.
'e maximum absolute error (19.46 seconds) occurs when
17 passengers board, 19 passengers alight, and the carriage
crowding level is 0.255.

In model II, 18.6% of absolute errors are less than 3
seconds. However, the absolute errors lager than 5 seconds
account for 65.9% of total samples, with 31.9% and 6.7%
exceeding 10 seconds and 20 seconds, respectively. 'e
maximum absolute error in model II reaches up to 39
seconds, where 20 passengers board, 6 passengers alight, and
the carriage crowding level is 0.956.

Further comparison reveals that the maximum absolute
errors in both models occur when the numbers of boarding
and alighting passengers are large. 'is is because among all
the collected data, 70.9% and 85.4% refer to the case where
boarding and alighting passengers are less than 10 people
and 15 people, respectively. Meanwhile, these data play a
vital role in the parameter regression of the dwell time
estimation model. Consequently, both estimation models
are less accurate when the numbers of boarding and
alighting passengers are relatively large.
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Figure 4: Comparison between real and estimated dwell times based on model I and model II.
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4. Conclusions

'e purpose of this research is to study the effect of bus
crowding level on bus dwell time. 'e data is collected
along two major bus routes in Harbin by manual data
collection. Two statistical models are generated in this
paper: one is developed based on the effect of both carriage
crowding and passenger volume, while the second model
only considers the effect of the number of boarding and
alighting passengers on bus dwell time. By comparing these
two models, we get some useful insights summarized as
follows:

(1) 'e accuracy of model I is evidently higher than that
of model II, with MAE reduced by 137.51%. It
displays that the precision of bus dwell time model
can be improved significantly by considering bus
crowding level.

(2) Except for bus crowding level, bus dwell time is also
influenced by the total amount of time used for
opening and closing bus doors as well as passenger
preparation. According to our analysis, this time is
about 7 seconds.

(3) Our model also reveals that a 1% increase in the
number of boarding (alighting) passengers will lead
to 0.926% (0.848%) increase in boarding (alighting)
time. Meanwhile, a 1% increase in crowding level can
increase the boarding (alighting) time by 0.085%
(0.092%).

In the future, the developedmodel would be tested onmore
bus routes. 'e impacts of other contributing factors can also
be considered, such as the route overlap, the usage of mobile
payment, and weather conditions. In addition, the developed
model is also useful to improve the bus travel time prediction
accuracy, which is important in dynamic bus scheduling.
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