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In satellite communication, carrier parameter estimation usually uses a serial structure, and the accuracy of frequency offset
estimation (FOE) will greatly affect the accuracy of phase offset estimation (POE). A new carrier synchronization mode
(NCSM) can realize the decoupling of carrier FOE and POE to a certain extent, but this mode is based on multibase phase
shift keying (MPSK) modulation analysis, the decoupling performance is poor when uses in amplitude phase shift keying
(APSK) modulation, and the decoupling performance of NCSM has a low tolerance of frequency offset. An improved carrier
parameter estimation decoupling technique is proposed to solve these problems. The simulation results show that, compared
with the original method, under the premise of ensuring the accuracy of carrier parameter estimation, the proposed method is
more robust to the modulation mode, the POE has stronger antioffset ability, and the normalized FOE range has been
significantly enhanced.

1. Introduction

With the increasing demand of satellite communication
system, satellite communications are also more closely
linked to fifth generation (5G) wireless networks. On the
one hand, security is an important factor in wireless com-
munication systems [1, 2]. On the other hand, high-speed
and reliable wireless communication is a hot research
topic in academia and industry, and various related
researches have been carried out for different communica-
tion scenarios [3]. In [4], the authors qualitatively analyse
the research progress of geocast routing (GR) in intelligent
transportation systems and also analyse some future
research challenges of GR. In [5], the authors proposed a
predictive distributed cluster mechanism that has further
improved the transmission performance of wireless sensor
network devices. In order to further improve the transmis-
sion performance of satellite communication, the role of
high-order modulation in satellite communication is
becoming more and more important. Compared with

QAM modulation signal, MAPSK modulation signal is
widely used in satellite communication because it is more
suitable for nonlinear communication channels. The latest
generation of digital video broadcasting standards (Digital
Video Broadcasting-Second Generation Extensions, DVB-
S2X) adds a variety of high-order APSK modulations on
the basis of the original modulation mode, among which
the highest order of APSK is up to 256 [6]. Due to the
existence of multiple amplitudes and narrower phase dis-
crimination of APSK signals, the synchronization algo-
rithm of high-order modulated signals is challenging, and
there are urgent needs to design advanced synchronization
algorithm for high-order modulation signals in satellite
communication.

In satellite communication, carrier frequency error of
receiver mainly comes from Doppler frequency shift and
carrier frequency difference introduced by the crystal oscilla-
tor error of receiver [7, 8]. At the same time, due to the sud-
den nature of satellite communication, pilots are usually
introduced to help achieve fast acquisition and FOE, but
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the limited spectrum resources limit the pilot frequency
overhead. Therefore, the large Doppler shift and pilot cost
are the two main factors affecting the performance of coher-
ent demodulation of satellite communication. Aiming at the
above problems, various carrier synchronization algorithms
have been proposed in many literatures. Classical forward
frequency offset estimation includes algorithms such as
M&M [9], L&R [10], and Fitz [11]. These estimation algo-
rithms can only approach the Cramer Rao Lower Bound
(CRLB) at high SNR, and it is difficult to take into account
both the accuracy of FOE and the range of FOE. In [12,
13], the authors propose a maximum likelihood iterative
synchronization based on the expected maximum algorithm.
By combining carrier synchronization with the decoder,
accurate synchronization could be obtained, but the syn-
chronization range cannot be guaranteed and the complexity
is impractical. In [14], the authors propose a code-assisted
carrier synchronization method based on frequency search,
whose complexity is less than the original EM algorithm.
Although the abovementioned coding-assisted carrier syn-
chronization algorithms can work at low signal-to-noise
ratios, the scope of application of such algorithms is limited.
In [15], the authors propose a fast Fourier transform (FFT)
frequency offset estimation algorithm based on interpolation
and binary search. In [16], an improved Discrete Fourier
Transform (DFT) frequency offset estimation algorithm is
proposed, which solves the problem of the limited estima-
tion range of Candan algorithm. In [17], the authors use
coarse estimation based on discrete Fourier transform and
fine estimation based on golden section search algorithm
to improve the performance of frequency offset estimation.
Although the performances of the abovementioned FFT-
based frequency offset estimation algorithm are quite good,
the complexity of this type of algorithm is still high. In order
to reduce complexity, the authors in [18] proposed the max-
imum likelihood carrier FOE method based on the equal-
interval pilot symbol, leading to higher estimation accuracy
and lower SNR threshold, nevertheless, the synchronization
range is still quite small. In [19], the carrier synchronization
is carried out by structure of autocorrelation plus cross-
correlation to achieve high accuracy and wide estimation
range. Unfortunately, the estimated performance becomes
worse when the pilot interval is large. In [20, 21], the authors
consider the case that the first sampling time of the receiver
is placed in the middle of the burst structure and gives the
Cramer-Rao Bound (CRB) for the joint FOE of this case
and the traditional case, respectively. However, in practical
application, it is impossible to set the sampling zero time
position artificially. Moreover, the possible influence of this
structure on carrier synchronization performance has not
been further discussed in [20, 21]. The authors in [22] pro-
posed a frequency phase decoupling technique based on
autocorrelation operator under MPSK modulation. How-
ever, the direct transplant to APSK or other high-order
modulation signals will lead to poor performance.

To solve the above issues, this paper proposes a new car-
rier phase decoupling technique for high-order APSK sig-
nals. We firstly obtain the decoupling factor by the product
of the signal of modulation removal and the autocorrelation

function. Then, we add a phase unwrapping module to over-
come the influence of high FO on the decoupling factor.
Using the above decoupling factor, we change the order of
arg operator and summation to get the phase offset estima-
tion, eliminating the influence of amplitude of modulated
signal to POE. Simultaneously, we also carry out FOE with
the autocorrelation function. The simulation results demon-
strate that the decoupling performance of the proposed
method is better than NCSM, and the FOE has high estima-
tion accuracy and large estimation range.

2. Signal Model

For the convenience of readers, we list and explain all the
symbols used in this paper in Table 1.

In a Gaussian channel, the baseband discrete signal after
ideal timing synchronization can be expressed as

r kð Þ = c kð Þej 2πf dTk+θð Þ + n kð Þ, k ∈ κ, ð1Þ

where cðkÞ is known modulated signal, f d and θ are fre-
quency offset (FO) and phase offset (PO) generated during
signal reception, T is the symbol period, nðkÞ is the complex
Gaussian random variable, its mean is zero, and its variance
is σ =N0/2. κ ≜ fN ,N + 1,⋯,N + L − 1g is sampling time
set corresponding to the pilot symbol in the data frame,
and ∣κ ∣ = L. The data frame structure is shown in Figure 1,
where L is pilot length, and N and N̂ are the pilot start posi-
tion and the total length of the “data-pilot” structure.

We multiply both sides of (1) by c∗ðkÞ to remove the
modulation information of the received signal, yielding

z kð Þ = r kð Þc∗ kð Þ = a kð Þej 2πf dTk+θð Þ + d kð Þ, ð2Þ

where zðkÞ is called unmodulated information signal, d
ðkÞ = c∗ðkÞnðkÞ is Gaussian white noise, and aðkÞ = cðkÞc∗ð
kÞ is a real constant.

The principle block diagram of the traditional carrier
synchronization mode (TCSM) is shown in Figure 2. First,
the pilot information is used to estimate the FO, then, the
result of FOE is compensated to the demodulation signal,
and finally, the POE is performed. In this mode, the accuracy
of the FOE will affect the backward POE. In order to ensure
the accuracy of the FOE, more pilot overhead is usually
needed. Therefore, this processing method is not applicable
to the communication environment with limited spectrum
resources.

In [22], the authors proposed the NCSM suitable for
MPSK, and it can realize the decoupling of FO and PO to
a certain extent. The structure diagram of NCSM is shown
in Figure 3.

The autocorrelation operator formula based on the
demodulation signal can be obtained from (2) (for MPSK
signals, ∣aðkÞ ∣ = 1).

R αð Þ = 1
L − α

〠
N+L−α−1

k=N
z∗ kð Þz k + αð Þ = ej2πf dTα + ψ αð Þ, ð3Þ
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where ψðaÞ is the sum of noise terms

ψ αð Þ = 1
L − α

〠
L−α−1

k=0
e−j2πf dT k+Nð Þd k + α +Nð Þ

+ ej2πf dT k+α+Nð Þd∗ k +Nð Þ + d k + α +Nð Þd∗ k +Nð Þ:
ð4Þ

The decoupling factor DðkÞ is expressed as

D kð Þ = z kð Þ · R∗ ~αð Þ ~α=L−1/2 = z kð Þ · e−j2πf dT~α + ψ∗ ~αð Þ
h i���

���
~α=L−1/2

:

ð5Þ

Then, the decoupling factor DðkÞ of carrier parameter
estimation is sent to the PO estimator based on maximum
likelihood criterion to obtain the PO

bθ = arg 〠
N+L−1

k=N
D kð Þ

( )
= arg ejθej2πf dTN 〠

L−1

k=0
ej2πf dT k−L−1/2ð Þ + �ψ

( )

= arg ejθej2πf dTN sin πf dTLð Þ
sin πf dTð Þ + �ψ

� �
:

ð6Þ

When the signal-to-noise ratio (SNR) of the received sig-

nal is high, we get ∣�ψ ∣ ≈0, then, bθ is approximately

bθ ≈
θ, N = 0 and f dTj j ≤ 1

L
,

H1 θ, f d ,N , Lð Þ, N ≠ 0 or f dTj j > 1
L

,

8>><
>>:

ð7Þ

where H1ðθ, f d ,N , LÞ is a function representing phase
ambiguity, and its value is related to the PO, the FO, the
pilot initial position, and the pilot length. We can see from
(7) that when the FO is small, the estimated value of PO is
still approximately equal to the true value. However, when
the received signal is APSK, the derivation of (6) is not valid.
In order to make the decoupling method suitable for differ-
ent modulation modes, we improved NCSM and proposed
an improved carrier parameter estimation decoupling tech-
nique (ICPEDT). The specific structure is introduced in next
section.

3. ICPEDT Based on Parameter Correcting

Figure 4 is the block diagram of ICPEDT. Compared to
NCSM, the ICPEDT changed the function of the compara-
tor and added unwrapping operator. The specific analysis
is as follows.

For APSK modulation, the ∣aðkÞ ∣ ≠ 1 in (2), so the auto-
correlation operator formula of demodulation signal is chan-
ged as

R αð Þ = 1
L − α

〠
N+L−α−1

k=N
z∗ kð Þz k + αð Þ = γαe

j2πf dTα +Ψ αð Þ, ð8Þ

where γα = a∗ðkÞaðk + αÞ, ΨðαÞ is noise interference
term

Ψ αð Þ = 1
L − α

〠
L−α−1

k=0
c2 k +Nð Þc k + α +Nð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

λ1 αð Þ

e−j2πf dT k+Nð Þn k + α +Nð Þ

+ c k +Nð Þc2 k + α +Nð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
λ2 αð Þ

ej2πf dT k+α+Nð Þn∗ k +Nð Þ

+ c k + α +Nð Þc k +Nð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
λ3 αð Þ

n k + α +Nð Þn∗ k +Nð Þ:

ð9Þ

The DðkÞ can be expressed as

D kð Þ = z kð Þ · R∗ ~αð Þj~α=L−1/2 = z kð Þ · γL−1
2
e−j2πf dTL−1/2 +Ψ∗ L − 1

2

� �� 	
:

ð10Þ

The expression of POE is

bθ = 1
L

〠
N+L−1

k=N
arg D kð Þf g = 1

L
〠

N+L−1

k=N
arg akγL−1/2ej 2πf dT k−L−1/2ð Þ+θð Þ + bΨ kð Þ

n o
,

ð11Þ

Table 1: Symbol description.

r kð Þ Received signal

c kð Þ Known modulated signal

f d Frequency offset

θ Phase offset

f̂ d Estimated frequency offset

bθ Estimated phase offset

n kð Þ Complex Gaussian random variable

T Symbol period

N Pilot start position

N̂ Total length of data

z kð Þ Unmodulated information signal

d kð Þ Gaussian white noise

a kð Þ Signal energy

R αð Þ Autocorrelation operator

D kð Þ Decoupling factor

ψ að Þ Noise interference term

Ψ αð Þ Noise interference term

bΨ kð Þ Noise interference term

Zs kð Þ Phase angles of z kð Þ
Rs αð Þ Phase angles of R αð Þ
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where bΨðkÞ is still the noise interference term. Compar-
ing (9) and (4), each team of ΨðαÞ is multiplied by a real
number λiðαÞ. We set λiðαÞ ≤ λmax, then, let Ψ1ðαÞ be
denoted as

Ψ1 αð Þ = λmaxψ αð Þ = 1
L − α

〠
L−α−1

k=0
λmaxe

−j2πf dT k+Nð Þn k + α +Nð Þ

+ λmaxe
j2πf dT k+α+Nð Þn∗ k +Nð Þ + λmax αð Þn k + α +Nð Þn∗ k +Nð Þ:

ð12Þ

From (12), we know that ∣ΨðαÞ ∣ ≤∣Ψ1ðαÞ∣. Because ∣ψð
αÞ ∣ ≈0 holds in (4) under high SNR, the value of ∣ΨðαÞ ∣ also
approaches zero at this time. By analogy, ∣ bΨðkÞ ∣ ≈0 is true
when the SNR is high, the result of POE is

bθ ≈
θ, N = 0 and ∣f dT∣≤1

L − 1ð Þ ,

H2 θ, f d ,N , Lð Þ, N ≠ 0 or ∣f dT∣>1
L − 1ð Þ ,

8>>><
>>>:

ð13Þ

where H2ðθ, f d ,N , LÞ is still a function representing
phase ambiguity. Different from (6), we first calculate the
phase angle of DðkÞ in (10), and then sum DðkÞ. In this
way, we can eliminate the influence of signal amplitude
information on POE. When ∣f dT ∣ >1/ðL − 1Þ, the POE per-
formance of (11) is still very poor. The reason is that larger
FO results will cause phase folding of arg fDðkÞg. If we
can compensate for the folding phase of arg fDðkÞg, the
POE will not be affected by the pilot overhead. This means

that PO estimator can still accurately estimate the PO under
a larger FO.

3.1. Phase Unwrapping. In this paper, we use a phase
unwrapping method. This method can not only eliminate
the phase folding caused by the FO but also greatly reduce
the probability of incorrect interval switching caused by
the simultaneous presence of noise and FO.

Assume ϑðkÞ = bϑðkÞ +ΛðkÞ, where bϑðkÞ is the estimated
phase value at time k, ϑðkÞ is the estimated phase value after
phase unwrapping, and ΛðkÞ is the phase compensation
parameter. The concrete calculation steps are as follows.

(i) Initialization, Λð0Þ = 0, ϑð0Þ = bϑð0Þ
(ii) k = k + 1

Λ kð Þ =
Λ k − 1ð Þ + 2π, bϑ kð Þ − bϑ k − 1ð Þ<−π,
Λ k − 1ð Þ − 2π, bϑ kð Þ − bϑ k − 1ð Þ > π,
Λ k − 1ð Þ, Other ;

8>><
>>:

ð14Þ

(iii) ϑðkÞ = bϑðkÞ +ΛðkÞ
(iv) Repeat step (ii)

The variation of ΛðkÞ is determined by the phase differ-
ence between time k and time k − 1. If the random noise at
the moment of k is large, the PO error exceeding π will cause
ΛðkÞ to change 2π. If the random noise disappears at k + k0
(k0 ≥ 1), this will cause the phase estimation difference to
exceed −π and cause ΛðkÞ to reversely change 2π. In this
case, the carrier phase error will only occur between k and
k0 − 1. Therefore, the method is also applicable to the case
of low SNR.

3.2. POE Based on ICPEDT. In order to further reduce the
influence of FO on POE, phase angles of zðkÞ and RðαÞ were

�

LN Data Pilot

…

…

Figure 1: The data-pilot frame structure.

fd 𝜃z(k) Frequency offset
estimation Compensator Phase offset

estimation

Figure 2: Serial carrier synchronization mode.

auto-
correlation
Operation

L−1
2
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z(k)
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D(k)

R(∝)

R(∝)

∝=

Figure 3: The principle block diagram of NCSM.
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calculated, and phase correction was performed

Zs kð Þ ≜ unwrap arg z kð Þf gf g, ð15Þ

Rs αð Þ ≜ unwrap arg R αð Þf gf g: ð16Þ
Then, (11) can be written into

bθ = 1
L

〠
N+L−1

k=N
Ds kð Þ = 1

L
〠

N+L−1

k=N
Zs kð Þ − Rs

L − 1
2

� �

= 1
L

〠
N+L−1

k=N
arg akej 2πf dTk+θð Þ + d kð Þ

n o

− arg γL−1/2ej2πf dTL−1/2 +Ψ
L − 1
2

� �� �
:

ð17Þ

If the noise interference terms dðkÞ and ΨðL − 1/2Þ are
ignored, we can get

bθ ≈
θ, N = 0,
H3 θ, f d ,Nð Þ, N ≠ 0,

(
ð18Þ

where H3ðθ, f d ,NÞ is still a function representing phase
ambiguity. From (18), the result of POE is no longer limited
by the pilot overhead, so the POE based on ICPEDT has
greater antifrequency offset ability after phase unwrapping.
At the same time, comparing (11), (17) only needs one real
number multiplication operation, so the algorithm complex-
ity is greatly reduced after phase unwrapping. Therefore, the
computational complexity of the algorithm in this paper is

only a little higher than that of the NCSM. More in detail,
the complexity comparison between NCSM and ICPEDT is
explained in Table 2.

3.3. FOE Based on ICPEDT. The FO can be estimated
directly by the intermediate variable RsðαÞ. RsðαÞ is the cor-
rection term after phase unwrapping of the autocorrelation
operator RðαÞ, and (16) can be expanded as

Rs αð Þ = unwrap arg R αð Þf gf g = 2πf dTα +Ψ αð Þ, ð19Þ

where α ∈ ½1, L − 1/2�. Sum both ends of (19) separately

〠
L−1/2

α=1
Rs αð Þ = 〠

L−1/2

α=1
2πf dTα +Ψ αð Þ = L − 1ð Þ L + 1ð Þ

8 2πf dT +Ψ αð Þð Þ:

ð20Þ

If the influence of noise term is ignored, then

f̂ d =
4

L − 1ð Þ L + 1ð ÞπT 〠
L−1/2

α=1
Rs αð Þ: ð21Þ

Because the phase of the autocorrelation factor RsðαÞ is
corrected, the phase of RsðαÞ is the actual FO. Therefore,
the estimation range of FOE using RsðαÞ is no longer affected
by the pilot overhead. Theoretically, the frequency offset
estimation range is up to (-0.5, 0.5).

4. Simulation and Analysis

ICPEDT can solve the problem that the FOE directly affects
the POE in TCSM and realizes the parallel estimation of FO
and PO. According to (18), the selection of the initial posi-
tion of pilot will affect the accuracy of POE. Therefore, first
simulate the influence of the initial position of the pilot on
the performance of ICPEDT.

4.1. The Selection of Initial Position N of Pilot. Assume that
the modulation mode is QPSK, assume f dT = 0:08, and θ
= 3π/8, the pilot overhead is set to be L = 35. Figure 5 shows
the MSE of POE for different N .

Unwrapper
Operator

L – 1

2
Rs ( )

Z(k)

Unwrapper
Operator

Compensator Phase offset
estimator

Frequency
offset

estimator

auto-
correlation
Operator

R(∝) fdRs(∝)

Ds(k)Zs(k) 𝜃
⁀

⁀

Figure 4: The block diagram of ICPEDT.

Table 2: Algorithmic complexity comparison of phase offset
estimation.

Multiplication Addition Complex angle

NCSM
3L2 + 10L + 8

2
2L2 + 4L + 3 1

2 L

ICPEDT
3L2 + 18L

2
2L2 + 17

2 L + 1 3
2 L
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Figure 5: The MSE performance of the POE of the ICPEDT at different N .
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It can be seen from Figure 5, under different SNR, the
POE has the best performance at the initial pilot position
N = 0, and the performance of POE deteriorates with the
increase of the initial pilot position. Therefore, in order to
obtain the best performance under large FO, the starting
point N should be set to zero. In the simulation parameters
below, the pilot overhead L is set to 35 and N = 0.

4.2. The Performance of POE under Different Modulation
System. First, assume the modulation system is QPSK, f dT
= 0:008, 0:05, the normalized PO θ ∈ ð−0:5, 0:5�, Eb/N0 = 8
dB. Then, set the modulation system to 32APSK, Eb/N0 =
15dB, and other simulation conditions remain unchanged.
Figures 6 and 7 show the expectation of POE of ICPEDT
and NCSM for different PO.
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Figure 9: The accuracy of different FOE algorithms.
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Figure 10: The estimation range of different FOE algorithms.
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We can see from Figures 6 and 7, in the case of QPSK
modulation and the normalized FO is 0.008, the value of
POE of NCSM basically coincides with the actual PO. But
when the normalized FO is 0.05, the result of POE of NCSM
has a large deviation from the actual PO. The reason is that
NCSM’s precise estimation range is limited. It can be seen
from (6) that when L = 35, the POE range of NCSM is
(-0.0286, 0.0286). So when FO is 0.05, NCSM’s estimation
deviation is very large. When the signal is 32APSK, the over-
all performance of NCSM’s POE decreases, and the estima-
tion accuracy deteriorates. However, the estimated value of
POE of ICPEDT under different modulations is very close
to the actual PO, and the estimation accuracy does not dete-
riorate with the increase of the frequency deviation, which is
consistent with the conclusion of (18).

4.3. The MSE of POE under Different Normalized FO.
Assume the modulation is 64APSK, f dT = ½−0:4, 0:4�, θ = 3
π/8, and Eb/N0 = 15dB, Figure 8 shows the MSE of the
POE of ICPEDT and NCSM under different FOs.

It can be seen from the simulation results in Figure 8 that
the decoupling performance of NCSM is poor under
64APSK modulation, and the PO can be accurately esti-
mated only when FO is small. However, ICPEDT’s POE
can still work well under large FO. The method in this paper
has strong robust. This is because the phase unwrapping
module eliminates the estimation error caused by phase
folding, thereby significantly reducing the influence of FOE
on the performance of POE.

4.4. The FOE Accuracy of Different Algorithms. Assume the
modulation method of the signal is 64APSK, f dT = 0:02,
and θ = 3π/8. Figure 9 shows the estimation accuracy perfor-
mance curve of different algorithms.

The simulation curves show that the M&M [3] algorithm
has the worst estimate accuracy. The estimation perfor-
mance of L&R [4] algorithm gradually deteriorates with
the increase of Eb/N0. The main reason is that the L&R algo-
rithm does not consider the impact of signal amplitude
information on POE. The estimation accuracy of FOE based
on ICPEDT is close to the performance of Fitz [5] algorithm,
which is better than L&R and M&M algorithms. Its perfor-
mance is close to the lower bound of FOE performance
CRB. This shows that the autocorrelation FOE algorithm
based on equation (21) is unbiased.

4.5. The FOE Range of Different Algorithms. Assume the sim-
ulation signal is 64APSK, f dT ∈ ð−0:5, 0:5�, θ = 3π/8, and
Eb/N0 = 15dB. Figure 10 shows the estimated range of differ-
ent FOE algorithms.

We can see from Figure 10 that the Fitz algorithm has
the smallest estimation range of FO, which is about
(-0.028, 0.028), followed by the L&R algorithm. The esti-
mated range of FOE based on ICPEDT is consistent with
the estimated range of the M&M algorithm, which is close
to (-0.5, 0.5]. The simulation results are consistent with the
conclusion derived from (21).

5. Conclusions

According to the characteristics of satellite communication,
we propose a strong robust carrier parameter decoupling
technique suitable for high-order APSK modulation. This
technique can realize parallel estimation of FO and PO. Both
theory and simulation show that, compared with the existing
methods, the method in this paper is more robust to the
decoupling of high-order APSK modulated signals, and the
POE of the method in this paper has better estimation per-
formance and stronger antifrequency offset ability. The
accuracy of the FOE in this paper is equivalent to the Fitz
method, but it has a larger FOE range. The range of FOE
in this paper is close to (-0.5, 0.5], but the computational
complexity is similar to the Fitz algorithm. Therefore, this
method has good engineering practical value.
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Mobile edge computing (MEC) is becoming more and more popular because of improving computing power in virtual reality,
augmented reality, unmanned driving, and other fields. This paper investigates a nonorthogonal multiple access- (NOMA-)
based MEC system, which is under imperfect channel state information (ipCSI). In this system model, a pair of users offloads
their tasks to the MEC server with the existence of an eavesdropper (Eve). To evaluate the impact of Eve on the performance of
the NOMA-MEC system, the secrecy outage probability (SOP) expressions for two users with the conditions of imperfect CSI
and perfect channel state information (pCSI) are derived. In addition, both throughput and energy efficiency are discussed in
the delay-limited transmission mode. Simulation results reveal that (1) due to the influence of channel estimation errors, the
secrecy outage behaviors of two users under ipCSI conditions are worse than those of users with pCSI; (2) the secrecy
performance of NOMA-MEC is superior to orthogonal multiple access- (OMA-) aided MEC systems; and (3) the NOMA-MEC
systems have the ability to attain better system throughput and energy efficiency compared with OMA-MEC.

1. Introduction

As the mobile communication systems develop rapidly, the
technical standards have constantly evolved. The 4th-
generation communication system relies on orthogonal fre-
quency division multiple access to operate, and the data ser-
vice transmission rate reaches even 1,000 megabits per
second. However, with the large-scale popularization and
application of intelligent terminals, the requirements for
new mobile services are increasing. The transmission rate
of wireless communication will have difficulty in meeting
the application requirements of future mobile communica-
tion. To improve the spectrum efficiency of the 5th-
generation (5G) mobile communication technology, the
industry recommends a new method of multiple access mul-
tiplexing, the nonorthogonal multiple access (NOMA). Only

a single radio resource can be distributed to one user in
orthogonal multiple access (OMA), while NOMA is capable
of allocating one resource to multiple users at the same fre-
quency, time, or code domain. In some scenarios like near-
remote effect and large coverage multinode access cases,
especially uplink communication scenarios, the nonorthogo-
nal method with power reuse has obvious performance
advantages over traditional orthogonal access.

Considerable research efforts have been devoted to
investigate NOMA performance. For the downlink commu-
nications, the authors in [1] considered joint user pairing
and power allocation issues, where the achievable total rate
was optimized according to the minimum rate constraint
of all users. To study the large cellular networks, a new anal-
ysis framework was developed to evaluate the outage perfor-
mance and obtained the closed-form expressions of outage
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probability [2]. The authors in [3] proposed a power allo-
cation algorithm for a multiuser scheme to ensure success-
ful and low-complexity successive interference cancellation
(SIC) decoding and evaluated the proposed performance
under different user weight ratio scenarios. As a further
advance, the optimal user grouping of the downlink
NOMA system was studied to make the sum rate maximal
[4]. To further enhance the performance of the system, an
advanced multiple-input multiple-output NOMA-aided
unmanned aerial vehicle framework was proposed in [5],
where the outage probability and diversity order were sur-
veyed in depth. For the uplink communications, the
authors studied the NOMA system with imperfect SIC,
considered to minimize the total power consumption with
the constraints of quality of service, and evaluated the
impact of imperfect SIC on system performance [6]. For
the cognitive Internet of Things (IoT) supporting the
6th-generation mobile communication technology, the
authors of [7] proposed a hybrid spectrum access scheme
based on NOMA to maximize the average data transmis-
sion rate of the cognitive IoT. The above scenarios are
assumed under the ideal condition; however, the loss of
distance and path is inevitable during the transmission
process in actual scenarios. Thus, it is necessary to
research the imperfect channel state information (ipCSI).
A new method to solve the problem of multiuser detection
was proposed in [8], where the receiver problem of ipCSI
scenarios caused by channel estimation errors was dis-
cussed carefully. The user ending (UE) signatures pre-
sented by forward error correction channel codes under
different arrangements were adopted to distinguish the
desired useful signals from interfering UEs and provide
robustness for channel state information (CSI) errors. Sim-
ilarly, the authors of [9] designed a system model based
on an ipCSI scenario, obtained the closed-form solution
of the outage probability, and analyzed the performance
of the NOMA system. For a cooperative NOMA system,
the authors in [10] considered the influence of residual
transceiver hardware damage on the system and deduced
the expressions of interruption probability, traversal capac-
ity, and energy efficiency, which proved the superiority of
outage performance of cooperative NOMA. On this basis,
considering the challenge of large-scale connection in
IoT, the author investigated the performance of NOMA
for cooperative synchronization of wireless signals and
power transmission in a large-scale IoT system [11].

With the popularization of 5G, new applications have
higher requirements for computing capabilities. With the
core technology of mobile communication networks,
mobile edge computing (MEC) sinks computing resources
and storage resources closer to users and handles resource-
intensive and delay-sensitive tasks at the edge of the net-
work, which tackles the problems of extended communica-
tion resource processing time and high energy
consumption. Due to the high requirements of MEC on
latency and energy consumption, a mass of literature has
regarded these two problems as optimization objectives.
Considering the resource constraints and interference
between multiple users, the authors of [12] designed an

iterative MEC resource allocation algorithm which oper-
ated heuristically to make dynamic offloading decisions
and confirmed that this method overmatches the cloud
computing solutions in the field of execution delay and
offloading efficiency. To achieve the requirements of ultra-
reliability and low delay in mission-critical applications,
the authors of [13] proposed a new system design, where
the applications of extreme value theory to exact probabil-
ity were used for local computing and task offloading. The
combined application of NOMA and MEC is a pivotal
solution technology. In [14], the authors comprehensively
considered the uplink and downlink communication
where NOMA cooperated with MEC. It indicated that
NOMA-MEC can greatly reduce the delay and energy
consumption of the offloading process. The authors in
[15] jointly optimized the power and time distribution to
cut down computing and offloading energy consumption
and then obtained the closed-form expression of optimal
power and time allocation solution. In [16], the partial off-
loading scheme based on NOMA minimized the average
power consumption and realized the dynamic power delay
trade-off for MEC offloading by using the Lyapunov
method. To improve the offloading efficiency of edge
users, a NOMA-assisted MEC system was introduced in
[17], where a joint communication and computation
resource iterative optimization algorithm with low com-
plexity was proposed to minimize the energy consump-
tion. In the full-duplex mode, edge users utilize NOMA
to transfer part of the computing workload to two MEC
servers. The energy consumption of the whole system
was effectively reduced through the cooperation scheme,
and the resources of different MEC servers were balanced
to improve the experience quality of edge users. Regarding
energy efficiency, the authors of [18] studied joint user
association and resource allocation and proposed a match-
ing method to reduce the energy consumption of each
user in NOMA-MEC networks. It was proven that this
method effectively lessens the energy consumption and
iterations times. In [19], a NOMA-MEC task delay mini-
mization problem was investigated, where a bisection
search iterative algorithm is applied to tackle the noncon-
vex optimization issue. It is observed that the cooperation
between NOMA and MEC can significantly improve
energy/power efficiency.

Physical layer security (PLS) is expected to be a com-
plementary role of wireless communication security in
the future. Compared with traditional key encryption mea-
sures, PLS technology makes full use of the diversity, time
variation, and heterogeneity of wireless channels to ensure
that legitimate users receive private and useful information
safely. Considering the existence of eavesdroppers (Eves),
the author in [20] optimized the allocation of time, power,
and subchannels to acquire safe and energy-saving trans-
mission among multiple users. The authors of [21] studied
the secure communications via full-duplex wiretap with
wireless power supply and proposed an iterative algorithm,
which was capable of achieving higher total security rate
and anti-interference ability of wiretap. To enhance the
security of computing task offloading, the authors in [22]
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researched the security behaviors of NOMA for MEC-
aware networks, considered passive eavesdropping
schemes, measured the security performance of computing
offload by using security interruption probability, and
deduced the semiclosed form expression of the optimal
solution. In order to further evaluate the eavesdropping
ability of users without knowing the CSI of the Eve, the
authors in [23] proposed an effective iterative algorithm
to maximize the minimum antieavesdropping ability of
uplink NOMA users by jointly formulating the security
rate, locally calculating bits, and allocating power. To
solve the delay problem of NOMA in the presence of
malicious Eves, an algorithm based on binary search
was proposed, which can ensure the security rate and
make the maximum task delay of uplink NOMA users
minimal [24]. The authors of [25] considered the trans-
mission scenarios of single-antenna and multiantenna
devices at the same time, where the exact secrecy outage
probability (SOP) expressions for two antenna-aided sce-
narios were derived. Furthermore, the authors employed
stochastic geometry to model legitimate users and Eves
and studied the impact of physical layer confidentiality
on the performance of a unified NOMA framework
[26], where the external and internal eavesdropping sce-
narios were checked carefully. Given the backscatter com-
ponent, the PLS of the environmental backscatter NOMA
system with the actual assumptions of residuary hardware
damage, channel estimation error, and imperfect SIC were
studied in [27].

This paper mainly investigates the integration of
NOMA and MEC by taking ipCSI and perfect channel
state information (pCSI) into account, i.e., considering
the Eve in the NOMA uplink-assisted MEC scenarios
with channel estimation errors. The treatises of [28, 29]
have studied the impact of Eves on NOMA-MEC system
performance. To the best of the authors’ knowledge, the
NOMA-based MEC secure problem is always considered
in the pCSI condition. Little is known, however, about
the security performance analysis of MEC based on
NOMA under ipCSI. This motivates us to evaluate the
damaging influence of ipCSI for NOMA-based MEC
secure communication, since pCSI is hardly obtained
due to channel fading and channel estimate errors in
reality. We sum up the contributions of this paper as
follows:

(1) We concentrate on the secrecy performance of
NOMA-MEC in the presence of an Eve. We derive
the exact expressions of SOP of NOMA-MEC under
ipCSI/pCSI conditions. To obtain more insights, we
further derive the expressions of the asymptotic
SOP at high signal-to-noise ratios (SNRs) and pro-
vide diversity orders of the legitimate user

(2) The results of system performance are also evaluated
by simulation, which reveal that in the presence of
the Eve, the SOP under ipCSI conditions is greater
than that under the ideal condition. We also analyze
the effect of channel estimation errors and the Eve’s

SNR on system performance. Under both ipCSI and
pCSI conditions, the secrecy performance of the
nearby user for NOMA-MEC overmatches that of
the remote user and OMA-MEC

(3) We discuss the system throughput and energy effi-
ciency in delay-limited transmission mode. We con-
firmed that NOMA-MEC is capable of attaining the
greater system throughput and energy efficiency rel-
ative to OMA-MEC. As the channel estimation
errors increase, the system throughput and energy
efficiency of NOMA-MEC decrease seriously

2. System Model

We consider the uplink NOMA-assisted MEC communica-
tion framework as shown in Figure 1, in which the tasks
are offloaded by M legitimate users to a single MEC server
in the presence of an Eve, assuming that all devices are
equipped with a single antenna and work in a half-duplex
mode. Each link in the system experiences Rayleigh fading
and will be bothered by additive white Gaussian noise
(AWGN). Then -th user and them -th user are selected
fromMusers to offload tasks, where Eve wiretaps the com-
munication between the users and MEC server. ĥi ∼CN ð0
, bΩ iÞ denotes the channel parameters of links between the
user and MEC server, and ĥEve,i ∼CN ð0, bΩEve,iÞ represents
the channel parameters of links between the user and Eve,
i ∈ f1, 2,⋯,Mg, bΩ i = bΩEve,i = 1.

Due to the existence of channel estimation errors, it is
hard to achieve perfect CSI in actual scenarios. In order to
evaluate the impact of Eve under ipCSI on the NOMA-
MEC system, the channel factor of the i -th user and
MEC server is modeled as ĥi = hi + ϖei, and the channel
parameter of the i -th user and Eve is modeled as ĥEve,i
= hEve,i + ϖeEve,i, where ϖ ∈ ð0, 1Þ, hi, and hEve,i represent
the channel gain under pCSI. ϖ = 0 represents that the sys-
tem is able to acquire the pCSI, and ϖ = 1 represents that
the system cannot acquire the pCSI and will sustain from
the channel estimation error ei ∼CN ð0, σ2

ei
Þ and eEve,i ∼

CN ð0, σ2
eEve,i

Þ.
In this paper, the n -th and m -th users are paired to

perform a nonorthogonal transmission scheme and offload
their missions to the MEC server simultaneously. More-
over, the n-th/m-th user is regarded as a nearby/remote
user, which is close/far to the MEC server and Eve. There-
fore, the channel gains between users and the MEC server
can be classified as jh∧mj2 ≤ jh∧nj2, and the channel gains
between users and the Eve can be classified as jh∧Eve,mj2
≤ jh∧Eve,nj2 [30]. According to the principle of NOMA,
the received signals at the MEC server and the Eve are
given by

yMEC = hm + ϖemð Þ
ffiffiffiffiffiffi
Pm

p
xm + hn + ϖenð Þ

ffiffiffiffiffi
Pn

p
xn + nMEC,

ð1Þ
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yEve = hEve,m + ϖeEve,mð Þ
ffiffiffiffiffiffi
Pm

p
xm + hEve,n + ϖeEve,nð Þ

ffiffiffiffiffi
Pn

p
xn + nEve,

ð2Þ

respectively, where xj represents the j -th user’s signal of
offloading task, j ∈ ðm, nÞ. nMEC ∼CN ð0, σ2MECÞ and nEve
∼CN ð0, σ2

EveÞ represent the AWGN at the MEC server
and Eve, respectively. The transmission power of the j
-th user is represented as Pj, Pj = ajP, while P is the total
transmission power of the paired users. In order to ensure
reasonable fairness among users, we assume that am > an,
am + an = 1. Hence, the signal-to-interference-plus-noise
ratios (SINRs) for the MEC server to decode the informa-
tion of two users are derived as

γn =
anρ hnj j2
ϖθn + 1 , ð3Þ

γm = amρ hmj j2
anρ hnj j2 + ϖ θn + θmð Þ + 1

, ð4Þ

respectively.
The SINR expressions of n -th and m -th tapped by Eve

are given by

γEve,n =
anρEve hEve,n

�� ��2
ϖθEve,n + 1 , ð5Þ

γEve,m = amρEve hEve,m
�� ��2

anρEve hEve,n
�� ��2 + ϖ θEve,n + θEve,mð Þ + 1

, ð6Þ

respectively, where ρ ≜ P/σ2MEC and ρEve ≜ P/σ2Eve represent
the transmit SNR of the MEC server and Eve, θi = σ2eiaiρ,
θEve,i = σ2eEve,i aiρEve, i ∈ fm, ng.

3. Performance Analysis

In this section, the secrecy outage behaviors with an Eve
under ipCSI and pCSI in the uplink NOMA-MEC system
are analyzed. The new exact expressions of SOP and the
asymptotic SOP are derived in the high SNR region. In addi-
tion, we acquire the diversity orders and evaluate through-
put as well as energy efficiency to further explore the
security in NOMA-MEC.

3.1. Secrecy Outage Probability. The secrecy outage means
that users cannot complete the offloading tasks within a cer-
tain time slot in the presence of the Eve. As a consequence,
the secrecy outage performance for the users under the two
conditions of ipCSI and pCSI with Eve is analyzed in detail.

Considering that the n -th user and the m -th user off-
load tasks to the MEC server at the same time, the secret rate
of the two users can be defined as

Cn = log2 1 + γnð Þ − log2 1 + γEve,n
� �� �+, ð7Þ

Cm = log2 1 + γmð Þ − log2 1 + γEve,m
� �� �+, ð8Þ

respectively, where ðxÞ+ = max f0, xg.
Assuming that the target secrecy rate of the n -th user is

Vn, when its actual secrecy rate Cn is less than Vn, the n -th
user has an outage behavior. Thus, the SOP of the n -th user
with the ipCSI condition is expressed as

Pn = Pr Cn < Vnð Þ =
ð∞
0
f γEve,n xð ÞFγn

2Vn 1 + xð Þ − 1
� �

dx: ð9Þ

Theorem 1. Under the condition of ipCSI, the exact SOP
expression of the n-th user in the NOMA-MEC system with

Base station
MEC server

Eavesdropper
(Eve)

The n-th user 

The m-th user 

hEve,m
⌃

hEve, n
⌃

h
m

⌃

h
n

⌃

Figure 1: System model of uplink NOMA-assisted MEC communications.
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Eve can be given by

Pn
ipCSI =

M!

M − nð Þ! n − 1ð Þ! θEve,n + 1ð Þ 〠
M−n

i=0
〠
n+i

r=0

M − n

i

 !
n + i

r

 !
−1ð Þi+r
n + i

× e− 2Vn−1ð Þ ϖθn+1ð Þr/anρΩnð Þ ρΩn

θEve,n + 1ð ÞρΩn + 2Vn θn + 1ð ÞrρEveΩEve,n
,

ð10Þ

where ϖ = 1.

Proof. The SINR of the n -th user in the process of offloading
to the MEC server γn and the SINR wiretapped by Eve γEve,n
can be obtained in (3) and (5), respectively. According to
order statistics, the CDF of the n -th user’s sorted channel
gain and the PDF of the n -th user’s unsorted channel gain
are given by

Fγn
xð Þ = M!

M − nð Þ! n − 1ð Þ! 〠
M−n

i=0
〠
n+i

r=0

M − n

i

 !
n + i

r

 !
−1ð Þi+r
n + i

e−r ϖθn+1ð Þx,

ð11Þ

f γEve,n xð Þ = ϖθEve,n + 1
anρEveΩEve,n

e− ϖθEve,n+1ð Þx/anρEveΩEve,nð Þ, ð12Þ

respectively. Substituting (11) and (12) into (9) and doing

some arithmetic operations, we can get (10), which com-
pletes the proof.☐

Corollary 2. Upon substituting ϖ = 0 into (10), the exact SOP
expression of the n -th user under the circumstance of pCSI
with Eve is shown as

Pn
pCSI =

M!

M − nð Þ! n − 1ð Þ! 〠
M−n

i=0
〠
n+i

r=0

M − n

i

 !

�
n + i

r

 !
−1ð Þi+r
n + i

e− 2Vn−1ð Þr/anρΩnð Þ ρΩn

ρΩn + 2VnrρEveΩEve,n
:

ð13Þ

According to the SIC principle, the MEC server first decodes
the task xm by regarding the task xn as an interference. By this
time, a secrecy outage event occurs when the actual secrecy rate
Cm is lower than the target secrecy rate Vm = log ð1 + γmÞ.
Therefore, the SOP under ipCSI with Eve can be given by

Pm = Pr Cm <Vmð Þ =
ð∞
0
f γEve,m yð ÞFγm

2Vm 1 + yð Þ − 1
� �

dy:

ð14Þ

Theorem 3. Under the condition of ipCSI, the exact SOP
expression of the m -th user with Eve is shown as

where ϖ = 1.

Proof. See the appendix.☐

Corollary 4. Upon substituting ϖ = 0 into (15), the exact SOP
expression of the m -th user under the pCSI condition with
Eve can be given by

Pm
ipCSI =

M!

M −mð Þ! m − 1ð Þ!
M!

M − nð Þ! n − 1ð Þ! 〠
M−m

i=0
〠
m+i

s=0
〠
M−n

r=0
〠

n+r−1

k=0

M −m

i

 !
m + i

s

 !
M − n

r

 !

×
n + r − 1

k

 !
−1ð Þi+s+r+k
m + i

ð∞
0

ϖ θEve,n + θEve,mð Þ + 1
ρEve amΩEve,m +ΩEve,nyanð Þ +

anamΩEve,mΩEve,n
amΩEve,m +ΩEve,nyanð Þ2

 !

× e− y ϖ θEve,n+θEve,mð Þ+1ð Þ/amρEveΩEve,mð Þe− s 2Vm 1+yð Þ−1ð Þ ϖ θn+θmð Þ+1½ �/amρΩmð Þ amΩm

1 + kð ÞamΩm + s 2Vm 1 + yð Þ − 1
� �

anΩn

dy; ;

ð15Þ

Pm
pCSI =

M!

M −mð Þ! m − 1ð Þ!
M!

M − nð Þ! n − 1ð Þ! 〠
M−m

i=0
〠
m+i

s=0
〠
M−n

r=0
〠

n+r−1

k=0

M −m

i

 !
m + i

s

 !
M − n

r

 !

×
n + r − 1

k

 !
−1ð Þi+s+r+k
m + i

ð∞
0

1
ρEve amΩEve,m +ΩEve,nyanð Þ + anamΩEve,mΩEve,n

amΩEve,m +ΩEve,nyanð Þ2
 !

× e− y/amρEveΩEve,mð Þe− s 2Vm 1+yð Þ−1ð Þ/amρΩmð Þ amΩm

1 + kð ÞamΩm + s 2Vm 1 + yð Þ − 1
� �

anΩn

dy:

ð16Þ
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3.2. Diversity Order. In this subsection, we acquire the diver-
sity orders of users under the two CSI conditions with Eve,
which is defined as follows:

μ = − lim
ρ⟶∞

log P∞ ρð Þ½ �
log ρ , ð17Þ

where P∞ðρÞ denotes the SOP at high SNRs.

Corollary 5. The asymptotic SOP of the n -th user at high
SNR region under ipCSI condition with Eve is given as fol-
lows:

Pn,∞
ipCSI =

M!

M − nð Þ! n − 1ð Þ! θEve,n + 1ð Þ 〠
M−n

i=0
〠
n+i

r=0

M − n

i

 !
n + i

r

 !
−1ð Þi+r
n + i

× 1 −
2Vn − 1
� �

θn + 1ð Þr
anρΩn

 !
ρΩn

θEve,n + 1ð ÞρΩn + 2Vn θn + 1ð ÞrρEveΩEve,n
:

ð18Þ

Remark 6. Substituting (18) into (17), the diversity order for
the n -th user under ipCSI condition with Eve μn,ipCSI = 0 is
acquired.

Corollary 7. Substituting ρ⟶∞ into (13), asymptotic SOP
of the n -th user at a high SNR region under the pCSI condi-
tion with Eve is shown as

Pn,∞
pCSI =

M!

M − nð Þ! n − 1ð Þ! 〠
M−n

i=0
〠
n+i

r=0

M − n

i

 !
n + i

r

 !
−1ð Þi+r
n + i

� 1 −
2Vn − 1
� �

r

anρΩn

 !
ρΩn

ρΩn + 2VnrρEveΩEve,n
:

ð19Þ

Remark 8. Substituting (19) into (17), the diversity order for
the n -th user under the pCSI condition with Eve μn,pCSI = n
is obtained.

3.3. Throughput Analysis. In this subsection, we discuss the
system throughput in the delay-limited transmission mode
of the system.

Under the condition of ipCSI, we also derive the
throughput for the users with Eve, which is given by

RipCSI = 1 − Pn
ipCSI

� 	
Vn + 1 − Pm

ipCSI

� 	
Vm, ð20Þ

where Pn
ipCSI and Pm

ipCSI have been obtained in (10) and (15),
respectively.

Under the condition of pCSI, we may derive the
throughput for the users with Eve, which is given by

RpCSI = 1 − Pn
pCSI

� 	
Vn + 1 − Pm

pCSI

� 	
Vm, ð21Þ

where Pn
pCSI and Pm

pCSI have been obtained in (13) and (16),
respectively.

3.4. Energy Efficiency. Given the previous analysis of system
throughput, we focus on the energy efficiency in NOMA-
MEC in this subsection. Energy efficiency had been defined
in [31].

In view of the results obtained above, the system energy
efficiencies under the ipCSI and pCSI conditions with Eve
are shown as

ηipCSI =
RipCSI
TP

, ð22Þ

ηpCSI =
RpCSI
TP

, ð23Þ

respectively, where T denotes the time of the whole trans-
mission process and ηipCSI and ηpCSI are the energy efficiency
of the system under the ipCSI and pCSI conditions,
respectively.

4. Results and Discussion

In this section, the simulation results verify the rationality of
the theoretical expressions deduced above. The secrecy per-
formance under the ipCSI and pCSI conditions with Eve is
further evaluated seriously. We assume that the path loss
factor is α = 2 and the power allocation parameters are an
= 0:2 and am = 0:8. The target secrecy rates of the users
are Vn = 2 bits/s and Vm = 0:05 bits/s.

Figure 2 indicates the relationship between SOP for the
two users and the transmit SNR. The channel estimation
errors are set to σ2en = −10dB, σ2em = −10dB, σ2

eEve,n
= 0dB,

and σ2eEve,m = −20dB. According to (10) and (13) and (15)

and (16), the exact theoretical SOP curves of the paired users
under the ipCSI and pCSI conditions with Eve are drawn,
respectively. Error floors of SOP exist under the ipCSI for
the NOMA-MEC system. The reason lies in the existence
of interference of channel estimation errors in communica-
tion transmission. One can also observe that the error floor
exists in a remote user under pCSI since the MEC server will
suffer from interference of the near user while detecting the
remote user’s message.

As indicated in Figure 3, we study the system throughput
versus SNR under ipCSI and pCSI conditions in the delay-
limited transmission case with Eve. The channel estimation
errors are set to σ2en = −10dB and σ2

em
= −10dB. The solid

curves represent the throughput in the NOMA-MEC system
under ipCSI and pCSI with Eve. The dashed curves stand for
the throughput in the OMA-MEC under ipCSI and pCSI
with Eve. It can be observed that the throughput of
NOMA-MEC under pCSI is higher than that under ipCSI.
This is because the user’s SOP under the pCSI condition is
lower than that of the ipCSI condition, which proves that
channel estimation errors and the Eve will indeed affect sys-
tem performance.

Figure 4 depicts the system energy efficiency versus the
SNR for the paired users under ipCSI and pCSI conditions
in the delay-limited transmission case with Eve. The solid
curves indicate the energy efficiency for the NOMA-MEC
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system. At high SNRs, under the same conditions, NOMA-
MEC obtains higher energy efficiency than OMA-MEC.
Meanwhile, the energy efficiency with channel estimation
error is superior to that without channel estimation error
since the pCSI condition is capable of achieving much
greater throughput than ipCSI condition.

In Figure 5, the SOP for the paired users with channel
estimation errors from σ2en = σ2em = −10dB to σ2

en
= σ2em = 0

dB is illustrated. We can observe that the quality of commu-
nication condition is improved as SNR increases. Moreover,
the n-th user is closer to MEC server than the m-th user, so

the improvement in SOP performance of the n-th user is
much more obvious. One can also observe that the SOP rises
with the increase of the channel estimation error values, and
the influence on the nearby user is more obvious than the
remote user on account of the interference from the nearby
user, the Eve, and the channel estimation error. Meanwhile,
the nearby user is only disturbed by the Eve and the channel
estimation error.

Figure 6 plots the SOP for the n -th user and m -th user
versus various values of target secrecy rate. When Vm = 0:05
bits/s, Vn = 2 bits/s, Vm = 0:3 bits/s, Vn = 3 bits/s, Vm = 0:7
bits/s, and Vn = 4 bits/s, it is observed that with the simulta-
neous increase of target secrecy rate for both users, SOP rises
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as well. As a result, the influence of the target secrecy rate of
users must be taken into consideration in the practical
system.

Figure 7 indicates the SOP versus different SNR values of
the Eve. ρEve = −5dB, ρEve = 0dB, and ρEve = 5dB. It can be
seen that when the SNR values of the Eve rises, the SOP
also gradually increases. That is because when the SNR
of the Eve increases, it will strengthen the interference to
users, which will lead to the degradation of users’ secrecy
performance.

5. Conclusions

We have studied the secrecy performance of uplink NOMA-
MEC under ipCSI and pCSI conditions with an Eve. New
exact and approximate expressions of SOP are derived for
NOMA-MEC systems. The analysis results have revealed
that the SOP of NOMA-MEC with pCSI performs better
than that of OMA-MEC. Due to the influence of channel
estimation errors, the secrecy behaviors of NOMA-MEC
with ipCSI are inferior to that of pCSI. As the increase of
channel estimation errors, the SOP of NOMA-MEC is get-
ting worse. Moreover, the throughput and energy efficiency
in the system have been studied under ipCSI and pCSI con-
ditions with the Eve.

Appendix

A.1. Proof of Theorem 3

The SINR of the m -th user in the process of offloading to
the MEC server γm and the SINR wiretapped by Eve γEve,m
can be obtained in (4) and (6), respectively. The CDF of
the m -th user’s unsorted channel gain is given by

FγEve,m
yð Þ = Pr γEve,m < y

� �
= Pr amρEve hEve,m

�� ��2
anρEve hEve,n

�� ��2 + ϖ θEve,n + θEve,mð Þ + 1
< y

 !

= Pr hEve,m
�� ��2 < y anρEve hEve,n

�� ��2 + ϖ θEve,n + θEve,mð Þ + 1
� 	

amρEve

0@ 1A:

ðA:1Þ

With some simple operations, the above expression can
be rewritten as

FγEve,m
yð Þ = 1 − e− y ϖ θEve,n+θEve,mð Þ+1ð Þ/amρEveΩEve,mð Þ amΩEve,m

amΩEve,m +ΩEve,nyan
:

ðA:2Þ

Taking the derivative of (A.2), the PDF expression f γEve,m
can be obtained:
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f γEve,m yð Þ = ϖ θEve,n + θEve,mð Þ + 1
ρEve amΩEve,m +ΩEve,nyanð Þ + anamΩEve,mΩEve,n

amΩEve,m +ΩEve,nyanð Þ2
 !

e− y ϖ θEve,n+θEve,mð Þ+1ð Þ/amρEveΩEve,mð Þ: ðA:3Þ
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The CDF of sorted Fγm
is expressed as

Fγm
yð Þ = Pr γm < yð Þ = Pr amρ hmj j2

anρ hnj j2 + ϖ θn + θmð Þ + 1
< y

 !

= Pr hmj j2 < y anρ hnj j2 + ϖ θn + θmð Þ + 1
� �

amρ

 !
:

ðA:4Þ

Similarly, the sorted CDF expression Fγm
of the m-th

user can be expressed as

Fγm
yð Þ = M!

M −mð Þ! m − 1ð Þ!
M!

n − 1ð Þ! M − nð Þ! 〠
M−m

i=0
〠
m+i

s=0
〠
M−n

r=0
〠

n+r−1

k=0

�
M −m

i

 !
m + i

s

 !
×

M − n

r

 !

�
n + r − 1

k

 !
−1ð Þi+s+r+k
m + i

e− sy ϖ θn+θmð Þ+1½ �/amρΩmð Þ amΩm

1 + kð ÞamΩm + syanΩn
:

ðA:5Þ

Substituting (A.3) and (A.5) into (14), (15) can be
attained easily.
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Exploiting unmanned aerial vehicles (UAVs) as base stations (UAV-BS) can enhance capacity, coverage, and energy efficiency of
wireless communication networks. To fully realize this potential, millimeter wave (mmWave) technology can be exploited with
UAV-BS to form mmWave UAV-BS. The major difficulty of mmWave UAV-BS, however, lies in the limited energy of UAV-
BS and the multiuser interference (MUI). Beam division multiple access with orthogonal beams can be employed to alleviate
the MUI. Since each user has dominant beams around the line of sight direction, beam selection can reduce the power
consumption of radio frequency chain. In this paper, we formulate the problem of maximizing the sum rate of all users by
optimizing the beam selection for beamspace and UAV-BS deployment in the mmWave UAV-BS system. This nonconvex
problem is solved in two steps. First, we propose a signal-to-interference plus noise ratio-based greedy beam selection scheme
to ensure that all the ground users in the given area can be served by the UAV-BS, where a zero forcing precoding scheme is
used to eliminate the MUI. Then, we utilize the continuous genetic algorithm to find the optimal UAV-BS deployment and
beam pattern to maximize the sum rate of all users. Moreover, considering the mobility of the UAV-BS, the UAV-BS
trajectory and beam selection for beamspace are optimized in the mmWave UAV-BS system. The simulation results
demonstrate the effectiveness of the proposed design for the mmWave UAV-BS system.

1. Introduction

Unmanned aerial vehicles (UAVs) have drawn growing atten-
tion in a wide range of applications, such as disaster rescue,
surveillance and monitoring, aerial imaging, and cargo delivery
[1, 2]. Wireless communication utilizing UAVs is a promising
technology to achieve fast deployment and flexible reconfigura-
tion [3, 4]. Specifically, UAVs as different types of wireless
communication platforms, such as UAV base stations
(UAV-BS), aerial relays, and UAV swarms, assist and enhance
terrestrial communications [5, 6]. Employing UAV-BS in par-
ticular is a cost-effective solution to assist the existing terrestrial
communication infrastructure by providing seamless coverage
and improving the network performance. Recent researches on
UAV-BS can be divided into two main categories.

In the first category, UAVs are considered aerial quasi-
stationary BSs. The altitude and horizontal positions of
UAVs can be separately or jointly optimized to obtain a bet-
ter air-ground channel for meeting different requirements of
ground users [7–9]. Specifically, in [7], the altitude of the
UAV-BS was optimized to achieve the maximum coverage
for the terrestrial users. By contrast, with the fixed altitude,
the horizontal placement of UAV-BS was jointly optimized
with the user association in [8]. Furthermore, the joint opti-
mization of altitude and horizontal positions of UAV-BS
was investigated in [9], where the aim of the UAV-BS place-
ment is to maximize the number of covered users with min-
imum transmit power.

For the second category, UAVs are consideredmobile BSs.
By exploiting the mobility of UAV-BS, the communication
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distance between the UAV-BS and terrestrial users can be
significantly shortened via careful design on the trajectory of
UAV-BS. In [10], a joint optimization of the UAV-BS trajec-
tory and transmit power for multiple users was developed to
dynamically establish short-distance line of sight (LoS) links
and thus to improve the throughput of the system. A joint
optimization of the UAV-BS trajectory and user scheduling
for a UAV-enabled secure system was proposed in [11] to
maximize the minimum secrecy rate under the required
constraints of UAV-BS and ground users. In [12], a joint
optimization of the UAV trajectory and nonorthogonal multi-
ple access (NOMA) precoding was investigated for a UAV-
assisted NOMA network, where the UAV trajectory and
NOMA precoding are jointly optimized to maximize the sum
rate of users served by the UAV-BS and NOMA-network BS.

Early researches mainly focused on the UAV-BS work-
ing in microwave frequencies with a single antenna owing
to the strict constraint of size. Because the UAV-BS also
has limited on-board energy, the signals of a single antenna
may be significantly attenuated due to the long communica-
tion distance between the UAV-BS and ground users [13].
However, by exploiting the small wavelengths of millimeter
wave (mmWave) signals, mmWave frequencies can be
adopted to the UAV-BS to pack large antenna arrays in
small dimensions [14, 15].

The combination of UAV-BS and mmWave communica-
tion technology therefore offers advantages of enhancing cov-
erage, improving energy efficiency, and providing sufficient
bandwidth [16]. An UAV-BS mmWave system can naturally
establish LoS links between UAV-BS and ground users to
support the connectivity of existing ground wireless networks
[17]. Because of limited scattering of air-to-ground links in the
mmWave band, the path loss is dominant by LoS. The authors
of [18] developed a 3D beamforming approach to achieve effi-
cient and flexible coverage in mmWave UAV-BS communica-
tions. In [19], the impact of adaptive navigation on mmWave
UAV-BSs was investigated to enhance the system performance.
Furthermore, the mmWave UAV-BS deployment optimiza-
tion is an important issue to improve the performance. In
[20], the optimized mmWave UAV-BS deployment, which
includes the optimal height, horizontal coordinates, and cover-
age radius, was analyzed by taking into account human body
blockage. Xiao et al. [21] presented a mmWave UAV-BS
deployment optimization with a constant modulus beamform-
ing to maximize the sum rate of all ground users. However,
since mmWave UAV-BSs place large antenna arrays in a small
area, the power consumption of radio frequency (RF) chains is
considerable [22], but UAV-BSs typically have limited energy
supply. In addition, to support simultaneous transmissions
between the mmWave UAV-BS and ground users, the multi-
user interference (MUI) mitigation is necessary.

Since mmWave UAV-BS signals propagate mainly through
LoS paths, users from different directions can be simultaneously
served by orthogonal beams, which is known as beam division
multiple access (BDMA) [16]. By employing orthogonal beams,
MUI can be effectively decreased to improve the system perfor-
mance [23]. In particular, the discrete lens array (DLA), which
points signals in different directions, was employed in BDMA
to transform the conventional spatial channel into a beamspace

channel [24]. To exploit the sparsity of the beamspace channel,
beam selection was investigated in [25] to achieve near-
optimal performance with fewer RF chains. In [26], a compar-
ison among different kinds of beam selection schemes was
evaluated, in terms of the required number of RF chains as
well as the trade-off between spectral efficiency and energy
efficiency. Furthermore, the power allocation for BDMA
transmission was analyzed in [27] with only statistical channel
state information (CSI). In [28], considering the power leakage
and the imperfect channel statistics estimation, the RF chains
were further reduced after the beamspace transformation in
the lens antenna array.

There exist increasing interests in the use of the genetic
algorithm (GA) for wireless communication and signal
processing [29–31], since GA can attain the global optimal
solutions of challenging optimization problems with affordable
computational complexity and it does not require derivative
information [32]. The work [31] applied several evolutionary
algorithms, including continuous GA (CGA), to solve the diffi-
cult problem of joint channel estimation and turbo multiuser
detection/decoding. Compared with discrete GA [32], CGA
has high precision, low storage, and high speed without the
requirement of prior decoding. In [33], GA was utilized to find
the optimal deployment of drones to cover the target area with
the lowest cost. However, the method of [33] is based on the
single transmit antenna, which can be improved by taking the
multiple transmit antennas and MUI into account.

The comparison of the recent researches in UAV-BS and
BDMA is summarized in Table 1. Inspired by the existing
research, we focus on the mmWave UAV-BS system, where
the mmWave-frequency antenna array and DLA are employed
by the UAV-BS to direct signals to different directions and to
form the beamspace channel. We propose a beam selection
optimization for beamspace and UAV-BS deployment to max-
imize the sum rate of all ground users. Due to the sparse nature
of the beamspace channel in BDMA, the dominant beams are
near the LoS directions of the ground users. By properly
designing the horizontal positions of the mmWave UAV-BS,
not only can the better channel gain be achieved but also the
interfering channel distance among the ground users can be
enlarged to alleviate the MUI, while imposing lower number
of RF chains. However, this design problem is nonconvex
and difficult to solve directly. To tackle this challenging optimi-
zation problem, we decompose it into two subproblems by first
designing the beam selection scheme for beamspace and then
finding the optimal positions and beam pattern of the
mmWave UAV-BS. For the first subproblem, we propose a
signal-to-interference plus noise ratio- (SINR-) based greedy
beam selection scheme. When the UAV-BS communicates
with its served users, if the served users have different dominant
beams, the UAV-BS will naturally select their corresponding
dominant beams. However, in the scenario that two or more
users have the same dominant beam, the UAV-BS can select
the beams to users according to the SINR-based greedy beam
selection scheme. Zero forcing (ZF) precoding is used to fur-
ther eliminate the MUI. Given the SINR-based greedy beam
selection, we design a CGA to solve the second subproblem,
namely, the optimal deployment of the mmWave UAV-BS
system. Similarly, considering the mobility of the mmWave
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UAV-BS, we also optimize the trajectory of the mmWave
UAV-BS by the CGA scheme, given the SINR-based greedy
beam selection. The main contributions of this paper are
recapped below.

(1) In this paper, we consider a mmWave UAV-BS,
which is equipped with the lens antenna array to
serve the multiple ground users. Aimed at maximiz-
ing the sum rate of all ground users, the optimization
problem of beam selection and UAV deployment is
complicated to solve, which is decomposed into
two subproblems

(2) First, we propose an SINR-based greedy beam selec-
tion scheme for the users which share the same
dominant beams, where ZF precoding is employed
to further minimize the MUI. Then, the CGA of
UAV-BS deployment is designed to optimize the
UAV deployment and beam pattern by maximizing
the sum rate of ground users

(3) We also formulate an optimization problem of beam
selection and UAV-BS trajectory in the multiuser
mmWave system to maximize the sum rate of all
ground users with the speed constraint of UAV-BS.
Given the suboptimal SINR-based greedy beam
selection, the CGA-based mmWave UAV-BS trajec-
tory optimization is proposed

The paper is structured as follows. Section 2 introduces the
system model and problem formulation. The optimizations of
beam selection in beamspace as well as mmWave UAV-BS
deployment and trajectory are addressed in Section 3. The
design analysis and achievable performance are provided
and discussed in Section 4. Section 5 concludes the paper.

In this paper, ℝ and ℂ denote the real and complex num-
ber fields, respectively. The boldfaced lowercase and uppercase
letters stand for vectors and matrices, respectively. ∥·∥ denotes
the Euclidean norm, while the transpose and Hermitian trans-

pose operators are denoted by ð·ÞT and ð·ÞH, respectively. The
inverse operation is denoted by ð·Þ−1, while trð·Þ represents the
trace operation. The operatorA \B denotes the set consisting
of all elements in A excluding those inB. The integer ceiling
operation is denoted by d·e, 0K is the K-dimensional zero vec-
tor, and IK is the ðK × KÞ-dimensional identity matrix, while
Aði, :Þi∈I denotes the submatrix consisting of the rows of A
with the row indices given by the index set I . The cardinality
of the set I is denoted by ∣I ∣ , and the jth element of I is
denoted as I ðjÞ, while wðk,:Þ and wð:,kÞ denote the kth row
and kth column of W, respectively.

2. System Model and Problem Formulation

As illustrated in Figure 1, we consider an mmWave downlink
multiuser communication system, where a rotary-wing UAV-
BS employsN t transmit antennas andNRF RF chains to simul-
taneously communicate with K terrestrial users. The different
users are served by different beams. Each ground user is
equipped with a single antenna, and the horizontal coordinate
of the kth ground user is given by uk = ½xkyk�T ∈ℝ2×1, 1 ≤ k
≤ K. We assume that the UAV-BS flies at a constant altitude
H (m) above the ground and the location of UAV-BS pro-
jected on the ground in the 3D rectangular coordinate system
is defined by q = ½qxqy�T ∈ℝ2×1.

2.1. Channel Model. Owing to the flexibility of the UAV-BS,
the LoS can be naturally established in low-altitude plat-
forms [34], and scattering is relatively rare in mmWave
frequencies for the air-to-ground links. Thus, we assume
that the wireless links between the UAV-BS and the ground
users are dominant by the LoS paths [18, 35]. Then, the
effective channel model between the UAV-BS and the kth
ground user can be expressed as [36]

hk = βka θkð Þ, ð1Þ

Table 1: Reference comparison of recent researches.

[7] [8] [9] [10] [11] [12] [18] [20] [21] [25] [26] [28] [33]
2016 2019 2017 2018 2018 2019 2019 2018 2020 2016 2015 2018 2019

UAV-BS √ √ √ √ √ √ √ √ √
Deployment √ √ √ √
3D deployment √ √ √ √
Trajectory √ √ √
mmWave √ √ √ √ √
Beamforming √ √ √ √ √
BDMA √ √ √
ZF √ √ √
Beam selection √ √ √
SINR √ √ √
Multiuser √ √ √ √ √ √ √ √ √ √ √ √
Multiuser interference √ √ √
GA √
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where aðθkÞ ∈ℂN t×1 is the array steering vector of the kth
ground user and βk is the gain of the LoS path for this
ground user. The channel coefficient βk depends on the path
loss at the mmWave frequency and is given by [37, 38]

βk =
1

4πf m,m × 109/c
� �

· dαLk
, ð2Þ

where dk =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 + kq − ukk2

q
is the distance between the

UAV-BS and the kth ground user, c = 3 × 108m/s is the
speed of light, f m,m is the carrier frequency, and αL is the
parameter of the LoS path loss model. In our investigation,
f m,m = 28GHz is allocated and αL = 0:95 is adopted. In addi-
tion, the spatial direction θk is defined as θk = cos ðϕkÞ,
where ϕk is the real angle of departure of the kth ground
user. Hence, the range of θk is ½−1, 1�. A uniform linear array
(ULA) is employed in the mmWave UAV-BS, and the array
steering vector for the kth ground user is expressed as [26]

a θkð Þ = e−j2π
d
λ

1−Nt
2ð Þθk ⋯ e−j2π

d
λ
l−Nt−1

2ð Þθk ⋯ e−j2π
d
λ

Nt−1
2ð Þθkh iT

, l = 0, 1,⋯N t − 1,

ð3Þ

where λ is the signal wavelength and d = λ/2 is the antenna
element spacing.

2.1.1. UAV-BS Deployment. For the mmWave UAV-BS
deployment, the spatial direction of the kth user θk is related
to the placement of the UAV-BS, given as the cosine value of
the direction vector from the kth ground user to the UAV-
BS and the UAV-BS forward direction vector ½100�T [21].
Thus, the spatial direction θk is defined as

θk =
xkyk0½ � − qxqyH

h i� �
· 100½ �T

xkyk0½ �T − qxqyH
h iT

∥·∥ 100½ �T
����

����
=

xk − qxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xk − qxð Þ2 + yk − qy

� �2
+H2

r :

ð4Þ

2.1.2. UAV-BS Trajectory. To take into account the mobile
nature of the UAV-BS, the UAV-BS trajectory should be
considered. Specifically, the fly-hover communication proto-
col [39] of rotary-wing UAV-BS can be adopted to realize
the communication with users. The UAV-BS serves the
ground users with a constant mission time T , which can be
equally divided into N + 1 time slots. For this fly-hover
communication protocol, the UAV-BS successively visits
the N optimized hovering locations and communicates with
the ground users when it is hovering at the optimized loca-
tions. Since the UAV-BS flies at a constant altitude H, the
horizontal coordinate in the nth time slot is defined as q½n�
= ½qx½n�qy½n��T , n = 0, 1,⋯,N + 1. In practice, the trajectory
of the UAV-BS should satisfy the following constraints:

A tra =

q 0½ � = qI, q N + 1½ � = qF,
q n + 1½ � − q n½ �k k ≤ vmax, 0 ≤ n ≤N ,

q n½ � ∈ qx,l, qx,h
� 	

× qy,l, qy,h
h i

,∀n,

8>>><
>>>:

ð5Þ

where qI, qF ∈ℝ2×1 denote the initial and final horizontal
locations of the UAV-BS, respectively, and vmax is the max-
imum speed of the UAV-BS, that is, the UAV-BS velocity
v ≤ vmax, while ½qx,l, qx,h� × ½qy,l, qy,h� denotes the UAV-BS fly-
ing area. The forward direction vector of the UAV-BS is
related to the location of the next time slot and is defined
as qf ½n� = ½ðqx½n + 1� − qx½n�Þðqy½n + 1� − qy½n�Þ0�T , n = 0, 1,
⋯,N . Thus, the spatial direction of the kth user at the nth
time slot can be expressed as

θk,n =
xkyk0½ � − qxqyH

h i� �
· qf n½ �

xkyk0½ �T − qxqyH
h iT

∥·∥qf n½ �
����

����
: ð6Þ

2.2. Beamspace Representation. By employing an elaborately
designed DLA, the traditional channel (1) in the spatial
domain can be translated into an equivalent one in the
beamspace or angular domain [40]. In particular, let U ∈
ℂN t×N t be the spatial discrete Fourier transform (DFT)
matrix representing the operation of the DLA, which is
acquired by the steering vectors at the N t fixed spatial
frequencies with uniform spacing [41, 42]. Thus, the DFT
matrix U, which contains the N t orthogonal beams that
cover the whole space, is defined as

U =
1ffiffiffiffiffi
N t

p a ψ1ð Þa ψ2ð Þ⋯ a ψNt

� �h i
, ð7Þ

where ψn = 1/N tðn − ððN t + 1Þ/2ÞÞ, n = 1, 2,⋯,Nt , are the
predefined spatial directions. The DFT matrix U forms the
basis of the N t-dimensional spatial orthogonal signal space.

Let x ∈ℂK×1 be the transmitted symbol vector to the K
ground users and y ∈ℂK×1 be the received signal vector at
the K ground users. Then, the system model in the beamspace
domain can be expressed as

Forward
direction

u1 = (x1, y1)T

u2 = (x2, y2)T

uK = (xK, yK)T
User 1

User 2

User K

Figure 1: A mmWave UAV-BS serving multiple ground users.
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y = ~HHWx + n, ð8Þ

where n ~CN ð0k, σ2
nIKÞ is the additive white Gaussian noise

(AWGN) vector with the covariance matrix σ2nIK , W ∈ℂN t×K

is the precoding matrix, and the beamspace channel ~H ∈
ℂN t×K is defined as

~H = hb,1hb,2 ⋯ hb,K½ � = Uh1Uh2 ⋯UhK½ � =UH, ð9Þ

where H ∈ℂN t×K is the spatial channel for all the K users and
hb,k ∈ℂN t×1 is the beamspace channel of the kth user. The
beamspace channel ~H indicates that the signals of each user
are mapped in the N t orthogonal beams, and each element
of hb,k denotes one of the N t beams supported by the DLA.

2.3. Problem Formulation

2.3.1. UAV-BS Deployment Problem Formulation. Let the
UAV hovering area Adep be defined by

qx,l ≤ qx ≤ qx,u, qy,l ≤ qy ≤ qy,u, ð10Þ

where qx,l and qy,l denote the minimum values of qx and qy,
respectively, while qx,u and qy,u represent the maximum
values of qx and qy , respectively. The UAV-BS deployment
problem is to determine the position q ∈Adep to deploy
the UAV-BS. Due to the sparse nature of the beamspace
channel [24], there are only a few dominant entries of the
beamspace channel for each user. The use of the beamspace
channel allows us to select the corresponding beams to
reduce the dimension of the mmWave UAV-BS system
without significant performance loss. The reduced system
model in the beamspace domain is given by

~y = ~HH
r Wrx + n, ð11Þ

where ~Hr = ~Hðb, :Þb∈B and B consists of the indices of the
selected beams, while Wr is the precoding matrix with the
corresponding reduced dimension. Thus, the received signal
at the kth user can be expressed as

~yk = ~hHr k,:ð Þw~
r :,kð Þxk + 〠

K

j=1,j≠k

~hHr k,:ð Þw~
r :,jð Þxj + nk, ð12Þ

where ~yk is the kth element of ~y. Based on the above discus-
sion, for the UAV-BS transmission with multiple users, the
average achievable rate of the kth user is

Rk = log2 1 + Pt/Kð Þ
~hHr k,:ð Þw~

r :,kð Þk2

σ2n + Pt/Kð Þ∑K
j=1,j≠k

~hHr k,:ð Þw~
r :,jð Þk2

��� �
,

������
0
B@

ð13Þ

where Pt is the total transmission power of the UAV-BS.
Thus, the sum rate of all the users is Rsum =∑K

k=1 Rk.

Note that the beamspace channel ~H is a function of the
UAV-BS position q, and hence, B also depends on q as well
as the way of beam selection. Therefore, Rsum depends on
both q and B, and the UAV-BS placement problem in the
beamspace domain can be formulated as

max
q,B

Rsum q,Bð Þ,

s:t: q ∈ Adep:
ð14Þ

2.3.2. UAV-BS Trajectory Problem Formulation. The UAV-
BS trajectory problem is to determine the mission trajectory
fq½n�gNn=0 ∈A tra of the UAV-BS. At the nth time slot, given
the UAV-BS position q½n�, the beamspace channel ~H is
known. Let B½n� be the corresponding selected beam set.
In order to study the performance of the UAV-BS trajectory,
we consider the sum rate of the kth user served by the UAV-
BS in the nth time slot of a mission, which is expressed as

Rk n½ � = log2 1 + Pt1/Kð Þ
~hHr k,:ð Þ n½ �w~

r :,kð Þ n½ �k2

σ2n + Pt1/Kð Þ∑K
j=1,j≠k

~hHr k,:ð Þ n½ �w~
r :,jð Þ n½ �k2

��� �
,

������
0
B@

ð15Þ

where ~hr ðk,:Þ½n� is the reduced beamspace channel vector of
the kth user in the nth time slot, Pt1 denotes the transmit
power at the UAV-BS for each time slot, and w~

r ð:,kÞ½n� is
the reduced precoding vector of the kth user in time slot n.
Therefore, the sum rate for all the users over the N + 1 time
slots can be expressed as Rsum,N =∑K

k=1 ∑
N
n=0 Rk½n�.

Based on the above discussion, we can formulate the sum
rate maximization problem for the UAV-BS trajectory as

max
q n½ �f gNn=0, B n½ �f gNn=1

Rsum,N q n½ �f gNn=0, B n½ �f gNn=1
� �

,

s:t: q n½ �f gNn=0 ∈A tra:

ð16Þ

fB½n�gNn=1 depends on the UAV-BS trajectory fq½n�gNn=1
and how the beams are selected at each time slot n.

3. Solution of the Problem

By evaluating the Hessian matrices of the objective functions
for the problems (14) and (16), it can be seen that both the
optimization problems are nonconvex and highly complex.
Therefore, it is challenging to solve the problems (14) and
(16) by the existing optimization tools. We focus on the
optimization problem of UAV-BS deployment first by sepa-
rating the problem (14) into two subproblems. The “inner”
subproblem determines the selected beam set B giving the
UAV-BS position q. A suboptimal SINR beam selection
algorithm is introduced to incrementally maximize the
sum rate of the mmWave UAV-BS system. With this SINR
beam selection scheme, the “outer” subproblem then solves
the UAV-BS deployment by employing the CGA algorithm.
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Next, we solve the optimization problem (16) for UAV-BS
trajectory in a similar way. Specifically, the CGA is designed
to optimize the UAV-BS trajectory with the proposed
suboptimal SINR beam selection scheme.

3.1. Beam Selection. Given the UAV-BS position q, the
beamspace channel ~H is known. The proposed SINR beam
selection scheme is composed of two parts. The ground users
having unique dominant beams can select the dominant
beams to communicate with the UAV-BS, while the users
having overlap dominant beams will search for the proper
beams from the unselected beams by incrementally maxi-
mizing the SINR of the mmWave UAV-BS system, where
ZF is utilized to further eliminate the MUI.

Due to the sparse structure of the beamspace channel in
the mmWave UAV-BS system, the beamspace channel for
the kth user has dominant values near the LoS direction
[25]. Since the dominant beams have the most transmission
power, they can be selected for the transmission to reduce
the number of RF chains with minor performance loss. In
order to reduce the number of RF chains NRF to the mini-
mum, we consider that each user is served by only one beam,
and hence, NRF = K . Let the index of the selected dominant
beam for user k be Bmax,k, which is defined as [43]

Bmax,k = i⋆ = arg max
1≤i≤Nt

hib,k


 

2� �

, ð17Þ

where hib,k denotes the ith element of the kth column of the
beamspace channel ~H.

Given the beamspace channel vectors hb,k and the corre-
sponding selected beam indexes (17) for 1 ≤ k ≤ K , the K
users can be assigned into the two groups, the nonoverlap
group GN and the overlap groups GO. The group GN
includes the users having the unique dominant beams, while
a user in the group GO has the same selected beam with
some other users in GO. In particular, the selected beam
set or index of a nonoverlap user i satisfies Bmax,i ∩
ð∪j≠i,1≤j≤KBmax,jÞ =∅. On the other hand, if Bmax,i′ ∩
ð∪j≠i′ ,1≤j≤KBmax,jÞ ≠∅, the i′th user is an overlap user
and is assigned to GO. Obviously, GN and GO satisfy
GN ∪GO = f1, 2,⋯,Kg and GO ∩GN =∅. We consider an
example of K = 6 and N t = 8, where Bmax,1 = f1g, Bmax,2 =
f4g, Bmax,3 = f7g, Bmax,4 = f7g, Bmax,5 = f8g, and Bmax,6
= f8g. Then, GN = f1, 2g and GO = f3, 4, 5, 6g.

For nonoverlap user k ∈ GN , the beam with indexBmax,k
will be directly selected, since this dominant beam contains
most of the transmission power and causes few interferences
to other users. Let BGN

denote the selected beams for the
nonoverlap users in GN. For the overlap users in GO, the
beams should be reselected to communicate with the
UAV-BS by maximizing the sum rate of all users. To incre-
mentally maximize the sum rate, the beams which result in
the maximum increase in SINR should be selected. In order
to mitigate the MUI with the user group GN, the beams for
the users in GO are selected from the beam set BR = f1, 2,

⋯,N tg \BGN
. Let BGO

denote the selected beams for the
overlap users in GO.

The precoding matrix Wr for all the users with the
selected beams Bsel =BGO

∪BGN
can be expressed as

Wr = αFr , ð18Þ

where α is the power normalization factor given by

α =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pt

tr FrF
H
r

� �
s

, ð19Þ

and Fr is the ZF precoding matrix expressed as

Fr = ~Hr
~HH
r
~Hr

� �−1
, ð20Þ

in which ~Hr = ~Hðb, :Þb∈Bsel
. The SINR with the ZF precoding

for user k can be expressed as [44]

SINRk,ZF =
Pt αj j2
Kσ2

n
: ð21Þ

Thus, the maximization of the SINR can be transformed
to the maximization of the normalization factor α with
respect to the selected beam set BGO

for the overlap users
in GO.

Hence, we can select the required beams for the overlap
users in GO one by one based on a greedy-type beam selec-
tion algorithm that identifies the beams with the maximal
gains in terms of SINR. Specifically, at each selection stage,
a beam is selected for an overlap user in GO which maxi-
mizes the gain in the SINR. This greedy beam selection
algorithm is summarized in Algorithm 1.

3.2. Continuous Genetic Algorithm for UAV-BS Deployment.
For given q, we use Algorithm 1 to select the beam set
BdepðqÞ =BselðqÞ. Express the objective function of the
UAV-BS deployment problem for this beam selection
scheme as f depðqÞ = Rsumðq,BdepðqÞÞ. Hence, with this
greedy SINR-based beam selection scheme, the optimization
of the UAV-BS deployment can be expressed as

q⋆ = arg max
q∈Adep

f dep qð Þ: ð22Þ

We propose to apply the CGA [30, 45, 46] to solve this
optimization problem. With Pdep denoting the population
size and g being the generation index, the procedure of the
CGA-based UAV-BS deployment is detailed below.

(1) Initialization: at g = 0, the initial population of Pdep
chromosomes or candidate UAV-BS locations
fqg,pgPdep

p=1
are randomly generated over the UAV

hovering area Adep. Algorithm 1 is utilized to select
the beam set Bdepðqg,pÞ for every chromosome qg,p
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, and then, the fitness value Fdepg,p = f depðqg,pÞ is
calculated, for 1 ≤ p ≤ Pdep. The Pdep chromosomes
are ranked from top to bottom according to their
fitness values. Denote this ranked population as
fqg,p ; Fdepg,pg

Pdep

p=1
with the fitness values Fdepg,1 ≥

Fdepg,2 ≥⋯≥Fdepg,Pdep

(2) Selection: set g = g + 1. The Pkeep,d previous
chromosomes with the highest fitness values will
survive into the next generation, i.e.,
fqg,p = qg−1,p ; Fdepg,p = Fdepg−1,pg

Pkeep,d

p=1
, and these

high-fitness chromosomes also form a mating pool,
where Pkeep,d = Pdep · γdep is the size of the mating
pool. The selection ratio γdep decides how many
chromosomes are to be chosen for the mating pool
from the total Pdep chromosomes. The mating pool
is used to select parents to provide Pdep − Pkeep,d
offspring for the next generation to maintain a
constant-size population

The rank weighting, a roulette wheel weighting [30], is
used to choose chromosomes for mating. With this weight-
ing, the chromosome with the largest fitness has the greatest
probability of mating, while the chromosome with the smal-

lest fitness has the lowest probability of mating. Let Pdep
m be

the probability of selecting the mth chromosome for mating
from the Pkeep,d chromosomes, which is calculated as

Pdep
m =

Pkeep,d −m + 1

∑
Pkeep,d
m=1 m

, 1 ≤m ≤ Pkeep,d: ð23Þ

Then, Pdep
m is turned into the cumulative probability Pdep

c,m
for deciding which chromosome can be selected as a parent.
In particular, when a random number Pmum between 0 and 1

is generated, if Pdep
c,m−1 < Pmum ≤ Pdep

c,m , the mth chromosome
will be selected as a parent (mum). For instance, let Pkeep,d
= 4, and the corresponding Pdep

m ∈ f0:4,0:3,0:2,0:1g. Then,
Pdep
c,m ∈ f0:4,0:7,0:9,1g. If Pmum = 0:33, the first chromosome

is selected as “mum.” Similarly, the “dad” chromosome is
chosen in the same manner. We adopt two parents produc-
ing two offspring as a common form of mating. Thus, Pdep
− Pkeep,d parents are required for mating to create new
offspring. We will assume that Pdep − Pkeep,d is an even num-
ber, and we have selected ðPdep − Pkeep,dÞ/2 pairs of parents.

(3) Crossover: each pair of parents selected for the cross-
over operation can be expressed as

qg,mum = qx,g,mumqy,g,mum

h iT
,

qg,dad = qx,g,dadqy,g,dad
h iT

:

8>><
>>: ð24Þ

They are used to produce two offspring qg,os1 and qg,os2.
The single crossover point scheme is utilized to combine

the parents’ information. A crossover point qpc is randomly
selected between x and y. If y is selected as the crossover
point, i.e., qpc = y, the two new offspring are produced as

qg,os1 = qx,g,mumqpc ,g,os1
h iT

,

qg,os2 = qx,g,dadqpc ,g,os2
h iT

,

8>><
>>: ð25Þ

with

qpc ,g,os1 = qpc ,g,mum − μ qpc ,g,mum − qpc ,g,dad
� �

= qy,g,mum − μ qy,g,mum − qy,g,dad
� �

,

qpc ,g,os2 = qpc ,g,dad + μ qpc ,g,mum − qpc ,g,dad
� �

= qy,g,dad + μ qy,g,mum − qy,g,dad
� �

,

8><
>:

ð26Þ

where μ is a random value uniformly selected in the range of
ð0, 1Þ. Similarly, if x is selected as the crossover point, i.e.,
qpc = x, the crossover operation produces the two corre-

sponding offspring from the pair of parents.
Algorithm 1 selects the beam set for every offspring, and

its fitness value is calculated. After the crossover, the new
generation of the chromosomes include the Pkeep,d elitist

Input: ~H, Bmax,k for 1 ≤ k ≤ K
Output: Bsel , ~Hr
1: for k = 1⟶K
2: if Bmax,k ∩ ð∪k′≠k,1≤k′≤KBmax,k′Þ =∅
3: k ∈GN
4: else
5: k ∈GO
6: end
7: BGN

= ∩ k∈GN
Bmax,k

8: BGO
=∅

9: BR = f1, 2,⋯,Ntg \BGN

10: forj′ = 1⟶K − jGN j
11: j = ff1, 2,⋯,Kg \GNgðj′Þ
12: for i′ = 1⟶ jBRj
13: i =BRði′Þ
14: CðiÞ = ~Hðb, :Þb∈ðBGN

∪BGO
∪iÞ

15: FðiÞ =CiððCðiÞÞHCðiÞÞ−1

16: αðiÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pt/trðFðiÞðFðiÞÞHÞ

q
17: end

18: i⋆j = arg max
∀i

jαðiÞj2

19: BGO
=BGO

∪ i⋆j
20: BR ⟵BR \BRði⋆j Þ
21: end
22: Bsel =BGO

∪BGN

23: ~Hr = ~Hðb, :Þb∈Bsel

Algorithm 1: Greedy SINR-based beam selection.
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chromosomes from the previous generation and their Pdep
− Pkeep,d offspring. These Pdep chromosomes are ranked
from top to bottom according to their fitness values as
fqg,p ; Fdepg,pg

Pdep
p=1

.

(4) Mutation: the element qpm ,g,p of chromosome qg,p is
randomly selected to mutate; thereby, the mutated
element is replaced by a new random value qpm ,l ≤
qpm ,g,p ≤ qpm ,u, where pm = x or y, while 2 ≤ p ≤ Pdep.
We opt to not mutate the best chromosome with
the highest fitness found so far, i.e., qg,1. The number
of elements that will mutate in each generation is
governed by a mutation probability Mdep [45, 46].
Thus, the total number of mutated elements is 2ð
Pdep − 1ÞMdep since each chromosome has 2 ele-
ments. The mutation operation is crucial to provid-
ing sufficient diversity for the CGA

Algorithm 1 then selects the beam sets for the mutated
chromosomes, and their fitness values are calculated. After-
ward, the mutated population of the Pdep chromosomes is
ranked again from top to bottom according to their fitness
values as fqg,p ; Fdepg,pg

Pdep

p=1
.

(5) Termination: if g >Gmax,dep, where Gmax,dep is the
maximum number of generations, the procedure
stops and the chromosome with the highest fitness
is chosen as the solution, i.e., q⋆ = qg,1. Otherwise,
the procedure repeats from step (2)

The CGA-based UAV-BS deployment algorithm is sum-
marized in Algorithm 2. The population size Pdep, the max-
imum number of generations Gmax,dep, the selection ratio
γdep, and the mutation probability Mdep are the problem-
dependent algorithmic parameters, which need to be care-
fully chosen.

3.3. Continuous Genetic Algorithm for UAV-BS Trajectory.
With the initial and final locations qI and qF fixed, the
UAV-BS trajectory has N locations, which is expressed as

qN = qT 1½ �qT 2½ �⋯ qT N½ �� 	T
: ð27Þ

For given q½n� at time slot n, we use Algorithm 1 to select
the beam set Btraðq½n�Þ =Bselðq½n�Þ. Denote the overall
beam set selected for qN by Algorithm 1 as BtraðqNÞ =
fBselðq½n�ÞgNn=1. Then, the optimization of the UAV-BS tra-
jectory is reduced to

q⋆N = arg max
qN∈A tra

f tra qNð Þ, ð28Þ

where the objective function of the UAV-BS trajectory prob-
lem is f traðqNÞ = Rsum,NðqN ,BtraðqNÞÞ. We also apply the
CGA to solve this optimization problem. From (27), each
chromosome has 2N coordinates, and the pth chromosome
in the gth generation can be expressed as

qNg,p
= qg,p n½ �
n oN

n=1
=
h
qx,g,p 1½ �qy,g,p 1½ �qx,g,p 2½ �qy,g,p 2½ �

⋯ qx,g,p N½ �qy,g,p N½ �
iT
:

ð29Þ

With the population size Ptra, the procedure of the CGA
for the UAV-BS trajectory is now detailed.

(1) Initialization: at g = 0, the initial population of Ptra
chromosomes fqNg,p

gPtra

p=1
is randomly generated,

constrained inside A tra. Algorithm 1 then selects
the beam sets fBtraðqNg,p

ÞgPtra

p=1
, and the correspond-

ing fitness values fFtrag,p = f traðqNg,p
ÞgPtra

p=1
are calcu-

lated. Then, these Ptra chromosomes are ranked
from top to bottom according to their fitness values
as fqNg,p

; Ftrag,pg
Ptra

p=1
with the fitness values Ftrag,1 ≥

Ftrag,2 ≥⋯≥Ftrag,Ptra

(2) Selection: set g = g + 1, and retain the Pkeep,t previous
chromosomes with the highest fitness values in the next
generation as fqNg,p

= qNg−1,p
; Ftrag,p = Ftrag−1,pg

Pkeep,t

p=1
,

which also form a mating pool, where Pkeep,t = Ptra ·
γtra with γtra being the selection ratio. As usual, the
mating pool is used to select parents to provide Ptra
− Pkeep,t offspring for the next generation to maintain
a constant-size population

The rank weight is also adopted to select parents from
the mating pool. The probability Ptra

m of the mth chromo-
some to be selected from the mating pool is again defined by

Ptra
m =

Pkeep,t −m + 1

∑
Pkeep,t
m=1 m

, 1 ≤m ≤ Pkeep,t , ð30Þ

and Ptra
m is converted into the cumulative probability Ptra

c,m to
choose chromosomes as parents from the mating pool.

(3) Crossover: the mating strategy with two parents pro-
ducing two new offspring is utilized, and hence, a
total of ðPtra − Pkeep,tÞ/2 pairs of parents are selected.
A generic pair of two parents selected from the
mating pool can be expressed as
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The number of crossover points depends on the UAV-BS
flying area ½qx,lqx,h� × ½qy,lqy,h� and the maximum speed con-

straint vmax. In particular, the longest straight flying distance

is the diagonal line
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðqx,h − qx,lÞ2 + ðqy,h − qy,lÞ2

q
; thereby,

the minimum required number of time slots to fly across the
UAV-BS flying area can be expressed as

Nl =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qx,h − qx,l
� �2 + qy,h − qy,l

� �2
r

vmax

2
66666

3
77777
− 1: ð32Þ

Thus, the 2Nl-point crossover scheme is utilized to

Input: Adep, Pdep, γdep, Gmax,dep, Mdep
Output: q⋆, Bdepðq⋆Þ
1: Set g = 0, randomly generate Pdep chromosomes qg,p ∈Adep, determine Bdepðqg,pÞ with Algorithm 1, and calculate fitness values
Fdepg,p , for 1 ≤ p ≤ Pdep

2: Rank Pdep chromosomes according to their fitness values from top to bottom as fqg,p ; Fdepg,pg
Pdep

p=1
3: Pkeep,d = Pdep · γdep
4: while g ≤Gmax,dep
5: g = g + 1
6: fqg,p ; Fdepg,pg

Pkeep,d
p=1

= fqg−1,p ; Fdepg−1,pg
Pkeep,d
p=1

7: Pdep
m = Pkeep,d −m + 1/∑Pkeep,d

m=1 m, Pdep
m ⟶ Pdep

c,m , 1 ≤m ≤ Pkeep,d
8: for i = 1⟶ Pdep − Pkeep,d/2
9: Select pair of parents with Pdep

c,m from mating pool
10: Use single-point crossover to generate two offspring
11: Calculate their beam sets and fitness values
12: end for
13: Rank Pkeep,d survivals and Pdep − Pkeep,d offspring according to their fitness values from top to bottom as fqg,p ; Fdepg,pg

Pdep

p=1
14: for p = 2⟶ Pdep
15: Mutate qg,p with mutation probability Mdep
16: If mutated, re-calculate beam set and fitness value
17: end for
18: Rank mutated population according to their fitness values from top to bottom as fqg,p ; Fdepg,pg

Pdep
p=1

19: if g >Gmax,dep
20: q⋆ = qg,1, Bdepðq⋆Þ =Bdepðqg,1Þbreak
21: end if
22: end while

Algorithm 2: Continuous GA for UAV-BS deployment.

qNg,mum
= qx,g,mum 1½ �qy,g,mum 1½ �⋯ qx,g,mum n½ �qy,g,mum n½ �⋯ qx,g,mum N½ �qy,g,mum N½ �
h iT

,

qNg,dad
= qx,g,dad 1½ �qy,g,dad 1½ �⋯ qx,g,dad n½ �qy,g,dad n½ �⋯ qx,g,dad N½ �qy,g,dad N½ �
h iT

:

8>><
>>: ð31Þ
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guarantee the offspring satisfying the constraints A tra. Spe-
cifically, the first crossover point n is randomly selected
from f1, 2,⋯,N −Nl + 1g, and the two offspring produced
can be expressed, respectively, as

qNg,os1
=

qx,g,mum 1½ �qy,g,mum 1½ �⋯ qx,g,mum n − 1½ �qy,g,mum n − 1½ �




qx,g,os1 n½ �qy,g,os1 n½ �qx,g,os1 n + 1½ �⋯ qx,g,os1 n +Nl − 1½ �

qy,g,os1 n +Nl − 1½ �




 qx,g,dad n +Nl½ �qy,g,dad n +Nl½ �

⋯ qx,g,dad N½ �qy,g,dad N½ �
�T

,qNg,os2

=

qx,g,dad 1½ �qy,g,dad 1½ �⋯ qx,g,dad n − 1½ �qy,g,dad n − 1½ �




qx,g,os2 n½ �qy,g,os2 n½ �qx,g,os2 n + 1½ �⋯ qx,g,os2 n +Nl − 1½ �

qy,g,os2 n +Nl − 1½ �




 qx,g,mum n +Nl½ �qy,g,mum n +Nl½ �

⋯ qx,g,mum N½ �qy,g,mum N½ ��T:

ð33Þ

Each offspring contains portions of the “genes” from both
parents. Specifically, offspring os1 has mum’s genes before the
first crossover point n and dad’s genes after the last crossover
point n +Nl − 1, while offspring os2 has dad’s genes before the
first crossover point n andmum’s genes after the last crossover
point n +Nl − 1. The new coordinates qx and qy at the cross-
over points are the combinations of the coordinates from both
parents, which can be expressed as

qx/y,g,os1 nl½ � = qx/y,g,mum nl½ � − μ qx/y,g,mum nl½ � − qx/y,g,dad nl½ �
� �

,

qx/y,g,os2 nl½ � = qx/y,g,dad nl½ � + μ qx/y,g,mum nl½ � − qx/y,g,dad nl½ �
� �

,

8><
>:

ð34Þ

for n ≤ nl ≤ n +Nl − 1, where μ is a random value uniformly
selected from ð0, 1Þ. If the new coordinates produced do not
satisfy the maximum speed constraint of A tra, μ is reselected
until the new coordinates meet the requirements of A tra.

The beam set of every offspring is then selected using
Algorithm 1, and its fitness value is calculated. The new gener-
ation of the chromosomes, including the Pkeep,t elitist chromo-
somes from the previous generation and their Ptra − Pkeep,t
offspring, is ranked from top to bottom according to their fit-
ness values as fqNg,p

; Ftrag,pg
Ptra

p=1
.

(4) Mutation: the chromosomes qNg,p
, 2 ≤ p ≤ Ptra, are

subject to random mutation with the mutation prob-
ability Mtra to explore other area of A tra so as to
avoid local maxima. Specially, 2Nl points of a chro-
mosome, qx,g,p½n�, qy,g,p½n�,⋯, qx,g,p½n +Nl − 1�, qy,g,p
½n +Nl − 1�, are randomly chosen to be mutated. If
the mutated chromosome does not satisfy the
requirement of A tra, the chromosome is remutated

until the constraints A tra are met. Given the muta-
tion probability Mtra, a total of 2MtraNðPtra − 1Þ
elements will be mutated

The beam sets for the mutated chromosomes are selected
with Algorithm 1, and their fitness values are calculated. The
mutated population of the Ptra chromosomes is ranked again
from top to bottom according to their fitness values as
fqNg,p

; Ftrag,pg
Ptra

p=1
.

(5) Termination: if g >Gmax,tra, where Gmax,tra denotes
the maximum number of generations, the procedure
stops with the solution q⋆N = qNg,1

. Otherwise, the

procedure repeats from step (2)

This CGA for the UAV-BS trajectory optimization is
summarized in Algorithm 3.

3.4. Complexity Analysis. The complexity of the proposed CGA
for the UAV-BS deployment optimization with the aid of the
greedy SINR beam selection algorithm is specified by the num-
ber NGA,dep of the cost function evaluations and the complexity
per cost function evaluation. Given the population size Pdep and
the maximum number of generation Gmax,dep, we have NGA =
Pdep ·Gmax,dep, whereas the complexity per cost function is
derived according to Rsum and the greedy SINR beam selection
algorithm. The complexity evaluations of Rsum and the greedy
SINR beam selection algorithm are listed in Table 2.

Thus, the complexity of the proposed CGA for the
UAV-BS deployment optimization with the aid of the

greedy SINR beam selection algorithm is NGA,dep · fðK − j
GNjÞ∑K−jGNj

i=1 ðN t − jGNj − iÞ½3ðjGNj + iÞ3 + 4ðjGNj + iÞ2 + 1�
+ 2K2 + ðN t + 1ÞKg. In a similar way, the number NGA,tra
of the cost function evaluations of the proposed CGA for
the UAV-BS trajectory optimization with the aid of the
greedy SINR beam selection algorithm is NGA,tra = Ptra ·
Gmax,tra, and the complexity of the proposed CGA for the
UAV-BS trajectory optimization with the aid of the greedy

SINR beam selection algorithm is N ·NGA,tra · fðK − jGNjÞ
∑K−jGNj

i=1 ðN t − jGNj − iÞ½3ðjGNj + iÞ3 + 4ðjGNj + iÞ2 + 1� + 2
K2 + ðN t + 1ÞKg.

4. Performance Analysis

We evaluate the performance of the proposed CGA for the
UAV-BS deployment optimization and the proposed CGA
for the UAV-BS trajectory optimization, with the aid of the
greedy SINR beam selection algorithm. We consider an
UAV-BS simultaneously serving several (K) ground users in
a mmWave system. The terrestrial users are randomly distrib-
uted in the square area of ½0,100� × ½0,100� (m2), and the UAV-
BS deployment area/flying area is also this ½0,100� × ½0,100�
(m2) square area. The main default parameters of this simu-
lated UAV-BS mmWave system are listed in Table 3.

4.1. Performance of the CGA for UAV-BS Deployment. We
first quantify the performance of the proposed CGA-based
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UAV-BS deployment with the aid of the greedy SINR beam
selection scheme.

Figure 2 depicts the achievable sum rate as the function
of the number of users for the proposed CGA-optimized
UAV-BS deployment, in comparison with the performance
attained by the random UAV-BS deployment. Both deploy-
ments are aided by the greedy SINR beam selection. The
system has the total transmission power Pt = 20dBm. The
position of the mmWave UAV-BS in the random deploy-

ment is randomly chosen in the square area of ½0,100� ×
½0,100�m 2. As expected, the CGA-optimized UAV-BS
deployment outperforms the random deployment. In par-
ticular, for the system with K = 8 users, the sum rate
attained by the proposed optimized approach is about 5
bits/s/Hz higher than that of the random deployment.

We also evaluate the achievable sum rates as the func-
tions of the transmit power Pt for our CGA-optimized
UAV-BS deployment and the random UAV-BS deployment

Input: A tra, Nl , Ptra, γtra, Gmax,tra, Mtra
Output: q⋆N , Btraðq⋆NÞ
1: Set g = 0, randomly generate Ptra chromosomes qNg,p

∈A tra, determine BtraðqNg,p
Þ with Algorithm 1, and calculate fitness values

Ftrag,p , for 1 ≤ p ≤ Ptra

2: Rank Ptra chromosomes according to their fitness values from top to bottom as fqNg,p
; Ftrag,pg

Ptra

p=1
3: Pkeep,t = Ptra · γtra
4: while g ≤Gmax,tra
5: g = g + 1
6: fqNg,p

; Ftrag,pg
Pkeep,t

p=1
= fqNg−1,p

; Ftrag−1,pg
Pkeep,t

p=1

7: Ptra
m = Pkeep,t −m + 1/∑Pkeep,t

m=1 m, Ptra
m ⟶ Ptra

c,m, 1 ≤m ≤ Pkeep,t
8: for i = 1⟶ Ptra − Pkeep,t/2
9: Select pair of parents with Ptra

c,m from mating pool
10: repeat
11: Randomly generate μ
12: Use 2Nl-points crossover to produce two offspring qNg,os1

, qNg,os2

13: until qNg,os1
, qNg,os2

∈A tra

14: Calculate beam sets and fitness values of two offspring
15: end for
16: Rank survivals and offspring according to their fitness values from top to bottom as fqNg,p

; Ftrag,pg
Ptra

p=1
17: for p = 2⟶ Ptra
18: Select qNg,p

with probability Mtra

19: repeat
20: Randomly mutate 2Nl elements of qNg,p

21: until Mutated chromosome satisfies A tra
22: Calculate beam set and fitness value of mutated chromosome
23: end for
24: Rank mutated population according to their fitness values from top to bottom as fqNg,p

; Ftrag,pg
Ptra
p=1

25: if g >Gmax,tra
26: q⋆N = qNg,1

, Btraðq⋆NÞ =BtraðqNg,1
Þbreak

27: end if
28: end while

Algorithm 3: Continuous GA for UAV-BS trajectory.

Table 2: Complexity in number of operations.

Number of operations

hib,k


 

2∀i, k N tK

F K − GNj jð Þ〠K− GNj j
i=1 N t − GNj j − ið Þ 3 GNj j + ið Þ3 + 2 GNj j + ið Þ2� 	

α K − GNj jð Þ〠K− GNj j
i=1 N t − GNj j − ið Þ 2 GNj j + ið Þ2 + 1

� �
Rsum 2K2 + K
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in Figure 3, for the system of K = 4 ground users. Again, the
greedy SINR beam selection is utilized by both deployments.
It can be seen that our CGA-optimized UAV-BS deploy-
ment outperforms the random deployment by around 8
bits/s/Hz.

Next, we investigate the convergence performance of the
proposed CGA with the aid of the greedy SINR beam selec-
tion for UAV-BS deployment. The system has K = 4 ground
users with the total transmission power Pt = 20dBm.
Figure 4 depicts the maximum sum rate and the mean sum

Table 3: Default system parameters.

Parameter Value

Network

Height of UAV-BS H 100m

Number of transmit antennas at UAV-BS N t 16

AWGN σ2n -94 dBm

Frequency f m,m 28GHz

LoS parameter αL 0.95

UAV-BS deployment

Population size Pdep 20

Mutation probability Mdep 0.2

Selection ratio γdep 0.5

Number of generation Gmax,dep 50

UAV-BS trajectory

Population size Ptra 100

Mutation probability Mtra 0.05

Number of time slots N 10

Maximum speed of UAV-BS vmax 50 (m/s)

Selection ratio γtra 0.5

Number of generation Gmax,tra 50
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Figure 2: Comparison of achievable sum rates versus number of users for the CGA-optimized deployment and random deployment, both
with the aid of the greedy SINR beam selection, given total transmission power Pt = 20 dBm.
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Figure 3: Comparison of achievable sum rates versus total transmit power Pt for the CGA-optimized deployment and random deployment,
both with the aid of the greedy SINR beam selection, given K = 4 ground users.
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Figure 4: Convergence performance of the CGA with the aid of greedy SINR beam selection for optimizing UAV-BS deployment, averaged
over 100 runs. The system has K = 4 ground users and total transmission power Pt = 20 dBm.
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rate of the population as the function of the number of
generations, averaged over 100 independent deployments.
It can be observed from Figure 4 that the CGA converges
within 30 generations.

Our greedy SINR beam selection scheme selects one
beam per user by incrementally maximizing the SINR, and
it requires NRF = K RF chains. The maximum channel
magnitude selection (MCMS) scheme in [43] is selected as
a reference to the proposed greedy SINR beam selection
scheme. For the MCMS scheme, by calculating the jhib,kj
for each beam, m strongest beams can be chosen for each
user. To demonstrate its effectiveness, we compare its sum
rate performance versus the system transmit power Pt with
those of the MCMS scheme with 1 beam per user and 2
beams per user. Again, the system has K = 4 ground users.
For fair comparison, the CGA-optimized UAV-BS position
is used for all the three cases. To mitigate MUI and for a fair
comparison, the ZF precoding is also employed in the
MCMS scheme. The MCMS scheme chooses the required
number of dominant beams for each user, which may result
in selecting the same beam for different users. Note that for
the scheme with 2 beams per user, the required RF chains
are NRF = 2K . Figure 5 compares the sum rate performance
of these three beam selection schemes as the functions of
the transmission power Pt. Observe that our proposed beam
selection scheme, which has 1 beam per user, significantly
outperforms the MCMS scheme with 1 beam per user. Given
Pt = 25dBm, for example, the sum rate of our greedy SINR
selection scheme is 13 bits/s/Hz higher than that of the

latter. This is because this MCMS scheme selects the stron-
gest beam of each user. But some users may share the same
strongest beam, and hence, this scheme may result in inter-
ference from selecting the same beams for different users. It
was further observed that the sum rate of the MCMS scheme
with 2 beams per user is only marginally better than that of
our greedy SINR selection scheme of 1 beam per user. This is
because although utilizing the second strongest beam for
each user is beneficial for enhancing the achievable rate of
the individual user, some second strongest beams may be
shared by different users too, resulting in the increased inter-
ference. Hence, the performance gain of the MCMS scheme
by using 2 beams per user is very slight compared with our
greedy SINR beam selection scheme.

In order to see the trade-off between sum rate perfor-
mance and RF complexity, we need to investigate the trans-
mit energy efficiency, which is defined by [47]

η = R
Pt +NRF · PRF

bits/s/Hz/Wð Þ, ð35Þ

where R (bits/s/Hz) is the sum rate and PRF (W) represents
the power consumed in each RF chain, and PRF = 34:4mW
is adopted as the practical value [47]. For the same system
setup as in Figures 5 and 6, compare the energy efficiency
against the total transmit power Pt achieved by the three
beam selection schemes. As observed from Figure 6, the
energy efficiency of the MCMS scheme with 2 beams per
user is far inferior to that of its counterpart of 1 beam per
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Figure 5: Comparison of achievable sum rates versus total transmit power Pt for three beam selection schemes. The system has K = 4
ground users, and the UAV-BS is deployed at the CGA-optimized position.
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user, except for high Pt situation. Our greedy SINR selection
scheme with 1 beam per user significantly outperforms both
MCMS schemes, in terms of energy efficiency. In particular,

for Pt = 20dB, although the sum rate of the MCMS scheme
with 2 beams per user is about 1 bit/s/Hz better than that
of our scheme of 1 beam per user, as shown in Figure 5,
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Figure 6: Comparison of energy efficiency performance versus total transmit power Pt for three beam selection schemes. The system has
K = 4 ground users, and the UAV-BS is deployed at the CGA-optimized position.
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Figure 7: Comparison of achievable sum rates versus number of users for the CGA-optimized deployment and random deployment, both
with the aid of the greedy SINR beam selection, given total transmission power Pt = 20 dBm and N t = 256.

15Wireless Communications and Mobile Computing



0 20 40 60 80 100
0

10

20

30

40

50

60

70

80

90

100

x(m)

y(
m

)

Rsum,N = 477.1 bits/s /Hz

 Rsum,N = 419.4 bits/s /Hz

optimized

straight

Optimized UAV−BS trajectory
Straight UAV−BS trajectory
Location of random user

Figure 8: Comparison of the CGA-optimized UAV-BS trajectory and the shortest straight-line UAV-BS trajectory, both with the aid of the
greedy SINR beam selection scheme. The system has K = 4 ground users, and the transmit power per time slot is Pt1 = 20 dBm.

0 10 20 30 40 50
400

410

420

430

440

450

460

470

480

Generation

Su
m

 ra
te

 (b
its

/s
/H

z)

Mean sum rate
Maximum sum rate

Figure 9: Convergence performance of the CGA with the aid of greedy SINR beam selection for optimizing UAV-BS trajectory, averaged
over 100 runs. The system has K = 4 ground users, and transmit power per time slot is Pt1 = 20 dBm.
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the energy efficiency of our greedy SINR beam selection
scheme is 57 bits/s/Hz/mW higher than that of the former.

Figure 7 shows the achievable sum rate of the proposed
CGA-optimized UAV-BS deployment and the random
UAV-BS deployment when N t = 256. Both deployments
are aided by the greedy SINR beam selection. The system
has the total transmission power Pt = 20dBm. As shown in
Figure 7, when the number of users is 100, the sum rate of
the CGA-optimized UAV-BS deployment is better than that
of the random deployment. It can conclude that the pro-
posed CGA-optimized UAV-BS deployment is still robust
when the number of users is 100.

4.2. Performance of the CGA for UAV-BS Trajectory. In the
first experiment, there are K = 4 randomly located ground
users, whose locations are indicated in Figure 8. The UAV-
BS flying trajectory starts from qI = ½0100�T and ends at qF
= ½1000�T . The transmit power of the UAV-BS for each time
slot is Pt1 = 20dBm. Figure 8 depicts the CGA-optimized
UAV-BS trajectory and the straight-line UAV-BS trajectory,
both with the aid of the greedy SINR beam selection scheme.
For the CGA-optimized UAV-BS trajectory, the UAV-BS is
able to serve the ground users better by flying closer to them
to achieve a higher sum rate. Specifically, the sum rate of the
CGA-optimized UAV-BS trajectory is more than 57
bits/s/Hz higher than that achieved by the straight-line
trajectory.

In Figure 9, we investigate the convergence performance
of the CGA for optimizing UAV-BS trajectory with the aid
of the greedy SINR beam selection scheme for the same

system of K = 4 ground users with the transmit power per
time slot Pt1 = 20dBm. The curves of the maximum sum rate
and mean sum rate in Figure 9 are averaged over 100 runs. It
can be seen that the CGA converges within 50 generations.
Evidently, the UAV-BS trajectory optimization is much more
challenging than the UAV-BS deployment optimization.

Figure 10 compares the achievable sum rates as the func-
tions of the number of users K for the CGA-optimized
UAV-BS trajectory and the straight-line UAV-BS trajectory,
both adopting the greedy SINR beam selection. The transmit
power per time slot is Pt1 = 20dBm. The UAV-BS’s initial
and final coordinates are qI = ½0100�T and qF = ½1000�T ,
respectively. As shown in Figure 10, the CGA-optimized
UAV-BS trajectory outperforms the straight-line UAV-BS
trajectory considerably. Furthermore, the sum rate gain of
the CGA-optimized UAV-BS trajectory over the straight-
line UAV-BS trajectory increases with K .

Figure 11 compares the achievable sum rates as the func-
tions of transmit power per time slot Pt1 for the CGA-
optimized UAV-BS trajectory and the straight-line UAV-
BS trajectory, both adopting the greedy SINR beam selec-
tion. K = 4 ground users are randomly distributed in the
square area of ½0,100� × ½0,100�m 2. From the results of
Figure 11, we observe that the sum rate of the CGA-
optimized UAV-BS trajectory is consistently more than 60
bits/s/Hz higher than that achieved by the straight-line
UAV-BS trajectory, over the whole range of Pt1 evaluated.
When the target sum rate is 600 bits/s/Hz, the CGA-
optimized UAV-BS trajectory attains 2.5 dBm gain in Pt1
compared with the straight-line UAV-BS trajectory.
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Figure 10: Comparison of achievable sum rates versus number of users for the CGA-optimized UAV-BS trajectory and straight-line UAV-
BS trajectory, both with the aid of greedy SINR beam selection, given transmit power per time slot Pt1 = 20 dBm.
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For the system adopting the CGA-optimized UAV-BS
trajectory with the transmit power per time slot Pt1 = 20
dBm, Figure 12 compares the sum rates versus the number

of ground users for the three beam selection schemes,
namely, the proposed greedy SINR beam selection with 1
beam per user as well as the MCMS scheme with 1 beam
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Figure 11: Comparison of achievable sum rates versus transmit power per time slot Pt1 for the CGA-optimized UAV-BS trajectory and
straight-line UAV-BS trajectory, both adopting greedy SINR beam selection. The system has K = 4 ground users.
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Figure 12: Comparison of sum rates versus number of users K for three beam selection schemes, given the system with the CGA-optimized
UAV-BS trajectory and transmit power per time slot Pt1 = 20 dBm.
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per user and 2 beams per user. It can be seen from Figure 12
that the MCMS scheme with 2 beams per user achieves a
slightly better sum rate than our greedy SINR beam selection
scheme with 1 beam per user, while our beam selection
scheme significantly outperforms the MCMS scheme with
1 beam per user, in terms of sum rate. Our greedy SINR
beam selection is the most energy-efficient scheme, while
the MCMS scheme with 2 beams per user has the worst
energy efficiency, as shown in Figure 13.

Figure 14 compares the achievable sum rates of the
CGA-optimized UAV-BS trajectory and the straight-line
UAV-BS trajectory with N t = 256. Both schemes employ
the greedy SINR beam selection. The transmit power per
time slot is Pt1 = 20dBm. The UAV-BS’s initial and final
coordinates are qI = ½0100�T and qF = ½1000�T , respectively.
As shown in Figure 10, when the number of users is 50,
the sum rate of the CGA-optimized UAV-BS trajectory out-
performs that of the straight-line UAV-BS trajectory.

5. Conclusions

In this paper, we have investigated the challenging problems
of optimizing the UAV-BS deployment and the UAV-BS
trajectory in mmWave systems. We have formulated the
optimal deployment/trajectory problem as the one that max-
imizes the sum rate among the ground users subject to the
deployment/trajectory constraints. To solve this highly com-
plex and nonconvex problem, we have decomposed it into
two subproblems. First, we have proposed a greedy SINR
beam selection scheme for the mmWave UAV-BS multiuser
system with one beam per user. Specifically, the users with
the unique nonsharing dominant beams use their dominant
beams, while the other users select the beams by incremen-
tally maximizing the SINR. With the aid of this greedy SINR
beam selection, we have proposed to use the CGA to solve
the deployment/trajectory optimization problem to maximize
the sum rate. The sum rate and energy efficiency as well as con-
vergence performance have been evaluated for the proposed
CGA-optimized UAV-BS deployment and CGA-optimized
UAV-BS trajectory. Our studies have demonstrated that the
proposed solutions achieve excellent performance, in terms
of both sum rate and energy efficiency. The results have also
shown that the CGA converges sufficiently fast even for the
very challenging UAV-BS trajectory optimization.

Our future work will consider that each user is equipped
with multiple antennas. The receive beamforming and beam
selection can be designed to compensate for the path loss in
mmWave frequency.
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This paper performs a comprehensive survey on transmission schemes for the large-scale Internet of things (IoT) networks with
nonorthogonal multiple access (NOMA). By solving the interference among users, NOMA can significantly improve the
frequency reuse efficiency and support multiple users to use the same frequency resources. It is considered to be one of the
most effective technologies for the next-generation wireless communication. However, there are still many challenges on the
transmission schemes for the large-scale NOMA system, including the short-data packet transmission, active user detection,
channel estimation, and data detection. In order to meet these challenges, this paper first reviews the short-packet transmission
in the large-scale NOMA systems and then reviews the active user detection and channel estimation technologies of the
considered systems.

1. Introduction

The application of Internet of things (IoT) has promoted a
significant increase in data traffic of wireless networks
[1–3]. For machine-type communication (MTC) or
mission-critical communication (autonomous driving,
drones, and augmented/virtual reality), all of them have pro-
posed new development requirements on capacity, latency,
reliability, and scalability. In particular, the massive
machine-type communication (mMTC) and mass access
are considered as two very important scenarios of the fifth-
generation (5G) and beyond 5G (B5G) wireless communica-
tions [4–8]. As a typical application of mMTC, large-scale
IoT-enabled cellular networks are widely used in intelligent
buildings, intelligent cities, intelligent medical treatment, fac-
tory automation, automatic driving, intelligent meters, and
other fields. It has been recognized that large-scale IoT can
significantly reduce the system operation cost [9, 10].

As shown in Figure 1, only a short number of unknown
users are active at any given time in the large-scale IoT
model. This communication mode is mainly designed with
the purpose of energy saving. Generally, developing future
cellular IoT faces many challenges, such as adapting to more
users with low latency requirements, dynamically identifying
active users, and reliably receiving their information [11].
For the traditional authorization-based random access
scheme, uncoordinated users can compete for physical layer
resource blocks for data transmission. Each active user ran-
domly selects one from a set of predefined orthogonal pre-
amble sequences to notify the base station (BS) that the
user is active [12, 13]. As to each activation preamble, the
BS responds to the corresponding user as permission for
the subsequent transmission. Each user who receives a
response to its preamble transmission sends a connection
request for the required resources of the subsequent data
transmission [14–16]. When only one user in the system
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selects the current preamble sequence, the BS authorizes the
user’s connection request and sends a contention resolution
message to notify the reserved resource user to send sus-
pended data. If two or more users select the same preamble
sequence, the connection request will send conflicts [17–19].

When the BS detects a conflict, it will not reply to the
contention resolution message. The affected user restarts
the random access process after the timer expires. For the
authorized access scheme, the user needs to handshake four
times with the BS, which increases the control signaling
overhead and latency. On the contrary, users can start data
transmission in the unauthorized protocol without shaking
hands with the BS, which can meet the low latency require-
ments of large-scale IoT. In addition, the nonorthogonal
multiple access (NOMA) technology allows multiple users
to share the same resource block (including time and spec-
trum resources) to establish more connections.

At present, there are still some challenges, such as the
nonorthogonal transmission scheme for short data packets
(or short packets), large-scale pilot sequences, active user
detection, channel estimation, and multiple optimal design
and analysis of user data detection. Recently, it has been rec-
ognized that a reliable nonorthogonal transmission scheme
and effective multiuser detection can improve the spectrum
efficiency of the system. Therefore, the license-free NOMA
can effectively combine the low access latency of the
license-free protocol with the advantages of large numbers
of connections of NOMA and the high spectrum efficiency,
which can meet the communication requirements of the
large-scale IoT networks that realize the low latency and reli-
able communication. The cochannel interference of NOMA,
especially in the IoT networks with large-scale multiple
access, dramatically limits the system performance. Hence,
designing an appropriate license-free NOMA scheme is very
critical.

Due to the requirements of low transmission latency, the
data packet length and pilot sequence of IoT users are lim-
ited, the scale of users is enormous, and it is challenging to
meet the needs of all users for the orthogonal spectrum

resources and pilot sequence. Therefore, nonorthogonal
transmission schemes and nonorthogonal pilot sequences,
such as Gaussian and Reed Muller (RM) sequences, have
been widely studied. In addition, signal detection plays a
vital role in the design of a license-free NOMA system. This
is because with no coordination, multiple users can transmit
information to BS in parallel and BS needs to detect these
signals efficiently. In particular, BS needs to detect signals
from some unknown users among a large number of poten-
tial users. The signal detection problem of large-scale IoT
networks involves three essential parts: identifying active
users, channel estimation, and multiuser data detection
[20, 21]. The signal detection of large-scale IoT can be
divided into two successive stages: channel training and data
transmission, in which active user detection, channel estima-
tion, and data decoding will be performed. The paper imple-
mentation plan includes the following steps: (1) performing
the channel estimation and then performing the joint detec-
tion of the data of active users and multiuser and (2) per-
forming the channel estimation and active users jointly
and then detecting the multiuser data. For the single-phase
transmission scheme, data information is embedded in a
pilot sequence or pilot symbols are embedded in a data
packet and the BS can jointly detect active users and their
data in a phase. This scheme does not require particular
channel estimation and can reduce the system overhead
and transmission latency. However, the signal transmission
and reception scheme need to be carefully designed.

Due to the broadcast characteristics of wireless transmis-
sion, ten large-scale IoT networks are vulnerable to interfer-
ence and attack by illegal users, so physical layer security is
very important. In [22, 23], the authors analyze the physical
layer security of the cooperative NOMA system and a two-
stage relay scheme is proposed. The closed expression of
outage probability and the asymptotic expression of outage
probability under signal-to-noise ratios (SNRs) are derived.
In [24], the authors proposes a security-enhanced user pair-
ing scheme under weak security constraints to achieve high-
frequency spectral efficiency and weak system confidential-
ity. In [25], the authors study the outage probability and
secret outage probability in two-user NOMA systems. Based
on the concept of NOMA, the interruption behavior of
trusted users under the constraint of security outage proba-
bility is studied.

Most researches on IoT data transmission are based on
the Shannon theory [26–29]. In practice, the data packets
of IoT users are tiny and different users have different busi-
ness requirements. In addition, signal detection mainly uses
compressed sensing (CS) or linear inversion technology,
which ignores the changing characteristics of sparse signals
[30–33]. Therefore, researches based on the large-scale IoT
transmission characteristics and different business require-
ments are not systematic and complete. This paper studies
the nonorthogonal transmission and signal detection of
large-scale IoT from the following three aspects: (1) from
the perspective of short-data packet transmission, we design
a reliable nonorthogonal transmission scheme for the cellu-
lar IoT uplink and downlink and analyze the system error
performance and its influencing factors, (2) we study the

Denoting active users, and others are idle users.

Figure 1: System model of large-scale IoT sporadic
communications.
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characteristics of fast fading of nonzero elements of sparse
signals and design efficient and reliable active user detection
algorithms to reduce the false alarm rate of IoT user activity
detection, thereby improving the utilization of spectrum
resources, and (3) from the structural characteristics of dou-
ble signal sparsity, we use Bayesian inference and optimiza-
tion theory to design estimation algorithms for the user
activity, channel jointly, and data, reducing the pilot over-
head for reliable information transmission. However, for
the large-scale NOMA, a series of topics such as the design
of nonorthogonal transmission scheme with a short data
packet, reliable detection algorithm with low complexity,
and the reduction of system signaling overhead and trans-
mission latency are very challenging. The problems men-
tioned above have essential theory and application value
for the planning and deploying the large-scale multiple
access technology in IoT networks.

2. Recent Progress and Challenges

It is essential to design the large-scale IoT signal transmis-
sion and detection solutions to meet a series of requirements
such as large-scale connections, reliable transmission of
short data packets, high spectrum efficiency, and low signal
overhead. In particular, the reliable transmission design
and performance analysis of short data packets and the
design of large-scale signal detection algorithms are the keys
to IoT researches. To fully understand the existing problems
and limitations of the IoT research, we will analyze the rele-
vant research status and development of the trend in the
following.

2.1. Short-Data Packet Transmission in Large-Scale Multiple
Access. In the third-generation partnership project (3GPP)
IoT standard, the uplink of the narrow-band IoT (NB-IoT)
uses single-carrier frequency division multiple access (SC-
FDMA) and the downlink uses orthogonal frequency divi-
sion multiple access (OFDMA). Although the transmission
and reception schemes of IoT can be simplified, the spec-
trum efficiency of the system is low. Therefore, it is necessary
to design new multiple-access schemes to improve IoT net-
work spectrum efficiency further. In fact, the performance
of the large-scale IoT networks is determined by the channel
estimation, uplink data transmission, and downlink data
transmission. At present, some researchers have optimized
designs for a system that couples two or three parts of chan-
nel estimation, uplink data transmission, and downlink data
transmission. In the literature, the researchers considered
the channel estimation and uplink data transmission of a
single-cell uplink in the large-scale multiantenna system,
jointly optimized the pilot length and transmission power,
and then obtained an optimized design with an optimal pilot
length equal to the user number [34]. In addition, for the
three-stage transmission, a cellular IoT transmission proto-
col can be designed for large-scale access by optimizing the
transmission time of three stages to maximize the rate and
speed. They proposed a reliable transmission scheme based
on NOMA, analyzed the relationship between packet rate
and interruption of the performance, and optimized the

transmission power of the system [35]. Specifically, the cur-
rent optimized design for IoT uplink and downlink data
transmission is based on the Shannon theory which is given
by [36],

C = log2 1 + γð Þ, ð1Þ

where γ represents the received SNR. Although the Shannon
theory defines the theoretical upper bound of the communi-
cation rate without transmission error, it theoretically
requires an infinite amount of code to implement. In prac-
tice, the amount of data transmitted by IoT users is short
and the short-packet transmission requires a low transmis-
sion latency. Therefore, the Shannon capacity cannot accu-
rately characterize the reliability and latency of the large-
scale IoT short-data packet transmission.

To accurately describe the channel capacity under the
finite code length, the finite coding system can be designed
for the additive white Gaussian noise (AWGN) channel.
The approximate relationship between the achievable rate r
, the code length L, and the packet error rate ε can be derived
as

r ≈ log2 1 + γð Þ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
L

1 − 1
1 + γð Þ2

� �s
Q−1 εð Þ
ln 2 , ð2Þ

where Q−1ð•Þ is the inverse function of function QðxÞ =Ð +∞
x 1/

ffiffiffiffiffiffi
2π

p
et

2/2dt. Although equation (2) is an approxima-
tion of the upper bound of the achievable rate under a finite
code length, most of existing researches have verified that
equation (2) is very accurate.

For the research on the nonorthogonal transmission sys-
tem of short packets of large-scale IoT, there is still no com-
plete theoretical framework and the design and performance
analysis of the large-scale IoT short-data packet nonortho-
gonal transmission scheme based on the finite coding has
not been studied. The influence of channel estimation error
propagation, data encoding length, and the number of mes-
sage bits on system performance are also to be further
studied.

2.2. Active User Detection and Channel Estimation for Large-
Scale Multiple Access. In order to estimate the active users
and their channel information, a practical approach is to
use the “sporadic” nature of the large-scale IoT communica-
tion to model the received signal in the training phase as a
sparse signal recovery problem and then solve the problem
based on the CS technology or a Bayesian inference frame-
work. In [37], Du et al. considered a joint design scheme
for the active user detection and channel estimation for a
single antenna system, where the received pilot signal is por-
trayed as a single measurement vector problem. They pro-
posed a joint iterative algorithm based on the message
passing and block sparse Bayesian learning to design high-
precision and low-complexity algorithms to solve the sparse
signal recovery problem. In addition, for a system with
analog-to-digital converters (ADC), He et al. [38] proposed
an active user detection and channel estimation based on a
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generalized expectation-consistent signal recovery algo-
rithm, which allows the output mapping of the signal to be
of the arbitrary form. The above findings show that the sin-
gle antenna system can serve thousands of IoT users and
requires long lead sequences. Therefore, the large-scale
antenna system is considered to improve system connectiv-
ity. The joint active user detection and channel estimation
problem for the large-scale receive antenna system is
described as a multiple measurement vector problem [39].
The authors use the approximate message passing (AMP)
algorithm with multiple measurement vectors to solve the
problem and use the approximate message passing algo-
rithm based on state evolution to analyze the limiting perfor-
mance of the system.

However, most of the existing algorithms for active user
detection are based on the derivative frequency matrix,
which satisfies the finite isometric property or has low inter-
correlation. In addition, the active user detection algorithm
is based on the prior distribution of the large-scale fading
of the user or the exact large-scale fading information. In
practice, the AMP and the CS-based active user detection
algorithms are not suitable for highly correlated derivative
matrices and the oversampled discrete cosine transform
matrix has very high intercorrelation under individual
parameters. In contrast, the AMP algorithm performs poorly
in the same setting. In addition, during the active user detec-
tion and channel estimation phase, it is not practical to
assume that the statistical characteristics of the channel are
known to the receiver.

Based on the in-depth analysis of the sparse structure of
the received signal in a large-scale multiple access system,
the design of active user detection and channel estimation
scheme is of great significance for further improving the
accuracy of active user detection. However, there is little
research on this aspect.

2.3. Data Detection Algorithms for Large-Scale Multi Access.
In the large-scale IoT network based on unauthorized
NOMA, multiuser data detection plays a vital role, as multi-
ple users can transmit data simultaneously without coordi-
nation [40]. Although only a tiny fraction of users is active,
the potential user base is large. Hence, the BS needs to obtain
a priori information of the data detection of multiple users
with the unknown active user. Moreover, two factors need
to be considered when designing a data detection scheme
for the large-scale multiple access. On the one hand, the
impact of the active user detection and the accuracy of the
channel estimation on the data detection give a large num-
ber of potential users. On the other hand, the computational
complexity of the algorithm is reduced while ensuring the
accuracy of the algorithm.

In the large-scale IoT networks, the multiuser data detec-
tion involves two key components, the active user detection
and the channel estimation. In [41], the authors jointly
designed the algorithm which can detect the low-
complexity active user and data under the assumption that
the complete channel information is known [42]. To charac-
terize the impact of incomplete channel information on the
multiuser data detection, Liu et al. [43] first jointly designed

the active user detection and channel estimation algorithm,
based on the estimated active user and channel information,
using the traditional minimum mean square error (MMSE)
and least squares (LS) for data detection. However, for the
two design schemes mentioned above, the accuracy of active
user detection and channel estimation affects the perfor-
mance of multiuser data detection to a great extent. In addi-
tion, when the number of active users is large, the
computational complexity that MMSE and LS detection
required is high because they are designed to find the inverse
of the matrix. Moreover, the existing works focus on the
packet synchronization transmission system that users can
only change their activity status at the beginning of each
coherent time. During the packet transmission, the packet
alignment among a large number of users will result in sig-
nificant overhead and the user who fails to align their
packets can disrupt the entire multiuser data detection
process.

Currently, in order to further reduce the system over-
head and detection error rate and improve the spectral effi-
ciency of the system, Ding et al. [44] concentrated the
three parts of active user detection, channel estimation,
and data detection in a phase and used blind detection and
semiblind detection algorithms to solve the multiuser data
detection problem. However, the dual sparsity of the signal
and channel has not been fully exploited in this algorithm.
Moreover, it will be more challenging as it can be seen from
the three-part joint design scheme that the BS needs only a
phase-based data signal to identify the active users, estimate
the channel, and decode the user data. In this sense, sym-
bolic synchronous transmission is more suitable for the unli-
censed multiple access system to minimize the user
coordination cost and improve reliability. However, depend-
ing on the structure of the symbol synchronous system, it is
more challenging to design for the active user identification,
channel estimation, and data decoding using the dual-block
sparsity performance.

In summary, the current researches on the multiaccess
scheme for the large-scale IoT networks mainly focus on
active user detection and channel estimation. Although
many effective mechanisms and algorithms have been pro-
posed, the current researches rely more on traditional signal
detection methods for multiuser data detection. In particu-
lar, in the large-scale NOMA system with two-phase or
three-phase signal transmission, although there have been
many results on the optimal design of active user detection,
channel estimation, and data transmission, a complete the-
ory and technology system has not yet been formed and
there are still many key issues to be solved:

(1) Firstly, for the nonorthogonal transmission scheme
of short packets for the large-scale IoT networks,
most of the existing researches are based on the
Shannon theory for optimal design. In practice, the
quality of service requirements of large-scale IoT
users is different. In the smart home scenario, most
of the data packets received by the user equipment
are very short, which requires low latency and
high-reliability transmission. For the fax service
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scenario, it requires a lot of data transmission.
Therefore, the design of a signal transmission and
reception scheme that can meet the needs of large-
scale IoT services and realize short packets, low
latency, and reliable transmission is worthy of fur-
ther research

(2) Secondly, for the NOMA-based large-scale IoT
research, most of the existing signal processing
schemes mostly focus on active user detection and
channel estimation. Regarding the false-positive rate
and false-negative rate of active users, the relevant
research only finds a compromise between them
and does not consider handling the false-positive
rate and false-negative rate separately based on the
characteristics of active user signals. Meanwhile, the
traditional MMSE detection is more in consideration
for multiuser data detection. However, this detection
scheme is only applicable to the case of a short num-
ber of active users. If the number of the potential
user base and active users is still large, the detection
requires a low-complexity algorithm. This prompts
us to study a more reliable and more widely applica-
ble detection scheme, which considers signal charac-
teristics, user’s prior information, and each user’s
guide frequency sequence to propose effective active
users and data detection algorithms

(3) Finally, for the data joint detection scheme and
active users of the large-scale IoT networks, the
related literature only uses the CS or linear model
inversion technology to configure the system with-
out considering the specific signal transmission,
reception scheme, and the structure of the signal
processing problem. The relevant algorithm or
mechanism has much room for improvement.
Therefore, how to study the signal detection model
of the large-scale multiple access based on the char-
acteristics of the received signal and reduce the sys-
tem detection error rate, the transmission latency,
and the system overhead also needs further
investigation

3. Research Plan

3.1. Research Plan to Be Adopted. This paper studies how to
design an effective nonorthogonal transmission and recep-
tion scheme under the condition of limited spectrum and
energy resources. The objective is to realize low latency
and reliable transmission in large-scale IoT networks,
improve the system user access rate and spectrum efficiency,
and save the system cost. Drawing on the research progress
and thought methods in related fields such as NOMA,
large-scale IoT, and signal processing and combining the
characteristics of large-scale multiple access and IoT, the
technical solution shown in Figure 2 has been proposed
and the performance of the adopted solution and its impact
factors are comprehensively analyzed and simulated to ver-
ify the system platform. In the following, the specific techni-
cal lines and the associated research schemes will be

presented for each research component. In particular, the
problem description, system modeling, and the research
plans will be provided.

3.2. Nonorthogonal Transmission and Reception Scheme of
Large-Scale IoT Short Data Packets Based on Finite Coding.
In large-scale IoT networks, especially the cellular IoT, the
system performance is mainly determined by the channel
estimation and uplink and downlink data transmission.
Based on the traditional time division duplex (TDD) mode
of cellular IoT, the uplink and downlink of the system are
transmitted on different time slots of the same frequency
resource. The system only needs to estimate the uplink
channel information to take advantage of the channel reci-
procity in the coherent time. However, since the BS and
IoT users have different processing capabilities and higher
requirements for the implementation of the NOMA scheme,
a hybrid multiple-access scheme is needed for the large-scale
IoT uplink and downlink communication modes and char-
acteristics. The specific technical solution is shown in
Figure 3.

A cellular IoT model, as shown in Figure 4, includes N
short-packet transmission users and a central BS where all
user terminals are equipped with a single antenna and a
low-resolution ADC.

The BS preassigns a dedicated nonorthogonal spreading
sequence Sn ∈ℂ

Lp×1 to each user, where the length of the
sequence Lp is shorter than the total number of users N
and each element of the sequence is independently and
equally probabilistically selected from the set f−1, 1g. In
the uplink, an authorization-free NOMA scheme is used,
i.e., each user can access the network and transmit data with-
out being authorized. Therefore, the BS needs to estimate the
active users and their channel information before detecting
the uplink data. In addition, due to the high computational
power of the BS, algorithms with higher accuracy can be
used to jointly detect multiuser information. However, users
in large-scale IoT networks have very limited computational
power. In the downlink nonorthogonal transmission, if the
information of all active users is superimposed and broad-
cast, the performance of each user will decrease and the
detection complexity will increase. Therefore, it is necessary
to consider the active user pairing and grouping strategies
and use a nonorthogonal transmission scheme within a
group of users and orthogonal resources between groups,
such as subcarriers. Moreover, in the nonorthogonal trans-
mission scheme for downlink packet data, the obtainable
capacity can be expressed as a function of code length and
error block rate using the finite code length capacity. For
user n, the signals of other users are usually considered as
interference. Thus, in the group with N users, the signal-
to-interference-plus-noise ratio (SINR) of the nth user when
decoding its own signal is

γn⟶n =
αn h∧nj j2

h∧nj j2∑k=1,2,⋯,Ni ,k≠nαk + σ2ε + 1/ρ
, ð3Þ

where αk = pk/P, P =∑k=1,2,⋯,Ni
pk, and ρ = P/σ2

d denote the
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transmission signal-to-noise ratio (SNR), ĥn is the estimated
channel, and σ2ε is the variance of the channel estimation
error. Accordingly, the instantaneous error block rate of user
n is approximated by

εn ≈Q
c γn⟶nð Þ − Bn/Ld

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V γn⟶nð Þ/Ld

q
0
B@

1
CA, ð4Þ

where cðγn⟶nÞ = log2ð1 + γn⟶nÞ is the Shannon capacity
and Vðγn⟶nÞ = ð1 − ð1/ð1 + γn⟶nÞ2ÞÞðlog2eÞ2 denotes the
channel dispersion. When the probability density function
of γn⟶n is f γn⟶n

ðxÞ, the average error block rate of user n
can be written as

�εn ≈
ð∞
0
Q

c γn⟶nð Þ − Bn/Lnð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V γn⟶nð Þ/Ln

p
 !

f γn⟶n
xð Þdx: ð5Þ

In the uplink pilot frequency and data transmission
phase, since the receiver with low-resolution ADC is consid-
ered, the received signal is quantized, which cannot provide
good statistical information. At present, most of the approx-
imate information transmission algorithms are not suitable
for the model’s active user detection, channel estimation,
and data detection. The algorithms for this part need to be
redesigned. In addition, for this model, the impact of
analog-to-digital conversion bits on the system performance
needs to be studied. On the other hand, in the downlink
nonorthogonal transmission, the downlink channel needs
to be estimated before analyzing the error block rate perfor-
mance of the system. Meanwhile, the performance of the
user grouping strategy for the nonorthogonal transmission
should be discussed and analyzed to obtain a more explicit
user grouping criterion, which will be the key issue to be
investigated. Firstly, we will model the short-packet non-
orthogonal transmission system for the cellular IoT uplink
and downlink; design the uplink active user, channel estima-
tion, and multiuser detection algorithms; and analyze the
performance of uplink based on the short packet transmis-
sion and its impact factors. For the downlink, the downlink
channel estimation method should be proposed to derive the
error block rate performance of the short-packet nonortho-
gonal transmission and the impact of channel estimation
error, information bits, coding length, and other factors on
the performance of short-packet nonorthogonal transmis-
sion in the downlink is analyzed. Meanwhile, using the
power domain NOMA theory, we analyze the short-packet
nonorthogonal transmission performance under different
cellular IoT transmission service requirements and discuss
the variation of system performance under different user
groupings. This guides the design of short-packet nonortho-
gonal schemes for the cellular IoT.

3.3. Large-Scale IoT’s Active Users and Data Grading
Detection Scheme Based on Reliable Information
Transmission. In the signal coherent detection of large-
scale IoT uplink, i.e., license-free NOMA, active users, and

data detection are the two key parts, in particular, data
detection can be performed through estimation of active
users and channels first or active users and data detection
can be combined. In the coherent detection, if a joint detec-
tion scheme of active users and data is used, the channel
information needs to be estimated in advance. However, in
the case of unknown active users, the channel of active users
should be estimated, which increases the complexity of the
detection algorithm and leads to a degradation in the perfor-
mance of active users and data detection. Therefore, for
active user and hierarchical coherent detection schemes,
the characteristics of sparse signals should be exploited to
obtain the reliable iterative first, and then, the information
iterative steps can be optimized and higher detection accu-
racy can be obtained at the cost of more computational com-
plexity. The specific technical solution is shown in Figure 5.

Assuming that the summarized users are synchronized
in a frame structure and are active or dormant for the entire
frame, a single-cell IoT uplink license-free single/multicar-
rier NOMA system is considered. Moreover, a block fading
channel is considered, i.e., the channel coefficients remain
unchanged within a frame. Since only a short part of users
is active in the coherent time, without loss of generality, it
is assumed that the BS knows the distribution of each user
activity indicator αn or the total number of active users,
where KðK ≪NÞ, αn obeys Bernoulli distribution, i.e., Pr ð
αn = 1Þ = ϵ and Pr ðαn = 0Þ = 1 − ϵ, for a certain frame K/N
≈ ϵ. In a certain frame, the active user sends a pilot symbol
followed by Ld data symbols, while the inactive user stays
dormant throughout the frame.

In the training phase, at the BS, the pilot measurement of
the lth (l = 1, 2,⋯, L) subcarrier is

ypl = 〠
N

n=1
ζpsnαnhnl + zpl = S diag að Þhlð Þ + zpl , ð6Þ

where ζp is the energy normalization factor of the pilot in the
spread sequence, S = ζp½s1, s2,⋯,sn� is the pilot observation
matrix, and a = ðα1, α2,⋯,αnÞT ∈ f0, 1gN is the user activity
indicator vector. Notation h = ðh1l, h2l,⋯,hnlÞT is the chan-
nel vector, where hnl ∼CN ð0, σ2hÞ, and zpl ∼ CNð0, σ2

pILpÞ
represents the additive white Gaussian noise vector.

In the uplink transmission phase, at the BS, the jth data
symbol received by the lth subcarrier is

ydlj = 〠
N

n=1
xn,jαnhnl + zdlj: ð7Þ

Thus, the signals received by all subcarriers can be
expressed as

ydj =H að Þx j + zdj , ð8Þ

where ydj ≜ ðyd1j, yd2j,⋯, ydLj
ÞT ,H ≜ ½h1, h2,⋯, hL�T , and xi =

ðx1,j, x2,j,⋯, xN ,jÞT . The license-free single/multicarrier
NOMA system can provide a large number of links and
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low access latency and has a wide range of applications in
the cellular IoT. However, due to a large number of potential
users and that these users use nonorthogonal pilot
sequences, the key challenges existing in the unlicensed con-
nection scenarios for large-scale IoT users are channel esti-
mation, active user detection, and data decoding. A
fundamental question is, in addition to active user detection,
how to design a receiver to perform the channel estimation
and/or multiuser data detection effectively.

We intend to solve how to exploit the nonzero element
characteristics of sparse signals and the sparse structure of
system blocks to effectively improve the system’s channel
estimation, active user detection, and data decoding. To take
advantage of the fast attenuation characteristics of nonzero
components in the sparse signals, the traditional least abso-
lute shrinkage and selection operator (LASSO) problem can
be transformed into an iterative weighting problem

min
�hl∈ℂ J

�hl
�� ��

1,w

s:t: ypl − S�hl
�� ��

2 ≤ ε,
ð9Þ

where k�hlk1,w =∑J
n=1ωnj�hnlj�hnl ≜ αnhnl, ωn = 0, n ∈Λ, ωn = 1

, n ∉Λ, ε is the tolerable estimation error and the set Λ is
defined as Λ = fn : �hnlg ≠ 0. Since the information of the
nonzero element part of the sparse signals is more reliable,
the estimation of some nonzero elements can be stopped
after several iterations. In addition, the active user set is
updated based on the symbol energy of unreliable informa-
tion and the accurate or approximate total number of active
users known by the BS. This can not only reduce the false
alarm rate but also reduce the missed detection rate and even
achieve a complete detection of active users. For the uplink
transmission stage, the multiple user signals received by
the BS are decomposed into linear combinations of different
signal vectors and the maximum likelihood (ML) detection
problem is transformed into two separable subproblems,
using alternate minimization algorithm. By analyzing the
information of each iteration, the inversion of large-scale
matrices is avoided, thereby reducing the computational
complexity of multiuser data detection.

3.4. Joint Blind Detection Scheme of Large-Scale IoT Activity
Users and Data Based on Double-Sparse Learning. Due to the
transmission latency requirement, it is necessary to further
reduce the pilot symbol transmission. Different from the
active user and data classification detection scheme, the
active user and data joint blind detection scheme based on
the double-sparsity learning needs to devised into the data
packet as the user’s identity, and at the same time, the activ-
ity can be completed in one transmission stage for user and
data detection. We need not to estimate the channel infor-
mation firstly, which can help reduce the transmission
latency further. The specific technical solution is shown in
Figure 6. Therefore, considering the symbol synchronization
and authorization-free uplink NOMA system, users are
allowed to initiate data packet transmission at the beginning
of any symbol interval. Whenever the user wants to transmit
a message, it generates a data packet that carries the message
and the identity of the sending user. Once activated, the user
transmits the data packet to the BS at L consecutive symbol
intervals. Assume that the jth data packet of user n is denote

by cðjÞn ∈ℂL×1 and sn,t represents the transmission symbol of

user n in the tth symbol interval. As shown in Figure 7, tðtÞn
represents the symbol interval at which user n starts to

transmit the jth data packet, s
n,tð jÞn +k−1 = cðjÞn ðkÞ, k = 1, 2,⋯, L

. The symbol of the dormant user can be represented by

zero. Therefore, when tðjÞn ≤ t ≤ tðjÞn + L holds, the transmis-

sion symbol of user n is sn,t = cðjÞn ðt − tðjÞn + 1Þ; otherwise sn,t
= 0. For the data packet cðjÞn , the channel from user n to

the BS can be expressed by hðjÞn =
ffiffiffiffiffi
βn

p
gðjÞn , where βn and

gðjÞn represent large-scale and short-scale fading, respectively.
The channel state remains unchanged during the entire

transmission period of the data packet cðjÞn , which is the
block fading channel.

In the tth symbol interval, the signal received by the BS
can be expressed as

yt =Htst +wt ∈ℂ
M×1, ð10Þ

where Ht = ½h1,t , h2,t ,⋯, hN ,t� and st = ðs1,t , s2,t ,⋯, sN ,tÞT . If
tðjÞn ≤ t ≤ tðjÞn holds, then, we have hn,t = hðjÞn . Otherwise, hn,t
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Figure 5: Technical solution of the activity user and data classification detection solution in the large-scale IoT.
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= 0. This problem combines active user detection, channel
estimation, and data detection, which can help reduce the
system’s transmission latency. Note that the representations
of the channel and the signal are both sparse, so that this
problem is also called as the double-sparsity problem. The
performance analysis of the model and the use of the double
sparsity of the received signal model to design detection
algorithms should be developed.

We firstly use the double sparsity of the received signal
model to describe the iterative information of the estimated
channel and data estimation as a conditionally independent
random distribution and use a blind detection algorithm to
estimate the signal in each sparse block. Secondly, a low-
complexity information iterative algorithm is used between
the independent sparse blocks, which can make good use
of the sparseness of the signals to improve the system perfor-
mance and reduce system transmission latency. Finally,
numerical results should be provided to verify the reliability
of the above theoretical results and correctness.

4. Conclusions

In this paper, we performed a comprehensive survey on the
transmission schemes for large-scale IoT with NOMA,
which could support multiple users to use the same fre-

quency resources as long as the interference among users
could be addressed. The NOMA technique could help
improve the frequency reuse efficiency significantly and
was viewed as one of the most efficient candidate of the tech-
niques for the next-generation wireless communications.
However, there still existed a lot of challenges on the trans-
mission schemes for large-scale NOMA systems, including
the short-data packet transmission, active user detection,
channel estimation, and data detection. To address these
challenges, we firstly reviewed the short-data packet trans-
mission in the large-scale NOMA system and then reviewed
the active user detection and channel estimation techniques
for the considered system. We further described the data
detection algorithms for large-scale NOMA systems. In
future works, we will incorporate some intelligent algo-
rithms, such as the deep learning-based algorithm [45–47],
deep Q-network-based algorithms [48], federated algorithms
[49, 50], and transfer learning-based algorithms [51], to the
considered system to enhance the system transmission
performance.

Data Availability

The data in this work can be available through email to the
authors of this paper.
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Low-density parity-check (LDPC) codes have become the focal choice for next-generation Internet of things (IoT) networks. This
correspondence proposes an efficient decoding algorithm, dual min-sum (DMS), to estimate the first two minima from a set of
variable nodes for check-node update (CNU) operation of min-sum (MS) LDPC decoder. The proposed architecture entirely
eliminates the large-sized multiplexing system of sorting-based architecture which results in a prominent decrement in
hardware complexity and critical delay. Specifically, the DMS architecture eliminates a large number of comparators and
multiplexors while keeping the critical delay equal to the most delay-efficient tree-based architecture. Based on experimental
results, if the number of inputs is equal to 64, the proposed architecture saves 69%, 68%, and 52% area over the sorting-based,
the tree-based, and the low-complexity tree-based architectures, respectively. Furthermore, the simulation results show that the
proposed approach provides an excellent error-correction performance in terms of bit error rate (BER) and block error rate
(BLER) over an additive white Gaussian noise (AWGN) channel.

1. Introduction

Internet of things (IoT) will be one of themajor trends in next-
generation wireless networks for connecting billions of devices
to the Internet [1–4]. These communication devices will pro-
vide a high data rate with low transmission delay and energy
consumption [5–8]. In this regard, low-density parity-check
(LDPC) codes [9–15] are one of the most promising
candidates in the list of error-control codes and adopted as a
primary choice for next-generation IoT networks [16–19].

Compared to other error-correction codes, like Bose-
Chaudhuri-Hocquenghem (BCH) codes, Reed Solomon (RS)
codes, and turbo codes, LDPC codes have many advantages,
e.g., very low error floor, high-speed encoder and decoder,
and more varieties in code construction [20–23]. Therefore,
LDPC codes have become the focal choice for many commu-
nication standards, such as 10-Gigabit Ethernet (802.3an) [24]
and Wi-Fi (802.11n/ac/ad) [25–27].

To obtain an optimal performance, LDPC codes are
usually decoded with an iterative process between the two
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decoding phases, i.e., check-node update and variable-node
update. Among various decoding algorithms, sum-product
(SP) [28] algorithm provides a tremendous decoding perfor-
mance close to Shannon capacity. However, it suffers from
large complexity because of logarithmic and multiplicative
functions involved in CNU operation. For hardware imple-
mentation of decoder, an area-efficient approximation of
SP called min-sum (MS) [29] algorithm was proposed which
provides implementation advantages over SP algorithm by
computing two minimum values from a set of messages
arriving at check nodes. But it suffers from performance
degradation. The normalized min-sum (NMS) and offset
min-sum (OMS) [30], modified versions of MS, significantly
improve the performance of MS by introducing additional
normalization and offset factors, respectively.

In hardware implementation of MS decoder, each itera-
tion involves two operations, i.e., CNU and variable-node
update (VNU). For CNU, a minimum-value unit (mvu), also
called minimum finder, is required to estimate the first two
minima ðMin1, Min2Þ and index of the first minimum value.
For large block-length LDPC codes required in high data
rate applications, a huge number of minimum-value units
are needed to estimate the first two minima and index of
Min1 which significantly increases the complexity of CNU
operation. Existing methods require circuitry with high
complexity in terms of comparators, multiplexors, latency,
and area time. Thus, a low cost algorithm is greatly desired
to reduce the complexity of CNU operation of MS decoder.

Recently, some attempts have been utilized to estimate
the first two minima from a set of messages arriving at check
node. In [31], a single minimum min-sum (smMS) algo-
rithm was proposed which only computes the absolute
minimum value and the second minimum value is com-
puted by adding a corrective constant in the first minimum.
The smMS provides a significant reduction in hardware
complexity of CNU processor, but it suffers from perfor-
mance degradation. Wang et al. proposed a modification
factor min-sum (mfMS) algorithm in [32]; the mfMS algo-
rithm improves the performance of smMS by introducing
a modification factor in absolute minimum value. Zhang
et al. used the mfMS approach to design a flexible LDPC
decoder for multigigabit per second applications [33]. A
variable-weight min-sum (vwMS) algorithm was proposed
by Angarita et al. in [29] by introducing a variable
iteration-based correction factor; the performance of vwMS
is better than smMS and mfMS. A simplified variable-
weight min-sum (svwMS) is also proposed in [29] which
requires low computational cost to determine if more than
one input message shares the same first minimum value.
In [29, 31–33], the absolute minimum value is calculated
first, and then, the second minimum is estimated by apply-
ing a modification or correction factor to absolute minimum
value. Researches have also investigated various problems on
the other related topics of communications [34–44].

Besides the single minimum-based algorithms, some
efforts have been made to propose architectures which com-
pute the two minima from a set of messages for CNU oper-
ation [45–49]. A sorting-based architecture was proposed by
Xie et al. in [46] for finding two minima, but it suffers from

large critical delay. Chen-Long et al. proposed a tree-based
architecture in [47] which requires some additional com-
plexity but provides critical delay less than that of sorting-
based architecture. A low-complexity tree-based architecture
[48] was proposed by Lee et al. which reduces some hard-
ware complexity of tree-based structure while keeping the
critical delay between those of the sorting-based and tree-
based architectures. This manuscript presents an efficient
approach, known as dual min-sum (DMS) architecture, for
finding the first two minima ðMin1 and Min2Þ from a set
of variable nodes participating in CNU operation. Com-
pared to existing sorting-based and tree-based architectures,
the proposed scheme efficiently eliminates a large number of
comparators and multiplexors while keeping the critical
delay almost equal to the tree-based architecture. Based on
experimental results, if the number of inputs is equal to 64,
the proposed architecture saves 69%, 68%, and 52% area
over the sorting-based, tree-based, and low-complexity
tree-based architectures, respectively. Furthermore, the
simulation results show that the proposed approach outper-
forms its counterparts by providing an excellent error-
correction performance close to NMS algorithm over an
additive white Gaussian noise (AWGN) channel.

The remainder of this correspondence is arranged as
follows. In Section 2, the basic concepts about LDPC codes
and min-sum decoding are given. A detailed review of the
state-of-the-art architectures for finding the first two min-
ima is given in Section 3. Section 4 presents a proposed
architecture to find the first two minima for CNU operation
of min-sum LDPC decoder. The performance analysis and
hardware implementation of the proposed architecture are
given in Section 5, and the conclusion of this correspon-
dence is presented in Section 6.

2. Min-Sum LDPC Decoding

An ðN , KÞ LDPC code can be described by the null space of
a M ×N sparse parity-check matrix H, where M denotes to
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the number of parity-checks and N denotes to the block
length of code. It can also be specified by a bipartite graph
or Tanner graph having M check nodes and N variable
nodes. The check nodes fc1,⋯, cMg specify the rows of H
and variable nodes fv1,⋯, cNg specify the columns of H.
The degree of check node ðdcÞ is equal to the number of
nonzero entries in a row of H, and the degree of variable
node ðdvÞ is equal to the number of nonzero entries in a
column of H.

Let Nm = fn : Hmn = 1g denote the set of variable nodes
involve in check node cm and Mn = fm : Hmn = 1g denote
the set of check nodes connected to variable node vn. Also,
let Nm\n represent the set Nm with excluding the variable
node n and set Mn\m represents exclusion of check node m
from the set Mn. The log-likelihood ratio (LLR) for a
random variable can be defined as ln ðð1 − γÞ/γÞ, where γ
represents the probability of transmitted bit being equal
to zero. In addition, let φðjÞ

n⟶m denote the LLR message
for bit n, sent from variable node vn to check node cm
in the jth iteration. Similarly, ψðjÞ

m⟶n denotes the LLR
message for bit n, sent from check node cm to variable
node vn in the jth iteration. Finally, w = ½w1,w2,⋯,wN �
and r = ½r1, r2,⋯, rN � denote the transmitted and the
received codewords, respectively. Also, let us assume that
ℓ = ½ℓ1, ℓ2,⋯, ℓN � denote the intrinsic reliability provided
by the channel. The MS decoding consist of the following
steps:

(1) Initialize j = 1,⋯, Jmax, where Jmax represents the
maximum number of iterations

(2) Initialize ψðj=0Þ
m⟶n = 0, ∀mεf1,⋯,Mg, ∀nεNm

(3) VNU function: ∀nεf1,⋯,Ng, ∀mεMn

φ jð Þ
n⟶m = ℓn + 〠

m′εMn\m

ψ
j−1ð Þ
m′⟶n : ð1Þ

(4) CNU function: ∀mεf1,⋯,Mg, ∀nεNm

ψ jð Þ
m⟶n =minn′εNm\n

φ
jð Þ
n′⟶m

��� ��� Y
n′εNm\n

sign φ
jð Þ
n′⟶m

� �
:

ð2Þ

(5) Hard decision: applying a hard decision to compute
the transmitted sequence Ŵ = ðŵ1, ŵ2,⋯, ŵNÞ as

μn = ℓn + 〠
m′εMn

ψ
jð Þ
m′⟶n ,

ŵn =
0, if μn ≥ 0,
1, otherwise:

( ð3Þ

If ŴHT = 0 or the maximum number of iteration
Jmax is reached, move to Step 6; otherwise, set j =
j + 1 and go back to Step 3:

(6) Output: declare the estimated sequence W∧ðjÞ as the
decoder output

As compared to conventional SP and NMS algorithms,
although the performance of MS algorithm is lower, it
requires much simpler hardware circuitry for CNU opera-
tion performed in check-node update processor. In practical
implementation of MS decoder, instead of finding the mini-
mum value in (2), two minimum values are computed from
the set of messages arriving at check node and a suitable one
is selected depending upon the information received at the
check node. Thus, the MS decoder reduces the hardware
complexity and provides implementation advantages in
terms of area and delay. In the next section, we introduce
some existing architectures to find the first two minima for
CNU operation of MS decoder.

3. Related Architectures

Generally, the hardware circuit used to find the first two
minima from a set of messages arriving at check node is
known as search module (SM). Let, for a given set of mw
-bit messages received at check node, X = fx0, x1,⋯, xm−1g;
SM generates three outputs: (1) the first minimum value of
set fXg, (2) the second minimum value of fXg, and (3)
the index of the first minimum value. For hardware realiza-
tion, two 2-input units, mvu2−1 and mvu2−2, are used as the
fundamental units of a search module. mvu2−1, as shown in
Figure 1(a), consists of one comparator and one w-bit 2-to-1
multiplexor and it returns the smaller value from two inputs.
mvu2−2 consists of one comparator and two w-bit 2-to-1
multiplexors, and it returns both smaller and larger values,
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as depicted in Figure 1(b). Also, assume m inputs of SM be a
power of 2, i.e., m = 2k. If m is not a power of 2, then such
SM can be obtained by pruning some leaf nodes of the
balanced SM having 2k inputs as described in previous liter-
atures [45–47]. Next, we present some state-of-the-art archi-
tectures to find the first two minima and index of the first
minimum value.

The sorting-based SM architecture for eight inputs is
depicted in Figure 2. The overall process of sorting-based
SM is partitioned into two steps: (1) Min1 is computed with
the binary search tree and (2) an index-controlled multiplex-
ing system is used to compute Min2. In Figure 1(c), the
index of Min1 can be estimated from comparison results.
A set of candidates, Y = fy1, y2, y3g, is computed by the mul-
tiplexing system which employs three 8-to-1 multiplexors to
estimate the value of Min2. Once the set Y is in hand, two
mvu2−1 are required to compute Min2. Consequently, the
sorting-based SM requires nine 2-to-1 multiplexors, nine
comparators, and three 8-to-1 multiplexors for processing

eight inputs. But it causes the long critical delay due to
serially connected multiplexing system.

The sorting-based architecture is not feasible for high-
speed applications because it induces a large critical delay
due to serially connected multiplexing system. A tree-based
architecture, as depicted in Figure 3, was proposed in [47]
for high-speed realization. In tree-based SM, Min1 and Mi
n2 have almost the same processing time due to the hierar-
chical tree architecture. Compared to sorting-based SM, it
requires more comparators and multiplexors for finding
Min2. Three mvu2−1 and one 2-to-1 multiplexor are addi-
tionally required for combining two subtrees. But the serially
connected multiplexing system is completely removed which
reduces the critical delay.

Logical-unit

x0 x1 x2 x3 x4 x5 x6 x7

mvu2–1 mvu2–1 mvu2–1 mvu2–1
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c00 c01 c02 c03

c04 c05

c06

Figure 5: The proposed search module for DMS architecture.
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The tree-based architecture provides implementation
advantages over sorting-based architecture in terms of criti-
cal delay, but it is not cost-effective for large block-length
LDPC codes. Thus, it has higher hardware complexity that
arises from large number of comparators and multiplexors.
A low-complexity tree-based architecture was proposed
in [48] which reduces the number of comparators while
keeping the critical delay between those of the sorting-
based and tree-based architectures. A low-complexity
tree-based SM, referred to as SMpro, for eight inputs is
depicted in Figure 4 where a PRO8 unit provides a candi-
date set, Y = fy1, y2, y3g, for finding Min2. A tree structure
composed of two mvu2−1 is required to find Min2 from
candidate set Y . SMpro requires nine comparators and twenty
2-to-1 multiplexors to process eight inputs. Therefore, the
existing sorting-based and tree-based search modules are not
cost-effective for large block-length LDPC codes. Hence, a
low-cost SM architecture is greatly needed for hardware
implementation of MS-LDPC decoder. Next, we present SM,
known as DMS architecture, which reduces the hardware
complexity of MS decoder for large block-length LDPC codes.

4. Proposed Architecture

The complexity of comparators and multiplexors is consid-
erable for hardware realization of the MS-LDPC decoder.
A DMS-based SM is presented which reduces a large
number of comparators and multiplexors while keeping
the critical delay almost equal to the tree-based architecture.
The proposed SM is conceptually similar to sorting-based
SM. But the serially connected multiplexing system for find-
ingMin2 is completely removed which reduces the hardware
complexity and critical delay. The proposed DMS-based SM
estimates the Min~2 value using a logical unit, as depicted in
Figure 5. The complexity and delay of logical unit are much
less than those of the serially connected multiplexing system.
The hardware complexity of both the proposed and sorting-
based architectures is the same to find Min1. But the DMS-
based SM estimates the Min~2 using a logical unit which
reduces the hardware complexity.

The DMS-based SM for eight inputs is depicted in
Figure 5, where seven comparators and seven 2-to-1 multi-
plexors are required to find Min1. The logical unit, as
depicted in Figure 6, requires two adders, one right-shift
register, and one AND gate for estimating Min2. The first

step of DMS approach is to replace the CNU function in
(2) with

ψ jð Þ
m⟶n =minn′εNm ψ

jð Þ
n′⟶m

��� ���Y
n′εNm

sign ψ
jð Þ
n′⟶m

� �
: ð4Þ

In other words, the sign and output magnitudes are
estimated from all Nm variable nodes arriving at check node
cm. The next step is to find the first two minimum values

for CNU operation. Let λðjÞmin and λðjÞsub denote Min1 and
Min2, respectively. The magnitude of check-node output
is computed as

ψ jð Þ
m⟶n

��� ��� = λsub =
1
2 a + bð Þ

� �
, if φ jð Þ

n⟶m = λmin,

λmin, otherwise,

8><
>: ð5Þ

where a and b denote the variable nodes participating in
the last mvu2−1 of DMS architecture. Thus, the DMS

Input: a set X of m positive values.
for j = 1: m do
Step 1
Partition set X into pairs of values and find the minimum value of each pair. Continue partitioning, and findMin1 from the last pair
of values.
Step 2
Input the last pair of values in Step 1 to logical unit, and estimate Min~2.
end for
Output: Xmin=fMin1, Min~2g

Algorithm 1: DMS algorithm.
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Figure 7: Error-correction performance of the proposed approach
and its competitors for the IEEE802.16e (2304, 1152) LDPC code.
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architecture reduces the hardware complexity for CNU
operation of the MS-LDPC decoder.

As an illustrative example, assume a set X of eight
input values, X = f2, 8, 1, 6, 5, 3, 7, 4g. Based on Step 1
of the DMS algorithm, set X as partitioned into pair
of values as R = ff2, 8g, f1, 6g, f5, 3g, f7, 4gg. Finding
the minimum value of each pair, a subset is obtained
as X1 = f2, 1, 3, 4g. Again, partitioned subset X1 into a pair
of values as R1 = ff2, 1g, f3, 4gg. Finding the minimum value
of each pair, we obtain the last pair of values as f1, 3g which
returns the first minimum value as Min1 = f1g. According to
Step 2 of the DMS algorithm, the last pair of values, f1, 3g, is
passed to the logical unit for finding Min~2. Based on (5),
Min~2 can be estimated as dð1/2Þð1 + 3Þe = 2. Afterward,
the DMS algorithm returns the output as Xmin = f1, 2g. It
is important to mention that the DMS algorithm returns
Min1 which is always the first minimum value of set X,
but it returns Min~2 which is the estimated second mini-
mum value among the values of X; it may or may not be
the exact second minimum value. Consequently, the DMS
algorithm provides an efficient architecture which is more
cost-effective for large block-length LDPC codes.

5. Experimental Results

5.1. Performance Analysis. In this section, the error-
correction performance of the proposed DMS approach in
terms of bit error rate (BER) and block error rate (BLER)
is compared with its counterparts under the same condi-
tions. The standard IEEE802.16e LDPC codes with code
rates 0.5 and 0.75 having a block length of 2304 are used
for evaluating the performance of the proposed and some
other existing algorithms. The performance of the proposed

approach is compared with the NMS, mfMs, svwMS, and
exMin-n [49] algorithms with maximum number of decod-
ing iterations equal to 50. Binary phase-shift keying (BPSK)
transmission is assumed over an AWGN channel. Figures 7
and 8 depict the performance analysis for the (2304, 1152)
and (2304, 576) IEEE802.16e LDPC codes.

Figure 7 compares the error-correction performance of
the proposed DMS algorithm with NMS, svwMS, and
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Figure 8: Error-correction performance of the proposed approach and its competitors for the IEEE802.16e (2304, 576) standard
LDPC code.
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Figure 9: Critical delay of the proposed architecture and its
counterparts for different numbers of inputs.
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exMin-n, for n = 2. Numerical results show that the DMS
algorithm provides an excellent error performance close to
the NMS algorithm with code rate 0.5 and code length of
2304 for IEEE802.16e standard LDPC code. At a BER of 1
0−6, the DMS algorithm performs very close to NMS with
a degradation of 0.09 dB. On the other hand, the exMin-2
and svwMS algorithms perform with a degradation of
0.20 dB and 0.30 dB, respectively.

Similarly, the error-correction performance of the DMS
algorithm is also compared with NMS, mfMS, and exMin-
n, for n = 3, for IEEE802.16e standard LDPC code with code
rate 0.75 and a code length of 2304. Figure 9 reveals that the
DMS algorithm performs close to the NMS algorithm with a
degradation of 0.06 dB at BER of 10−5. But the exMin-3 and
mfMS algorithms provide a performance loss of 0.22 dB and
0.26 dB, respectively. As a result, the proposed DMS
algorithm outperforms its counterparts under the same
conditions by providing an error-correction performance
very close to the NMS algorithm.

5.2. Complexity and Speed Performance. As compared to the
state-of-the-art architectures [46–48], the proposed DMS
architecture reduces the computational complexity for
CNU operation of the MS-LDPC decoder. According to
Table 1, a comparison of the hardware complexity and crit-
ical delay of DMS architecture with sorting- and tree-based
architectures is shown, where τc, τM2, τMk, and τLu denote
the delay of comparator, multiplexor (2-to-1), multiplexor
(2k-to-1), and logical unit, respectively. The sorting-based
[46] and low-complexity tree-based [48] architectures
require 2k + k − 2 comparators, and the tree-based [47]
architecture requires 2k+1 − 3 comparators to find the first
two minima. As the DMS architecture completely removes
the multiplexing system inevitable for sorting-based SM, it

requires 2k − 1 comparators for finding two minima. The
sorting-based SM requires 2k + k − 2 2-to-1 and k2k-to-1
multiplexors, where the tree- and low-complexity tree-
based architectures require 3:2k − 4 comparators to find the
first two minima. But the DMS architecture requires 2k − 1
multiplexors for finding Min1 and Min~2. Also, the DMS
architecture additionally requires two adders, one right-
shift register, and one AND gate for the implementation of
logical unit, but it keeps the critical delay almost equal to
that of the tree-based architecture. Consequently, if the
number of input values is equal to 16, for example, the
DMS architecture eliminates 16.66% comparators compared
with the sorting-based and low-complexity tree-based archi-
tectures and 48.27% comparators compared with the tree-
based architecture. Also, the proposed architecture requires
65.90% less multiplexors compared with the tree-based and
low-complexity tree-based architectures.

For fair comparison, four types of architectures are
implemented in 6-bit CMOS standard cell library process:
the sorting-based [46], tree-based [47], low-complexity
tree-based [48], and proposed DMS architectures. Figure 9
depicts the critical delay for four architectures against differ-
ent numbers of inputs. To the best of our knowledge, the
tree-based [47] architecture is assumed to be the best archi-
tecture in literature for high-speed realization. Figure 9
shows that the critical delay of the DMS architecture is
almost the same as that of the tree-based [47] architecture.

The most area-efficient architecture was proposed by Lee
et al. in [48]. Figure 10 shows that when k is equal to 6, the
proposed architecture saves 69%, 68%, and 52% area over
the sorting-based, tree-based, and low-complexity tree-
based architectures, respectively. Consequently, the pro-
posed architecture is proved to be the most area-efficient
architecture for high-speed realization. Consequently, the
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Figure 10: Area complexity of the proposed architecture and its counterparts for different numbers of inputs.
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DMS architecture reduces the hardware complexity of the
MS-LDPC decoder for CNU operation.

6. Conclusion

An efficient approach has been proposed to find the first
two minima for CNU operation of the MS-LDPC decoder.
The proposed architecture is conceptually similar to the
sorting-based architecture, but it completely removes the
large-sized multiplexing system which results in a prominent
reduction in hardware complexity and critical delay. The
proposed architecture estimates the second minimum value
by utilizing a logical unit circuit having complexity and delay
less than those of the multiplexing system. Based on the
experimental results, the proposed architecture provides a
critical delay almost the same as that of the tree-based archi-
tecture. More specifically, the proposed SM eliminates a large
number of comparators and multiplexors for CNU operation
of the MS-LDPC decoder. Therefore, the DMS architecture
saves 69%, 68%, and 52% area over the sorting-based, tree-
based, and low-complexity tree-based architectures, respec-
tively. Furthermore, simulation results show that the proposed
approach outperforms its competitors in terms of bit error rate
(BER) and block error rate (BLER) by providing an excellent
error-correction performance over an AWGN channel.

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] W. U. Khan, J. Liu, F. Jameel, V. Sharma, R. Jantti, and
Z. Han, “Spectral efficiency optimization for next generation
NOMA-enabled IoT networks,” IEEE Transactions on Vehicu-
lar Technology, vol. 69, no. 12, pp. 15284–15297, 2020.

[2] X. Li, Q. Wang, M. Liu et al., “Cooperative wireless-powered
NOMA relaying for B5G IoT networks with hardware impair-
ments and channel estimation errors,” IEEE Internet of Things
Journal, vol. 8, no. 7, pp. 5453–5467, 2021.

[3] W. U. Khan, F. Jameel, M. A. Jamshed, H. Pervaiz, S. Khan,
and J. Liu, “Efficient power allocation for NOMA-enabled
IoT networks in 6G era,” Physical Communication, vol. 39,
2020.

[4] A. Junejo, M. K. A. Kaabar, and S. Mohamed, “Future Robust
Networks: Current Scenario and Beyond for 6G,” IMCC Jour-
nal of Science, vol. 1, pp. 67–81, 2021.

[5] X. Li, M. Zhao, Y. Liu, L. Li, Z. Ding, and A. Nallanathan,
“Secrecy analysis of ambient backscatter NOMA systems
under I/Q imbalance,” IEEE Transactions on Vehicular Tech-
nology, vol. 69, no. 10, pp. 12286–12290, 2020.

[6] W. U. Khan, F. Jameel, N. Kumar, R. Jantti, and M. Guizani,
“Backscatter-enabled efficient V2X communication with
non-orthogonal multiple access,” IEEE Transactions on Vehic-
ular Technology, vol. 70, no. 2, pp. 1724–1735, 2021.

[7] X. Li, Y. Zheng, W. U. Khan et al., “Physical layer security of
cognitive ambient backscatter communications for green

Internet-of-things,” IEEE Transactions on Green Communica-
tions and Networking pp., vol. 5, no. 3, pp. 1066–1076, 2021.

[8] W. U. Khan, X. Li, M. Zeng, and O. A. Dobre, “Backscatter-
enabled NOMA for future 6G systems: a new optimization
framework under imperfect SIC,” IEEE Communications Let-
ters, vol. 25, no. 5, pp. 1669–1672, 2021.

[9] H. H. Attar, A. A. A. Solyman, M. R. Khosravi, L. Qi,
M. Alhihi, and P. Tavallali, “Bit and packet error rate evalua-
tions for half-cycle stage cooperation on 6G wireless net-
works,” Physical Communication, vol. 44, p. 101249, 2020.

[10] R. G. Gallager, Low-Density Parity-Check Codes, MIT Press,
Cambridge, MA, USA, 1963.

[11] D. J. C. MacKay and R. M. Neal, “Near Shannon limit perfor-
mance of low density parity check codes,” Electronics Letters,
vol. 33, no. 6, pp. 457-458, 1997.

[12] M. Asif, W. Zhou, M. Ajmal, and N. A. Khan, “A construction
of high performance quasicyclic LDPC codes: a combinatoric
design approach,”Wireless Communications and Mobile Com-
puting, vol. 2019, 10 pages, 2019.

[13] M. Asif, W. Zhou, Q. Yu, X. Li, and N. A. Khan, “A determin-
istic construction for jointly designed quasicyclic LDPC
coded-relay cooperation,” Wireless Communications and
Mobile Computing, vol. 2019, 12 pages, 2019.

[14] M. Asif, W. Zhou, Q. Yu, S. Adnan, and M. S. Iqbal, “Jointly
designed quasi-cyclic LDPC-coded cooperation with diversity
combining at receiver,” International Journal of Distributed
Sensor Networks, vol. 16, no. 7, 2020.

[15] M. Asif, W. Zhou, J. S. Ally, and N. A. Khan, “An algebraic
construction of quasi-cyclic LDPC codes based on the conju-
gates of primitive elements over finite fields,” in IEEE Interna-
tional Conference on Communication Technology (ICCT),
pp. 115–119, 2018.

[16] W. U. Khan, N. Imtiaz, and I. Ullah, “Joint optimization
ofNOMA‐enabled backscatter communications for beyond5G
IoTnetworks,” Internet Technology Letters, vol. 4, no. 2, 2021.

[17] F. Jameel, “Time slot management in backscatter systems for
large-scale IoT networks,” in Wireless-Powered Backscatter
Communications for Internet of Things, pp. 51–65, Springer,
Cham, 2021.

[18] W. U. Khan, “NOMA-enabled wireless powered backscatter
communications for secure and green IoT networks,” inWire-
less-Powered Backscatter Communications for Internet of
Things, pp. 103–131, Springer, Cham, 2021.

[19] F. Jameel, “Multi-tone carrier backscatter communications for
massive IoT networks,” inWireless-Powered Backscatter Com-
munications for Internet of Things, pp. 39–50, Springer, Cham,
2021.

[20] B. Oudjani, H. Tebbikh, and N. Doghmane, “Modification of
extrinsic information for parallel concatenated Gallager/
convolutional code to improve performance/complexity
trade-offs,” AEU-International Journal of Electronics and
Communications, vol. 83, no. 1, pp. 484–491, 2018.

[21] E. M. Ar-Reyouchi, Y. Chatei, K. Ghoumid, M. Hammouti,
and B. Hajji, “Efficient coding techniques algorithm for
cluster-heads communication in wireless sensor networks,”
AEU-International Journal of Electronics and Communica-
tions, vol. 82, no. 12, pp. 294–304, 2017.

[22] J. Liu and R. C. De-Lamare, “Rate-compatible LDPC codes
with short block lengths based on puncturing and extension
techniques,” AEU-International Journal of Electronics and
Communications, vol. 69, no. 11, pp. 1582–1589, 2015.

9Wireless Communications and Mobile Computing



[23] A. Kadi, S. Najah, and M. Mrabti, “An exponential factor
appearance probability belief propagation algorithm for regular
and irregular LDPC codes,” AEU-International Journal of Elec-
tronics and Communications, vol. 69, no. 6, pp. 933–936, 2015.

[24] Z. Zhang, V. Anantharam, M. J. Wainwright, and B. Nikolic,
“An efficient 10GBASE-T ethernet LDPC decoder design with
low error floors,” IEEE Journal of Solid-State Circuits, vol. 45,
no. 4, pp. 843–855, 2010.

[25] J. Jin and C. Y. Tsui, “An energy efficient layered decoding
architecture for LDPC decoder,” IEEE Transactions on Very
Large Scale Integration (VLSI) Systems, vol. 18, no. 8,
pp. 1185–1195, 2010.

[26] T. H. Tran, Y. Nagao, H. Ochi, and M. Kurosaki, “ASIC design
of 7.7Gbps multi-mode LDPC decoder for IEEE 802.11ac,” in
Int. Symp., Commun. and Inf. Technologies (ISCIT), pp. 259–
263, Incheon, 2014.

[27] S. Ajaz and H. Lee, “Multi-Gb/s multi-mode LDPC decoder
architecture for IEEE 802.11ad standard,” inAsia Pacific Conf.,
Circuits and Systems (APCCAS), pp. 153–156, Ishigaki, Japan,
2014.

[28] J. Chen, A. Dholakia, E. Eleftheriou, M. P. C. Fossorier, and
X. Y. Hu, “Reduced-complexity decoding of LDPC codes,”
IEEE Transactions on Communications, vol. 53, no. 8,
pp. 1288–1299, 2005.

[29] F. Angarita, J. Valls, V. Almenar, and V. Torres, “Reduced-
complexity min-sum algorithm for decoding LDPC codes with
low error-floor,” IEEE transactions on circuits and systems I,
vol. 61, no. 7, pp. 2150–2158, 2014.

[30] J. Chen andM. Fossorier, “Density evolution for two improved
BP-based decoding algorithms of LDPC codes,” IEEE Commu-
nications Letters, vol. 6, no. 5, pp. 208–210, 2002.

[31] A. Darabiha, A. Carusone, and F. Kschischang, “A bit-serial
approximate min-sum LDPC decoder and FPGA implementa-
tion,” in in Proc. IEEE Int. Symp. Circuits Syst, pp. 149–152,
2006.

[32] Q.Wang, K. Shimizu, T. Ikenaga, and S. Goto, “A power-saved
1Gbps irregular LDPC decoder based on simplified min-sum
algorithm,” in in Proc. Int. Symp. VLSI Des., Autom. Test,
pp. 1–4, 2007.

[33] C. Zhang, Z. Wang, J. Sha, L. Li, and J. Lin, “Flexible LDPC
decoder design for multigigabit-per-second applications,”
IEEE transactions on circuits and systems I, vol. 57, no. 1,
pp. 116–124, 2010.

[34] W. U. Khan, Z. Yu, S. Yu, G. A. S. Sidhu, and J. Liu, “Efficient
power allocation in downlink multi-cell multi-user NOMA
networks,” IET Communications, vol. 13, no. 4, pp. 396–402,
2018.

[35] W. U. Khan, F. Jameel, T. Ristaniemi, S. Khan, G. A. S. Sidhu,
and J. Liu, “Joint spectral and energy efficiency optimization
for downlink NOMA networks,” IEEE Transactions on Cogni-
tive Communications and Networking, vol. 6, no. 2, pp. 645–
656, 2019.

[36] F. Jameel, “Towards intelligent IoT networks: reinforcement
learning for reliable backscatter communications,” in 2019 IEEE
Globecom Workshops (GC Wkshps), Waikoloa, HI, USA, 2019.

[37] W. U. Khan, F. Jameel, G. A. S. Sidhu, M. Ahmed, X. Li, and
R. Jantti, “Multiobjective optimization of uplink NOMA-
enabled vehicle-to-infrastructure communication,” IEEEAccess,
vol. 8, pp. 84467–84478, 2020.

[38] F. Jameel, S. Zeb, W. U. Khan, S. A. Hassan, Z. Chang, and
J. Liu, “NOMA-enabled backscatter communications: toward

battery-free IoT networks,” IEEE Internet of Things Magazine,
vol. 3, no. 4, pp. 95–101, 2020.

[39] W. U. Khan, “Secure backscatter communications in multi-cell
NOMA networks: enabling link security for massive IoT net-
works,” in IEEE INFOCOM 2020-IEEE Conference on Com-
puter Communications Workshops (INFOCOM WKSHPS),
Toronto, ON, Canada, 2020.

[40] F. Jameel, “Efficient power-splitting and resource allocation for
cellular V2X communications,” in IEEE Transactions on Intel-
ligent Transportation Systems, 2020.

[41] F. Jameel, “Reinforcement learning for scalable and reliable
power allocation in SDN-based backscatter heterogeneous
network,” in IEEE INFOCOM 2020-IEEE Conference on Com-
puter Communications Workshops (INFOCOM WKSHPS),
Toronto, ON, Canada, 2020.

[42] M. Nawaz, W. U. Khan, Z. Ali, A. Ihsan, O. Waqar, and G. A.
S. Sidhu, “Resource optimization framework for physical layer
security of dual-hop multi-carrier decode and forward relay
networks,” IEEE Open Journal of Antennas and Propagation,
vol. 2, pp. 634–645, 2021.

[43] S. Yu, W. U. Khan, X. Zhang, and J. Liu, “Optimal power
allocation for NOMA-enabled D2D communication with
imperfect SIC decoding,” Physical Communication, vol. 46,
p. 101296, 2021.

[44] K. Bakht, F. Jameel, Z. Ali et al., “Power allocation and user
assignment scheme for beyond 5G heterogeneous networks,”
Wireless Communications and Mobile Computing, vol. 2019,
11 pages, 2019.

[45] X. Qian, C. Zhixiang, P. Xiao, and G. Satoshi, “A sorting-based
architecture of finding the first two minimum values for LDPC
decoding,” in IEEE, Int. Coll. on Signal Processing and its
Applicattions, pp. 95–98, 2001.

[46] Q. Xie, Z. Chen, X. Peng, and S. Goto, “A sorting based archi-
tecture of finding the first two minimum values for LDPC
decoding,” in in Proc. IEEE CSPA, pp. 95–98, 2011.

[47] W. Chen-Long, S. Ming-Der, and L. Shin-Yo, “Algorithms of
finding the first two minimum values and their hardware
implementation,” IEEE transactions on circuits and systems I,
vol. 55, no. 11, pp. 3430–3437, 2008.

[48] Y. Lee, B. Kim, J. Jun, and P. In-Cheol, “Low-complexity tree
architecture for finding the first two minima,” IEEE Transac-
tions on Circuits and Systems II, Express Briefs, vol. 62, no. 1,
pp. 61–64, 2015.

[49] I. Tsatsaragkos and V. Paliouras, “Approximate algorithms for
identifying minima on min-sum LDPC decoders and their
hardware implementation,” IEEE Transactions on Circuits
and Systems II, Express Briefs, vol. 62, no. 8, pp. 766–770, 2015.

10 Wireless Communications and Mobile Computing



Research Article
Outage Performance of Full-Duplex Relay Networks Powered by
RF Power Station in Ubiquitous Electric Internet of Things

Yu Zhang ,1 Xiaofei Di ,2 Hongliang Duan ,3,4 Xi Yang ,5,6 Peng Wu ,1

and Baoguo Shan 1

1Institute of Economics and Energy Supply and Demand, State Grid Energy Research Institute Co., Ltd., Beijing 102209, China
2School of Software Engineering, Beijing Jiaotong University, Beijing 100044, China
3School of Mechanical Engineering, Northwestern Polytechnical University, Xi’an 710072, China
4Beijing Institute of Space Long March Aerospace Vehicle, Beijing 100076, China
5School of Information, Beijing Wuzi University, Beijing 101149, China
6Beijing Intelligent Logistics System Collaborative Innovation Center, Beijing 101149, China

Correspondence should be addressed to Xiaofei Di; xfdi@bjtu.edu.cn

Received 31 March 2021; Revised 17 June 2021; Accepted 16 July 2021; Published 10 August 2021

Academic Editor: Yuan Ding

Copyright © 2021 Yu Zhang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper investigates a full-duplex relay network assisted by radio frequency (RF) power station in ubiquitous electric Internet of
Things (UEIoT), where a wireless sensor on high voltage transmission line collects electric data and then transmits data to a
destination via a full-duplex decode-and-forward relay. The destination receives and processes the data to inspect the state of
high voltage transmission line. Both the sensor and relay do not have fixed energy source; so, they first have to harvest energy
from a RF power station and then complete information transmission by using the harvested energy. As the line-of-sight (LOS)
propagations often exist in outdoor application scenarios of UEIoT, the Rician fading channel is adopted in the network. To
explore the system outage performance, the explicit expressions of the outage probability and throughput of the system are
derived by using mathematical analysis. Simulation results validate the correctness of our theoretical analysis and also evaluate
the effects of system parameters and deployment position of power station on the outage performance.

1. Introduction

The ubiquitous electric Internet of Things (UEIoT) aims to
realize the interconnection of all things and human-computer
interaction in the power system by integrating modern infor-
mation technologies, including wireless sensor networks, artifi-
cial intelligence, and advanced communication technologies
[1]. The State Grid Corporation of China has planned to ini-
tially build UEIoT by 2021 to support the development of grid
business and some other emerging businesses. By 2024, UEIoT
will be established to form an energy internet ecosystem with
joint construction, cogovernance, and sharing [2, 3]. UEIoT
has attracted much attention from academia to industry [4, 5].

The UEIoT can be applied to a large number of outdoor
and field application scenarios, such as field power line inspec-
tion. Unfortunately, although wireless sensors are deployed on
the high-voltage line, they cannot be driven directly by the
power of the high-voltage line. So, recently passive Internet
of Things [6] has attracted attention and become an important
part of UEIoT, where the sensors can be wirelessly charged by
harvesting energy of the radio frequency (RF) signals emitted
by wireless power stations [7–9]. The authors in [7] realized
a practical wireless powered sensor network and investigated
the efficiency of RF energy harvesting (EH). In [8, 9], an IoT
powered by a static and mobile base station was, respectively,
studied, where a number of wireless sensors first harvested
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energies from base station and then transmit their information
to the base station. The works in [6–9] considered the linear
EH model, while [10, 11] further considered a more practical
nonlinear EH model. In [10], a wireless powered cognitive
radio sensor network was studied, where two primary users
communicate to each other with the help of a sensor nodewith
nonlinear energyharvester and accurate expressions of the out-
age probability and throughput were derived for the primary
system. [11] considered a downlink nonorthogonal multiple
access (NOMA) network, where the near user was equipped
with a nonlinear energy harvester, and the outage probabilities
and throughput for both the far and near users were derived.

On the other hand, to complete information delivery,
wireless sensors generally communicate by using relaying
mode due to the long distance among sensors in IoT [12].
Compared with traditional half-duplex relay, full-duplex relay
can use the same frequency band to simultaneously receive
and transmit information; so, the transmission delay and sys-
tem spectrum efficiency are greatly improved [13, 14]. Owing
to these merits, full-duplex relay has attracted increasing inter-
est [15–17]. In [15], an optimal beamformer design was pro-
posed for a full-duplex decode-and-forward (DF) relay
system with self-energy recycling. [16] extended the one-way
relay system in [15] to two-way relay one and analyzed outage
performance of the system. The authors in [17] studied effect
of residual self-interference (SI) on the stability performance
of the full-duplex amplify-and-forward (AF) relay system.

To inherit the benefits of RF EH and full-duplex relaying,
some exiting works have investigated the full-duplex relay
networks powered by RF EH, see e.g., [18–21]. In [18], some
full-duplex AF relays first harvested energy from a source
and then received and forwarded the information of the
source to a destination by using the harvested energy. The
achievable information rate was maximized by designing
optimal power allocation and relay selection policy [18].
The authors in [19] further studied two-way relay system
and derived closed-form expressions of the throughput and
outage probability over Rayleigh fading channels. In [20], a
multidestination relay network was considered, where a
source first emitted energy to a full-duplex DF relay and then
the relay further used the harvested energy to forward the
information of the source to multiple destinations, and the
spectral efficiency of system was enhanced by jointly optimiz-
ing the time allocation, subcarriers, and transmission power
of the source and relay. Different from the works [18–21]
considered a relay network consisting of a source, a DF relay
and a destination, as well as a power station, where the source
and relay first harvested energy from the power station and
then cooperatively transmit information to the destination.

This paper also considers a full-duplex relay network
assisted by a dedicated power station in the UEIoT, as shown
in Figure 1. A wireless sensor (S) on high voltage transmission
line collects electric data and then transmits data to a base sta-
tion (D) via a dual antenna full-duplex DF relay (R).D receives
and processes the data to inspect the state of high voltage
transmission line. Both S and R do not have fixed energy
source; so, they first have to harvest energy from a RF power
station and then complete information transmission by using
the harvested energy. Different from [21], the Rician fading

channel model is better suited in outdoor roadside scenario
with RF energy harvesting, according to the experimental
result [22]. As UEIoT is usually deployed in outdoor roadside
scenario, the Rician fading channel model is adopted in this
paper.

For such a network, our contributions are summarized as
follows. Firstly, the EH process and information transmission
are modeled for the full-duplex relay network powered by RF
power station. Then, the explicit expressions of the outage
probability and throughput of the system are derived by
using mathematical analysis in order to explore the system
outage performance. Simulation results validate the correct-
ness of our theoretical analysis, and the effects of system
parameters on the outage probability are also discussed.
Finally, the optimal deployment position of power station is
also investigated, which may provide some useful insights
on the future practical applications of UEIoT.

The rest of this paper is organized as follows. In section 2,
the system model is presented. Section 3 derives the outage
probability and throughput of the system. Section 4 shows
some simulation results to evaluate our theoretical analysis
and illustrate the system performance. Finally, this paper is
concluded in section 5.

2. System Model

We consider a full-duplex relay network assisted by RF
power station (PS) in UEIoT, as shown in Figure 1, which
is composed of a source (S), a relay (R), and a destination
(D), as well as a dedicated RF PS. S desires to transmit infor-
mation to D with the help of R. S and R do not have fixed
energy source; so, they have to harvest energy from PS and
then use the harvested energy to accomplish information
transmission. R adopts the decode-and-forward (DF) proto-
col. As the decoding processing power required at R is much
less than its transmit power, its decoding processing power is
thus ignored. PS, S, and D are equipped with single antenna.
R is equipped with two antennas, one is the receiving antenna
used to receive information from S or harvest energy from
PS, and the other is the transmitting antenna used to forward
received information to D in the full-duplex mode.

Figure 2 illustrates the time frame of the transmission
protocol. It is assumed that each time frame is with the time
period of T , which is divided into two parts, where the first
part is used for energy transfer and the second one is for
information transmission with full-duplex relaying. Consid-
ering there exist line-of-sight (LOS) propagations between
the nodes in the outdoor UEIoT, the links between any two
nodes are modeled as Rician fading channels. The channel
coefficients are assumed to be unchanged in each time frame
T , but may change independently between any two adjacent
time frames.

Specifically, during the first part with time interval of αT ,
PS broadcasts energy to S and R, where α is the time division
factor satisfying 0 ≤ α ≤ 1. The energy harvested by S and R
can be, respectively, expressed by

ES = αTηPBd
−m
1 h1j j2, ð1Þ
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ER = αTηPBd
−m
2 h2j j2, ð2Þ

where h1 and h2 are the channel coefficients of the links from
PS to S (PS-S) and from PS to R (PS-R), respectively. d1 and
d2 denote the distances between PS and S and between PS
and R, respectively. PB denotes the transmit power of PS. m
represents the path loss exponent. η is the energy harvesting
efficiency satisfying 0 ≤ η ≤ 1.

During the second part with time interval of ð1 − αÞT , by
using the harvested energies, S and R cooperatively transmit
information to D with the full-duplex mode; that is, S trans-
mits information to R, and R simultaneously receives infor-
mation of S and forwards the information to D. From (1)
and (2), the available transmit power at S and R can be,
respectively, expressed by

PS =
ES

1 − αð ÞT = ηαPBd
−m
1 h1j j2

1 − αð Þ , ð3Þ

PR =
ER

1 − αð ÞT = ηαPBd
−m
2 h2j j2

1 − αð Þ : ð4Þ

Let xS and xR, respectively, represent the signals transmit-
ted by S and R, with E½jxSj2� = PS and E½jxRj2� = PR. nR
denotes the additive Gaussian white noise (AWGN) with
the mean of 0 and the variance of N0 at the relay node R.
The signal received at R can be expressed as

yR =
ffiffiffiffiffiffiffiffi
d−m3

q
h3xS + hRRxR + nR, ð5Þ

where the first term of right part
ffiffiffiffiffiffiffiffi
d−m3

p
h3xS is the desired sig-

nal, and the second term hRRxR is the self interference (SI). h3
represents fading coefficient of the link from S to R (S-R). hRR
represents the channel coefficient of the link between the
transmitting antenna and receiving antenna of R. d3 is the
distance between S and R.

R adopts self-interference cancellation (SIC) technology
to eliminate SI. However, it is hard to completely eliminate
SI in practice, and therefore, the residual self-interference
(RSI) always exists [23], which may limit the system perfor-
mance of full-duplex mode. In order to describe the RSI,
denote it as nRR, and then the signal received at R can be
transformed into [24]

yR =
ffiffiffiffiffiffiffiffi
d−m3

q
h3xS + nRR + nR, ð6Þ

where nRR is modeled as a complex Gaussian distribution
with mean of 0 and variance of NRSI [25]. NRSI is propor-
tional to the transmit power PR of R, that is,

NRSI =ΩPR, ð7Þ

where Ω represents the SIC capability and indicates the
strength of the self-interference cancellation capability of
relay. The smaller the value Ω is, the stronger the relay SIC
capability is.

Simultaneously, R also decodes and forwards signal to D
while receiving the signal from S. The signal received atD can
be expressed as

yD =
ffiffiffiffiffiffiffiffi
d−m4

q
h4xR + nD, ð8Þ

where h4 denotes the fading coefficient of the link from R
to D (R-D), and d4 represents the distance between R and D.
nD represents the AWGN with the mean of 0 and variance of
N0 at D.
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Figure 1: System model of full-duplex relay network in UEIoT.
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Figure 2: Time frame of the transmission protocol.
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Following (6), the received signal-to-interference and
noise ratio (SINR) for decoding at R can be given by

γR =
d−m3 PS h3j j2
NRSI +N0

: ð9Þ

By substituting (3) and (7) into (9), and using some
simple mathematical transformations, we can obtain that

γR =
d−m1 d−m3 φ1φ3

Ωd−m2 φ2 + 1/Φð Þ , ð10Þ

where Φ = ηαγ0/ð1 − αÞ with γ0 = PB/N0, and φi = jhij2ði = 1
, 2, 3, 4Þ.

Similarly, by using (4), (7), and (8), and after some math-
ematical transformations, the received signal-to-noise ratio
(SNR) at D can be given by

γD =Φd−m2 d−m4 φ2φ4: ð11Þ

3. Outage Performance Analysis

In this section, we analyze the outage probability of the sys-
tem. As R adopts DF protocol, it will decode the information
of S and forward the information to D if the information is
correctly decoded. Let γth be the required SINR for successful
transmissions for both S-R link and R-D link. Then, the out-
age probability of the system can be expressed by

Pout = Pr γR < γthf g + 1 − Pr γR < γthf gð ÞPr γD < γthf g,
ð12Þ

where PrfγR < γthg is the outage probability of the first
hop (i.e., S-R link), and PrfγD < γthg is the outage proba-
bility of the second hop (i.e., R-D link) . For convenience,
PrfγR < γthg and PrfγD < γthg are represented as Pout R
and Pout D, respectively.

Define Rth (in bps/Hz) as a target transmission rate
threshold. According to the Shannon formula, we can have
that

Rth = 1 − αð Þ log2 1 + γthð Þ, ð13Þ

and thus γth can be calculated as γth = 2Rth/ð1−αÞ − 1.
To calculate Pout R and Pout D, firstly it can be seen that

there are two multiplied random variables φi in (10) and
(11). Following the Rician distribution, the probability
density function (PDF) f φiðxÞ and cumulative probability

function (CDF) Fφi
ðxÞ of the random variable φi are, respec-

tively, given by [26]

f φi
xð Þ = Ki + 1ð Þe−Ki

λi
〠
∞

l=0

Ki + 1
λi

� �l Ki
lxl

l!ð Þ2 e
−Ki+1

λi
·x, ð14Þ

Fφi
xð Þ =

ðx
0
f φi xð Þdx = 1 − e−Ki 〠

∞

l=0
〠
l

m=0

Kl
iBi

mxm

m!l!
e−Bix,

ð15Þ

where Bi = ððKi + 1Þ/λiÞði = 1, 2, 3, 4Þ. Ki and λi represent the
Rician factor and the mean of random variables φi,
respectively.

In order to facilitate the derivation and analysis, define an
auxiliary variable Yij = φiφj, and the CDF of Yij can be
expressed as

FY ij
yð Þ = Pr Y ij < y

� �
= Pr φiφj < y

n o

= Pr φi <
y
φj

( )
=
ð∞
0
Fφi

y
φj

 !
f φj

φj

� �
dφj:

ð16Þ

By using (14) and (15), the CDF of Yij in (16) can be fur-
ther calculated as

FYij
yð Þ =

ð∞
0

1 − e−Ki 〠
∞

l=0
〠
l

m=0

Kl
iB

m
i

l!m!
:

y
φ j

 !m

:e
−Bi:

y
φ j

( )
f φ j

φj

� �
dφ j

= 1 −
ð∞
0
e−Ki 〠

∞

l=0
〠
l

q=0

Kl
iB

q
i

l!q!
y
φj

 !q

e
−Bi:

y
φ jAje

−Bjφ j 〠
∞

k=0

BjK j

	 
k
k!ð Þ2

· φj
kdφ j

= 1 − 2e− Ki+K jð Þ〠
∞

l=0
〠
∞

k=0
〠
l

q=0

Kl
iK j

k

l!q! k!ð Þ2
BiBjy
	 
k+q+1

2 Kk−q+1 2
ffiffiffiffiffiffiffiffiffiffiffi
BiBjy

q� �
,

ð17Þ

where Aj = Bje
−Ki and Kνð·Þ are the modified Bessel function

of the second kind [27].
Then, by using (10) and (17), the outage probability of

the first hop can be derived as

Pout R = Pr
d−m1 d−m3 φ1φ3

ΩBd
−m
2 φ2 + 1/Φð Þ < γth

� �

= Pr Y13 <
γth ΩBd

−m
2 φ2 + 1/Φð Þð Þ
d−m1 d−m3

� �

=
ð∞
0
f φ2

φ2ð ÞFY13

γth ΩBd
−m
2 φ2 + 1/Φð Þð Þ
d−m1 d−m3

� �
dφ2

≜ 1 − Δ,

where

Δ = 2A2e
− K1+K3ð Þ 〠

∞

q=0
〠
∞

l=0
〠
∞

k=0
〠
l

z=0

B2K2ð ÞqKl
1K3

k

l!z! k!ð Þ2 q!ð Þ2

·
ð∞
0
φ2

qe−B2φ2
B1B3γth ΩBd

−m
2 φ2 + 1/Φð Þð Þ

d−m1 d−m3

 �k+m+1
2

· Kk−z+1 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B1B3γth Ωd−m2 φ2 + 1/Φð Þð Þ

d−m1 d−m3

s !
dφ2:

Similarly, by using (11) and (17), the outage probability
of the second hop can be derived as
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Pout D = FY24

γth
Φd−m2 d−m4

� �
≜ 1 −Θ, ð20Þ

where

Θ = 2e− K2+K4ð Þ 〠
∞

p=0
〠
∞

t=0
〠
p

n=0

Kp
2K4

t

p!n! t!ð Þ2
B2B4γth
Φd−m2 d−m4

� �t+n+1
2
Kt−n+1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2B4γth
Φd−m2 d−m4

s !
:

ð21Þ

Substituting (18) and (20) into (12), we can obtain the
outage probability of system as

Pout = Pr γR < γthf g + 1 − Pr γR < γthf gð ÞPr γD < γthf g
= 1 − Δð Þ + 1 − 1 − Δð Þð Þ 1 −Θð Þ = 1 − ΔΘ:

So, by substituting (19) and (21) into (22), the outage
probability of the system is expressed as

Pout = 1 − 4A2e
− K1+K2+K3+K4ð Þ 〠

∞

q=0
〠
∞

l=0
〠
∞

k=0
〠
l

z=0

B2K2ð ÞqKl
1K3

k

l!z! k!ð Þ2 q!ð Þ2

·
ð∞
0
φ2

qe−B2φ2
B1B3γth Ωd−m2 φ2 + 1/Φð Þð Þ

d−m1 d−m3

 �k+z+1
2

· Kk−z+1 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B1B3γth Ωd−m2 φ2 + 1/Φð Þð Þ

d−m1 d−m3

s !
dφ2

· 〠
∞

p=0
〠
∞

t=0
〠
p

n=0

Kp
2K4

t

p!n! t!ð Þ2
B2B4γth
Φd−m2 d−m4

 �t+n+1
2

Kt−n+1 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2B4γth
Φd−m2 d−m4

s !
:

Finally, the system throughput for a delay limited
scenario can be expressed as

R = Rth 1 − Poutð Þ 1 − αð Þ: ð24Þ

4. Simulation Result

This section presents some simulation results to verify our
obtained theoretical results and demonstrate the system per-
formances. For clarity, the simulation parameters are listed in
Table 1. In the figures of the section, the marker of Ana±
denotes the numerical results calculated by the derived closed
expression, the marker of Sim± denotes the simulation
results obtained by Monte Carlo method, and Appr±
denotes the numerical asymptote in high SNR regime. In
the following, we will discuss the effect of system parameters
and PS position on the system performance, respectively.

4.1. The Effect of System Parameters on Performance.
Figures 3 and 4 show the effect of the ratio of the PS transmit
power to the noise power (i.e., γ0 = PB/N0) on the system out-
age probability and throughput with different values of the

Table 1: System simulation parameter table.

Parameter Explanation Default value/value range

η Energy harvesting efficiency 0.8/0-1

λi Mean of φi 1

di Distance 3m

m Path loss coefficient 2

Ω SIC capability -20 dB

Rth Transmission rate 0.05 bits/s/Hz/0.01-0.5 bits/s/Hz

α Time division factor 0.4/0-1

γ0 Power station transmit power and noise power ratio PB/N0 0-50 dB

Ki Rician factor 2/0-4
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Figure 3: The system outage probability versus PB/N0 for different
Rician factor K .
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Rician factor, respectively. From Figures 3 and 4, it can be
seen that the results calculated by the closed expression
match the results obtained by Monte Carlo simulation well,
which demonstrates the correctness of our obtained theoret-
ical results.

From Figures 3 and 4, one can also find that for a fixed
Rician factor K, the greater the value of γ0 is, the smaller the
system outage probability becomes, and the larger the system
throughput becomes. This is because with the increment of

γ0 for given N0, the energy harvested by S and R increases,
which yields higher SINR of both R andD. It can also be found
that for fixed γ0, the greater the value of the Rician factor is,
the lower the outage probability of the system becomes, and
the larger the system throughput becomes. The reason is that
the larger Rician factor means the stronger LOS, which
increases the energy harvested by both S and R. Finally, from
Figure 3, it can be seen that the outage probability gradually
approaches an numerical asymptote in high SNR regime. This
indicates that increasing the transmit power of PS cannot infi-
nitely decrease the outage probability of the system.

Figures 5 and 6 show the effects of the time division factor
α on the system outage probability and throughput for differ-
ent values of γ0, respectively. The results calculated by the
closed expression fit well with those obtained byMonte Carlo
simulation, confirming that the derived closed-form solution
of the system outage probability is completely accurate again.
One can see that for a fixed α, the larger γ0 is, the lower out-
age probability is and the larger throughput is, which agrees
with Figures 3 and 4.

From Figure 5, one can see that for a fixed γ0, with the
increment of the value of α, the outage probability decreases
first and then increases. On one hand, when the value of α is
close to 0, the time allocated for energy harvesting is rela-
tively short. In this case, the less energy can be harvested by
S and R and therefore, the outage probability of system is
close to 1. On the other hand, when the value of α approaches
to 1, the time assigned for information relaying transmission
becomes very short, and thus the outage probability of sys-
tem tends to be 1. In addition, it can be found that there is
an optimal value of α, which makes the outage probability
of system reach the lowest. For example, for γ0 = 30, when
α is equal to about 0.6, the system achieves the best outage
performance.
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From Figure 6, one can also see that for a fixed γ0, with the
increment of the value of α, the system throughput increases
first and then decreases. The reason is as follows. When the
value of α is close to 0, S and R do not have energy to transmit
information, while when the value of α is close to 1, S and R do
not have time to transmit information. Moreover, it can be
found that there is an optimal value of α, which makes the sys-
tem throughput reach the largest. For example, for γ0 = 30,

when α is equal to about 0.08, the system achieves the best
throughput performance. Finally, by comparing Figure 6 with
Figure 5, it can be found that the optimal values of α are differ-
ent for the best outage probability and throughput.

Figures 7 and 8 discuss the effect of transmission rate
threshold Rth on the system outage probability and through-
put with respect to γ0, respectively. It can be seen that for
fixed transmission rate threshold Rth, as the value of γ0
increases, the outage probability gradually decreases, and
the throughput gradually increases, and they tend to be sta-
ble, which is consistent with the results in Figures 3 and 4.
Moreover, from Figure 7, one can observe that for a fixed
γ0, the smaller the value of Rth is, the lower the value of sys-
tem outage probability becomes. This is because when Rth

becomes smaller, γth = 2R/ð1−αÞ − 1 also becomes smaller,
which further causes lower outage probability. Finally, from
Figure 8, it can found that the larger the value of Rth is, the
larger the system throughput becomes. The reason is that
from (24) one can see that with the decrement of system out-
age probability, the throughout gradually increases.

4.2. The Effect of Power Station Position on Performance. In
order to discuss the effect of power station position on per-
formance, we consider a coordinate system, as shown in
Figure 9. S is located at the origin of coordinate, R is located
at the positive X-axis, and their distance d3 is set to be 10m.
D is located in the fourth quadrant and its distance d4 from R
may be set to 5m, 10m, 20m, or 30m. PS moves at a straight
line whose distance h from the X-axis is set to be 10m. The X
-axis coordinate of PS is denoted by x, which is used to rep-
resent the position of PS. Besides, the ratio of PS transmit
power to the noise power γ0 is set to be 40 dB, and other sys-
tem parameters are set according to Table 1.

Figures 10 and 11 show the system outage probability and
system throughput with respect to PS position x for different
distances between R and Dd4, respectively. It can be found
that with the increment of the X-axis coordinate of PS x,
the outage probability first decreases and then increases while
the throughput first increases and then decreases. And there
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is an optimal PS position whose X-axis coordinate is located
between S and R, which makes the outage probability of
system reaches the lowest or system throughput reach the
largest. The reason is when the X-axis coordinate of PS is
located between S and R, and both hops are balanced, which
leads to lower outage probability and larger throughput. It
can be also seen that with the increment of distance between
R andDd4, the outage probability increases, and the through-
put decreases, which is caused by larger path loss from R to D
. Finally, one can see that with the increment of distance
between R andDd4, the optimal PS position is gradually close
to R. This is because when PS is closer to R, it can supply
more energy to R to alleviate the effect of larger path loss
from R to D.

5. Conclusion

This paper has studied the communication outage perfor-
mance of full-duplex relay networks powered by RF energy
harvesting in UEIoT, where the outdoor Rician fading chan-
nel model is adopted and full-duplex relaying protocol is
employed. The explicit expression of the outage probability
of the system has been derived. Simulation results have vali-
dated the correctness of our theoretical analysis and also
evaluated the effects of the transmit power of the power sta-
tion, the Rician factor, the time division factor, and system
transmission rate threshold on the system outage probability
and throughput. The optimal deployment position of power
station is also investigated, which provides some useful
insights on the future practical applications of UEIoT.
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Pilot power allocation for Internet of Things (IoT) devices in massive multi-input multioutput heterogeneous wireless sensor
networks (MIMO-HWSN) is studied in this paper. The interference caused by fractional pilot reusing in adjacent cells had a
negative effect on the MIMO-HWSN system performance. Reasonable power allocation for users can effectively weaken the
interference. Motivated by the water-filling algorithm, we proposed a suboptimal pilot transmission power method to improve
the system capacity. Simulation results show that the proposed method can significantly improve the uplink capacity of the
system and explain the influence of different pilot transmission power on the performance of the system, but the complexity of
the system almost does not increase.

1. Introduction

Due to the continued development of 5G and the gradual
proliferation of 6G, the wireless data traffic is estimated to
reach the unprecedented quantity. Most of the future data-
intensive applications handling a massive number of con-
nected IoT will demand high data rates with low latency in
some scenarios (such as vehicle network, smart city, and
remote health) [1, 2]. MIMO, millimeter wave (mmWave),
nonorthogonal multiple access (NOMA), and heterogeneous
cellular network (HetNet) have been broadly investigated
from all aspects of academia, research, and industry at home
and abroad [3–9]. Massive MIMO technology configures a
large number of antennas for multiple base stations (BSs),
and the transmitted signals can be dynamically adjusted
horizontally and vertically, thus improving the performance
of wireless communication systems. The technology was
introduced by Bell Laboratories in 2010 [10–12]. Wireless
sensor networks (WSNs) play a very important role in tele-
medicine, electronic instruments, transportation, and many

other fields. WSN is equipped with abundant sensor nodes
(SN) which can sense the external environment and perform
communication and calculation and connect extensive wire-
less devices through the wireless systems [13–19]. HWSN
usually consists of low power consumption and a tiny village
network stack on the macrocell, though the space and spec-
trum reuse technology upgrades the capacity of the hot spots
of the overlay network [20–22]. In this paper, the massive
MIMO-HWSN system embodies some small-cell base
stations (SBSs) and macrocell base stations (MBSs).

In actual wireless communication systems, the number of
orthogonal pilots is often less than active users, so it is impos-
sible for each user to use the orthogonal pilots because of the
limited length of the coherence time. When several users in
the system use the same pilots, pilot contamination will result
in inaccurate channel estimation and the BS cannot obtain
accurate channel state information (CSI) [23–29]. In the
time-division duplex (TDD) massive MIMO-HWSN system
which employs pilots to conduct uplink channel estimation,
the pilot contamination seriously hinders the increasing

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 8719066, 11 pages
https://doi.org/10.1155/2021/8719066

https://orcid.org/0000-0002-4847-3857
https://orcid.org/0000-0003-3136-4029
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8719066


trend of wireless communication system capacity and delays
the process of standardization and industrialization [30, 31].

In the current research, there are many means to mitigate
the pilot contamination. In terms of channel estimation,
some researchers designed new channel estimation methods
or improved the existing channel estimation algorithm
according to the characteristics of the system to reduce chan-
nel estimation errors and directly alleviate the pilot contam-
ination. In addition to the classical Minimum Mean Square
Error (MMSE) and Least Square (LS) channel estimation
[32], a variety of channel estimation methods that may
become the industry standard of massive MIMO systems
has also been proposed. Reference [33] proposes a channel
estimation method based on mutual cooperation between
base stations (BSs) in the system. This scheme uses additional
second-order statistical information of channels to distin-
guish users. Reference [34] proposes a blind channel estima-
tion method based on subspace projection without mutual
cooperation between cells. This blind channel estimation
scheme is combined with an appropriate power allocation
scheme which can effectively alleviate the pilot contamina-
tion in massive MIMO systems. Reference [35] gives a chan-
nel estimation method which has no special requirements on
the encoding and signal structure of the transmitting end.
The channel response vectors corresponding to different
users will be close to orthogonality when the number of BS
antennas is close to infinity. This scheme uses the feature of
the massive MIMO system to decompose the covariance
matrix of the received signal by eigenvalue decomposition,
so as to achieve the purpose of distinguishing users. Refer-
ences [31, 32, 36–39] gave a channel estimation scheme
combined with geographic location information. After the
channel estimation based on the uplink pilot sequence, the
scheme performs a postprocessing process based on the fast
Fourier transform on the steering vector at the BS. Hence,
the users with different angles of arrival (AOAs) can be effec-
tively distinguished.

For the pilot allocation, an allocation scheme based on
channel covariance matrix is proposed in [36, 37]. References
[38–40] proposed a partial pilot sequence (frequency) multi-
plexing scheme or soft multiplexing scheme. Reference [41]
modeled the pilot scheduling problem as an optimal permu-
tation and combination problem and obtained the corre-
sponding low-complexity approximate solution. Reference
[42] uses the unique sparse characteristics of broadband
system channels in the time domain to distinguish between
target users and interfering users and designs a pilot sequence
allocation scheme that can randomize pilot pollution in
multiple consecutive uplink frames. For mitigating the inter-
ference between cells and increase the system capacity in
[43], a pilot allocation scheme with cell sectorization is given
which ensures that the pilot sequence used in each sector and
adjacent cells are orthogonal. Reference [44] grouped cell
edge users based on channel AOA information, thus effec-
tively mitigating the adverse effects of interfering users on
target users. In [45], the Rice fading channel model is
adopted, and the pilot sequence is allocated according to
the line-of-sight interference between different users. In
[46], a problem is formulated to jointly optimize the number

of BS antennas, power allocation and guide neck sequence
allocation are constructed, and a step-by-step solution is
proposed.

In this paper, a macrocell SN (MSN) uplink pilot transmit
power allocation scheme based on location-aware channel
estimation and a novel pilot allocation method is proposed
and obtains the effects of different power allocations on
improving massive MIMO-HWSN system performance.
Inspired by the main idea of power allocation in the water-
filling algorithm, that is to say, when MSN has better channel
gain, more transmit power will be allocated, we apply the
power allocation method according to the constraint condi-
tions and only implement this method for MSNs. In the
simulation, the results of pilot power average transmission
are compared, which shows that the proposed method can
effectively improve the performance of the system.

The remainder of this paper is organized as follows. The
massive MIMO-HWSN system and the channel model are
presented in Section II. A novel channel estimation method
is described in Section III. Section IV proposes a pilot power
allocation scheme. The simulation results under different
conditions are given in Section V. Finally, we summarize this
paper in Section VI.

1.1. Notations. The upper case and lower case boldface repre-
sent matrices and vectors, respectively. ðAÞT and ðAÞH
denote the transpose and conjugate transpose of A, respec-
tively.ℂ denotes the complex number. EfBg and TrðBÞ indi-
cate the statistical expectation and the trace of B for random
variables B.

2. System Model

We consider a heterogeneous multicell multiuser massive
MIMO system with C hexagonal macrocells. As shown in
Figure 1, there are P covered small cells in each macrocell.
At the coherent time, one single-antenna SSN is served in
each small cell and Km single-antenna MSNs in a macrocell.
The number of SSNs is far less than that of the MSNs in each
cell of this system. The MBS has M antennas in each cell,
where M > >Km, while the SBS has one antenna.

The time division duplex (TDD) model is applied in the
system to reduce the large overhead of training in the
MIMO-HWSN system, which is shown in Figure 2. The
response vectors of the uplink channel change with time
but remain unchanged in the coherent time.

At the uplink training, all MSNs and SSNs from their
own cells send the pilot signal to corresponding BSs.
ϕk = ½ϕk,1, ϕk,2 ⋯ , ϕk,τ� ∈ℂ1×τ is the pilot sequence of the
k-th MSN of a cell, k ∈ ½1, Km�, and EfϕkϕHk g = 1. τ is
denoted as the length of the pilot sequence. The pilot
sequences are orthogonal when k has different values,
i.e., ϕk1ϕ

H
k2
= 0, where k1 ≠ k2 and k1, k2 ∈ ½1, Km�. In the

MIMO-HWSN system, the k-th SSN reuses the pilot
sequences of the sk-th MSN in the same cell, which is
denoted as ϕsk ∈ fϕ1, ϕ2,⋯ϕKm

g, where sk ∈ f1, 2,⋯, Kmg
and k ∈ ½1, P�.
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We consider the narrow-band channel which is a com-
monly used channel model, which can be modeled as

hb,c,k =
1ffiffiffiffi
Q

p 〠
Q

q=1
v θb,c,k,q
� �

ωb,c,k,q, ð1Þ

where ωb,c,k,q stands for the large-scale fading parameter
of the i-th path, which contains the shadow fading and
path-loss; Q denotes the path of the k-th MSN in the c-th cell
to the b-th MBS; vðθÞ indicates the steering vector; and θb,c,k,q
denotes the AOA of the q-th path. The AOA is small and can
be assumed in ½θmin, θmax� generally. The steering vector is
given in this expression for uniformly spaced linear array as

v θð Þ =

1
e−j2π

D
λ
cos θð Þ

⋯

e−j2π
M−1ð ÞD

λ
cos θð Þ

2
666664

3
777775, ð2Þ

where λ denotes the wavelength, D indicates the antenna
spacing at MBS, and D ≤ λ/2. The received signal by the MBS
in the c-th cell can be denoted as

Yb = 〠
C

c=1
〠
Km

k=1

ffiffiffiffiffiffiffi
pc,k

p
hb,c,kϕk + 〠

C

c=1
〠
P

p=1

ffiffiffiffiffiffiffiffi
p′c,k

q
h′b,c,kϕsk +Nb,

ð3Þ

where Yb ∈ℂM×τ denotes the received signal matrix and
Nb ∈ℂM×τ indicates the additive white Gaussian noise
(AWGN) matrix; pc,km and p′c,ks are pilot transmitted power
of the km-th MSN and ks-th SSN in the c-th cell to the b-th
MBS, respectively; and hb,c,km = ½hb,c,km ,1 hb,c,km ,2 ⋯ hb,c,km ,M�

T

and hb,c,ks′ = ½hb,c,ks ,1′ hb,c,ks ,2′ ⋯ hb,c,ks ,M′ �T denote channels with

hb,c,km ,q and hb,c,ks ,q′ which denote the channel coefficient
between the km-th MSN and ks-th SSN in the c-th cell and
the b-th antenna of the b-th MBS, respectively. The orthogo-
nal pilot sequence is used for the LS channel estimation at the
MBS. That is, right multiplying Yb by ϕ

H
k can be written as

ĥb,b,k =
Ybξ

H
kffiffiffiffiffiffiffi

pb,k
p = hb,b,k + 〠

C

c=1,c≠b

ffiffiffiffiffiffiffi
pc,k
pb,k

s
hb,c,k

+ 〠
C

c=1
〠
si=k

ffiffiffiffiffiffiffi
p′c,i
pb,k

s
hb,c,i′ +Nb ′,

ð4Þ

M antennas
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M antennas M antennas
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ntennas M antennasM

Figure 1: The MIMO-HWSN system model with C = 3 and P = 2.
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Figure 2: Coherent time model.
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where Nb ′ =Nbϕ
H
k /

ffiffiffiffiffiffiffi
pb,k

p
indicates the equivalent noise

matrix for channel estimation. Obviously, for the k-th MSN
in the b-th cell, the part containing the hb,c,i′ denotes the inter-
tier interference from the SSNs using the same pilot as the
MSN, while the part that contains hb,c,k is the intercell inter-
ference casued by MSNs in the adjacent cell.

The received signal by the i-th SBS in the b-th macrocell
is written as

yb,i′ = 〠
C

c=1
〠
Km

k=1

ffiffiffiffiffiffiffiffiffiffi
ξb,i,c,k

q
gb,i,c,kϕ

T
k + 〠

C

c=1
〠
P

k=1

ffiffiffiffiffiffiffiffiffiffi
ξb,i,c,k′

q
gb,i,c,k′ ϕTsk + γb,i,

ð5Þ

where ξb,i,c,km and ξb,i,c,ks
′ are pilot transmitted powers of

the km-th MSN and ks-th SSN, respectively; gb,i,c,k and gb,i,c,k′
are the channel coefficients linking the km-th MSN and ks
-th SSN of the c-th cell to the i-th SBS of the b-th macrocell,
respectively; and γb,i denotes the AWGN vector. Similarly, we

can get the channel estimation ĝb,i,b,i′ which can be denoted as

ĝb,i,b,i′ =
ϕHsi yb,i′ffiffiffiffiffiffiffiffiffiffi
ξb,i,b,i

p = gb,i,b,i′ +〠C

j=1
gb,i,c,siffiffiffiffiffiffiffiffiffiffi
ξb,i,b,i

p
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

P1

+〠
sk=si ,k≠i

gb,i,b,k′ ffiffiffiffiffiffiffiffiffiffi
ξb,i,b,i

p
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

P2

+〠C

j=1,j≠l 〠sk=si

gb,i,c,k′ ffiffiffiffiffiffiffiffiffiffi
ξb,i,b,i

p
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

P3

+ ζb,i,

ð6Þ

where ζb,i = ϕHsi γb,i/
ffiffiffiffiffiffiffiffiffiffi
ξb,i,b,i

p
denotes the equivalent noise at

the channel estimate. Behind the second equal sign of (4), P1
is the intertier interference caused by the si-th MSN of each
macrocell. The sum of P2 and P3 denotes the intercell interfer-
ence which is caused by other SSNs with the same pilot. In this
formula, P2 is the intercell interference casued by the SSNs in
the samemacrocell, andP3 can be denoted as the intercell inter-
ference from SSNs in the adjacent macrocell.

Based on the analysis of the above equations, the funda-
mental cause of pilot contamination is that different MSNs
in the system reuse the same pilot sequence. The length of
the coherent time in a massive MIMO system is limited,
which is shown in Figure 2, and this character limits the
length of the pilot sequence. The limited length of pilot
sequences also means that the number of orthogonal pilot
sequences available in the system is limited. On the other
hand, the number of users is generally huge in a massive
MIMO system, so it is impossible for all users to allocate
mutually orthogonal pilot sequences. In this case, the phe-
nomenon of pilot multiplexing occurs. Moreover, the base
station in each cell will not only receive the uplink pilot
sequences sent by SNs in the cell but also receive the pilot
sequences sent by SNs in other cells. Furthermore, when
the channel estimation is conducted at the BS, SNs in other
cells using the same pilot sequence will be affected, resulting

in inaccurate channel estimation results. Specifically in this
system model, the k-th SN (k = 1, 2, 3,⋯, Km) in each cell
reuses the same pilots. The base station in the b-th cell simul-
taneously receives uplink pilot sequences from SNs in other
cells. So the channel estimation result obtained by the BS
based on the received pilot signal includes both the channel
response parameters of users in the b-th cell and the channel
response parameters from users in other cells.

We only consider the process of MSNs to its correspond-
ing MBSs in the stage of transmitting data. Actually, the
stages of SSNs are very similar to those of MSNs. The
received signal yb ∈ℂM×1 in b-th can be denoted as

yb =
ffiffiffiffiffiffi
pm

p 〠
C

c=1
〠
Km

k=1
hb,c,kxb,c,k +

ffiffiffiffi
ps

p 〠
C

c=1
〠
P

k=1
hb,c,k′ xb,c,k′ + εb, ð7Þ

where xb,c,km and xb,c,ks
′ denote the symbols transmitted by

the km-th MSN and ks-th SSN in the c-th cell to b-th MBS,

respectively; Efjxb,c,kj2g = Efjxb,c,k′ j2g = 1; and pm and ps are
the data transmit power which are assumed to be identical
for all MSNs and SSNs, respectively. εb ∈ℂM×1 denotes the
AWGN vector. The MBS demodulates the data according
to the channel estimation ĥl,l,k, which is obtained in the pre-
vious stage. In this stage, we consider the matched-filter (MF)
detector, and the detected signal from the k-th MSN to l-th
MBS in the j-th cell can be modeled as

x̂b,b,k =
h∧b,b,kð ÞHybffiffiffiffiffiffi

pm
p =〠C

c=1 〠
Km

k=1 h∧b,b,kð ÞHhb,c,kxb,c,k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
S1

+
ffiffiffiffiffiffi
ps
pm

r
〠C

j=1 〠
P

k=1 h∧b,b,kð ÞHhb,c,k′ xb,c,k′

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
S2

+ h∧b,b,kð ÞHεbffiffiffiffiffiffi
pm

p
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

S3

,

ð8Þ

where S1 can be expressed as

S1 = h∧b,b,kð ÞHhb,b,kxb,b,k +〠Km

k′≠k h∧b,b,kð ÞHhb,b,k′xb,b,k′|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
S1a

+〠C

c′≠c 〠
Km

k=1 h∧b,b,kð ÞHhb,c′,kxb,c′,k
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

S1b

,

ð9Þ

where S1a represents the interference from MSNs of the
same macrocell and S2a denotes the interference from MSNs
of the different macrocells. The SINR of the k-th MSN in the
b-th macrocell is computed by (10). A channel estimation
method will be introduced to get the more accurate ĥ.
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3. A Novel Location-Aware Channel
Estimation Method

ĥ can be rewritten as

ĥ = h + hI + n, ð11Þ

where hI denotes the sum of all interfering channels, h is the
profitable channel vector, and n is the AWGN vector. Actu-
ally, we regard (2) as a single frequency signal, and its
frequency is f a = ðD/λÞ cos ðθÞ when M⟶∞, and we
denote F as the N-point Fast Fourier Transform (FFT) of ĥ.
Then, the N-point DFT of aðθÞ can be written as

X kð Þ = 〠
M−1

m=1
a mð Þ exp −j

2π
N

km
� �

, ð12Þ

where aðmÞ = exp ð−j2πðmD/λÞ cos ðθÞÞ, which is the
m-th element of aðθÞ, and m ∈ ½0,M − 1�, k ∈ ½0,N − 1�,
max ½XðkÞ� =M, let klim = argmaxjXðkÞj, k ∈ ½0,N − 1�, klim
= bgNðθÞe, where bgNðθÞe represents the integer rounding
for gN , and it can be expressed as

gN θð Þ =
N −N

D
λ

cos θð Þ, θ ∈ 0, π2
h �

,

−N
D
λ

cos θð Þ, θ ∈
π

2 , π
h i

:

8>><
>>: ð13Þ

The large frequency domain values of F should be in
the region Jðkmin, kmaxÞ when XðkÞ approachs to the
maximal value M, which can be written as

J kmin, kmaxð Þ =
0, kmax½ � ∪ kmin,N½ �, θmin ∈ 0, π2

h i

θmax ∈
π

2 , π
h i

kmin, kmax½ �,   otherwise

8>>>><
>>>>:

ð14Þ

where kmin = bgNðθminÞe and kmax = bgNðθmaxÞe. The
values of F outside the interval Jðkmin, kmaxÞ are set to
zero, which is equivalent to canceling the signals outside
the interval ½θmin, θmax�, leading to the interference and
the effect of the noise reducing. Then, the Inverse Fast
Fourier Transform (IFFT) of F̂ can be expressed as

f̂ = f∧ 0ð Þ f∧ 1ð Þ⋯ f∧ N − 1ð Þ½ �T , ð15Þ

The estimation of the channel coefficient vector can
be written as

�h = f∧ 0ð Þf∧ 1ð Þ⋯ f∧ M − 1ð Þ½ �T : ð16Þ

4. Uplink Pilot Power Allocation Based on
Water-Filling Algorithm

First, we introduce a pilot assignment method based location
for massive MIMO-HWSN system. The novel channel esti-
mation at the MBSs shown in the previous section is utilized,
and some orthogonal pilot sequences could be reused by
SSNs so that the idea can support more users simultaneously
reducing the interference partly.

In Figure 3, we define dn,k,j as the Euclidean distance
between the j-th macrocell and the n-th interfering user.
zðθÞ = ½cos ðθÞ sin ðθÞ�T indicates the directional vector
with unit length. In the j-th macrocell, there is a function
to measure the interference at the MBS from the k-th
MSN to the n-th interfering user, which is written as

In,k,c =
zT θn,k,nð Þz θn,k,j

� �		 		
dγn,k,c

, ð17Þ

whereθn,k,j denotes theAOAof thek-thMSNin the j-thmacro-
cell at the n-thMBS, and we denote γ as the pathloss exponent.
Then, the interference to all MSNs can be expressed as

TMSN = 〠
C

b=1
〠
Km

k=1
〠
C

n=1,n≠l
In,k,c + 〠

C

l=1
〠
Km

k=1
〠
si=k

Ii,k,c, ð18Þ

where TMSN is the interference fromMSNs and the second
part of TMSN is the interference from SSNs.

The assignment not applicable to this scenario that the
SBSs with only one antenna. Thus, the interference at the
SBS is

I′n,k,c =
1

dγn,k,c
, ð19Þ

where I′n,k,j denotes the interference from the k-th SSN to
the n-th interfering user in the j-th macrocell. Similarly, the
interference to all SSNs can be written as

SINRc,k =
h∧b,b,kð ÞHhb,b,k

		 		2
∑Km

k′≠k h∧b,b,kð ÞHhb,b,k′
		 		2 +∑C

c′≠c∑
Km
k=1 h∧b,b,kð ÞHhb,c′ ,k

		 		2 + ps/pmð Þ∑C
c=1∑

P
k=1 h∧b,b,kð ÞHhb,c,k′		 		2 + h∧b,b,kð ÞHεb

		 		2/pm :

ð10Þ
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TSSN = 〠
C

b=1
〠
P

k=1
〠
C

n=1
I′n,k,c + 〠

C

b=1
〠
P

k=1
〠

si=sk ,i≠k
I′i,b,k: ð20Þ

The first part of TSSN is the interference from MSNs, and
the second part ofTSSN is the interference from SSNs. All inter-
ference in this system can be modeled as T = TMSN + TSSN.

The traditional optimal mode can find the optimal pilot
allocation method with the minimum T value by exhaus-
tively calculating various schemes, but for MIMO-HWSN,
this is impossible because its complexity is very high.

In this model, there is a hexagonal macrocell, which is
evenly divided into Km sectors, and there is only one MSN
in each sector. We determine the number of MSN Km sup-
ported by each macrocell, but we are not sure where the
MSN is located in each sector. Then, we introduce a pilot
allocation algorithm to get a suboptimal pilot allocation
scheme, which is divided into four steps:

(1) The same pilot will be assigned to the two sectors
which have the least interference between two sectors
in an adjacent macrocell

(2) In the central macrocell, we assign the pilots to each
SSN. Since different pilot allocation modes lead to
different interferences, the pilot allocation mode can
be determined after finding the minimize intertier
interference

(3) We assign the pilots to SSNs in each macrocell and
the remaining unallocated sectors through exhaustive
search, which depends on ensuring the minimize
interference metric I. When calculating interference
from MSNs, only the SSNs in the same macrocell
with the MSNs are considered

(4) Checking for the interference between SSNs and
assigning same pilots. A new pilot allocation method
is proposed to handle the serious interference

After the four-step pilot assignment algorithm, a subopti-
mal pilot allocation model with reasonable computational
complexity can be determined.

After determining the pilot allocation, the mode of allo-
cating the total pilot transmission power to the MSNs will
significantly affect the system capacity. The uplink capacity
of the k-th MSN is given by

Cc,k = E log2 1 + SINRc,kð Þ
 �
: ð21Þ

The uplink SINR j,k of the k-th MSN in j-th macrocell can
be obtained through (10). In order to achieve a larger average
achievable system capacity, the optimization problem can be
written as

max
Δf g

〠
C

c=1
〠
Km

k=1
SINRc,k,

s:t: 〠
C

c=1
〠
Km

k=1
pc,k = ptotal,

ð22Þ

where fΔg represents the optimal pilot power allocation
schemes. Since it is difficult to get a closed form solution to
the optimal problem, we consider proposing a suboptimal
power allocation method combined with the traditional
water-filling algorithm. The traditional water-filling algorithm
allocates the transmit power adaptively according to channel
conditions. In general, more power is allocated when the chan-
nel condition is good, and less power is allocated when the
channel condition is poor, so as to maximize the SINR and
transmission rate. Inspired by the water-filling algorithm, we
can propose a suboptimal pilot transmit power allocation
scheme on the basis of keeping the total power unchanged.

Figure 4 shows the distribution process of the water-filling
algorithm. The interference energy is expressed by the recipro-
cal of the Γ/SINRn, where Γ represents the difference of the
values of SINR. Obviously, the subchannel with a large SINR
has a small reciprocal Γ/SINRn in Figure 4 and, thus, can allo-
cate more energy. Otherwise, it can be allocated less energy.
The SINR is too small for channel 3, that is, Γ/SINR3 is too
large, so no energy is allocated to this subchannel.

The result of the “water-filling algorithm” shows that the
characteristic subchannel with a large channel gain is allo-
cated with larger power to make its capacity larger; on the
contrary, the characteristic subchannel with a small channel
gain is allocated with smaller power to maintain a certain
capacity to ensure that the characteristic subchannel with
good channel conditions can transmit more information.
When the conditions of a subchannel are poor to a certain
extent, the transmit power may not be allocated for that
channel. At this point, the subchannel does not send any
data. The water-filling algorithm makes full use of the good
channel conditions, discards the poor channels, and avoids
the system using most of the transmit power to make up
for the poor channel conditions.

Sufficient power is allocated for each WSN to guarantee
the successful transmission of pilot sequences. However,
when the allocated pilot transmission power is too large, it
will affect the system performance of other users, so this

n-th interfering
MSN k-th MSN

𝜃k, l

𝜃n, l

l-th macrocell

dn,l

Figure 3: Illustration of k-th MSN in l-th macrocell with respect to
n-th interfering MSN.
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condition pc,k ∈ ½pmin, pmax� should be satisfied. The values are
pmin = ptotal/2Km and pmax = 3ptotal/2Km.

We can set the number of all MSNs to U = L · Km, and
the pilot transmission power of MSNs can be written as
Pl = fp1, p2,⋯, pUg, where pi = 0, i ∈ 1, 2,⋯,U . Then, we
use the pilot to distribute the transmission power based on
the water-filling algorithm, which can be described as follows:

First, the lowest power pmin is assigned to MSNs; that is,
for all the elements pi = pmin, i ∈ 1, 2,⋯,U , the power not
allocated is

prest = ptotal −U · pmin: ð23Þ

Second, a set of numbers as T = ft1, t2,⋯, tUg is gener-
ated to satisfy both uniform distribution in ½pmin, pmax� and
the constraint

〠
U

u=1
tu = prest, ð24Þ

where t1 > t2 >⋯ > tU . Through the previous calcula-
tion, we can clearly obtain the channel gain of MSNs,
marked as Hl = fjh1j2, jh2j2,⋯, jhU j2g. The remaining
power is allocated to MSNs according to the order of chan-
nel gain. jhjj2 indicates the channel gain of j-th MSN, and
the order of values in Hl is j# . The pilot power of j-th
MSN can be given as

pj = pmin + t j# : ð25Þ

where t j# is the j#-th value of T .
We can improve the system capacity by the above

scheme, while satisfying the constraints in (22).

5. Simulation Result

The performance of our proposed scheme is evaluated via
simulations. We propose a multicell multiuser MIMO-
HWSN system with C = 7 macrocells, which is divided into
S = 12 sectors evenly. The number of MSNs is set as Km =
12, and P = 4 SSNs of the four reused partial orthogonal
pilots are randomly distributed. The radio of the macrocell
is set as 500m, the number of paths in the multipath chan-

nel is 50, and the path loss exponent is 3.5. It is assumed
that there are 12 orthogonal pilots and the angle spread is
10 degrees. The transmit power of SSNs is 0 dBm, and the
variance of shadow fading is 8 dB. The wavelength λ = 2D.
All of the parameters which are used in simulations are
listed in Table 1.

In the location-aware channel estimation, we set N =
8192 as the size of FFT. Figure 5 is the model of a massive
MIMO-HWSN system using pilot assignment based on
location information. In this figure, the red dots represent
the randomly distributed small cells, the red numbers indi-
cate the pilot reused by SSN in that small cell, and the
black numbers in each sector indicate the pilots to which
the sector is assigned. In the allocation process, we ensure
that the interference between MSNs using the same pilot
is always minimal. In this model, the pilots used by MSNs
in each sector of the central macrocell are randomly
assigned. The pilot allocation in the central macrocell will
affect the pilot types used by other SNs in the system. We
assume that the pilot settings in the central macrocell are
as shown in the figure.

……

……1 2 3 4 5

Energy

Channel

p
1

p
2 p

4

p
5

SINR1
SINR2

SINR3

SINR4

SINR5
Г Г

Г

Г

Г

Figure 4: Water-filling algorithm of AWGN channel.

Table 1: Parameters of the simulation system.

Macrocell radius 500m

Number of orthogonal pilots 12

Path loss exponent 3.5

Number of paths per user Q 50

Angle spread 10 degrees

Variance of shadow fading 8 dB

Transmit power at SSNs 10mW

Antenna spacing D λ/2

M

M M

Figure 5: The model obtained after assigning the pilots.
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Figure 6: Average per SN uplink capacity versus antenna number of MBS.
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Figure 7: Average capacity versus the total pilot power of MSNs.
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In the simulation, we use the channel estimation which
is proposed in the previous section, and AOAs have Gauss-
ian and uniform distributions. We consider that AOAs have
uniform distribution when θ ∈ ½θ − θΔ, θ + θΔ�, where θ is
the line of sight AOA and θΔ = δθ/2. In another assumption
that AOAs are Gaussian random variables, the mean and
variance are θ and ðδθ/2Þ2, respectively, where δθ is the
angle spread.

The proposed pilot allocation mode can be evaluated
using the average uplink capacity of each user. In Figure 6,
the relationship between the average uplink capacity of each
MSN and the number of MBSs’ antennas in this scheme is
shown, and the total pilot power is 40mW. In the figure,
the “average allocation” scheme has poor performance. This
is because it equally distributes the pilot transmit power to
MSNs without any difference and does not take into account
that different MSNs are affected by pilot-related pollution to
different degrees. The “proposed allocation” scheme outper-
forms the “average allocation” scheme because it allocates
more pilot transmit power to MSNs with better channel
conditions. In two pilot power allocation modes, because
some useful paths are filtered out and AOA obeys Gaussian
distribution in an interval, so the Gaussian distribution of
the AOA average uplink capacity is lower than the uniform
distribution of AOA. With the increase of MBS antenna
number, each under two kinds of AOA distributionMSNwill
significantly improve the average uplink transmission capac-
ity. Different AOAs have higher resolutions, and pilot fre-
quency reuse caused by interference will be greatly reduced.

Figure 7 shows the relationship of the average uplink
capacity and the total pilot power of MSNs in two schemes,
that is, pilot power average and distinguishing allocation.
As the total transmitted power of the pilot increases, the
average uplink capacity increases significantly. Moreover,
regardless of the distribution of AOAs, with the increase of
total power, the average power distribution obtained by the
proposed power distribution scheme differs greatly from
the uplink average capacity. The larger the ptotal value, the
more transmitted power is allocated to the WeChat nodes
with better channel gain, which tends to have a fundamental
impact on system capacity.

6. Conclusion

In order to improve the uplink capacity of the MIMO-
HWSN system, a pilot transmission power scheme based
on the traditional water-filling algorithm is proposed.
Location-aware pilot allocation and channel estimation are
introduced to suppress interference. When the total pilot
transmitting power is fixed, based on the proposed pilot trans-
mitting power scheme, more transmitting power can be allo-
cated to a MSN with better channel gain, and the system
capacity can be improved. Simulation results show that this
method has the ability to significantly improve the uplink
capacity when considering the average power allocation.
These contributions will certainly improve the performance
of 6G systems and make the quality of service of users much
higher than 5G and bring some additional benefits.
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In wireless sensor networks, energy is a precious resource that should be utilized wisely to improve its life. Uneven distribution of
load over sensor devices is also the reason for the depletion of energy that can cause interruptions in network operations as well.
For the next generation’s ubiquitous sensor networks, a single artificial intelligence methodology is not able to resolve the issue of
energy and load. Therefore, this paper proposes an energy-efficient routing using a fuzzy neural network (ERFN) to minimize the
energy consumption while fairly equalizing energy consumption among sensors thus as to prolong the lifetime of the WSN. The
algorithm utilizes fuzzy logic and neural network concepts for the intelligent selection of cluster head (CH) that will precisely
consume equal energy of the sensors. In this work, fuzzy rules, sets, and membership functions are developed to make
decisions regarding next-hop selection based on the total residual energy, link quality, and forward progress towards the sink.
The developed algorithm ERFN proofs its efficiency as compared to the state-of-the-art algorithms concerning the number of
alive nodes, percentage of dead nodes, average energy decay, and standard deviation of residual energy.

1. Introduction

Wireless sensor network (WSN) is referred to as a collection
of smart sensor nodes that collects data and taken appropri-
ate decisions [1–3]. WSN environment is comprised of smart
sensor nodes for detecting some unusual (RFID enabled) that
collects data from the confined condition and forward it to
the base station. WSN is a group of smart sensor nodes that
collect data from encompassing conditions and forward it
to the base station for future actions [4–6]. It also overloads
the data on cloud applications that are downloaded by users
for processing. The sensing field is a sensor-enabled environ-
ment that is used in almost all the fields for smart monitoring
purposes, such as human or animal tracking, medical, mili-
tary, automobile industries, natural hazard, environmental
monitoring, seismic detection, agriculture, navigation, and
surveillance environments [7, 8]. The sensor nodes have a

limited range of energy that is used to communicate and
computation. It is highly difficult to recharge these smart
nodes or to provide some alternate power source [9–11]. In
WSN, few nodes deplete their energy more quickly than
may cause degrading the lifetime of the network. The authors
proposed an energy efficiency approach where ANT colony
with Huffman coding is used to conserve the energy of
WSN [12]. Therefore, this paper will look after energy and
load of sensor nodes to improve the lifetime of WSN. A load
of sensor nodes must be evenly distributed or scheduled to
obtain the defined goal. The proposed approach schedules
the load among nodes having higher transmission capabili-
ties and computational power.

Routing using route-centric parameters is also a support-
ing approach used in the past to tackle energy consumption
balancing issues. In this approach, the routing is performed
into a small network region, and in each region, one sensor
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is selected as next hop that will forward the data from other
sensors of a sink [13, 14]. Parameter-centric routing further
applies geocast techniques to reduce delay and improve the
packet delivery ratio. The next-hop plays a significant role
in scalable routing to load balancing, enhancing network life-
time [15]. The major feature used for designing a parametric
centric routing is optimal selection techniques for next hop
sensor for forwarding the data to the sink. Advanced sensor
networks are becoming complex day by day; therefore, tradi-
tional mathematical models for next hop selection are not
appropriate. A fuzzy inference system provides applicable
solutions to fabricate a model for the selection of next hop,
as it processes the detailed part of general human apprehen-
sion in absence of any mathematical tools. In 1965, the basic
theory of fuzzy is explained by Zadeh [16]. Then, Takagi and
Sugeno followed the fuzzy system and proposed a fuzzy logic
modeling to evaluate the mess of different pragmatic applica-
tions, namely, as control, inference, prediction, and estima-
tion [17]. There are some advantages with fuzzy modeling
like as the capacity to translate immanent indecisive of
human feature into linguistic variables and apprehension of
outcomes in natural rule portrayal way and in simple aug-
mentation rule with the help of the extension of new postu-
lates and usefulness of the system. The fuzzy logic is also
affected with some disadvantages of no proper method to
explain human practical knowledge into fuzzy logic data-
bases. It only analyses the rule database. It cannot think out
of the box, or we can say, generalization in fuzzy is a little dif-
ficult. It is high time to obtain a generalized solution, to tune
the membership function to alleviate error rates in order to
enhance the accomplishment index, a generalized solution
is required. The artificial neural network (ANN) model pro-
posed by McCulloch and Pitts trained various variants of the
ANN model as adaptive liner neuron, which is known as
adaptive linear element algorithm [18]. The ANN is an
analytical model for “connectionist” which analyses by logic
neurons of the human cerebrum. Such models acquire
knowledge from trained data vectors and input-output of
the system [19–24]. It depicts the weight function concerning
the problem including the error rate of the system to make a
more efficient system. To enlarge the learning algorithm with
generalization ability of fuzzy environment is the incorporat-
ing concept that is followed here [25]. It obtains logical inter-
pretation to rectify the issues. A hybrid system named neuro-
fuzzy system is proposed by Jang, Lin, Berenji, and Nauck
[26–33].

In this context, we propose an energy-efficient routing
using soft computing-based hybrid system by combining an
adaptive neural network and a fuzzy inference system to find
an appropriate next hop sensor from the neighboring sen-
sors. The election of next hop relies upon residual energy of
each sensor, node degree, and forward progress towards the
sink. In each round, a new next hop is selected which sup-
ports equalizing the energy consumption to meliorate the
lifetime of the network by altering the path each time. The
followings are the main contribution of the paper:

(1) First, a system and energy model is presented to
explain the topological configuration of WSN and

to analyze the energy required for transmitting and
receiving data throughout the network

(2) To optimize the performance of the sensor network,
routing centric parameters are derived focusing on
expected energy consumption, expected node degree,
and expected forward progress towards the sink

(3) Fuzzy-Neural networks have been used which jointly
combine three routing centric parameters to efficient
next hop selection

(4) A fuzzy neural network-assisted energy-efficient
routing framework is developed based on the energy
model and routing centric parameters

(5) The proposed routing framework is simulated to
comparatively evaluate the performance against
state-of-the-art routing providing metrics related to
sensing environments

The remaining part of the paper is organized as fol-
lows: the section presents a review of energy-centric rout-
ing with and without heuristics approaches. Section 3
presents energy-efficient routing using a fuzzy neural net-
work for WSN. Section 4 explained the simulation results
and analysis for the proposed routing. The conclusion is
presented in section 5.

2. Related Works

2.1. Energy Centric Routing without Heuristics. The first hier-
archical clustering algorithm is LEACH (low energy adap-
tive clustering hierarchy) which supports two stages for
each clustering round [34]. One deals with cluster head
(CH) selection and with cluster formation in a network.
Another stage deals with data transmission to CH. When a
cluster is formed, all the sensor nodes are assigned with
some probability through a probabilistic model to elect
CH. A predefined threshold value is defined which plays
an important role in electing CH. An arbitrary value
between 0-1 is generated for every sensor node which is fur-
ther compared to the threshold value for electing CH in a
particular round. To avoid intercluster interface, each CH
floats a message using CSMA. Now the sensor nodes are
able to make the decision regarding the data transmission
that to which CH they wish to connect. After this, CH piles
up data from its member nodes and claims data aggregation
technique to lessen data redundancy and forward the filtered
data to the intended base station. This is how the LEACH
algorithm takes fair decisions for CH selection, and each
node gets equal opportunity to become a CH [35]. But the
critical concern with the LEACH algorithm is that the
energy consumption of the nodes is not considered which
is our prime concern. Moreover, LEACH does not look after
the asymmetric classification of clusters in networks, and
multihop data transmission is also not allowed. Therefore,
to overcome the mentioned issues of LEACH, hybrid energy
efficiency distribution (HEED) is introduced [36]. This algo-
rithm also supports a probabilistic model for CH selection
where the probabilistic is increased twice in between the
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rotations. But this algorithm (HEED) has its own issues. In
HEED, few sensor nodes are exempted for the selection of
CH, and few nodes are not even a part of any cluster and
are freely available. To focus on the conservation of energy,
a power-efficient gathering in sensor information systems
(PEGASIS) is launched that uses greedy. In PEGASIS, every
node acquires data from its near node and forwards it to
another neighbor node, and fused [37]. The fused data is
transmitted to the base station from a specified node. After
a specified time slot, random nodes are selected for the des-
ignated role. Hence, all the nodes participate equally and
deplete their energy evenly. The average energy consump-
tion in each rotation is abated.

2.2. Energy Centric Routing with Fuzzy-Heuristics. A fuzzy
logic system plays a significant role in the selection of CH
in sensor-enabled IOT environment. Gupta et al. introduced
fuzzy logic approach to select CH nodes based on current
energy level, the centrality of node, and density [38]. This
approach is different from the traditional LEACH approach,
as in this scheme the base station is simply accountable for
the election of CH node and base station further processes
the data using Mamdani type fuzzy inference system that
provides output as a plunge to decide favorable node, appli-
cable for CH. After this stage, all the operations are similar
to LEACH. CHEF is proposed as a new CH selection scheme
that observes the residual energy and local distance as param-
eters [39]. The local information about the node is gathered
from neighboring nodes. This mechanism is localized within
a cluster. The base station does not gather information or
select CH. LEACH and CHEF share a common set-up phase.
CHEF works in residual energy and local distance. Another
protocol came which is an improvised version of traditional
LEACH names as LEACH-FL (low energy adaptive cluster-
ing hierarchy protocol based on fuzzy logic) [40]. It analyses
three parameters as fuzzy variables such as node density,
energy level, and distance to base station. The base station
collects data and applies Mamdani type fuzzy inference sys-
tem to make decision for CH. Here, expected residual energy
and actual residual energy are used to determine the chance
of being a CH. This approach is also similar LEACH. The
nodes which have extra residual energy along with expected
residual energy have high chance of becoming a CH node.
For energy prediction technique with fuzzy logic for homoge-
neous WSN, LEACH-ERE is introduced by Lee and Cheng
[41]. This approach presents a concept considering the dis-
tance to the base station, concretion of node leads to bumpy
energy utilization over a network. The fuzzy logic-based clus-
tering algorithms for wireless sensor networks are presented
in papers [42–46]. In this approach [42, 43], the base station
is not static and aggregated data is not transmitted to mobile
station. This scheme proposed a super CH (SCH), which for-
wards data to the base station. This approach also makes use
of probabilistic model in each CH selection round. Hence,
CH is selected through Mamdani type fuzzy inference sys-
tem. Three main fuzzy descriptors such as residual energy,
mobility, and centrality are used for making a decision on
CH selection. The node with the highest value of summation
of centrality and battery power will get a chance to be CH.

The centrality varies upon mobility if the base station, there-
fore, fuzzy labels are as additives. The node with a greater
probability of becoming a CH will become a super CH. The
super CH decreases the transmission value and hence
decreases the node dead time, as the number of rounds
increases and improves the network survivability. In [43],
the improved LEACH has been proposed to enhance the net-
work lifetime and reduce packet loss for mobility-oriented
services for WNS. In [44], authors have proposed to enhance
clustering hierarchy (ECH) method to improve the energy
efficiency using the sleep-wake up duty cycling approach
for the sensors which sensed redundant data due to coverage
overlapping. In [45], authors have suggested a cluster head
selection method using fuzzy logic aiming at energy saving
of the sensors to improve the WSN lifetime.

Nayak et al. exhibit the importance of IoT in WSN [46].
All the applications of IoT use different energy-efficient
model for enabling various services. The WSN-based envi-
ronment works in two stages, one is to establish cluster-
based model for service followed by designing an energy
aware model. This scenario is not performance effective for
IoT-enabled environment because IoT devices are consid-
ered dynamic in nature. Therefore, it is high time to impro-
vise the algorithms and emphasize fuzzy-based technique
with an adaptive neural network that can adapt to a dynamic
network as well. An analytical hierarchy process with a
fuzzy-based energy management system is proposed for
industrial equipment management that displays as an
exposer of numerous case studies [47]. A fuzzy-based vehic-
ular physical system is also observed that combines fuzzy
and Markov chain for optimizing location-oriented channel
access delay. To measure the channel density, two parame-
ters such as signal to inference ratio and channel access delay
are used [48]. Qitu et al. also proposed an IoV enabled set-
up for communication using fuzzy logic. Here, the velocity
of the vehicle, vehicle nearly nodes, and height of antenna
are taken as parameters for selection of CH. In this approach,
an optimal number of CHs is elected to bridge the communi-
cation and enhances the overall throughput [49, 50]. A
genetic-based virtualization technique is proposed to tackle
the torrent delay and reduce the energy utilization [51]. Kai-
wartya et al. [52] developed similar approach for agriculture
purposes which works on seven metrics to quantify the quan-
tity measurement of sensor nodes. INDRIYA is a testbed
experiment that is used to examine the effectiveness of this
algorithm.

The abovementioned approaches are fuzzy logic-based
approaches which show promising results for load balancing
and energy conservation but these are not suitable for weight
fuzzy descriptor to adapt to the environment. In real-time
applications where input-output pair changed with the envi-
ronment, such approaches are not suitable [53]. Therefore,
the purpose of introducing a novel energy-efficient routing
using fuzzy neural network in WSN is to address the issue
of the leaning rate of membership function, reducing energy
consumption, and improving the survivability of the sensor
networks. The routing approach has potential newer areas
of applications including E-mobility route planning [54]
and information sharing in traffic environment [55].
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3. Energy-Efficient Routing Using Fuzzy Neural
Network (ERFN)

In this section, the detail of the proposed ERFN is presented
focusing on routing centric parameters. First, the network
and energy model of WSN is discussed. Second, the routing
centric parameters: residual energy, node degree, and for-
ward distance towards sink are presented. We have concen-
trated in-depth on constructing the mathematical model of
these routing parameters using a probabilistic modeling
approach. Thus, the route forming approach by selecting a
next hop at each step using a fuzzy neural network is
presented.

3.1. Network and Energy Model.We consider that there areN
sensors that are placed arbitrarily in network field to monitor
the place and its physical features periodically. Each sensor
has neighboring sensors, and it transmits data to one of the
neighboring sensors. We assume immobile sensors with
equal initial energy. The computation capabilities of each
sensor are identical. Symmetric radio links are considered
between any two neighboring sensors. The sink is located
inside the network region. Let the maximum transmission
of each sensor is R. Adaptive transmission is considered by
using distance between any two neighboring sensors.

The first order radio model to analyze the energy con-
sumption of the proposed routing is discussed. Let m is the
size of packet in bits. The energy is needed for transmitting
a m bits of packet across d unit distance between a sender
sensor and one of its neighboring sensor is expressed by

ETX m, dð Þ =
m ∗ Eelect +m ∗ εf sp ∗ d2 if d < do,

m ∗ Eelect +m ∗ εmpf ∗ d4 if d ≥ do:

8<
:

ð1Þ

To receive a m bits of packet, the energy requirement is
given by

ERX mð Þ =m ∗ Eelect, ð2Þ

where ESelect denotes statistics about the energy dissipate for
transmitting electrons per bit. Several factors such as accept-
able bit-rate, digital coding, and modulation affect the ESelect.
The εf sp and εmpf represent the need of energy in the free-
space path and multipath environment, respectively. When
two neighboring sensors for which energy usage is calculated
are separated with the distance less than or equal to lo
(lo =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E f sp/Emp

p
), the radio model applies (1) otherwise (2)

to calculate the energy need for transmitting the data.

3.2. Routing Metric Computation

3.2.1. Degree Distribution of Sensor. The essential feature of a
sensor inWSN is the degree of connectivity with neighboring
sensors. A sensor with zero degrees cannot transmit data in
the network. A sensor with higher degree is healthier against
link failure, and it hikes the chances of the data transmission
in the network. A neighboring sensor with a higher degree

will be preferred for next hop selection. Here, we compute
the degree distribution of a sensor. Let N number of sensors
are placed in the network field. The degree of each sensor is
the sum of N − 1 independent random variables, which fol-
lows a binomial distribution. Let p is the probability of a link
being present, and the α is representing a random variable of
degree. The degree is distribution is given by

P α = kð Þ =
N − 1
k

 !
pk 1 − pð ÞN−k−1: ð3Þ

The quantity
N − 1
k

 !
is the number of ways of choos-

ing k link, out of the possible N − 1 links, and pkð1 − pÞN−k−1

is the probability that the k selected links are present and the
remaining N − k − 1 are not.

(1) Expected Degree. Since N is large, replacing N − 1 by N
does not cause much error. The expected degree of a sensor
is given by

E αð Þ ≈ pN: ð4Þ

For very small p, the probability Pðα − kÞ tends to Poisson
distribution and expressed as

P α = kð Þ ≅ N − 1ð Þpð Þk
k!

e− N−1ð Þpð Þ: ð5Þ

The probability of at least node having one degree is
defined as

P α ≥ 1ð Þ ≅ = 1 − e− N−1ð Þpð Þ: ð6Þ

Now the question is how to compute link probability p,
for that we uniform sensor deployment over a network field
of the area A. The P be influenced by the broadcasting region
of each sensor. The region covered by each sensor is given by
AB = πR2 . Thus, the probability of a link being present is
given by

p = AB
T

A
A

≈
πR2

A
: ð7Þ

The expected degree of a sensor can be determined by
substituting p in (4) and is not counting the border sensors.

3.2.2. Forward Progress. The proposed routing selects a next
hop sensor from the neighboring sensors which lie in its for-
ward search space. The forward search space is transmission
region of a sensor which belongs to the direction of the sink
(see Figure 1, red shaded region). To minimize the unneces-
sary transmissions, here, we define a forwarding search space
(FSS) as a region that is a half-circle towards sink as depicted
in Figure 1. Now we calculate which neighboring sensor node
nj of a sensor ni lies in its FSS. Let a point niðxi, yiÞ represents
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that the sensor ni is located at a position ðxi, yiÞ, another
point njðxj, yjÞ denotes the position of the sensor nj (cf.
Figure 1). The sink s is position at ðxs, ysÞ, represented by a
point sðxs, ysÞ. Equation of line passing through two point
niðxj, yjÞ and sðxs, ysÞ is given by

a1x + b1y + c1 = 0
a1 = yi − ys

b1 = xs − xi

c1 = yi xi − xsð Þ + xi ys − yið Þ

9>>>>>=
>>>>>;
: ð8Þ

Find the projection of the point njðxj, yjÞ on the line
given in eq. (8) to decide its progress towards sink. The pro-
jection of njðxj, yjÞ is an intersection point between the line
given in eq. (8) and a perpendicular drawn from the point
njðxj, yjÞ to the line (8). The equation of the perpendicular
is given by

a2x + b2y + c2 = 0
a2 = xi − xs

b2 = yi − ys

c2 = xj xs − xið Þ + yj ys − yið Þ

9>>>>>=
>>>>>;
: ð9Þ

The projection Pðxp, ypÞ of the point njðxj, yjÞ on the line
given in eq. (8) is calculated as

xp, yp
� �

= b1c2 − b2c1
a1b2 − a2b1

, a2c1 − a1c2
a1b2 − a2b1

� �
: ð10Þ

A sensor nj is belonging to the FFSi of a sensor ni if the
following inequality is satisfied.

nj ∈ FSSiif f , ð11Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xj
� �2 + yi − yj

� �2r
< r2

andffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xs − xp
� �2 + ys − yp

� �2r
<

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xs − xið Þ2 + ys − yið Þ2

q

9>>>>>>=
>>>>>>;
,

ð12Þ
where r is the radius of the circle that represents the

transmission range of the sender sensor ni.

(1) Forward Progress. It is defined as distance travel a packet
from sensor ni to a sensor nj towards sink. It is calculated as
the distance between the points niðxi, yiÞ and ðxp, ypÞ. It is
given by

Fij =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xp
� �2 + yi − yp

� �2r
: ð13Þ

(2) Expected Forward Progress. To drive expected forward
progress of a packet towards sink, let there are nh number
of neighboring sensors are lying in the FSS of a sensor, which
has data to send to the sink. Let di is distances between the
sensor and neighboring sensors, and each neighboring sensor
is located at the angles θi from the sender to the destination.
The forward progress of each neighboring towards destina-
tion is Xi where i = 1, 2⋯ nh. To calculate the expected for-
ward, the probability distribution of distance X need to be
computed. The neighboring sensor lies anywhere in the
range of 0 to r, and 0 to π/2 . Let the probability density func-
tion (pdf) f Xθðx, θÞ of the distance ðxÞ and angle ðθÞ is
expressed by

f Xθ x, θð Þ = 2x
πr2

, ð14Þ

where 0 ≤ x ≤ R, and 0 ≤ θ ≤ π/2 . The pdf x can be com-
puted as

f X xð Þ =
ðπ

2

0

2x
πr2

d θ = x
r2
: ð15Þ

Sender sensor Sensor 

S (xs, ys)

nj (xj, yj)

ni (xi, yi)
P (xp, yp)

Next hop Sink

Figure 1: Forwarding search space.
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To maximize the forward progress for neighboring
sensor, a farthest neighboring sensor from the sender sen-
sor is preferred as relay for transmitting the packets. Since
all xi are identical independent random variables, each
with pdf f XðxÞ, the pdf of x is

f Xm
xð Þ = nh FX xð Þð Þnh f X xð Þ = nh

x2nh−1

r2nh
, ð16Þ

where FXðxÞ is the cdf of x. The expected forward prog-
ress (EFP) of the Xm is

EFP = E Xmð Þ =
ðr
0
x f Xm

xð Þdx = nh
2nh + 1 r: ð17Þ

3.2.3. Residual Energy. The residual energy of each is
remaining amount of energy after a transmission occurred.
In this work, we prefer a neighboring sensor that acts as
next hop which has the highest energy. A sensor with
more energy lives longer. Let initial energy of Ei and after
receiving and transmission of a packet of size m bits, the
residual energy ER of a sensor can be given by

ER = Ei − ETX m, rð Þ + ETR mð Þð Þ: ð18Þ

(1) Expected Energy Consumption. The expected energy
consumption EðEtotalðm, rÞ Þ for transmitting of m bits data
from a sensor to its next hop sensor using (11) can be
expressed as

E Etotal m, rð Þ = ETX m, rð Þ + ETR mð Þð Þ

= 2eelect + eef p
nh

2nh + 1 r
� �2

" #
m:

ð19Þ

3.3. Single Metric Using Fuzzy Neural Network. Initially, in
ERFN, all the routing centric metrics: residual energy, degree
of a sensor, and forward progress towards sink are jointly
assumed for the purpose of searching the next hop sensor
from the FSS. Let NH is considered as a single metric for
choosing a next hop from the FSS. The NH is determined
by an adaptive neuro-fuzzy inference system (ANFIS). It is
much superior than fuzzy logic inference system (FIS),
attributable to in contrast to another ANN, ANFIS has
higher functionality to follow situational’s changes in the
learning practice and updates the weight of membership
function of FIS and minimizes error rate in deciding the
rules in fuzzy logic. Supervised learning is used in ANFIS
for the learning process. The ANFIS employs the learning
method of the Takagi-Sugeno fuzzy inference system [50].
The simple structural design of ANFIS with three input
parameters residual energy (ER), sensor degree (α), forward
progress (Fij), and one output single metric (NH) is shown
in Figure 2. Each routing metric has a membership function
agreeing to the Takagi-Sugeno fuzzy inference model, which
consists of 27 rules. A five-layer architecture of ANFIS that

consists of fuzzy layer, T-norm layer, normalized layer, de-
fuzzy layer, and aggregated layer is presented in Figure 2.
The first fuzzy layer (is called also called membership/
antecedent layer) and fourth de-fuzzy layer (is also known
as the consequent layer) are dynamic since they are mod-
ified agreeing to results achieved and the rest layers are
static in nature.

We define the linguistic variables of the routing centric
metrics as residual energy ðERÞ = fbelow, fair, highg and is
symbolized by {E1, E2, E3}, sensor degree ðαÞ = fdeficient,
medium, compactg that is represented by fα1, α2, α3g,
forward progress ðFijÞ = fadjacent, midway, distantg is
dented as {F1, F2, F3}, and output single metric ðNHÞ = f
weakest, weaker, weak, medium, strong, stronger, strongestg
as {H1,H2,H3,H4,H5,H6,H7}. The ANFIS consists of 27
if-then rules related to three linguistic variables of three input
variables, and these rules are developed by inspiring from
Takagi-Sugeno fuzzy inference system shown in Table 1.
These rules can also be expressed as

Rule 1= if ER is E1, Fij is F1, and α is α1, then H1 = q1
ER + r1Fij + s1α + t1.

Rule 2= if ER is E1, Fij is F1, and α is α2, then H2 = q2
ER + r2Fij + s2α + t2:

Rule 27= if ER is E3, Fij is F3, and α is α3, then H7 = q27
ER + r27Fij + s27α + t27.

Where E1, F1, and α1 are the values of the membership
function of input parameters ER, Fij, and α in antecedent
(If) part, the q1, r1, s1, and t1 denote linear parameters of
consequent (then) part of Takagi-Sugeno model. The work-
ing process of ANFIS to produce a single metric output NH
is defined by layer wise as follows.

3.3.1. Fuzzy Layer. It includes a number of nodes which are
shown by square in Figure 2 and are dynamic in nature dur-
ing backward pass. Every node in this layer contains a mem-
bership function which takes input as routing metrics and
generates output as the degree of membership in the range
0 and 1. The triangular, trapezoidal, Gaussian, and general-
ized bell membership function can be used by nodes of this
layer. This uses Gaussian (Eq. function). The membership
function for adaptive node ER can be given by

μEk ERð Þ = exp −
ER − zk
2xk

� �2
" #

: ð20Þ

Similarly, the membership functions μαkðαÞ and μFk
ðFijÞ

for adaptive nodes α and Fij can be determined. Where xk
and zk are Gaussian membership functions parameters, con-
trol the shape, and slop of the functions and k = 1, 2, 3.

3.3.2. T-Norm Layer. This layer consists of a number of
nodes, each of them is static in nature, that are shown by
circle labeled with π (cf. Figure 2). At each node of this layer,
the incoming signals (membership functions from layer 1)
are multiplied to generate the output. The AND operator is
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used by each node in the T-norm layer to compute the ante-
cedents/output as

Tk = μEk
ERð Þ ∗ μαk αð Þ ∗ μFk

Fij

� �
, k = 1, 2, 3: ð21Þ

3.3.3. Normalized Layer. This contains the nodes which are
nonadaptive in nature, which is also recognized as normal-
ized node, shown by a circle labeled as N (cf. Figure 2).
Each node computes the output by taking the ratio of the
kth rule generated at T-norm layer to the summation of
all rules produced by T-norm layer. The output at this layer
can be given as

Tnk =
Tk

∑kTk
, k = 1, 2, 3: ð22Þ

3.3.4. Defuzzy Layer. This layer contains the nodes, which
are adaptive in nature and are shown by square with label
R (cf. Figure 2). Each node produces the output as the
product of normalized firing strength and out of individual
rule. The output is given by

THk
nk = Tnk Hk = Tnk qkER + rkFij + skα + tk

� �
: ð23Þ
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Figure 2: ANFIS for NH selection.

Table 1: Fuzzy rules.

Rule
If then

Rule
If then

ER Fij α NH ER Fij α NH

1. E1 F1 α1 H1 15. E2 F2 α3 H4

2. E1 F1 α2 H2 16. E2 F3 α1 H1

3. E1 F1 α3 H3 17. E2 F3 α2 H2

4. E1 F2 α1 H1 18. E2 F3 α3 H2

5. E1 F2 α2 H1 19. E3 F1 α1 H5

6. E1 F2 α3 H2 20. E3 F1 α2 H6

7. E1 F3 α1 H2 21. E3 F1 α3 H7

8. E1 F3 α2 H1 22. E3 F2 α1 H4

9. E1 F3 α3 H1 23. E3 F2 α2 H5

10. E2 F1 α1 H3 24. E3 F2 α3 H6

11. E2 F1 α2 H4 25. E3 F3 α1 H5

12. E2 F1 α3 H5 26. E3 F3 α2 H7

13. E2 F2 α1 H3 27. E3 F3 α3 H7

14. E2 F2 α2 H3
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3.3.5. Aggregated Output Layer. This layer contains a single
nonadaptive node. The out at this node is estimated by tak-
ing the summation of all the incoming inputs to this layer
[53]. The aggregated output is given by

NH =〠
k

Tnk Hk =
∑kTkHk

∑kTk
: ð24Þ

We present Algorithm 1. NH selection algorithm is
using neuro-fuzzy to explain the working of ANFIS. The
gradient descent and least mean square-assisted hybrid
learning algorithm have been used to train the premise
and consequent parameters in two passes, namely, forward
pass and backward pass. The nodes of fuzzy and defuzzy
layers are updated over time. In the forward pass, the fixed
premise parameters {ER, Fij, α } are static and passed
through fuzzy layer to defuzzy layer in the proposed Algo-
rithm 1. The least mean square method is used to update
these fixed premise parameters. After getting the fourth
layer’s output which is termed ad consequent parameter,
the actual output is analyzed with fourth layer’s output,
and the error is noted. The prime aim is to minimize the
error recursively. With the backward pass, this error is sent
back to fuzzy layer and membership function of fixed pre-
mise parameters is updated by employing the gradient
descent method simultaneously. One execution round of
the hybrid learning process (including both forward pass
and backward pass) is called epoch. The algorithm is exe-
cuted till it converges (the error becomes infinitesimal
small) or till the maximum number of epoch (Mepoch).

3.3.6. Neuro-Fuzzy Routing Approach. The proposed neuro
computes the aggregated output routing in which each sen-
sor selects a next hop to forward the data packets. In this
routing, packets are sent to sink via different routes. For each
packet, a new route might be constructed which reduces
energy utilization of all sensors in the WSN. The neuro-
fuzzy routing approach contains three phases: neighbor dis-
covery, metric calculation, and next hop selection using
NHSN. Each sensor executes the routing algorithm to search
next hop till the sink is reached. The routing algorithm is
given as Algorithm 2.

(i) Neighbor Discovery. Each sensor ni broadcasts
HELLO packets comprising its location information
in its vicinity. Each sensors nj, which gets this
HELLO packet, answer with “ECHO” packets with
its position information. On the reception of these
ECHO packets, each sensor constructs its neighbor
list. The only sensors which lies in the respective
FSS will be added to the list

(ii) Metric Calculation. The sensor ni calculates forward
progress for each sensor nj ∈ FSSi. Each sensor nj

∈ FSSi sends containing its residual energy and
degree information to the sender sensor ni. The sen-
sor ni estimates NHij fusing Algorithm 1 or all the
sensors nj ∈ FSSi

(iii) Next Hop Selection. For the NH selection, the only
sensors lie in FSS of the sender sensor contributes
in the selection process. The sensor ni appoints a
sensor as NH which has the highest NHij value. This
NH is used to forward the packet to the next NH
until the packet reaches to the sink

3.3.7. Time Complexity Analysis of NHSN and FNA
Algorithms. NHSN algorithm uses the ANFIS algorithm
which combines the fuzzy algorithm and neural network.
When Algorithm 1 was supplied a number of inputs, to
obtain the optimum values of the parameters, it is updating
the weights of the parameter continuously. The proposed
rules used to modify the weight were dominant in the com-
plexity of the algorithm. The time required to run the ANFIS
algorithm depends on the number of inputs (k). The asymp-
totic time complexity of the algorithm is OðkÞ.

In the FNA algorithm, the neighbor discovery phase and
the running of time of this phase take OðnmÞ where n is the
number of sensors in a route and m is the average number
of neighbor sensors. The metric calculation needs the run-
ning time Oðm + kÞ. The next hop selection phase takes the
time of OðmÞ. Thus The asymptotic time complexity of the
Algorithm 2 is Oðnm + kÞ.

4. Simulation Results and Analysis

In this portion, the proposed ERFN routing for WSN is
evaluated by conducting large–scale simulation employing

Input: ER, Fij, α and Mepoch

Process:
for m=1 toMepoch

Input the fixed premise {ER, Fij, α } to fuzzy layer of Takagi- Sugeno inference engine
Fuzzy layer produces μEk

ðERÞ, μαk ðαÞ and μFk
ðFijÞ for each node according to Eq. (19).

Tune the firing strength Tk of each node using Eq. (21)
Computes the firing strength Tnk of each node using Eq. (22).
Performs defuzzification the consequent parameter of each node using Eq. (23).
Computes the aggregated output NH using Eq. (24).

Output: NH

Algorithm 1:NH selection algorithm using neuro-fuzzy (NHSN).
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MATLAB fuzzy logic simulator tool neuro-fuzzy designer to
trained ANFIS. We customize the fuzzy inference system by
adding new membership functions for devised routing cen-
tric metrics to predict the next hop. The area of network field
is assumed to be 300 × 300m2, and 200 sensors are placed
randomly in this field. The sink is placed in the center of
the field. The initial energy of each sensor is 2 J. The values
of Eelect and εf sp are taken as follows: 10 (nJ/bit) and
20 pJ/bit/m2. The length of data packet transmitted and
received by each sensor is set as 64 bits. The location of the
sink node is (200, 200). The cycle time is 60 microseconds.
The packet rate is 200 packets/s. The sensing and transmis-
sion ranges of each sensor are assumed to be 10m and
20m, respectively. Each simulation result is taken by averag-
ing of 10 runs of each simulation, thus, measuring the perfor-
mance of the ERFN.

The proposed ERFN is compared with similar position-
based routing: eBPR [6] and EeBGR [9] to show its effective-
ness. A number of performance metrics are deliberated to
assess the performance of the developed routing approach.

4.1. Network Lifetime. It is defined in many depending on
applications WSN including the time until a certain percent-
age of sensor dies or the time until sensors are not capable to
send data to sink. This paper terms the lifetime of the net-
work by means of the time until 50% of sensors die. The sim-
ulation process goes on till 90% of nodes are dead.

4.2. Average Residual Energy. It is defined as the ratio of the
sum of the remaining energy of all alive sensors to the num-
ber of alive sensors in the network after each round. Let Ei

R is
residual energy of ith sensor. The average residual energy of
all the sensors for the next rounds is calculated as

Eav =
1
N

〠
i ϵN

Ei
R: ð25Þ

4.3. Average Energy Consumption. It is defined as the ratio of
the sum of the amount of energy consumed by all sensors to
the number of sensors after each round.

4.4. Standard Deviation (SD) of Residual Energy. It is a statis-
tical measure defined as the square root of the variance of
residual energy of all the sensors. The SD of residual energy
is a square root of the variance of residual energy is given by

σ ERð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

〠
i ϵN

Eav − Ei
R

� �2s
: ð26Þ

4.4.1. Network Lifetime. Figure 3 shows the lifetime in the
terms of the number of alive sensors which are involved in
the routing process in different rounds. The results are
obtained for the proposed ERFN and compared with the
state-of-the-art routing approaches: EeBGR and eBPR. At
the beginning, all sensors are alive. When the routing algo-
rithms run in rounds, sensors drain their energy, and the
number of alive sensors reduces. It is noted that as the num-
ber of rounds increases, the number of alive sensors for the
proposed ERFN is comparatively more than that of EeBGR
and eBPR. In the proposed ERFN, the first sensor dies in
about 250 rounds, whereas in EeBGR, first sensor dies at
about 200 rounds, and in eBRP, the first sensor dies at about
180 rounds. Further, it is also noted that after 1000 rounds,
the number of alive sensors in the proposed ERFN is about
180, whereas the number of alive sensors for EeBGR and
eBPR is 150 and 170, respectively. After 2000 rounds, the
number of alive sensors EeBGR, eBPR, and ERFN is about
35, 60, and 75, respectively. It is due to the fact that the pro-
posed ERFN selects the next hop using the neuro-fuzzy sys-
tem, increasing to a much longer lifetime of the network.

Figure 4 exhibits sensor death percentage for different
number of rounds. It is witnessed that the proposed ERFN
performs better as compared to EeBGR and eBPR. The

1. Neighbor discovery:
I. Each sensor ni ∈N advertises HELLO packet to discover all neighbors nj

II. for each neighbor nj of nido
III. Sensor nj obtains its position information ðxj, yjÞ using any localization techniques
IV. If point ðxj, yjÞ satisfies Eq. (11) then
V. Add nj to FFSi
VI. end if
VII. end for

2. Metric calculation:
I. for each sensor nj ∈ FSSido
II. Sensor ni computes Fij using Eq. (13)
III. ni gets ER, Fij, α
IV. Sensor ni computes NH for nj using NHSN

end for
3. Next Hop selection:
I. NH nj =argmax(NHij), nj ∈ FSSi
II. Sensor ni sends data packet to the NH nj

Algorithm 2: Neuro-fuzzy routing (FNA) algorithm.
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sensor death percentage of all the considered routing
approaches is gradually increasing up to about 400 rounds.
After that, the death percentage for both EeBGR and eBPR
is increasing sharply as compared to that of ERFN. For
example, at 700 rounds, the death percentages for both
EeBGR and eBPR are 20% and 18%, respectively, whereas
for ERFN, it is 5%. It is noted that the sensor death rate
for ERFN is slower than that of the state-of-the-art
approaches. It is due to the fact that the proposed routing
uses supervised learning approach minimizes the error rate
in selecting the next hop.

4.4.2. Energy Consumption. Figure 5 displays the average
residual energy of all sensors for the different number of
rounds. All sensors have equal that is 2 joule initially energy.
As the all considered routing approaches run in rounds,
after some rounds, it is seen that the ERFN saves more
energy as compared to both EeBGR and eBPR. For example,
after 500 rounds, the average residual energy for the ERFN

is about 1.8 joule; however, at the same number of rounds,
the average residual energy for both EeBGR and eBPR is
1.4 joule and 1.6 joules. It is because of the ERFN changes
the routes frequently by using ANFIS where the state-of-
the-art approaches do not use any learning algorithms.
Thus, the ERFN conserves more energy, increasing the net-
work lifetime.

Figure 6 displays the average energy consumption for all
the sensors for different rounds. The average energy con-
sumption is likely to be constant for ERFN and eBPR up
to 250 rounds whereas it is high for EeBGR. But the ERFN
consumes less energy as compared to both approaches. For
example, after 500 rounds, the ERFN exhausts 0.1 joules
energy, and both EeBGR and eBPR exhaust 0.25 and 0.4
energy, respectively. It noted that as the execution rounds
increase, the energy consumption for all the routing also
increases but this increment is less for the ERFN. It is clear
that the proposed routing consumes less energy which is
essential for network lifetime enhancement.
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4.4.3. Standard Deviation for Residual Energy. When WSN
starts operating, each sensor begins exhausting a different
amount of energy, and the SD of residual energy changes.
Figure 7 exhibits the SD for residual energy among all the
nodes in WSN. Low SD indicates better energy consumption
balancing. Initially, all the routing approaches consume
under one mean, indicating good energy consumption balan-
cing among sensors. However, as the rounds increase, the
SDs of residual energy for all considered routing approaches
change. The SD with the proposed ERFN is lower than that of
both EeBGR and eBPR. For example, at 500 rounds, the SD
for ERFN is 0.23 whereas both EeBGR and eBPR give 0.30
and 0.38. The SD of eBPR is much closer to the ERFN as
compared to EeBGR, and it is because both ERFN and eBPR
take the same routing metrics. It is observed that ERFN gives
much flatter graph over EeBGR and eBPR, and it is due to the
fact that the ERFN uses ANFIS to select next hop which fre-

quently changes path for the data packets in each round. It is
clearly noticed the ERFN achieves better energy consump-
tion balancing than the state-of-the-art approaches.

Figure 8 displays SD of residual energy for different num-
bers of alive sensors. It is observed that in all cases of alive
sensors, the SD for the proposed ERFN is less than that of
EeBGR and eBPR. For example, 80 numbers of alive sensors,
the SD for ERFN is 0.018 whereas for EeBGR and eBPR, the
SDs are 0.02 and 0.025, respectively. It indicates that the
ERFN obtained a better energy balance compared to EeBGR
and eBPR. Further, it is observed that the proposed ERFN
achieved the highest energy balance for the alive sensor
equals to 80 for all the routing approaches. Thus, the pro-
posed routing outperforms both EeBGR and eBPR in the
term of SD of the residual energy.

5. Conclusion and Future Perspective

This paper proposes a new energy-efficient routing using
fuzzy neural network in wireless sensor networks. Specially,
an adaptive neuro-fuzzy inference system has been employed
to combine the three routing-centric metrics: residual energy,
forward progress, and sensors degree. The next hop selection
algorithm using neuro-fuzzy to assign duty of packet forward
to a neighboring sensor as next hop is presented. The neuro-
fuzzy routing algorithm is presented to route the packet from
source sensor to the sink. Simulation has been conducted
using MATLAB fuzzy logic simulator tool neuro-fuzzy
designer. The results indicate that ERFN outperforms the
EeBGR and eBPR in the terms of lifetime, energy consump-
tion, and SD of residual energy. In the future, the proposed
routing will be studied using other machine learning algo-
rithms for newer areas of applications including E-mobility
route planning and information sharing in traffic environ-
ment. More energy-saving technical ideas will be incorpo-
rated such as employing duty cycling approaches in the
sensor-oriented wireless communication environment.

Data Availability

Research data will be available on individual requests to the
corresponding author considering research collaboration
possibilities with the researcher or research team and with
restrictions that the data will be used only for further research
in the related literature progress.
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The fifth-generation-enabled Internet of Things (5G-enabled IoT) has been considered as a key enabler for the automation of
almost all industries. In 5G-enabled IoT, resource-limited passive devices are expected to join the IoT using the WiFi
backscatter communication (WiFi-BSC) technology. However, WiFi-BSC deployment is currently limited due to high
equipment cost and short transmission range. To address these two drawbacks, in this paper, we propose a low-cost and long-
range node-assisted WiFi backscatter communication scheme. In our scheme, a WiFi node can receive backscatter signals using
two cheap regular half-duplex antennas (instead of using expensive full-duplex technique or collaborating with multiple other
nodes), thereby reducing the equipment cost. Besides, WiFi nodes can help relay backscatter signals to remote 5G infrastructure,
greatly extending the backscatter’s transmission range. We then develop a theoretical model to analyze the throughput of WiFi-
BSC. Extensive simulations verify the effectiveness of our scheme and the accuracy of our model.

1. Introduction

The fifth-generation-enabled Internet of Things (5G-enabled
IoT) is considered to be a key enabler for automation of
almost all industries [1–5]. In a typical 5G-enabled IoT, a
5G customer premise equipment (5G-CPE) is introduced to
bridge a WiFi-based IoT network and a 5G base station [6],
as shown in Figure 1. In this solution, the 5G-CPE may first
use its WiFi module to collect data from the WiFi-based
IoT devices and then upload these data to a remote cloud
server timely using its 5G module. Hence, this solution can
take full advantage of 5G’s high bandwidth and low latency,
as well as WiFi’s ubiquity.

Besides WiFi, backscatter communication (BSC) is
another popular wireless technology in IoT [7]. BSC is
designed for communications between tags (which are
severely resource-limited and battery-free) and readers. With
BSC, tags first harvest energy from ambient signals, then con-
vey information by modulating and reflecting ambient sig-

nals (instead of generating signals by themselves), while
readers are dedicatedly designed to receive the reflected sig-
nals from tags. As a recent advance, WiFi-based BSC
(WiFi-BSC) [8–11] has been proposed. With WiFi-BSC, tags
may harvest energy and convey information by utilizing
ubiquitous WiFi signals, while WiFi nodes with self-
interference cancellation capability (which is called WiFi
reader) may receive the reflected signals from tags. WiFi-
BSC opens up a promising opportunity for tags to join
WiFi-based IoT networks, but WiFi readers are expensive
because they are required to support costly full-duplex tech-
niques or collaborate with other WiFi nodes to implement
the self-interference cancellation. On the other hand, the
transmission range of WiFi-BSC is very short (say, 1m to
54m [9, 10]). As a result, current WiFi-BSC deployment is
very limited.

1.1. Motivation. In recent years, the multiuser, multi-input,
and multioutput (MU-MIMO) technology has been intro-
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duced to WiFi. With MU-MIMO, a WiFi node can use regu-
lar half-duplex antennas to receive different signals from
multiple nodes simultaneously and then distinguish these
signals for further processing. This feature motivates us to
apply MU-MIMO in WiFi-BSC for enabling conventional
WiFi nodes to act as WiFi readers, without utilizing costly
full-duplex technique and collaborating with other nodes.

In addition, the transmission range of WiFi (up to
1000m [12, 13]) is much longer than that of WiFi-BSC. This
motivates us to let WiFi nodes relay tags’ information toward
5G-CPE, greatly extending the transmission range of the
WiFi-BSC.

1.2. Contribution. In this paper, we propose a low-cost and
long-range node-assisted WiFi-BSC scheme. Our contribu-
tions can be summarized as follows.

(1) Propose a low-cost WiFi-BSC design. Our design
only requires a conventional WiFi node to be
equipped with two regular half-duplex antennas, so
as to adopt MU-MIMO to decode the reflected sig-
nals from tags. This avoids adopting costly full-
duplex technique and collaborating with other nodes
for extracting reflected signals of tags, thereby saving
equipment cost greatly

(2) Propose a long-range node-assisted WiFi-BSC
design. Our design lets WiFi nodes relay tags’ infor-
mation to a remote 5G-CPE, hence extending the
transmission range of the tags significantly

(3) Develop a theoretical model to analyze the through-
put of our scheme, and verify the accuracy of our
model via extensive simulations. The results show
that our design significantly outperforms existing
WiFi-BSC schemes in terms of throughput

1.3. RelatedWorks. In recent years, BSC has quickly become a
key technology for low-power wireless communication sys-
tems [14] and therefore has received lots of attention in the
research community. Below, we present related works of
BSC in terms of physical (PHY) layer and medium access
control (MAC) layer schemes.

1.3.1. PHY Layer Schemes. In the PHY layer, many works are
dedicated to achieving feasible BSC. For example, Liu et al.
proposed ambient backscatter that enables two tags to com-
municate with each other by reflecting ambient TV signals
[7]. However, in practical IoT systems, tags are more com-
monly covered by WiFi signals instead of TV signals. To this
end, WiFi backscatter [10] enables tags to reflect ambient
WiFi signals in their transmissions and uses an off-the-shelf
WiFi device to receive and decode reflected signals. However,
the decoding accuracy of this approach is low, because the
WiFi node receives both the reflected signal and the ambient
signal and has a difficulty in separating these two signals. To
improve the decoding accuracy, BackFi [8] is proposed to
enable the reader to have prior knowledge of the ambient sig-
nal. In this approach, a WiFi node equipped with a full-
duplex transceiver is introduced to perform regular WiFi
transmission and backscatter reception simultaneously.
When decoding the reflected signals, the node adopts the
self-interference cancellation (SIC) technique to cancel the
ambient signals sent by itself. Nevertheless, deploying a
full-duplex transceiver is costly. To avoid deploying a full-
duplex transceiver, HitchHike [9] lets tags reflect ambient
WiFi signals from a WiFi band to a dedicated band. At the
receiving end, there are two WiFi nodes connecting to the
same backend server. One node receives the reflected signal
over the dedicated band, while the other node receives the
regular signal over the WiFi band. Then, the server collects
these two signals and extracts tags’ data from the reflected
signal by comparing these two signals. This design requires
collaborations between multiple WiFi nodes, which is still
expensive. Different from the above approaches, without
deploying a full-duplex transceiver and assigning a dedicated
band for BSC in our design, we enable a half-duplex WiFi
node to receive and decode the backscatter signals using only
two regular antennas.

Besides, some works focus on improving the PHY layer
security (PLS) of BSC. For example, in [15], Li et al. investi-
gated the impact of in-phase and quadrature-phase imbal-
ance on the security performance of BSC systems and
found out that there exists a trade-off between reliability
and security. Further, they proposed a system parameter
adjustment scheme to prevent BSC from being eaves-
dropped. Reference [16] investigated the joint effects of resid-
ual hardware impairments, channel estimation errors, and
imperfect successive interference cancellation on the PLS of
BSC and proposed an artificial noise scheme to prevent
BSC form being eavesdropped. Reference [17] studied the
PLS of BSC in the case where cognitive radio is introduced
in conjunction with BSC. The authors also optimized the per-
formance trade-off between reliability and security of BSC by
adjusting system parameters. It is worth pointing out that the
PLS of BSC is out of scope of this paper.
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Figure 1: A 5G-enabled IoT network.
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1.3.2. MAC Layer Schemes. Along with PHY layer achieve-
ments, some works focus on proposing efficient medium
access control (MAC) protocol for BSC. For example, [18]
proposed a distributed MAC protocol for tag-to-tag commu-
nications. When ambient signals exist, tags contend for
transmissions, and the loser tags harvest energy while the
winner tag performs transmissions. There are also MAC
designs for tag-to-WiFi communications. Most of them
assumed a full-duplex WiFi access point (AP) that can emit
ambient signals and receive the reflected signals from tags
simultaneously. For example, Ma et al. proposed a demand-
based MAC scheme for WiFi backscatter communication
[11]. In this scheme, when having a demand for collecting
data from tags, the full-duplex WiFi AP ceases all WiFi trans-
missions and sends a period of ambient signals, and tags con-
tend and transmit data to the AP during this period.
Reference [19] proposed a rendezvous scheme for sporadic
BSC. In this scheme, a full-duplex WiFi AP divides the time
into frames with equal length; each frame is further divided
into subperiods for coordination, WiFi transmission, and
BSC, respectively. Tags perform contentions in the coordina-
tion subperiods and perform transmissions (to the AP) in the
BSC subperiods. Then, this idea is extended by [20], where
the full-duplex WiFi AP adopts the deep reinforcement
learning technique to learn the optimal time-division strat-
egy. Different from the above approaches, we focus on
extending the range of BSC, with the assistance of regular
half-duplex WiFi nodes.

The rest of this paper is organized as follows. Section 2
details our design. In Section 3, we theoretically analyze the
performance of our design. Section 4 validates the accuracy
of our theoretical model. Section 5 concludes this paper.

2. Our Design

In this section, we detail our low-cost and long-range node-
assisted WiFi backscatter communication scheme for 5G-
enabled IoT. The scheme consists of a physical (PHY) layer
design and a MAC layer design. Below, we first present an
overview of the scheme and then detail two designs.

2.1. Design Overview. In our design, we consider a 5G-
enabled IoT network, which consists of one 5G-CPE, multi-
ple WiFi nodes, and multiple backscatter tags. Adopting
off-the-shelf hardware only, we propose a design to achieve
an objective as follows. Backscatter tags first transmit data
to their nearby WiFi nodes; then, the WiFi node forwards
the backscatter data to the remote 5G-CPE.

In the PHY layer, whenever a WiFi signal is sent, the tag
uses the signal as an excitation signal to perform a tag-to-tag
communication or a tag-to-WiFi communication. During
the tag-to-WiFi communication, a WiFi node can extract
backscatter data from ambient WiFi signals using only two
regular half-duplex antennas, instead of being equipped with
expensive full-duplex receivers or collaborating with multiple
nodes.

In the MAC layer, we divide the IoT network into multi-
ple subcells (as shown in Figure 2), where each subcell con-
sists of a WiFi node and multiple tags. We propose a MAC

layer protocol as follows. First, WiFi nodes follow the WiFi
standard to contend for the channel. Then, the WiFi winner
node starts a WiFi transmission, while the tags in its subcell
harvest energy from the transmission signal. At the same
time, other tags adopt our proposed scheme to contend and
transmit data to the WiFi nodes in their subcells.

Below, we detail our PHY layer design and our MAC
layer design in sequence.

2.2. PHY Layer Design. In our PHY layer design, we assume
that each WiFi node has two antennas: antenna 1 (AT1)
and antenna 2 (AT2). When a WiFi node transmits signals,
it only activates its AT1. When a WiFi node receives signals,
it activates both AT1 and AT2.

As shown in Figure 3, when a node (say, Node1) sends a
WiFi signal to 5G-CPE, other nodes (say, Node2) and the
tags (say, Tag2-1 and Tag2-2) can sense this signal. Using
the WiFi signal as an excitation signal, a tag (say, Tag2-1)
can adopt the Manchester technology to send information
to other tags (say, Tag2-2). It can also adopt theM-ary phase
shift keying (M-PSK) technology to perform a high-rate
transmission to a WiFi node (say, Node2). Below, we detail
the tag-to-tag communication and the tag-to-WiFi
communication.

2.2.1. Tag-to-Tag Communication.We adopt the Manchester
technology in tag-to-tag communication. Below, we intro-
duce the Manchester modulation and demodulation under
the ambient WiFi signals, respectively.

(1) Modulation. When performing the Manchester modula-
tion, a tag changes the amplitude of its received WiFi signal

5G-CPE

Wi-Fi signal
Backscatter

signal

Node1Node2

Tag2-2

Tag2-1

Tag1-2Tag1-1

Sub-cell1
Sub-cell2

Figure 2: Design overview: Tag2-1 first transmits its data to Node2,
and then Node2 forwards the backscatter data to the remote 5G-
CPE.
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zðtÞ and then reflects the signal. Therefore, the backscatter
signal xbðtÞ reflected by the tag can be expressed as follows:

xb tð Þ =m tð Þ · z tð Þ, 0 ≤ t < T , ð1Þ

where

m tð Þ =
s tð Þ, bit = 0,

−s tð Þ, bit = 1,

(
ð2Þ

is the backscatter baseband signal and

s tð Þ =
1, 0 ≤ t <

T
2
,

0,
T
2
≤ t < T:

8>><
>>: ð3Þ

(2) Demodulation. Each tag uses energy detection technique
to demodulate a backscatter signal ybðtÞ = hbbðtÞ ∗ xbðtÞ
(ignoring noise) received from other tags, where hbbðtÞ is
the impulse response of the channel between tags. We define

P1 =
ðT

2

0
yb tð Þð Þ2dt,

P2 =
ðT
T/2

yb tð Þð Þ2dt:
ð4Þ

When P1 ≥ P2, the tag regards that ybðtÞ carries a bit “0”;
otherwise, it regards that ybðtÞ carries a bit “1.”

2.2.2. Tag-to-WiFi Communication. We adopt the M-PSK
technology in tag-to-WiFi communication. Below, we
explain M-PSK modulation on tags and the demodulation
on nodes sequentially.

(1) Modulation. In the M-PSK scheme, bits are represented
by phases of symbols. We take the 4-PSK scheme (i.e., M =
4) as an example to explain the modulation process. As
shown in Figure 4, 4-PSK has 4 valid constellation points e

= fejθ1 , ejθ2 , ejθ3 , ejθ4g; these constellation points correspond
to bit pairs B = f11,01,00, 10g. When performing modula-
tion, mðtÞ in (1) is set according to the mapping relationship
between e and B. For example, because “10” corresponds to
ejθ4 , when modulating “10,” we set mðtÞ = ejθ4 .

(2) Demodulation. In the case shown in Figure 2, Node2
receives regular WiFi signals xwðtÞ from Node1 and reflected
signals xbðtÞ from Tag2-1 simultaneously. Because Node2
activates its AT1 and AT2 during its receptions, a MU-
MIMO system is formed, as shown in Figure 5. In this sys-
tem, Node1’s AT1 and the Tag2-1 are the inputs, while
Node2’s AT1 and AT2 are outputs. Benefitting from this sys-
tem, Node2 can easily extract mðtÞ from xbðtÞ and then can
decode backscatter data from mðtÞ as follows.

Step 1. Extracting the backscatter baseband signal.
Because Node2 activates two antennas in its reception, we

can use a vector y to represent Node2’s received signal:

y =
y1 tð Þ
y2 tð Þ

" #
, ð5Þ

where yiðtÞ is the signal received by ATi and i = 1, 2.
Taking into account the signal fading of xwðtÞ and xbðtÞ

in the MU-MIMO system, (5) can be expanded as follows:

①y =
xw tð Þ ∗ h11 tð Þ + xb tð Þ ∗ hb1 tð Þ
xw tð Þ ∗ h12 tð Þ + xb tð Þ ∗ hb2 tð Þ

" #

② =
xw tð Þ ∗ h11 tð Þ + m tð Þ · z tð Þð Þ ∗ hb1 tð Þ
xw tð Þ ∗ h12 tð Þ + m tð Þ · z tð Þð Þ ∗ hb2 tð Þ

" #

③ =
xw tð Þ ∗ h11 tð Þ + m tð Þ · xw tð Þ ∗ hf tð Þ� �� �

∗ hb1 tð Þ
xw tð Þ ∗ h12 tð Þ + m tð Þ · xw tð Þ ∗ hf tð Þ� �� �

∗ hb2 tð Þ

" #

④ =
xw tð Þ ∗ h11 tð Þ +m tð Þ · xw tð Þ ∗ hf tð Þ ∗ hb1 tð Þ� �� �
xw tð Þ ∗ h12 tð Þ +m tð Þ · xw tð Þ ∗ hf tð Þ ∗ hb2 tð Þ� �� �

" #
:

ð6Þ

Nodel
5G-
CPE

Node2Tag2-1Tag2-2

Figure 3: PHY overview: Node1 transmits its data to the 5G-CPE (in blue), and the transited signal (in grey) is also received by Tag2-1, Tag2-
2, and Node2. Tag2-1 uses this WiFi signal as excitation signal and transmits its data to Tag2-2 and Node2 (in red).
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In (6), h1iðtÞ is the impulse response of the channel
between Node1’s AT1 and Node2’s ATi, i = 1, 2, and hbiðtÞ
is the impulse response of the channel between the tag and
Node2’s ATi, i = 1, 2. According to (1), we transform ① to
②. Then, we have ③ from ②, because zðtÞ is xwðtÞ received
at the tag, where zðtÞ = xwðtÞ ∗ hf ðtÞ and hf ðtÞ is impulse
response of the channel between Node1’s AT1 and the tag.
Next, because the symbol period is much longer than the typ-
ical propagation delay in IoT (e.g., 50 ns in WiFi [8]), we can
consider mðtÞ to be a constant [8] and hence have ③ to ④.
Finally, if h1iðtÞ and hf ðtÞ ∗ hb1ðtÞ, i = 1, 2 in equation ④ are
known, we can obtain xwðtÞ and mðtÞ by combining these
equations. Fortunately, benefitting from MAC layer design
(see Section 2.3), h1iðtÞ and hf ðtÞ ∗ hb1ðtÞ, i = 1, 2, can be esti-
mated before demodulations.

At the receiver end, analog signals are sampled before
being further processed. Hence, we can write (6) in the dis-
crete domain as follows:

y =
xw n½ � · h11 +m n½ � · xw n½ � · hf · hb1

� �� �
xw n½ � · h12 +m n½ � · xw n½ � · hf · hb2

� �� �
" #

: ð7Þ

Step 2. Decoding backscatter data.
Upon extracting m½n�, we perform the following opera-

tions to decode bits from it. First, we, respectively, compute
the distance between m½n� and each of valid constellation
points in e. Then, we regard m½n� as the constellation point
that results in the shortest distance and decode m½n� as the
corresponding bits. For example, if m½n� is closest to ejθ4 ∈ e
and “10” corresponds to ejθ4 , we decode m½n� as “10.”

2.3. MAC Layer Design. To better describe our MAC layer
design, we assume an IoT network with the topology shown
in Figure 2. In this topology, the IoT network comprises
two subcells, i.e., subcellk, k = 1, 2. In subcellk, there are one
WiFi node (i.e., Nodek) and two tags (i.e., Tagk − 1 and Tag
k − 2).

Further, we describe theMAC layer design using the exam-
ple shown in Figure 6. In this example, Node1 and Node2 per-
form carrier sense multiple access/collision avoidance
(CSMA/CA) mechanism to contend for their transmissions.
Then, Node1 wins the contention and the whole network starts
a process that can be divided into four periods as follows.

2.3.1. Period ①: Header Transmission. In this period, Node1
sends a WiFi PHY header (including WiFi preamble) and a
MAC header. All tags (i.e., Tag1-1, Tag1-2, Tag2-1, and
Tag2-2) harvest energy from theWiFi signal carrying headers.
Node2 receives the PHY header and uses theWiFi preamble in
the header to evaluate h1iðtÞ, i = 1, 2, in Equation (6).

2.3.2. Period ②: Asynchronous Block ACK (AB-ACK). In this
period, Node1 sends an asynchronous block ACK (AB-ACK)
shown in Figure 7, which comprises a Start field (i.e., the start
of the tag and WiFi transmission), a Transmit address field
(TA for short, i.e., the signature of Node1), a Duration field
(i.e., the number of Receive address), and n Receive address
fields (RA for short, i.e., the signature of the sender of the
backscattered data buffered in Node1). The length of each
field is 1 microslot. In the example of Figure 6, the RA only
contains the signature of Tag1-1 (i.e., n = 1), indicating that
Node1 has only successfully received and buffered the back-
scatter data from Tag1-1 between its last and current
transmission.

All tags receive the AB-ACK and detect the TA field in it.
Tag2-1 and Tag2-2 learn from TA that the current sender
node does not belong to the same subcell (i.e., is not Node2),
so they read n from the duration field and then perform
energy harvesting operation for a time of sending n RAs (i.e.,
n microslots). Meanwhile, Tag1-1 and Tag1-2 learn from TA
that Node1 is the current sender node, so they continue to
check the Duration and RA fields. Then, Tag1-1 detects its sig-
nature in RA and knows that its previous transmission is suc-
cessful. Meanwhile, Tag1-2 does not detect its signature in RA
and hence knows that its previous transmission is unsuccess-
ful. Later, it will perform a retransmission to Node1.

Node2 keeps silent.

2.3.3. Period ③: Backscatter Contention. This period is fur-
ther divided into lmicroslots. In each microslot, Node1 sends
a predefined busy tone.

Tag1-1 and Tag1-2 perform energy harvesting and do
not send data to Node1, because Node1 is performing trans-
mission instead of reception. Meanwhile, Tag2-1 and Tag2-2
attempt to send packet to Node2; hence, they perform a con-
tention as follows. First, they generate a random backoff
counter uniformly distributed in ð0, l − 1Þ. Then, they sense
the channel and decrease their counters by 1 if there is no
backscatter preamble (B-preamble) being transmitted. The
B-preamble is a predefined special sequence transmitted

I

ej𝜃1 = 11ej𝜃2 = 01

ej𝜃3 = 00 ej𝜃4 = 10

Q

Figure 4: Constellation diagram of 4-PSK and bits represented by
constellation points.

Figure 5: AMU-MIMO system in the tag-to-WiFi communication:
Node1 and Tag2-1 are inputs, and Node2’s AT1 and AT2 are
outputs.
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using our tag-to-tag communication scheme and its length is
1 microslot. Then, Tag2-1’s counter first reaches 0 and Tag2-
1 starts to broadcast B-preamble repeatedly until the lth
microslot. Tag2-2 detects Tag2-1’s B-preambles, stops its
backoff and transmission attempt, and performs energy
harvesting.

Node2 receives a busy tone from Node1 and a B-
preamble from Tag2-1 in the lth microslot. Then, it substi-
tutes them and the h1iðtÞ, i = 1, 2 obtained in period ① into
(4) to estimate hf ðtÞ ∗ hbiðtÞ, i = 1, 2.

2.3.4. Period ④: Backscatter Transmission. In this period,
Node1 follows the WiFi standard to send its data and the
buffered Tag1-1’s data to 5G-CPE. Tag1-1, Tag1-2, and
Tag2-2 perform energy harvesting. Tag2-1 sends a packet
to Node2 using our tag-to-WiFi communication scheme,
where the packet consists of the tag’s address and a data pay-
load. Node2 buffers this packet and records the tag’s address,
and then, it forwards the packet to the 5G-CPE in its next
transmission.

3. Performance Analysis

In this section, we analyze the MAC layer performance of the
proposed backscatter system (namely, throughput). We con-
sider a saturated network (i.e., all WiFi nodes and backscatter
tags always have a packet to send) consisting of 1 5G-CPE

and n subcells. Each subcell consists of 1 node and g tags.
That is, there are n nodes and G tags in total, where G = n
× g. We also assume that the nodes have the same packet size
Lw and the tags have another same packet size Lb. In the fol-
lowing, we express the throughput in terms of WiFi and
backscatter.

3.1. Throughput of WiFi. In the following, we first calculate
the generic slot and then express the throughput of WiFi.

3.1.1. Calculation of the Generic Slot. Let τðγÞ denote the
attempt rate of each WiFi node. In 802.11 networks, τðγÞ
can be achieved through setting the minimum contention
windows (CWmin) and the maximum backoff stage (m)
[21]. We have

τ γð Þ = 2
1 + CWmin + γCWmin∑

m−1
k=0 2γð Þk

, ð8Þ

where γ is the collision probability of eachWiFi node and can
be expressed as

γ = 1 − 1 − τ γð Þð Þn−1: ð9Þ

LetΩ denote time duration of the generic slot that elapses
for one decrement of the backoff counter. Ω depends on

5G-CPE
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Tag1-1

Tag1-2

Back off

Packet
transmission

WiFi packet

l duplicatebusy tonesMAC-header AB-ACK

ACK

WiFi data→5G-CPE

Node2 WiFi signal and backscatter signal reception

Tag2-1

AB-ACK

Packet
reception

1 2

B-preambleB-preamble...

Tag2-2

AB-ACK

B-preamble Backscatter data→Node2

3 4

PHY-header

t

t

t

t

t
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t

Figure 6: Example of transmission process in our MAC design.

Transmit address (TA) Duration Receive address 1 (RA1) Receive address n (RAn)...
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1

Figure 7: Asynchronous block ACK format.
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whether a slot is idle or interrupted by a successful or an
unsuccessful WiFi transmission [22, 23]. So, Ω can be
expressed as

Ω =

σ, 1 − Pb,

Ts, Ps,

T�s, Pb − Ps,

8>><
>>: ð10Þ

where Pb = 1 − ð1 − τðγÞÞn is the probability of a busy slot;
Ps = nτðγÞð1 − τðγÞÞn−1 is the probability of a successful WiFi
transmission from any of n contending nodes; σ is the dura-
tion of one time slot; and T s and T�s are the mean time for a
successful transmission and an unsuccessful transmission,
respectively.

Let EðΩÞ denote the mean value ofΩ. We have

E Ωð Þ = 1 − Pbð Þσ + PsTs + Pb − Psð ÞT�s: ð11Þ

3.1.2. Calculation of WiFi’s Throughput. We define the
throughput,Γw, as the number of bits that the WiFi nodes
successfully transmit in EðΩÞ [21–23]. We have

Γw =
PsLw
E Ωð Þ : ð12Þ

3.2. Throughput of Backscatter. Here, we first calculate the
probability of a successful backscatter transmission and then
calculate the throughput of backscatter.

3.2.1. Calculation of the Probability of a Successful Backscatter
Transmission. In a subcell, when there is only one tag that
wins the contention, the winner tag performs a successful

backscatter transmission. Let β denote the probability of a
successful backscatter transmission. We have

β =
∑l−2

i=0C
1
g C1

l−i−1
� �g−1
C1
l

� �g : ð13Þ

In (13), the denominator represents the number of g tags’
all possible contention results, while the numerator repre-
sents the number of that only one tag wins the contention.
In the numerator, i is the backoff counter of the winner; l −
2 is the maximum backoff counter that the winner can select.
C1
g represents that any one of g contending tags wins the con-

tention, where its backoff counter equals to i. ðC1
l−i−2Þg−1 rep-

resents that the other g − 1 tags fail the contention, where
their backoff counters are greater than i.

3.2.2. Calculation of Backscatter’s Throughput. Each success-
ful WiFi transmission can provide a backscatter Transmis-
sion Opportunity (TXOP) for all winner tags in other n − 1
subcells (except the subcell of the WiFi transmitter), and
then, the winners can transmit their backscatter data to the
neighbouring WiFi nodes in parallel. Note that we have the
same β in all subcells, because the number of tags in all sub-
cells is the same. Therefore, we express the throughput of
backscatter, Γb, by

Γb =
n − 1ð ÞβPsLb

E Ωð Þ : ð14Þ

Finally, we also define the total throughput, Γt, as the sum
of WiFi’s throughput and backscatter’s throughput, which
can be expressed as

Table 1: Main simulation parameters for PHY and MAC layers of WiFi.

Parameter Description Value

PHY model

Rdata Data rate of MCS 4/MCS 8 3.9/7.8Mb/s

Rbasic Basic rate 0.65Mb/s

PHY header Length of PHY header 160 μs

MAC model

TSIFS Duration of SIFS interval 160 μs

TDIFS Duration of DIFS interval 264 μs

TSlot Duration of an IEEE 802.11ah time slot 52 μs

LWiFi Length of DATA packets 1000 bytes

LACK Length of ACK packets 14 bytes

MAC header (40 bytes + 4 bytes)@Rdata 46 μs

Route header 20 bytes@Rdata 21 μs

TWiFi 1000 bytes@Rdata 1026 μs

TACK (24 bytes + 1 4bytes)@Rbasic 39 μs

CWmin Minimum value of contention window 16

m Maximum backoff stage 7
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Γt = Γw + Γb: ð15Þ

4. Performance Evaluation

In this section, we verify the accuracy of our theoretical
model and make comparisons with BackFi [8].

In our design, we consider an IoT network consisting of 1
5G-CPE, n nodes, and GðG = n × gÞ tags, where each subcell
consists of 1 node and g tags. The WiFi nodes contend to
upload their data to 5G-CPE, where each WiFi transmission
activates n − 1 backscatter transmissions in other subcells.

In BackFi, the IoT network comprises 1 5G-CPE, n
nodes, and g tags, where all tags surround the 5G-CPE in
the transmission range of backscatter. The 5G-CPE of BackFi
contends for the channel to obtain the backscatter data.
When the 5G-CPE wins the channel, it sends the excitation
signal to a target tag. Then, the tag modulates the excitation
signal and reflects the signal back to the 5G-CPE.

In simulation, we consider a saturated network (in both
our design and BackFi). The PHY and MAC layer’s default
parameter settings of our design and BackFi are set according
to IEEE 802.11ah [13] and listed in Table 1. The other default
parameter settings of our design are shown in Table 2.

Here, we verify the accuracy of our model in terms of
throughputs (which are calculated by (12) and (14)).
Figure 8 plots the WiFi’s throughput and backscatter’s
throughput, when n = 1,⋯, 10; g = 5; and Rdata = 3:9Mb/s.
From Figure 8, we have the following observations:

(i) The theoretical curves closely match the simulation
curves. This manifests that our performance model
is very accurate

(ii) As n increases, the throughput of WiFi decreases
slightly, while the throughput of backscatter
increases significantly. For example, the throughput
of backscatter when n = 10 (0.68Mb/s) is 0.7 times
more than that of when n = 5 (0.4Mb/s)

Here, we compare our design with BackFi in terms of
WiFi’s throughput, backscatter’s throughput, and total
throughput. Figure 9 plots the throughput of our design
and BackFi as the number of nodes, n, varies, where g = 5
and Rdata = 7:8Mb/s. From Figure 9, we have the following
observations:

(i) As n increases from 1 to 20, the total throughput of
our design is steady at 3.0Mb/s, while that of BackFi
decreases from 3.1Mb/s to 2.5Mb/s

(ii) The backscatter’s throughput of our design is much
higher than that of BackFi. The reasons are as fol-
lows. In our design, each WiFi transmission
(whether transmitted by the 5G-CPE or the WiFi
nodes) can activate n − 1 backscatter transmissions.
However, in BackFi, only each 5G-CPE’s transmis-
sion can activate one backscatter transmission

(iii) The WiFi’s throughput of our design is always
0.3Mb/s lower than that of BackFi. This is because

our design introduces the AB-ACK and the back-
scatter contention, which increases redundancy of
WiFi packet

5. Conclusions

In this paper, we propose a low-cost and long-range node-
assisted WiFi-BSC for 5G-enabled IoT. First, in the PHY

Table 2: Main simulation parameters of our design.

Parameter Description Value

l Number of microslot 8

Lmicro−slot Length of micro-slot 16 μs
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Number of WiFi nodes, n
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layer, we enable the off-the-shelf WiFi devices to receive and
decode backscatter signals using only two regular antennas,
which reduces the deployment cost of WiFi-BSC signifi-
cantly. Then, in the MAC layer, we enable WiFi nodes to
relayWiFi-BSC data toward the 5G-CPE, extending the com-
munication range of WiFi-BSC greatly. Next, we model our
scheme. Finally, we run extensive simulations to verify the
accuracy of our model and the effectiveness of our scheme.
This study shows that the WiFi-BSC has a great potential in
5G-enabled IoT.
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With the development of Internet of Things (IoTs), devices are now connecting and communicating together on a heretofore
unheard-of scale, forming huge heterogeneous networks of mobile IoT-enabled devices. For beyond 5G- (B5G-) enabled
networks, this raises concerns in terms of spectral resource allocation and associated security. Cognitive radio is one effective
solution to such a spectrum sharing issue which can be adopted to these B5G networks, which works on the principle of sharing
spectrum between primary and secondary users. In this paper, we develop the confidentiality of cognitive radio network (CRNs)
for IoT over k-μ fading channels, with the information transmitted between secondary networks with multiple cooperative
eavesdroppers, under the constraint of the maximum interference that the primary users can tolerate. All considered facilities
use a single-antenna receiver. Of particular interest, the minimum limit values of secure outage probability (SOP) and the
probability of strictly positive secrecy capacity (SPSC) are developed for this model in a concise form. Finally, the Monte Carlo
simulations for the system are provided to support the theoretical analysis presented.

1. Introduction

With the recent roll-out of 5G technology globally, an ever-
increasing number of intelligent devices are now joining the
Internet including mobile IoT devices in social, industrial,
healthcare, and smart-grid nature [1]. With this rapid rise
in connectivity between such devices, associated security
threats and challenges are also on the increase, becoming
more pressing, and need to be resolved urgently.

Traditional network encryption mechanisms can resolve
security problem through various encryption algorithms at
the network layer and above. However, such encryption
mechanisms can no longer provide perfect security for
wireless communication networks due to the complexity
and time-consuming nature of the problem. Fortunately,
the influence of fading channel and noise actually provides
the possibility for implementing physical layer security
(PLS), which has been the subject of extensive research in
the literature. On the basis of [2], Wyner first proposed a
model to estimate the security of communication systems
[3]. For the scenarios of active eavesdropping, Ai et al. pro-

vided another evaluation benchmark, namely, average
secrecy capacity (ASC), over double-Rayleigh fading chan-
nels [4]. Referring to the classical Wyner eavesdropping
model, SOP was given to study the security of the correlated
Rician fading channels [5]. To minimize information leak-
age, a precoding scheme and the security of Rician fading
channels were investigated by analyzing the SOP in [6]. Else-
where, [7] studied the security capability of large-scale fading
channels according to the probability of nonzero secrecy
capacity (PNSC) and SOP.

The generalized fading channel can model the real trans-
mission environment. By changing its parameters, it can
represent many channel models. To account for this, a large
section of the literature has studied the transmission
performance and security of the generalized fading channels
[8–15]. In [8], Lei et al. employed two mathematical forms
to complete the derivation of the lower limit of SOP and
strictly positive secrecy capacity (SPSC). Elsewhere, the
ability of such a channel to resist active eavesdropping
was investigated by deriving the ASC in [9]. Using a sys-
tem model of decode-and-forward (DF) relay cooperation
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over generalized-K channels, the exact and approximate the-
oretical expressions of SOP and ESC were evaluated in [10].
Using channels with the premise that the main link follows
α-μ distribution and the eavesdropping link was modelled
as k-μ distribution, the analytical expressions of ASC, SOP,
and SPSC were derived in [11]. Sun et al. described the closed
form of SOP and SPSC over other k-μ shadowed fading chan-
nels in a concise form [12] and gave an approximate analysis
through the method of moment matching. The authors of
[13] analyzed the security of Fox’s H-function fading chan-
nels by simulating the SOP and probability of nonzero
secrecy capacity (PNZ). In real-world wireless communica-
tion networks (WCNs), the correlation between antennas
cannot be ignored. Based on this, the security performance
analysis of correlated systems over η-μ fading channels [14]
and k-μ shadowed fading channels [15] has also been
investigated.

More recently, nonorthogonal multiple access (NOMA)
and ambient backscatter communication technology have
attracted more and more attention due to the high spectral
and energy efficiency for the Internet of Things. In order to
investigate the reliability and security of the ambient back-
scatter NOMA systems considering hardware damage, the
outage probability (OP) and the intercept probability (IP)
were studied [16]. More practically, the ambient backscatter
NOMA system under in-phase and quadrature-phase imbal-
ance (IQI) was taken into account in [17], where the expres-
sions for the OP and the IP are derived in closed exact
analytical form [18] and the secure performance for the
future beyond 5G (B5G) networks in the presence of nonlin-
ear energy harvesters and imperfect CSI and IQI in terms of
the closed form of OP and IP was studied.

Most recently, many scholars are interested in CRNs
because they can make use of scarce spectrum resources
without causing decoding errors to the primary user’s com-
munication. Considering a multirelay network over Naka-
gami- m fading channels, the authors of [19] studied the
effect of three different relay schemes on the security capacity
of the channel. In [20], the SOP of the single-input multiple-
output (SIMO) underlay CRNs over Rayleigh fading chan-
nels with imperfect CSI were derived and analyzed. Park
et al. [21] proposed a CRN model composed of a multirelay
primary network and a direct link secondary network, where
the outage performance of the two networks was analyzed.
The secrecy outage performance of DF-based multihop relay
CRN under different parameters was investigated in the pres-
ence of imperfect CSI in [22]. The authors in [23] studied the
energy distribution of CRN by analyzing spectrum sharing.
Based on an underlying CRN, the derivation and analysis of
SOP and SPSC are described in [24]. Combined with
machine learning, a resource allocation protocol for CRN
has also been proposed, and the influence of channel param-
eters on spectrum efficiency is presented in [25]. For condi-
tions where the secondary network cannot interfere with
the communication of the primary network, the authors in
[26] took PNSC and SOP as the benchmark for studying
CRN over Rayleigh fading channels. Recently, security issues
are studied for popular applications such as relaying system a
direct connection [27] and NOMA system [28].

As a generalized channel, k-μ fading can be equated with
Rayleigh, one-sided Gaussian, Nakagami- m, and Rician
fading channel [29], which can be used to simulate many
wireless communication scenarios, so it is of great value to
explore transmission performance. Bhargav et al. [30] ana-
lyzed the security of the wiretap system over fading channels
by deriving the SOP and SPSC of the considered system. The
SOP was derived based on classical Wyner’s model over k-μ
distribution [31]. The authors in [32] studied the statistical
properties of k-μ distribution and obtained the probability
density function (PDF) and cumulative distribution function
(CDF) for multiple independent k-μ variables. Utilizing DF
relay scheme, the SOP and SPSC in a relay system over k-μ
channels were provided [33]. As an extension to [32], the
authors of analyzed the secrecy outage performance of a
SIMO wiretap system over k-μ channels.

1.1. Motivation and Contribution. To date, there is negligible
work presented in the literature on the CRN security assess-
ment of multiple eavesdroppers over k-μ fading channels.
Motivated by the aforementioned discussions, this paper
presents such an investigation into the secrecy outage perfor-
mance of CRN under multiple eavesdroppers by deriving the
SOP and SPSC.

The main contributions of this paper are summarized as
follows:

(i) The work presents a CRN security assessment of
multiple eavesdroppers over k-μ fading channels,
considering multiple eavesdroppers in the cognitive
radio network. It provides theoretical analysis of
SOP and studies the influence of channel parame-
ters and other parameters on the secrecy outage
performance

(ii) The paper also presents a derivation of SPSC for
such a setup, from which it can be seen that SPSC
is independent of the primary channel, and this con-
clusion is confirmed by simulation

(iii) To further evaluate the security for the considered
system, the asymptotic analysis of SOP in the high
signal-to-noise ratios (SNRs) is derived in this paper.
The simulation results indicate that the secrecy
diversity order is equal to the main channel parame-
ters and is not influenced by the other parameters

1.2. Organization. The rest of this paper is organized as fol-
lows. Section 2 illustrates the proposed systemmodel. Section
3 presents the premise, including the PDFs and CDFs of the
main, primary, and wiretap channel. The SOP is derived in
Section 4, the asymptotic SOP is then considered in Section
5. Section 6 introduces the associated evaluation of the SPSC.
In Section 7, numerical results are presented based on the
Monte Carlo method to verify the theoretical analysis pre-
sented in the preceding sections. Finally, Section 8 provides
the conclusion for this paper.

1.3. Notations. In this paper, Imð⋅Þ is the modified Bessel
function with order m and we present Γð⋅Þ as the Gamma
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function. γða, zÞ denotes the Pochhammer symbol. ðUÞk is the
denotation of the generalized Laguerre polynomial. Lk

mð⋅Þ
presents upper incomplete Gamma function. Ψða, b ; zÞ is
the Tricomi confluent hypergeometric function defined in
[33] (Equation (9.211.4)). 2F1ða, b ; c ; zÞ is the Gauss hyper-
geometric function of variable z with parameters of a, b, and
c. In this paper, we represent the probability density function
(PDF) in f ð⋅Þ and the cumulative distribution function
(CDF) in Fð⋅Þ.

2. System Model

The system model is presented in Figure 1. It consists of one
primary transmitter (PT), one primary receiver (PR), one
secondary transmitter (ST), one secondary receiver (SR),
and multiple eavesdroppers ðEi, i = 1, 2,⋯,LEÞ. An effective
way to realize spectrum sharing is to use cognitive radio net-
works (CRN). There are three types of CRN: interweave,
underlay, and overlay. The model in this paper adopts the
underlying CRN. The system model and analysis method
can also be applied to other wireless fading channels.

In this paper, we assume that the considered network
functions in underlay mode, i.e., the secondary users (SUs),
concurrently are entitled to use the resources of the primary
network. In underlay mode, communication among the sec-
ondary networks of the CRN can be implemented, but it
must be carried out under the limitation of guaranteeing
the quantity of service (QoS) of the primary network. ST tries
to transmit information to SR in the presence of multiple
cooperative wiretappers, without reducing the communica-
tion quality of the primary network. Hence, the transmitter
power Ps of ST is written as

Ps =min
Ip

hsp
�� ��2 , Pmax

 !
, ð1Þ

where Ip is the maximum interference power at PR and Pmax
represents the peak transmit power of S restricted by
designed hardware. It is assumed that there are no direct
links between PT and SR and that Ei ði = 1, 2,⋯,LEÞ can only
eavesdrop on the signal from ST. All links of the considered
system are independent, nonidentity, frequency flat, and sub-
ject to k-μ fading, with the coefficients of the channel
unchanging during a transmission block.

Based on these assumptions, hs,v is the channel gain from
S to v, v ∈ ðd, p, ei, i ∈ ð1, 2,⋯,LEÞÞ; the power gains can be
denoted as a k-μ random variable with channel parameters
ðkv , μvÞ, assuming that all channel coefficients are integers;
finally, LE is the number of wiretappers. Therefore, the
received signals are

ysp = hspxs + np,

ysd = hsdxs + nd ,

ysei = hseixs + nei ,

8>><
>>: ð2Þ

where np, nd , nei are the additive white Gaussian noise with
zero mean value and variance of σ2 on PR, SR, and Ei. From
(2), the received instantaneous SNRs are

γp =
hsp
�� ��2Ps

σ2
,

γd =
hsdj j2Ps

σ2
,

γei =
hsei
�� ��2Ps

σ2 :

8>>>>>>>><
>>>>>>>>:

ð3Þ

For convenience, we define x = jhspj2,yd = jhsdj2, and yei =
jhsei j

2. Taking into account that multiple eavesdroppers

ę
ęMain channel

PT PR

hs,p

hs,d

hs,eN

hs,en

En

EN

E1

hs,e1

ST

SR

Wiretap channel

Primary channel

Figure 1: System model.
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collaborate with maximal ratio combining (MRC) technol-
ogy, the total received instantaneous SNR at E is

γe = 〠
LE

i=1
γei =

Ps

σ2
〠
LE

i=1
hsei
�� ��2: ð4Þ

From this, one can get the total wiretapped channel
power gain as

ye = 〠
LE

i=1
hsei
�� ��2: ð5Þ

3. Statistical Characteristics of k-μ Fading

Since all channels of the considered system experience the
independent, nonidentity k-μ fading, from [26] (Equation
(10)), the k-μ power probability density function (PDF) of
the link from ST to SR or Ei can be expressed as

f u zð Þ = μu 1 + kuð Þ μu+1ð Þ/2

ku
μu‐1ð Þ/2eμukuΩu

z
Ωu

� � μu‐1ð Þ/2
e − μu 1+kuð Þð Þ/Ωuð Þzð Þ

× Iμu−1 2μu

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ku 1 + kuð Þ

Ωu
z

s !

=
1

eμuku
μu 1 + kuð Þ

Ωu

� �μu
e − μu 1+kuð Þð Þ/Ωuð Þzð Þ

× 〠
∞

i=0

kuμuð Þi
i!Γ μu + ið Þ

μu 1 + kuð Þ
Ωu

� �i

zi+μu−1,

ð6Þ

where z ∈ ðyd , xÞ, u ∈ ðp, dÞ, and p, and d denote the sub-
scripts of the channel coefficient from ST to PR or SR, respec-
tively; yd ,x is the channel power gain of the link from ST to
SR or PR, respectively; Imð⋅Þ is the modified Bessel function;
and Γð⋅Þ is the Gamma function.

Utilizing ([34] Equation (8.445)), we substitute λu =
ðð1 + kuÞμuÞ/Ωu into (6), and after some algebraic manip-
ulations, (6) can be rewritten as

f u zð Þ = λuð Þ μu+1ð Þ/2 zð Þ μu−1ð Þ/2e−λuz

μukuð Þμu−1/2eμuku
Iμu−1 2

ffiffiffiffiffiffiffiffiffi
μuku

q ffiffiffiffiffiffiffi
λuz

p� �

=
λuð Þμu
eμuku

〠
∞

i=0

kuμuλuð Þi
i!Γ μu + ið Þ z

i+μu−1e−λuz:

ð7Þ

According to the relation between the CDF and PDF,
the CDF of the channel gain can now be derived as

Fu zð Þ = 1 −
1

eμuku
〠
∞

l=0

kuμuð Þl
l!

〠
μu+l−1

n=0

λu
n

n!
zð Þne−λuz

=
1

eμuku
〠
∞

l=0

kuμuð Þl
l!Γ μu + lð Þ γ μu + l, λuzð Þ,

ð8Þ

where γðμu + l, λuzÞ denotes the lower incomplete Gamma
function from ([34] Equation (8.350.1)).

In the considered system, all eavesdropping links, though
independent, are not necessarily identical, and the coopera-
tive eavesdroppers all apply MRC techniques, such that the
total channel gain of all of the wiretap links is written as
ye =∑L

l=1yei, where yei is the channel gain of the link from
the transmitter to Ei and L is the number of eavesdroppers.
Therefore, the PDF of ye is given by [33] (Equation (3))

f yeð Þ = e− y/2βð Þye
U−1

2βð ÞUΓ Uð Þ
〠
∞

k=0

k!ck
Uð Þk

Lk
U−1ð Þ Uye

2βξ

� �

=
e− ye/2βð Þ

2βð ÞU
〠
∞

k=0
ck 〠

k

q=0

−kð Þqyeq+U−1

q!Γ U + qð Þ
U
2βξ

� �q

,
ð9Þ

where ðUÞk = ΓðU + kÞ/ΓðUÞ denotes the Pochhammer sym-
bol [32], the series representation of the generalized Laguerre

polynomial LðU−1Þ
k ([35] Equation (05.08.02.0001.01)). The

efficient ck in f ðyeÞ can be calculated as

c0 =
U
ξ

� �U

exp −
1
2
〠
L

i=1

χiai U − ξð Þ
βξ + ai U − ξð Þ

( )

×
YL
i=1

1 +
ai
β

U
ξ
− 1

� �� �−μei
,

ð10Þ

ck =
1
k
〠
k−1

j=0
cjdk−j, k ≥ 1, ð11Þ

dj = −
jβU
2ξ

〠
L

i=1
χiai β − aið Þj−1 ξ

βξ + ai U − ξð Þ
� �j+1

+ 〠
L

i=1
μei

1 − ai/β
1 + U/ξ − 1ð Þai/β
� �j

j ≥ 1ð Þ,

ð12Þ
where ai =Ωei/½2μeið1 + keiÞ� ; χei = 2keiμei ;U =∑L

i=0μi; L is
the number of eavesdroppers; Ωei is the average power gain
of the ith wiretap link; and kei, μei are the channel coefficients
of the ith wiretap link. The parameters ξ and β must be
carefully selected to guarantee the convergence of the series
in (9). Specifically, when ξ <U/2 and β > 0, (9) will con-
verge in any finite interval; if ξ ≥U/2,β must be chosen
as β > ð2 −U/ξÞaðnÞ/2, to make certain the uniform conver-
gence of (9) in any finite interval, where aðnÞ =max faig ði =
1,⋯, LÞ.

4. Analysis of Secrecy Outage Probability

According to information security theory, perfect secrecy
connection can be guaranteed if the rate of encoding of the
confidential data into code words is lower or equal to the
secrecy capacity. Otherwise, the security of the information
will be compromised. In this section, we focus on analyzing
the SOP, which is an important performance metric of
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describing the security of the considered system; it denotes
the maximum achievable rate. The secrecy capacity of CRN is

Cs =
CD − CEγd > γe,

0γd ≤ γe,

(
ð13Þ

where CD= log2ð1 + γDÞ and CE= log2ð1 + γeÞ are the instan-
taneous channel capacity of main and wiretap link (s),
respectively.

For a CRN working in underlay mode, in order to guar-
antee the quality of the service for the primary network, the
transmitter power of ST must be constrained by the maxi-
mum interference threshold, Ip, that the primary user can
tolerate and its maximum transmitter power, Pmax, as

Ps =min
Ip
x
, Pmax

� �
: ð14Þ

From the definition of SOP, it can be denoted as

SOP = Pr Cs ≤ Cthf g
= Pr Cs ≤ Cth, x <

Ip
Pmax

� �
+ Pr Cs ≤ Cth, x ≥

Ip
Pmax

� �

= Pr Cs ≤ Cth, Ps = Pmaxf g|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
SOP1

+ Pr Cs ≤ Cth, Ps =
Ip
x

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

SOP2

:

ð15Þ

From expression (15), we can see that the SOP is
composed of two components, with reference to SOP1 and
SOP2. The remainder of this section will consider these 2
terms in greater detail.

4.1. SOP1 Analysis. When Ps = Pmax, the work mode is the
same as for a normal communication system. According to
probability theory, SOP1 can be calculated as

SOP1 = Pr Cs ≤ Cth, Ps = Pmax
	 


= Pr γd ≤ eCthγe + eCth − 1
	 
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I1

Pr x ≤
Ip

Pmax

� �
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

I2

: ð16Þ

Next, we derive an expression for I1, from (16):

I1 = Pr γd ≤ eCthγe + eCth − 1
	 


, ð17Þ

where γd = ðPs/σ2Þyd , γe = ðPs/σ2Þye, and Ps = Pmax. Rearran-
ging terms and using mathematical methods, we can obtain

I1 = Pr yd ≤Θye +
Θ − 1
α

� �

=
ð∝
0
FD Θye +

Θ − 1
α

� �
f E yeð Þdye,

ð18Þ

where Θ = eCth and α = Pmax/σ2: Taking account of the fact
that I1 >

Ð∝
0 FDðΘyeÞf EðyeÞdye, here, we derive the lower

bound of I1 as

IL1 =
ð∝
0
FD Θyeð Þf E yeð Þdye: ð19Þ

Substituting (8) and (9) into (19) and utilizing [38]
(Equation (3.10.1.2)), we derived the expression of IL1 as

IL1 =
2βΘλdð Þμd
eμdkd

〠
∞

k=0
ck × 〠

k

q=0

−kð Þq
q!Γ U + qð Þ

U
ξ

� �q

× 〠
∞

i=0

2βΘλdkdμdð Þi
i!Γ μd + ið Þ

Γ μd + i + q +Uð Þ
μd + ið Þ

× 2F1 μd + i, μd + i + q +U ; μd + i + 1;−2βΘλdð Þ:
ð20Þ

Applying (8) to this equation, we get

I2 = FP

Ip
Pmax

� �
=

1
eμpkp

〠
∞

l=0
Cl: ð21Þ

From this, the lower bound of SOP1 can be obtained by
applying (20) and (21) as

SOP1
L = C0 〠

∞

k=0
〠
∞

l=0
〠
k

q=0
〠
∞

i=0
ckCiClCqΓ μd + i + q +Uð Þ2F1 μdð

+ i, μd + i + q +U ; μd + i + 1;−2βΘλdÞ,
ð22Þ

where

C0 =
1

eμpkp
2βΘλdð Þμd
eμdkd

,

Ci =
2βΘλdkdμdð Þi

i! μd + ið ÞΓ μd + ið Þ ,

Cl =
kpμp
� �l

l!Γ μp + l
� � γ μp + l, λp

Ip
Pmax

� �
,

Cq =
−kð Þq

q!Γ U + qð Þ
U
ξ

� �q

:

ð23Þ

4.2. SOP2 Analysis. From (15), SOP2 can be expressed as

SOP2 = Pr Cs ≤ Cth, Ps =
Ip
x

� �

= Pr
1 + γd
1 + γe

≤ eCth , x >
Ip

Pmax

� �

= Pr γd ≤ eCthγe + eCth − 1, x >
Ip

Pmax

� �
:

ð24Þ
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Let β2 = Ip/σ2, after some mathematical operations simi-
lar to those employed for I1, we obtain the following expres-
sion for SOP2:

SOP2 = Pr yd ≤Θye +
Θ − 1
β2

x, x >
Ip

Pmax

� �
=
ð∞
Ip/Pmax

H xð Þf P xð Þdx,
ð25Þ

where HðxÞ = Ð∞0 FDðΘye + ððΘ − 1Þ/β2ÞxÞf EðyeÞdye. Substitut-
ing (8) into this equation, after some mathematical deriva-
tion, we can obtain HðxÞ as

H xð Þ = 1 − IH xð Þ, ð26Þ

where

IH xð Þ = 1
eμdkd

〠
∞

i=0

kdμdð Þi
i!

〠
μd+i−1

n=0

λd
n

n!

�
ð∞
0
e−λd Θye+ Θ−1ð Þ/β2ð Þxð Þ Θye +

Θ − 1
β2

x
� �n

f E yeð Þdye:

ð27Þ

Then, substituting (7) into (25), IHðxÞ can be given by

IH xð Þ = φð ÞU
ekdμd

〠
∞

g=0

kdμdð Þg
g!

〠
μd+g−1

n=0

1 − φð Þn
n!

� 〠
∞

k=0
ck 〠

k

q=0

−kð Þq
q!Γ U + qð Þ

φU
ξ

� �q

× 〠
n

d=0
Cd
n

Θ − 1
β2

� �d

q +U − 1 + n − dð Þ!

� λd
1 − φ

� �d

xde−λd Θ−1ð Þ/β2ð Þxð Þ,

ð28Þ

where φ = 1/ð2βλdΘ + 1Þ; substituting (26) into (25), SOP2
becomes

SOP2 = 1 − I2 −
ð∞
Ip/Pmax

IH xð Þf P xð Þdx|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Ip2

: ð29Þ

From this, we can substitute (28) and (7) into IP2
, and

with the aid of binomial expansion and [34] (Equation
(3.351.3)), IP2

can be shown to be

Ip2 =D0 〠
∞

i=0
〠
∞

g=0
〠

μd+g−1

n=0
〠
∞

k=0
〠
k

q=0
〠
n

d=0
DiDgDnckDqDdC

d
n

� q +U − 1 + n − dð Þ!

× Γ μp + i + d, λd
Θ − 1
β2

+ λp

� �
Ip

Pmax

� �
,

ð30Þ

where

D0 =
φUψμp

ekdμd+μpkp
,

Di =
kpμpψ
� �i
i!Γ μp + i
� � ,

Dg =
kdμdð Þg
g!

,

Dn =
1 − φð Þn
n!

,

Dd =
1 − ψ

1 − φ

� �d

,

ð31Þ

Dq = ðð−kÞq/q!ΓðU + qÞÞðφU/ξÞq,
ψ = λp/λdððΘ − 1Þ/β2Þ + λp:

Γðx, yÞ is the upper incomplete Gamma function ([34]
Equation (8.350.2)). Making use of the derivation result, the
lower SOP can be obtained as

SOPL = 1 − I2 − Ip2 + SOPL
1 : ð32Þ

5. Analysis of Secrecy Outage Probability
Asymptotic Secure Outage Probability

Although the expressions of SOP can help us perform numer-
ical analysis on the secrecy outage performance of the consid-
ered system, asymptotic analysis can also be used to further
evaluate the system performance. Therefore, we focus on the
derivation of an asymptotic expression of SOP in this section
and study the impact of the maximum transmit power ðPmaxÞ
of ST and the maximum interference ðIpÞ that PU can tolerate
on the secrecy communication with multiple eavesdroppers.

In the high-SNR region, the asymptotic SOP can be
defined as

SOP∞ = GaΩdð Þ−Gd + ο Ωd
−Gd

 �
, ð33Þ

where Gd = μd denotes the secrecy diversity order and οð⋅Þ
represents higher order terms. The secrecy array gain is

Ga =
1

1 + kdð Þμd
1

2βΘð ÞU μdð Þeμpkp
Θ − 1
α

� �U+μd
(

�〠
∞

l=0
〠
∞

k=0
〠
k

q=0
A0ClckAq ×

Θ − 1
Θα

� �q

Γ q +Uð ÞΨ

� q +U , q +U + μd + 1 ;
Θ − 1
2βΘα

� �

+
2βΘð Þμd
μdð Þeμpkp

〠
∞

k=0
〠
k

q=0
〠
μd

d=0
〠
∞

i=0
A0ckAqAdAiΓ

� μp + i + d, λp
Ip

Pmax

� ��− 1/μdð Þ
,

ð34Þ
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where

A0 =
1

eμdkd
,

Aq =
−kð Þq

q!Γ U + qð Þ
U
ξ

� �q

,

Ad = Cd
μd

Θ − 1
β2

� �d 1
λp2βΘ

 !d

μd − d + q +U − 1ð Þ!,

Al =
kpμpλp
� �l
l!Γ μp + l
� � :

ð35Þ

6. Probability of Strictly Positive
Secrecy Capacity

In information theory, the absolute security of communica-
tion can be guaranteed only when the instantaneous secrecy
capacity exceeds zero. Thus, SPSC is considered to be an
important indicator for measuring the secure communica-
tion system, which is given by the formula

SPSC = Pr Cs > 0f g = 1 − Pr Cs ≤ 0f g: ð36Þ

SubstitutingCthinto (16), we can get

SOP Cth=0 = 〠
∞

k=0
〠
k

q=0
〠
∞

i=0
B0ckAqAi 2βð Þi+q+μdΓ μd + i + q +Uð Þ

�����
× 2F1 μd + i, μd + i + q +U ; μd + i + 1;−2λdβð Þ,

ð37Þ

where λd = ðμdð1 + kdÞÞ/Ωd ;U =∑L
i=0μei ; B0 = λd

μd /eμdkd ;
Ai = ðkdμdλdÞi/i!ðμd + iÞ!; and Aq and A0 are the same as
mentioned above. Then, SPSC can be obtained as

SPSC = 1 − 〠
∞

k=0
〠
k

q=0
〠
∞

i=0
A0ckAqAi 2βð Þi+q+μdΓ μd + i + q +Uð Þ

× 2F1 μd + i, μd + i + q +U ; μd + i + 1;−2λdβð Þ:
ð38Þ

From this expression of SPSC, we can see that it does not
rely on the primary channel gain but is only dependent on
the gain of eavesdropping channel and main channel.

7. Numerical Results

In this section, the curves obtained by Monte Carlo simula-
tion of SOP for the considered system are compared with
the above mathematical analysis in order to consider the
impact which the different related parameters have on the
security of the cognitive networks. After verification, when
the value of the variable reaches 50 times, it converges to a
constant value. Infinite series does not affect the simulation
results. The parameters utilised in this paper are set to
Pmax = 1 and σ = 1, and the other parameter settings are
as shown in the relevant figure.

Figure 2 shows the curves of the SOP for different num-
bers of eavesdroppers. It can be seen that the analysis results
are in agreement with the simulation curves across the entire
range of SNRs. In addition, the approximate curve is the
tangent line of the exact theoretical results. Moreover, we
can also see that the SOP will increase as the number of
eavesdroppers increases. This is due to the fact that all of
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the eavesdroppers cooperate with each other. The more
eavesdroppers there are, the stronger the wiretapped signal
strength, which means that the eavesdropper SNR increases,
followed by an increase in the SOP.

Figures 3 and 4 provide the curves of SOP versus Ωd for
different values of kd and μd . In order to observe the variation
of SOP with kd more clearly, two groups of experiments with
different parameters were carried out and the results are

shown in Figure 3. It can be seen that SOP decreases with
the increase of either kd or μd . Moreover, we can see that with
this increase in the value ofkdorμdwhich means the SNR at
the receiver increases, the secrecy performance will improve.

Figures 5 and 6 show the influence of channel parameters
ðkd , μdÞ on SOP. In Figure 6, we plot the different curves of
SOP when kd and μd are varied. The blue curve is the differ-
ence between ðkd , μdÞ = ð1, 1Þ and ðkd , μdÞ = ð1, 2Þ; the red
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curve shows the difference of SOP at ðkd , μdÞ = ð3, 1Þ and
ðkd , μdÞ = ð3, 2Þ. It is worth noting that the two curves
coincide together in the low Ωd region; when Ωd is very
high, the difference is very small. When Ωd = 12, the differ-
ence of SOP is a negative peak; the corresponding positive
maximum appears at Ωd = 19, 20. In other words, at these
two points, the channel parameters ðkd , μdÞ have the greatest
impact on the channel security performance.

From Figure 7, it can be seen that the higher the value
of Ip, the better the security of the system, since ST can
transmit more high power information. We can also see

that there is a limitation for the SOP in the high Ip. This
is attributed to the fact that the maximum transmit power
of STðPmaxÞ is equal to 1, while Ip ⟶∞, as suggested in
the above sections.

Next, without loss of generality, we plot a set of curves
with different parameters to observe the effect of Cth on
SOP. As we can see from Figure 8, the SOP for lower Cth out-
performs the ones for the higher Cth. This is due to the fact
that SOP is the probability that secrecy capacity Cs remains
below the output threshold Cth. The lower the threshold Cth
is, the smaller the corresponding probability obtained. In
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particular, the red curve of Cth = 0:01 is almost identical to
the blue curve of Cth = 0:1.

Figure 9 shows the SPSC for different values of Ωp. From
Figure 9, we can see that the SPSC decreases with the increas-
ing values of ðke, μeÞ. This can be explained by noting that the
larger ðke, μeÞ implies a stronger signal obtained by eaves-
droppers; hence, the eavesdropper SNR increases which
decreases the secrecy capacity and thereby increases the

SOP. In addition, we can also observe that the SPSC does
not change with the variation of ðkp, μpÞ as discussed in (38).

To sum up, the interesting conclusion can be obtained
that the improvement of the confidentiality is manifested
by a larger value of SPSC and a smaller value of SOP. There-
fore, a smaller number of eavesdropping antennas, a larger kd
, a larger μd , and a smaller Cth can improve the confidentiality
of the CRN model.
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8. Conclusions

In this paper, we have investigated the security perfor-
mance for CRNs which operate in underlay mode with
5G, beyond 5G, and Internet of Things (IoT) technolo-
gies, where all channels experience independent, but not
necessarily identically, k-μ fading. The exact and asymp-
totic theoretical expressions of SOP are derived for the
considered system in the presence of multiple eavesdrop-
pers. We also derive an equivalent expression for the
SPSC of such a system. These resulting formulae show
that the secrecy diversity order relies on the main chan-
nel parameter. This is corroborated with simulation
results, which also prove this conclusion. Finally, Monte
Carlo simulation results are presented to verify these analyt-
ical expressions and illustrate the influence which factors
have on the secrecy performance versus the SNR ratio (s) of
the channel (s).
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There are high demands on both massive connections and high spectrum efficiency, and the cognitive radio-based nonorthogonal
multiple access (CR-NOMA) system is developed to satisfy such demand. The unreal situation of CR-NOMA is considering the
perfect channel state information (CSI) in receivers. This paper indicates impacts of imperfect CSI on outage and throughput
performance. In particular, we focus on performance of the secondary network related to the imperfect CSI, and we derive
closed-form expressions of outage probability and throughput for the downlink in such a CR-NOMA system. Particularly, a
general form of Nakagami-m fading channel is adopted to examine the impact of fading on the performance of the CR-NOMA
system. As the main achievement, we conduct extensive simulations and provide analyses to demonstrate the outage
performance of the CR-NOMA system with CSI imperfections.

1. Introduction

Considering as a promising multiple access technique, non-
orthogonal multiple access (NOMA) has been proposed
due to the higher traffic adaptation and optimized spectral
efficiency (SE) [1]. By sharing frequency/code/time
resources, the NOMA-based networks serve multiple users
allocated various power allocation (PA) coefficients. In partic-
ular, the users with weak channel qualities are required more
power compared with the users possessing stronger channel
conditions. The strong users benefit from successive interfer-
ence cancellation (SIC) to detect their own messages [1]. By
introducing a cooperative diversity gain, cooperative NOMA
(co-NOMA) has been studied in various scenarios to highlight
the performance of NOMA [2–5]. To enhance the reliability
performance, a co-NOMA scheme was investigated in [5], in
which relay nodes are assigned as the users with better channel
conditions (namely, NOMA-strong users).

To further improve the SE, an underlay cognitive radio
(CR) network is considered as another technique that allows
secondary users (SUs) to transmit only if they do not result in

reducing performance of primary users (PUs) related to
harmful interference [6]. To address some of the 5G chal-
lenges including spectrum efficiency and massive connectiv-
ity, it is necessary to study the combination of NOMA with
CR networks while maintaining reliable transmission of pri-
mary and secondary users. In various circumstances of the
underlay CR-NOMA developed in [7–10], a superimposed
signal is sent by the secondary transmitter to the secondary
NOMA destination users. The authors concluded that if the
PA factors and target rates are accurately chosen, the perfor-
mance of NOMA users can be enhanced.

The outage performance of CR NOMA systems has been
investigated extensively in the literature [11–15]. Particu-
larly, Nakagami-m fading channels are adopted in suitable
systems such as [11, 15]. The authors in [16] studied overlay
CR-inspired NOMA by introducing expressions of the out-
age probability. A similar scenario was performed in [17];
however, different from [16], only the best secondary user
is chosen to forward the signal to the primary user. To assist
in transmission between secondary NOMA users and a sec-
ondary base station (SBS), many relays are deployed [18].
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In such a system, it is beneficial as the selected relay with the
strongest link with the SBS is required to forward signals to
the secondary receivers [18]. However, these papers assumed
that channel state information (CSI) is available and exact
estimation at the receivers. In practice, imperfect CSI occurs
as the main reason of degraded performance. It motivates us
to study the new system performance analysis for CR-
NOMA over Nakagami-m fading. In particular, we evaluate
numerous new challenges when compared to previous works.
These main challenges are summarized as follows.

(i) A cooperative scheme needs to be deployed in the
context of NOMA transmission. Such a NOMA
scheme has been recognized as a crucial approach
to further improve spectral efficiency in CR-NOMA,
especially for users with poor channel condition

(ii) Spectrum sharing is required at the secondary net-
work in CR-NOMA; then, transmit power con-
straint is necessary since the SUs are permitted to
reuse the licensed spectrum bands belonging to the
PU. Spectrum sharing performs well under the con-
ditions that the interference to the PU is guaranteed
to be less than an assigned threshold

(iii) Outage performance of CR-NOMA network
depends on the estimated channels at receiver. How-
ever, imperfect CSI make crucial impacts on SNR
and then outage probability becomes worse

To address these challenges, we propose the CR-NOMA
under a scenario of imperfect CSI by considering the
Nakagami-m fading channel model. The proposed system
in this research is challenging and more realistic compared
with [19]. On the comprehensiveness, we implement our
proposed method through simulations. We summarize the
main contributions of this research as follows.

(i) It need be improved performance of far NOMA
users in CR-NOMA. Due to poor channel condition,
the far user requires to assign a higher power alloca-
tion factor. Particularly, the secondary network is
affected by interference from the primary nodes;
then, relaying scheme should be implemented to
achieve expected system improvement

(ii) Impacts of interference among two networks in CR-
NOMA are considered. Degraded performance can
be accepted under the limitation of interference sat-
isfied. In particular, outage probability and through-
put are the two most important metrics and we
derive the concrete expressions of these metrics
under the constraints of transmit power and sepa-
rated target rates of NOMA users

(iii) Simulation results show the performance of the pro-
posed CR-NOMA model using Nakagami-m fading
channel models with respect to different variable
conditions. We mainly focus on the trade-off
between the system outage performance and other
characteristic parameters such as level of CSI imper-

fections, total transmit power, and target rates. The
results illustrate that the system outage behavior
has a satisfied value within a certain range

2. System Model

We examine a general NOMA model as a system model
shown in Figure 1 wherein a downlink of CR-NOMA sce-
nario. The relay is necessary to serve two NOMA users U1
and U2 which can operate in the secondary network (SN)
containing secondary source (BS) intends and relay R. More-
over, the relay operates in a decode-and-forward (DF) mode.
It is noted that such SN deals with interference to the pri-
mary transmitter (PT) and primary destinations (PD) are
operated in the primary network (PN). The transmit source
BS in the SN is limited by transmit power of the PN. It is
assumed that all nodes are equipped single antenna and
operated in half-duplex mode. The Nakagami-m fading
channel coefficients are adopted in the considered system
with parameter m. In such a CR-NOMA system, we denote
wireless channels from node a to node b as gab. In the sec-
ond hop of the SN, we denote g1 and g2 denote the links
from relay to user U1 and U2, respectively. To guarantee
NOMA fairness characteristic, let a1 and a2 be the power
allocation factors. It is noted that we can assume that a1 >
a2 with a1 + a2 = 1 [20, 21]. nR, n1, and n2 are denoted as
Additive White Gaussian Noise (AWGN) with variance of
N0.

In a real scenario, the imperfect CSI-related channels are
known at the receivers; it is given by [22]

gj = ĝj + ej, ð1Þ

where j ∈ fSR, 1, 2g, ĝj represents the estimated channel fac-
tor, and ej stands for the channel estimation error. Moreover,
IP ~ CNð0,N0μÞ is denoted as the interference from the PN
to SN, and μ is the scaling coefficient of IP. The CSI of pri-
mary transmitters is not available at the secondary receivers
as reported in [19].

To enable functions of CR in the context of the CR-
NOMA system, the transmit power of secondary node Q is
restricted as [19] PQ ≤min ðIth/jgQPj2, PQÞ, Q ∈ fS, Rg. We
denote PQ as the maximum average allowed transmit power,
with Ith denoted as the interference temperature constraint
(ITC) at node PD.

There are two phases in transmission at the SN. The
received signal at the relay R in the first phase is computed by

ySR = ĝSR + eSRð Þ
ffiffiffiffiffi
PS

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð Þ + IP + nR

= ĝSR

ffiffiffiffiffi
PS

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð Þ

+ eSR
ffiffiffiffiffi
PS

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð Þ + IP + nR|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

effective noise

:
ð2Þ

To further evaluate performance, the signal-to-interfer-
ence-plus-noise ratio (SINR) and signal-to-noise ratio
(SNR) before and after performing SIC can be obtained to
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detect signal x1 and x2, respectively, at R and they are given
by

γR,1 =
PS g∧SRj j2a1

PS g∧SRj j2a2 + PS eSRj j2 a1 + a2ð Þ +N0μ +N0

= PS/N0ð Þ g∧SRj j2a1
PS/N0ð Þ g∧SRj j2a2 + PS/N0ð Þ eSRj j2 + μ + 1

= g∧SRj j2a1ρS
g∧SRj j2a2ρS + eSRj j2ρS + μ + 1

,

ð3Þ

γR,2 =
g∧SRj j2a2ρS

eSRj j2ρS + μ + 1
, ð4Þ

where ρS = PS/N0 is defined as the transmit SNR at the BS.
In the second phase, the received signals in Ui, i ∈ f1, 2g,

can be expressed by

yi = ĝi + eið Þ
ffiffiffiffiffi
PR

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð Þ + IP + ni

= ĝi

ffiffiffiffiffi
PR

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð Þ + ei

ffiffiffiffiffi
PR

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð Þ + IP + ni:

ð5Þ

Considering signal at U1, the SINR to detect its signal x1
is given by

γU1,1 =
g∧1j j2a1ρR

g∧1j j2a2ρR + ρR e1j j2 + μ + 1
: ð6Þ

Similarly, to detect signal x1, x2, we compute the corre-
sponding SINR at user U2 as

γU2,1 =
g∧2j j2a1ρR

g∧2j j2a2ρR + ρR e2j j2 + μ + 1
, ð7Þ

γU2,2 =
g∧2j j2a2ρR

ρR e2j j2 + μ + 1
: ð8Þ

3. Performance Analysis

To compute the outage probability (OP) for users Ui, these
functions are necessary, and they include the probability den-
sity function (PDF) and the cumulative distribution function
(CDF) of dedicated Nakagami-m channel, respectively, as [15]

f
gjj j2 xð Þ = xmj−1e−x/Ω j

Γ mj

� �
Ωj

� �mj
, ð9Þ

F
gjj j2 xð Þ = 1 −

Γ mj, x/Ωj

� �
Γ mj

� � =
γ mj, x/Ωj

� �
Γ mj

� � = 1 − e−x/Ω j 〠
mj−1

i=0

1
i!

x
Ωj

 !i

,

ð10Þ
where ΓðαÞ = Ð∞0 xα−1e−xdx, γðα, xÞ = Ð x0xα−1e−xdx, and Γðα,
xÞ = Ð∞x xα−1e−xdx represent for the Gamma function, the
lower and upper incomplete Gamma function, respectively
([23], Equations 8.310.1, 8.350.1, and 8.350.2).

It is noted that the PDF of jejj2 is given as f jejj2ðxÞ =
xmej

−1e−x/Ωe j /ðΓðmej
ÞðΩej

Þmej Þ, in which Ω = λ/m, m, and λ

stand for the fading severity factor and mean, respectively.
Regarding Nakagami fading, we also assume m is an integer
number.

3.1. Outage Probability of User U1. The OP is determined by
SNR, i.e., γthi = 22Rthi − 1 with Rthi being the target rate at user
Ui, i = 1, 2, and its unit is BPCU (BPCU is short for bit per
channel use). Then, it can be computed the OP of U1 as [19]

P1
out = 1 − Pr min γR,1, γU2,1, γU1,1

� �
> γth1

� �
= 1 − Pr γR,1 > γth1

� �
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Ψ1

Pr γU2,1 > γth1

� �
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Ψ2

Pr γU1,1 > γth1

� �
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Ψ3

: ð11Þ

Lemma. The first term of (11) Ψ1 is formulated by

Ψ1 = 〠
mSR−1

iSR=0
〠
iSR

kSR=0

meSR
+ iSR − kSR − 1

meSR
− 1

0
@

1
A

�Θ
kSRΩ

meSR
SR βiSR

1 1 − Γ mSP, ρI/ρSΩSPð Þ/Γ mSPð Þð Þð Þe−β1Θ/ΩSR

kSR!Ω
kSR
SR β1 +ΩSRð ÞmeSR

+iSR−kSR

+ 〠
mSR−1

iSR=0
〠
iSR

kSR=0

meSR
+ iSR − kSR − 1

meSR
− 1

0
@

1
A

� βiSR
1 Ω

meSR
SR

kSR!Γ mSPð Þ β1 +ΩSRð ÞmeSR
+iSR−kSR

× Γ

� mSP + kSR,
β1ΘΩSP +ΩSRð ÞρI

ΩSRΩSPρS

� 	
ΩSR

ΘΩSP

� 	mSP

� β1 +
ΩSR

ΘΩSP

� 	−mSP−kSR
:

ð12Þ

Proof. See the appendix.
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Figure 1: System model of CR-NOMA.

3Wireless Communications and Mobile Computing



Base on (7), we can write Ψ2 as

Ψ2 = Pr g∧2j j2a1ρR
g∧2j j2a2ρR + ρR e2j j2 + μ + 1

> γth1

� 	

= Pr g∧2j j2a1ρR
g∧2j j2a2ρR + e2j j2ρR + μ + 1

> γth1, ρR <
ρI
gRPj j2

� 	

+ Pr g∧2j j2a1ρI
g∧2j j2a2ρI + e2j j2ρI + gRPj j2 μ + 1ð Þ > γth1, ρR >

ρI
gRPj j2

� 	
:

ð13Þ

With the help of (9), (10), and some transform, it can be
expressed as

Ψ2 = 〠
m1−1

i1=0
〠
i1

k1=0

me1
+ i1 − k1 − 1

me1
− 1

0
@

1
A

�Θ
k1Ω

me1
1 βi1

1 1 − Γ mRP , ρI/ρRΩRPð Þ/Γ mRPð Þð Þð Þe−β1Θ/Ω1

k1!Ω
k1
1 β1 +Ω1ð Þme1 +i1−k1

+ 〠
m1−1

i1=0
〠
i1

k1=0

me1
+ i1 − k1 − 1

me1
− 1

0
@

1
A βi1

1Ω
me1
1

k1!Γ mRPð Þ β1 +Ω1ð Þme1 +i1−k1

× Γ mRP + k1,
β1ΘΩRP +Ω1ð ÞρI

Ω1ΩRPρR

� 	
Ω1

ΘΩRP

� 	mRP

� β1 +
Ω1

ΘΩRP

� 	−mRP−k1
,

ð14Þ

where Ωi =Ωi/Ωei
. Similarly, putting (6) into (11) and the

close form of Ψ3 can be obtained as

Ψ3 = 〠
m2−1

i2=0
〠
i2

k2=0

me2
+ i2 − k2 − 1

me2
− 1

0
@

1
A

�Θ
k2Ω

me2
2 βi2

1 1 − Γ mRP , ρI/ρRΩRPð Þ/Γ mRPð Þð Þð Þe−β1Θ/Ω2

k2!Ω
k2
2 β1 +Ω2ð Þme2 +i2−k2

+ 〠
m2−1

i2=0
〠
i2

k2=0

me2
+ i2 − k2 − 1

me2
− 1

0
@

1
A βi2

1Ω
m2
2

k2!Γ mRPð Þ β1 +Ω1ð Þme2 +i2−k2

× Γ mRP + k2,
β1ΘΩRP +Ω2ð ÞρI

Ω2ΩRPρR

� 	
Ω2

ΘΩRP

� 	mRP

� β1 +
Ω2

ΘΩRP

� 	−mRP−k2
:

ð15Þ

Putting the result of Lemma (12), (14), and (15) into (11),
the OP of x1 is written as

P1
out =

1 −Ψ1 ×Ψ2 ×Ψ3, if : γth1 <
a1
a2

,

1, otherwise:

8<
: ð16Þ

□

3.2. Outage Probability of x2. Similarly, it can be obtained
outage probability for x2 as

P2
out = 1 − Pr min γR,2, γU2,2

� �
> γth2

� �
= 1 − Pr γR,2 > γth2

� �
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Ψ4

Pr γU2,2 > γth2

� �
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Ψ5

: ð17Þ

Then, with the (4), Ψ4 can be expressed as

P2
out = Pr g∧SRj j2a2ρS

e2j j2ρS + μ + 1
> γth1

 !

= Pr g∧SRj j2a2ρS
eSRj j2ρS + μ + 1

> γth1, ρS <
ρI
gSPj j2

 !

+ Pr g∧SRj j2a2ρI
eSRj j2ρI + gSPj j2 μ + 1ð Þ > γth1, ρS >

ρI
gSPj j2

 !
:

ð18Þ

Similarly, the close form of Ψ4 is expressed as

Ψ4 = 〠
mSR−1

iSR=0
〠
iSR

kSR=0

meSR
+ iSR − kSR − 1

meSR
− 1

0
@

1
A

�Θ
kSRΩ

meSR
SR β

iSR
2 1 − Γ mSP, ρI/ρSΩSPð Þ/Γ mSPð Þð Þð Þe−β2Θ/ΩSR

kSR!Ω
kSR
SR β2 +ΩSRð ÞmeSR

+iSR−kSR

+ 〠
mSR−1

iSR=0
〠
iSR

kSR=0

meSR
+ iSR − kSR − 1

meSR
− 1

0
@

1
A

� βiSR
2 Ω

meSR
SR

kSR!Γ mSPð Þ β2 +ΩSRð ÞmeSR
+iSR−kSR

� × Γ mSP + kSR,
β2ΘΩSP +ΩSRð ÞρI

ΩSRΩSPρS

� 	
ΩSR

ΘΩSP

� 	mSP

� β2 +
ΩSR

ΘΩSP

� 	−mSP−kSR
,

ð19Þ

where β2 = γth2/α2. Then, Ψ5 is written as

Ψ5 = 〠
m2−1

i2=0
〠
i2

k2=0

me2
+ i2 − k2 − 1

me2
− 1

0
@

1
A

� Θ
k2Ω

me2
2 βi2

2 1 − Γ mRP, ρI/ρRΩRPð Þ/Γ mRPð Þð Þð Þe−β2Θ/Ω2

k2!Ω
k2
2 β2 +Ω2ð Þme2 +i2−k2

+ 〠
m2−1

i2=0
〠
i2

k2=0

me2
+ i2 − k2 − 1

me2
− 1

0
@

1
A βi2

2Ω
m2
2

k2!Γ mRPð Þ β2 +Ω1ð Þme2 +i2−k2

× Γ mRP + k2,
β2ΘΩRP +Ω2ð ÞρI

Ω2ΩRPρR

� 	
Ω2

ΘΩRP

� 	mRP

� β2 +
Ω2

ΘΩRP

� 	−mRP−k2
:

ð20Þ
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Finally, the closed-form outage probability of x2 is
formulated as

P2
out = 1 −Ψ4 ×Ψ5: ð21Þ

3.3. Asymptotic Analysis. To obtain the insight about CR-
NOMA systems, the asymptotic outage probability is pre-
sented in high SNR regimes ρ = ρS = ρR ⟶∞ based on
the outage probability. In high SNR, we use e−x ≈ 1 − x.

Moreover, we can write the incomplete Gamma function as

γ a, bxð Þ =x⟶0 bxð Þa
a

: ð22Þ

Base on analysis, the asymptotic outage probability of x1
is obtained as

P1
out,∞ = 1 −Ψ∞

1 ×Ψ∞
2 ×Ψ∞

3 , ð23Þ

100

10–1

O
ut

ag
e p

ro
ba

bi
lit

y

0 5 10 15 20 25 30

Pout Ana.1

Pout Ana.2

Simulation

OMA
Asymp.

𝜌 in dB

Figure 2: The OP of two users versus transmit SNR with m = 2 and λe = 0:01.

100

10–1

O
ut

ag
e p

ro
ba

bi
lit

y

Simulation

–5 5 10 15 20 25 300
𝜌 in dB

𝜌 = 30 dB

𝜌 = 20 dB

Pout Ana.1

Pout Ana.2

Figure 3: Outage performance versus transmit ρI varying ρ with m = 2 and λe = 0:01.

5Wireless Communications and Mobile Computing



where Ψ∞
1 , Ψ∞

2 , and Ψ∞
3 are expressed, respectively, as

Ψ∞
1 = 〠

mSR−1

iSR=0
〠
iSR

kSR=0

meSR
+ iSR − kSR − 1

meSR
− 1

0
@

1
A

�Θ
kSRΩ

meSR
SR β

iSR
1 β1 +ΩSRð ÞkSR−meSR

−iSR

Γ mSP + 1ð ÞkSR!ΩkSR
SR

1 − β1Θ

ΩSR

� 	
ρI

ρSΩSP

� 	mSP

+ 〠
mSR−1

iSR=0
〠
iSR

kSR=0

�
meSR

+ iSR − kSR − 1

meSR
− 1

0
@

1
A Γ mSP + kSRð ÞβiSR

1 Ω
meSR
SR

kSR!Γ mSPð Þ β1 +ΩSRð ÞmeSR
+iSR−kSR

ΩSR

ΘΩSP

� 	mSP

× 1 − 1
Γ mSP + kSR + 1ð Þ

β1ΘΩSP +ΩSRð ÞρI
ΩSRΩSPρS

� 	mSP+kSR
 !

� β1 +
ΩSR

ΘΩSP

� 	−mSP−kSR
,

Ψ∞
2 = 〠

m1−1

i1=0
〠
i1

k1=0
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Similarly, the asymptotic outage probability of x2 is
expressed as

P1
out,∞ = 1 −Ψ∞

4 ×Ψ∞
5 , ð25Þ

where

Ψ∞
4 = 〠

mSR−1

iSR=0
〠
iSR

kSR=0

meSR
+ iSR − kSR − 1

meSR
− 1

0
@

1
A

� ΘkSR β2 +ΩSRð ÞkSR−meSR
−iSR

kSR!Ω
kSR
SR Γ mSP + 1ð ÞΩ−meSR

SR β−iSR
2

1 − β2Θ

ΩSR

� 	
ρI

ρSΩSP

� 	mSP

+ 〠
mSR−1

iSR=0
〠
iSR

kSR=0

meSR
+ iSR − kSR − 1

meSR
− 1

0
@

1
A

� Γ mSP + kSRð ÞβiSR
2 Ω

meSR
SR

kSR!Γ mSPð Þ β2 +ΩSRð ÞmeSR
+iSR−kSR

β2 +
ΩSR

ΘΩSP

� 	−mSP−kSR

× 1 − 1
Γ mSP + kSR + 1ð Þ

β2ΘΩSP +ΩSRð ÞρI
ΩSRΩSPρS

� 	mSP+kSR
 !

ΩSR

ΘΩSP

� 	mSP

,

Ψ∞
5 = 〠

m2−1

i2=0
〠
i2

k2=0

me2
+ i2 − k2 − 1

me2
− 1

0
@

1
AΘk2Ω

me2
2 βi2

2 β2 +Ω2ð Þk2−me2−i2

k2!Ω
k2
2 Γ mRP + 1ð Þ

� 1 − β2Θ

Ω2

� 	
ρI

ρRΩRP

� 	mRP

+ 〠
m2−1

i2=0
〠
i2

k2=0

me2
+ i2 − k2 − 1

me2
− 1

0
@

1
A

� βi2
2Ω

m2
2 Γ mRP + k2ð Þ

k2!Γ mRPð Þ β2 +Ω1ð Þme2 +i2−k2
Ω2

ΘΩRP

� 	mRP

β2 +
Ω2

ΘΩRP

� 	−mRP−k2

× 1 − 1
Γ mRP + k2 + 1ð Þ

β2ΘΩRP +Ω2ð ÞρI
Ω2ΩRPρR

� 	mRP+k2
 !

:

ð26Þ

3.4. Consideration on Throughput. The achieved outage
probability leads to computations on throughput to indicate
the ability of transmission at fixed target rates. As an extra
metric, overall throughput can be given as

T total = 1 − P1
out

� �
Rth1 + 1 − P2

out
� �

Rth2: ð27Þ

4. Simulation Result

The main parameters in simulation are provided in detail.
First, the fixed power allocation factors are assigned for
two NOMA users, a1 = 0:8, a2 = 0:2. In addition, we set
channel gains as λSR = 1, λSP = λRP = 0:1, λ1 = 1, λ2 = 2,
Rth = Rth1 = Rth2 = 1 (BPCU), λe = λeSR = λe1 = λe2 , m =mSR

=m1 =m2 =mSP =mRP , μ = 0:1, and ρI = 10dB except for
specific cases.

In Figure 2, we consider the OP versus transmit SNR
at the SN. Different OP values are seen for two users at
the SN due to different power allocation factors assigned
to Ui. As the main achievement, the exact matching can
be seen between analytical results and simulation results.
Secondly, the OP of two users are better than the OMA
case in the whole range of SNR ρ, which confirms the
benefit of the CR-NOMA model. In addition, the OP
can be improved as increasing of transmit SNR at the
BS, which confirms the necessity of improving the quality
of transmit signal.

In Figure 3, two cases of ρ which makes impacts on the
OP of two users versus the transmit SNR at secondary source
are studied. It can be seen clearly that ρ = 30dB is a better
case. The main reason is that ρ = 30dB leads to higher SINR
and then OP will be improved.

Figure 4 plots OP of two users in different fading param-
eters; m = 1, m = 3, and m = 3 are the better outage behavior.
It can be seen clearly that m = 3 leads to a better channel
which plays an important role to improve the performance
of destinations. The main reason is that main expressions
of SINR depend on channel gains. Therefore, higher channel
gains result in higher SINR and the corresponding outage
performance can be enhanced. Whenm = 3, such outage per-
formance meets saturation lines sooner for the case of m = 1,
which confirms that the outage performance can not be
adjusted by increasing SNR at the base station at high SNR
region.
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Moreover, other trend of OP is similar as previous cases.
In Figure 5, the OP decreases significantly for the case of

Rth = 0:5 and λe = 0:01. Two factors make influence on OP
performance which is confirmed in this figure. It is important
to examine OP under the impact of imperfect CSI. Therefore,
λe related to the level of imperfect CSI is controlling param-
eter to target best outage performance for two users. The
lower target rate Rth is required at lower CSI imperfection
CSI that provides better outage performance. It can be
observed the lowest case is the OP of user U1 that corre-
sponds to λe = 0:01 and Rth = 0:5.

Regarding impacts of power allocation factors on OP per-
formance, Figure 6 requires we perform simulation for case
of a1 > 0:5. Figure 5 shows the different trends of OPs for
two users Ui when we change power factor as 0:5 < a1 < 1.
Looking at case a1 < 0:7, the OP of the user U2 is better than
that of U1. However, opposite trend happens as a1 > 0:7. The
main reason is that power level allocated to each user is
strictly related to the OP.

To look on throughput performance,m fading parameter
makes influence on the performance of two users of such a
CR-NOMA, all observations as Figure 7. It can be observed
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Figure 6: The OP versus power allocation factor a1 with m = 2 and λe = 0:01.
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that the highest throughput occurs at λe = 0:01 and m = 3.
The ceiling throughput is also seen at a high region on trans-
mit SNR as SNR is greater than 25 dB. Interestingly, the
existence of Rth corresponds to maximal throughput as
simulation reported in Figure 8.

5. Conclusions

In this paper, we have studied the impact of imperfect CSI on
the CR-NOMA as a possible realistic scenario. Two users are
evaluated in terms of outage performance to show advan-
tages of a developed CR-NOMA system wherein NOMA
users cooperate with the relay nodes. In particular, we
derived the closed-form expressions of outage probabilities
and throughput to show performance gaps among two
NOMA users. Our simulation analysis confirms that the tar-
get rates and power allocation factors are main impacts on
these metrics. The further simulation results show that CR-
NOMA yields better outage performance once we limit
imperfect CSI at low level and proper power allocation factor
achieved.

Appendix

Proof of Lemma

Next, we further examine the outage event at the BS for x2
and it can be formulated by the following.

It can be recalled that

Ξ1 = Pr g∧SRj j2a1ρS
g∧SRj j2a2ρS + eSRj j2ρS + μ + 1

> γth1, ρS <
ρI
gSPj j2

 !

+ Pr g∧SRj j2a1ρI
g∧SRj j2a2ρI + eSRj j2ρI + gSPj j2 μ + 1ð Þ > γth1, ρS >

ρI
gSPj j2

 !
,

ðA:1Þ

where ρS = PS/N0, ρR = PR/N0, and ρI = Ith/N0. Then, we
determine the first and second term of (A.1) which are
denoted as C1 and C2, respectively. Firstly, C1 can be rewrit-
ten as

C1 = Pr g∧SRj j2 > β1 eSRj j2 + β1Θ
� �

Pr hSPj j2 < ρI
ρS

� 	
,

ðA:2Þ

where β1 = γth1/a1 − γth1a2 and Θ = μ + 1/ρS.
Then, the first term of C1 is denoted as C11and it can be

obtained as

C11 =
ð∞
0
f eSRj j2 xð Þ

ð∞
β1x+β1Θ

f g∧SRj j2 yð Þdxdy: ðA:3Þ

With the help of (9) and after some manipulations, it can
be further achieved as

C11 = 〠
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+ iSR − kSR − 1
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− 1
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where ΩSR =ΩSR/ΩeSR
. Then, the second term (A.2) is so-

called as C12. With the help of (10), C12 can be given as

C12 = 1 − Γ mSP, ρI/ρSΩSPð Þ
Γ mSPð Þ : ðA:5Þ

The second component is computed as

C2 = Pr g∧SRj j2 > β1 eSRj j2 + β1Θ gSPj j2, gSPj j2 > ρI
ρS

� 	
,

ðA:6Þ

in which Θ = ðμ + 1Þ/ρI . Similarly, C2 is rewritten as
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ΘΩSP

� 	mSP
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:
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Putting (A.4), (A.5), and (A.7) into (A.1), we can obtain
(12). It completes the proof.
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This paper selects an unlicensed relay among available self-powered relays to not only remain but also secure information
transmission from an unlicensed source to an unlicensed destination. The relays harvest energy in signals of the unlicensed
source and the licensed transmitter. Then, they spend the harvested energy for their relaying operation. Conditioned on the
licensed outage restriction, the peak transmission power restriction, Rayleigh fading, and the licensed interference, the current
paper proposes an exact closed-form formula of the secrecy outage probability to quickly evaluate the secrecy performance of
the proposed relay selection method in cognitive radio networks with energy harvesting. The proposed formula is corroborated
by computer simulations. Several results illustrate the effectiveness of the relay selection in securing information transmission.
Additionally, the security capability is saturated at large peak transmission powers or large preset outage probabilities of licensed
users. Furthermore, the security capability depends on many specifications among which the power splitting ratio, the relays’
positions, and the time switching ratio can be optimally selected to obtain the best security performance.

1. Introduction

In cognitive radio networks, unlicensed users are supported
to use opportunistically the allotted frequencies of licensed
users to improve significantly the spectrum utilization effi-
ciency, which is currently low [1]. Amidst three typical oper-
ation mechanisms of cognitive radios (interweave, underlay,
overlay), the underlay one has received more attention
because of its low system design complexity [2]. Following
this trend, our work also considers this mechanism. The
underlay mechanism requires the power allotment for unli-
censed users strictly subject to the licensed outage constraint
(This paper uses “constraint” and “restriction” interchange-
ably) inflicted by communication reliability of licensed users
and the peak transmission power restriction imposed by
hardware design [3]. These power constraints bound the
transmission power of unlicensed users, inducing insufficient
power to reliably transmit information directly from an unli-
censed source to an unlicensed destination. Additionally,

severe wave propagation conditions (heavy path-loss, strong
shadowing, and severe fading) induce communication outage
for the direct channel between the unlicensed source-
destination pair. Therefore, exploiting unlicensed relays in
this direct link can significantly mitigate these severe wave
propagation conditions and eliminate the need of large trans-
mission power over a wide coverage range. Consequently, the
relays can play a role as a bridge for the source information to
reach the destination. Instead of exploiting all available relays
which either transmit simultaneously in one orthogonal
channel or sequentially in several orthogonal channels,
selecting one relay among them according to a certain crite-
rion is considered as an efficient-and-economical solution
in terms of complexity, power, and bandwidth [4–11]. How-
ever, as an assistant, the selected relay may be unwilling to
consume its individual energy for assistant activity. Nowa-
days, advanced technologies allow wireless users to power
their operations by the harvested radio frequency (RF)
energy [12–15]. As a result, the selected relay can extend
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the coverage range of the unlicensed source with the
harvested energy, better maintaining reliable source-to-
destination communications. Nevertheless, the harvested
energy is limited and, thus, the issue is whether the selected
relay can ensure secure-and-reliable communication for
source data against the eavesdropping of wire-tappers in
the viewpoint of information theory. This viewpoint affirms
that the positive subtraction of the wire-tap channel capacity
from the main channel capacity ensures the secured commu-
nications [16]. The current paper solves such an issue.

1.1. Previous Works. While most recent publications focused
on securing direct transmission (i.e., without relaying [17–
23]) and relaying transmission (i.e., without relay selection
[24–28]) in cognitive radio networks with energy harvesting
(CRNwEH) by the physical layer security technique (e.g.,
[29–33]), to the best of our understanding only three works
in [34–36] mentioned the relay selection in these networks.
To be specific, [34] studied the security capability of the con-
ventional reactive relay selection in CRNwEH in terms of the
secrecy outage probability (SOP) throughMonte-Carlo simula-
tions under the (peak transmission and interference) power
constraints. The conventional reactive relay selection selects
one relay which produces the highest signal-to-noise ratio
(SNR) to the destination as compared to all remaining relays.
Additionally, [34] considered the time switching protocol for
energy harvesting, which enables the relay to harvest energy
frommerely the unlicensed source signal. To improve the secu-
rity capability, [35] suggested a link selection method in which
the link (A link is a multihop communication link through
which the unlicensed source transmits information to the unli-
censed destination via multiple unlicensed relays) of the largest
capacity is adopted. Also, [35] permitted the relays to scavenge
the energy in the beacon signals with the time switching proto-
col. Furthermore, [35] solely analyzed the connection outage
probabilities (The connection outage probability indicates the
possibility that the received SNR is smaller than a target value)
of the wire-tapper and the unlicensed destination. Recently,
([37] is the conference version of [36]. In [37], a part of the
results of [36] was briefly presented without any proof. How-
ever, the direct link was considered in [37] but not in [36])
[36] suggested a relay selection method where the adopted
relay must successfully recover the unlicensed source’s infor-
mation and minimize the SNR at the wire-tapper. In [36], the
(peak transmission and interference) power constraints were
imposed on the unlicensed transmission power, and the power
splitting protocol was considered for energy harvesting. Addi-
tionally, [36] only analyzed the intercept outage probability
(The intercept outage probability signifies the possibility that
the SNR at the wire-tapper is lower than a target value). In
addition, [34–36] neglected the interference from the licensed
transmitter (shortly, licensed interference). In general, the
licensed interference should be considered in the underlay
mechanism because both licensed and unlicensed users trans-
mit on the same wireless channel. Moreover, the licensed inter-
ference is useful for energy harvesting at relays. Furthermore,
none of [34–36] neither investigated the licensed outage con-
straint nor analyzed the SOP, a key security capability indicator
in the viewpoint of information theory.

1.2. Motivations. This paper extends [34, 36] with the follow-
ing remarkable differences (Since the system models in [34,
36] and ours are completely different, it is impossible to
compare their security performance under the same system
parameters):

(i) The relays work solely as they are able to recover
successfully the unlicensed source’s information.
Such an operation of the relays avoids the error
propagation (e.g., [34])

(ii) The proposed relay selection method (It is obvious
that this paper completely differs [35] because the
former proposed the relay selection while the latter
proposed the link selection) selects one relay which
produces the largest maximum secrecy rate (As
recommended by the reviewer, “maximum secrecy
rate” should be used in this paper instead of “secrecy
capacity” which is normally used in the literature) as
compared to activated relays. On the contrary, [34]
selects one relay which produces the largest SNR to
the unlicensed destination as compared to all
remaining relays, and [36] selects one relay which
produces the smallest SNR to the wire-tapper as
compared to activated relays. Therefore, the relay
selection method in [34] only concentrated on
improving the main (the unlicensed selected relay
to the unlicensed destination) channel capacity
while that in [36] merely focused on degrading the
wire-tap (the unlicensed selected relay to the wire-
tapper) channel capacity. It is reminded that the sub-
traction of the wire-tap channel capacity from the
main channel capacity is the maximum secrecy rate
[16]. Accordingly, our relay selection is more
complete than [34, 36] in improving and evaluating
the security performance in the viewpoint of infor-
mation theory

(iii) The licensed interference is investigated in analyzing
the security performance of the relay selection in
CRNwEH while [34, 36] ignored this interference.
Considering this interference complicates the per-
formance analysis but valuable because the licensed
interference should not be neglected in the underlay
mechanism in general

(iv) The relays take advantage of the licensed interfer-
ence for energy harvesting. Apparently, converting
unexpected signals to advantageous energy sources
is valuable and this also distinguishes [34, 36] where
the energy in the licensed interference is not har-
vested at relays

(v) The power splitting based energy harvesting method
is employed in this paper while [34] uses the time
switching based energy harvesting method

(vi) Our work suggests the precise closed-form SOP
analysis that distinguishes [34] where merely simu-
lation results were provided and [36] where the
intercept outage probability (IOP) was analyzed. It
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is reminded that the SOP analysis in this paper is
more complete than the IOP analysis in [36] because
the former considers both the wire-tap and main
channels while the latter only investigated the
wire-tap channel. Moreover, our SOP analysis con-
siders the licensed outage constraint while [34, 36]
ignored it

1.3. Contributions. Our work contributes the following:

(i) Propose the relay selection method for securing the
unlicensed source-to-destination information trans-
mission in case that their direct link is blocked. The
proposed method maximizes the maximum secrecy
rate in the information processing stage, and the
relays are able to scavenge the energy in both signals
of the licensed transmitter and the unlicensed source
based on the power splitting protocol. Moreover, the
relays must correctly restore the unlicensed source’s
information before relaying it

(ii) Propose exact closed-form expressions for principal
security capability indicators including the SOP, the
intercept probability (IP), the probability of strictly
positive maximum secrecy rate (PSPMSR) under
both licensed outage restriction and peak transmis-
sion power restriction, and the licensed interference
to quickly assess the secrecy performance of the relay
selection in CRNwEH without the need of exhaus-
tive simulations

(iii) Exploit the suggested formulas to optimally select
pivotal system parameters

(iv) Supply multiple results to achieve helpful insights
into the security capability; for example, the mini-
mum SOP accomplishable with reasonable selection
of the time switching ratio, the relays’ positions, and
the power splitting ratio; the secrecy performance
saturation at high peak transmission powers or high
preset outage probabilities of licensed users

1.4. Paper Structure. The next part describes maximum
secrecy rate, signal model, system model, unlicensed power
allocation, and relay selection. Part 3 presents the detailed
derivation of essential performance indicators including the
IP, the SOP, and the PSPMSR. Part 4 shows analytical/simu-
lated results, and Part 5 closes our work.

2. System Description

2.1. System Model. Figure 1 demonstrates the relay selection
in CRNwEH. A complete communication from the unli-
censed source ðUSÞ to the unlicensed destination ðUDÞ with
the help of the selected unlicensed relay ðURbÞ comprises two
stages as depicted in Figure2(a).

In Stage I, both the licensed transmitter ðLTÞ andUS con-
currently transmit their legitimate information to the
licensed receiver ðLRÞ and UD, correspondingly, inducing
mutual interferences between the unlicensed and licensed
networks. The unlicensed interferences (i.e., in the unli-

censed to licensed direction) are well investigated in open lit-
erature but the licensed interferences (i.e., in the licensed to
unlicensed direction) are normally ignored (e.g., [5, 6, 8, 17,
21–26, 28, 34–37]). As such, by integrating these mutual
interferences into the system model, the current paper is
undoubtedly more general than published ones yet the
performance analysis is more complicated. The wire-tapper
ðWÞ purposely eavesdrops the US’s information. Due to
bad propagation conditions, the US’s signals are unable to
be reliably received by UD and W. Therefore, it is advisable
to ask the unlicensed relays ðURiÞ, i ∈ ½1, K�, in the transmis-
sion range of US for relaying the US’s information to UD. In
order to save bandwidth and power, this paper just selects
one relay, namely, URb, from a subset of relays which
successfully decodes the US’s information. Moreover, in
order to avoid the waste of energy for relaying operation,
the relays are assumed to relay with the energy scavenged
from the RF signals. The energy harvesting is implemented
with the power splitting protocol (e.g., [38, 39]) as seen in
Figure 2(b). More specifically, the signals of LT and US
provide the RF energy for URi to harvest. Accordingly, this
paper exploits even the interference from LT as a useful
energy supply. The power ofURi’s received signal is split into
two portions: one for restoring the US’s information (Most
previous works (e.g., [5, 12, 17–19, 21–28, 34–39]) omitted
the power consumption of the information decoder. The
current paper also follows this assumption) and another for
harvesting the energy.

In Stage II, the adopted relayURb restores the US’s infor-
mation and forwards the decoded information to UD at the
same time that LT transmits its information to LR, which
again induces mutual interference between the licensed and
unlicensed networks. At the end of Stage II, UD attempts to
restore while W wire-taps the US’s information from URb’s
transmit signal.

2.2. Signal Model. In Figure 1, huv ∈ fhll, hlw, hld , hlri , hsl, hsri ,
hril, hriw, hridg symbolizes the channel coefficient between a
transmitter-receiver pair (The global channel state information

UD

LR

W

LT

US

LT: Licensed transmitter
LR: Licensed receiver
US: Unlicensed source
UD: Unlicensed destination
URi: Unlicensed relay
W: Wire-tapper
huv: Channel coefficient

hll

hlwhlri hrbl

hrbd

hrbw
hld

hsri

hsl
UR1

URb

URK

Stage I
Stage II

iє[1, K]

Figure 1: System model.
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is assumably available in this paper, which is similar to [6,
8, 21]. How to obtain such global channel state informa-
tion is beyond our scope but rather we focus on the SOP
analysis for the proposed relay selection in CRNwEH).
Under the assumption of Rayleigh fading, huv is modelled
as a zero-mean μuv-variance circular symmetric complex
Gaussian distribution, i.e., huv ~CN ð0, μuvÞ. Integrating
path-loss into channel characteristics, μuv, is deputized as
μuv = τ−ωuv with ω symbolizing the path-loss exponent and
τuv symbolizing the transmitter u-receiver v distance.
Therefore, it is naturally accepted in the following that
the cumulative distribution function (CDF) and the proba-
bility density function (PDF) of the channel gain jhuvj2 are
correspondingly represented as Fjhuv j2ðxÞ = 1 − e−x/μuv and

f jhuv j2ðxÞ = e−x/μuv /μuv.
In Figure 2, α with α ∈ ð0, 1Þ, λi with λi ∈ ð0, 1Þ, and T

symbolize the time switching ratio, the power splitting
ratio, and the total duration for transmission from US to
UD through URb, respectively. Given these notations in
Figure 2, one can model the signals as follows.

URi and LR receive signals in Stage I, correspondingly, as

yri = hsri
ffiffiffiffiffi
Ps

p
xs + hlri

ffiffiffiffi
Pl

p
xl + nri , ð1Þ

yl1 = hsl
ffiffiffiffiffi
Ps

p
xs + hll

ffiffiffiffi
Pl

p
xl + nl1, ð2Þ

where xs and xl are respectively the unity-power transmit
symbols of US and LT; the receive antennas of URi and LR
generate the noises nri ~CN ð0, σ2riÞ and nl1 ~CN ð0, σ2l Þ,
respectively; the transmission powers of US and LT are Ps
and Pl, respectively.

As shown in Figure 2(b), the relay URi divides the
received signal yri into two portions: one portion of

ffiffiffiffi
λi

p
yri

passes through the energy harvester and another portion offfiffiffiffiffiffiffiffiffiffiffi
1 − λi

p
yri passes through the information decoder. Based

on
ffiffiffiffi
λi

p
yri , the energy that URi scavenges in the Stage I is

computed as

Erim
= ηiΞ

ffiffiffiffi
λi

p
yri

��� ���2� �
αT = ηiλi Psμsri + Plμlri + σ2

ri

� �
αT ,

ð3Þ

where Ξf·g symbolizes the statistical average and ηi with
ηi ∈ ð0, 1Þ symbolizes the energy conversion efficiency.

The URi consumes the scavenged energy in (3) to
transmit information in Stage II with the peak transmission
power as

Prim
=

Erim

1 − αð ÞT =
αηiλi
1 − α

Psμsri + Plμlri + σ2ri

� �
: ð4Þ

According to the operation principle in Figure 2(b), one
can represent the input signal of the information decoder as
~yri =

ffiffiffiffiffiffiffiffiffiffiffi
1 − λi

p
yri + ~nri where the passband-to-baseband signal

converter creates the noise ~nri ~CN ð0, ~σ2riÞ. Inserting (1)

in ~yri yields ~yri =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1 − λiÞPs

p
hsrixs +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1 − λiÞPl

p
hlri xl +ffiffiffiffiffiffiffiffiffiffiffi

1 − λi
p

nri + ~nri , which creates the SINR (signal-to-inter-
ference plus noise ratio) for decoding xs as

γsri =
1 − λið ÞPs hsri

�� ��2
1 − λið ÞPl hlri

�� ��2 + 1 − λið Þσ2ri + ~σ2ri

=
Ps hsri
�� ��2

Pl hlri
�� ��2 + bσ2

ri

,

ð5Þ

where bσ2
ri
= σ2

ri
+ ð~σ2ri /ð1 − λiÞÞ.

Generally, the relay URi, which is scheduled to transmit
in Stage II, will result in the received signals at UD, W, and
LR, respectively, as

US sends data
URi harvests energy and decodes information

Selection of the best relay URb

URb sends data
UD and W decode information

T

𝛼T (1–𝛼)T

(a) Stage intervals

+ Power
splitter 

+ Information
decoder 

Energy
harvester 

1–𝜆i

𝜆i

nr
i

~

nr
i

(b) Signal processing at URi

Figure 2: Signal processing.
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yrid = hrid
ffiffiffiffiffiffi
Pri

q
xri + hld

ffiffiffiffi
Pl

p
xl + nd , ð6Þ

yriw = hriw
ffiffiffiffiffiffi
Pri

q
xri + hlw

ffiffiffiffi
Pl

p
xl + nw, ð7Þ

yril = hril
ffiffiffiffiffiffi
Pri

q
xri + hll

ffiffiffiffi
Pl

p
xl + nl2, ð8Þ

where the receive antennas ofUD,W, and LR create the noises
nd ~CN ð0, σ2dÞ, nw ~CN ð0, σ2wÞ, and nl2 ~CN ð0, σ2l Þ, cor-
respondingly; Pri

is the transmission power of the relay URi.
It is noted that because LT transmits the signal xl at the same
time that URi transmits the signal xri , the terms (hld

ffiffiffiffi
Pl

p
xl,

hlw
ffiffiffiffi
Pl

p
xl, hll

ffiffiffiffi
Pl

p
xl) are the interferences induced by LT to

UD and W, respectively. Furthermore, in order to decrease
the number of notations without loss of generality, equations
in (1), (2), (6), (7), and (8) supposed that merely one licensed
transmitter-receiver pair are communicating to each other in
both stages. That is why the same set of notations ðhll, Pl, xlÞ
is used for both stages in (1), (2), (6), (7), and (8). The case
of different licensed transmitter-receiver pairs in two stages
is straightforwardly extended.

2.3. Maximum Secrecy Rate. Assuming that the relay URi is
scheduled to transmit information in Stage II. Then, (6)
and (7) yield the SINRs at UD and W as

γrid =
Pri

hrid
�� ��2

Pl hldj j2 + σ2d
, ð9Þ

γriw =
Pri

hriw
�� ��2

Pl hlwj j2 + σ2w
: ð10Þ

From (9) and (10), channel capacities that UD and W
achieve through the assistance of URi are respectively given
by [40]

Crid
= 1 − αð Þ log2 1 + γrid

� �
,

Criw
= 1 − αð Þ log2 1 + γriw

� �
,

ð11Þ

where the duration of Stage II of ð1 − αÞT indicates the prelog
factor of ð1 − αÞ.

The subtraction of the (URi to W) wire-tap channel
capacity from the (URi to UD) main channel capacity is the
maximum secrecy rate [16]. Therefore, with the assistance
of URi, the maximum secrecy rate can be achieved as

Cri
= Crid

− Criw

� 	+ = 1 − αð Þ log2
1 + γrid
1 + γriw

" #+
, ð12Þ

where ½x�+ denotes max ðx, 0Þ.

2.4. Licensed Power Allocation. From (2), one can compute
the SINR at LR in Stage I as

γl1 =
Pl hllj j2

Ps hslj j2 + σ2l
, ð13Þ

from which the channel capacity that LR can obtain in
Stage I is

Cl1 = α log2 1 + γl1ð Þ: ð14Þ

Similarly, the SINR at LR in Stage II under the activa-
tion of the relay URi is inferred from (8) as

γl2i =
Pl hllj j2

Pri
hril
�� ��2 + σ2

l

, ð15Þ

from which the channel capacity that LR can obtain in
Stage II under the activation of the relay URi is

Cl2i = 1 − αð Þ log2 1 + γl2ið Þ: ð16Þ

In cognitive radio networks, the reliability of the
licensed users is of paramount importance. Therefore, the
unlicensed transmitters (US and URi) must guarantee the
reliability of the licensed users while they operate. In this
paper, the reliability of the licensed users is represented
by the outage probability of the licensed receiver. As such,
the transmission powers of the unlicensed users must be
controlled for the outage probability of the licensed
receiver not to exceed a preset value ε. To be specific, Ps
and Pri

must be subject to

Pr Cl1 ≤ C2f g ≤ ε, ð17Þ

Pr Cl2i ≤ C2f g ≤ ε, ð18Þ

where C2 is the target spectral efficiency of LR.
Restrictions in (17) and (18) are named as the licensed

outage restrictions.
The transmission powers of US and URi are also upper-

bounded by their peak transmission powers, Psm and Prim
,

correspondingly, that are due to the hardware design and
the energy harvester, respectively. As such, Ps and Pri

are
constrained by

Ps ≤ Psm, ð19Þ

Pri
≤ Prim

: ð20Þ

Restrictions in (19) and (20) are named as the peak trans-
mission power restrictions.
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The solution of the equation system (i.e., the qualities
hold for (17) and (19)) is the transmission power of Ps as

Ps =min
Plμll
γ21μsl

1
1 − ε

e−γ21σ
2
l /Plμll − 1


 �+
, Psm

� 
, ð21Þ

where γ21 = 2C2/α − 1.
Similarly, the solution of the equation system (i.e., the

qualities hold for (18) and (20)) is the transmission power
of Pri

as

Pri
=min

Plμll
γ22μril

1
1 − ε

e−γ22σ
2
l /Plμll − 1


 �+
, Prim

 !
, ð22Þ

where γ22 = 2C2/ð1−αÞ − 1.
The equations in (21) and (22) are derived similarly as

([3], eq. (17)) and ([3], eq. (19)).

2.5. Relay Selection. According to information theory,
URi can achieve the channel capacity in Stage I as
Csri

= α log2ð1 + γsriÞ bps/Hz where the reason for the
appearance of the prelog factor α is that the duration of Stage
I is αT . Moreover, according to information theory, URi can
recover theUS’s information as long as Csri

exceeds the target
spectral efficiency of SUs, C1, i.e., Csri

≥ C1. Equivalently, xs is
correctly restored at URi if γsri ≥ γ1 where γ1 = 2C1/α − 1.

Let D be the set of relays that correctly restored the US’s
message, i.e.,

D = URi : Csri
≥ C1

� �
: ð23Þ

Among relays in D, the relay, namely, URb, that maxi-
mizes the maximum secrecy rate is chosen to relay the US’s
information in Stage II. According to this relay selection
method, the maximum secrecy rate that CRNwEH can
achieve is given by

Csec = max
ri∈D

Cri
=max

ri∈D
1 − αð Þ log2

1 + γrid
1 + γriw

 !" #+
, ð24Þ

which is essential to derive the performance metric for the
proposed relay selection method in CRNwEH.

3. SOP Analysis

In the viewpoint of information theory, the most appropriate
performance metric for evaluating the security capability of
wireless transmission is the SOP, which is the possibility that
Csec is below a target security degree �C3. Therefore, the lower
SOP indicates the more secure wireless transmission. This
part derives elaborately the SOP for the suggested relay selec-
tion method in CRNwEH. The derived closed-form expres-
sion of the SOP facilitates in evaluating the secrecy
performance without time-consuming simulations and in
deriving other paramount security capability indicators,
e.g., the PSPMSR and the IP.

The SOP of the relay selection in CRNwEH is
expressed as

U �C3
� �

= Pr Csec < �C3
� �

= Pr max
ri∈D

1 − αð Þ log2
1 + γrid
1 + γriw

 !" #+
< �C3

( )
:

ð25Þ

Because the number of relays which restore correctly the
US’s message in Stage I varies from 0 to K, according to the
total probability principle, (25) can be decomposed as

U �C3
� �

= Pr 0 < �C3
�� Dj j = 0

� �
Pr Dj j = 0f g + 〠

K

k=1
Pr

� max
ri∈D

1 − αð Þ log2
1 + γrid
1 + γriw

 !" #+
< �C3

����� Dj j = k

( )
Pr Dj j = kf g,

ð26Þ

where ∣· ∣ symbolizes the cardinality of the set.
The target security degree �C3 is nonnegative and hence,

(26) can be simplified as

U �C3
� �

= Pr Dj j = 0f g⏟|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Q1

+ 〠
K

k=1
〠

K

k

 !

m=1
Pr max 1 − αð Þ log2

1 + γrid
1 + γriw

 !" #+
< �C 3

( )
⏟|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Q2

Pr Sk
m

n o
⏟|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Q3

: ð27Þ
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In (27),
K

k

 !
= K!/k!ðK − kÞ! denotes the binomial

coefficient and Sk
m stands for the mth combination among

K

k

 !
combinations, each comprising k distinct elements

taken from the set of K different elements. For instance,
S2

1 = f1, 2g, S2
2 = f1, 3g, S2

3 = f2, 3g for k = 2 and K = 3.
In order to represent (27) in closed-form, the triplet ðQ1,

Q2,Q3Þ will be solved sequentially as follows.
The quantity Q1 is the possibility which all relays fail to

restore the US’s information in Stage I. As such, Q1 can be
computed as

Q1 = Pr
\K
i=1

γsri < γ1

n o( )
: ð28Þ

Because of the statistical independence of γsri , i = f1,⋯,
Kg, one can rewrite (28) as

Q1 =
YK
i=1

Pr γsri < γ1

n o
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

I i

, ð29Þ

where I i has the precise closed form as

I i = 1 −Oi
e−Giγ1

γ1 +Oi
, ð30Þ

with

Oi =
μsriPs

μlriPl
, ð31Þ

Gi =
bσ2
ri

μsriPs
: ð32Þ

The proof of (30) is presented in Appendix A.
The quantity Q3 is the probability that the relays belong-

ing to the set Sk
m successfully decode the US’s information

while the relays not belonging to the set Sk
m unsuccessfully

decode the US’s information. Therefore, Q3 is represented
in closed-form as

Q3 = Pr
\
i∈Sk

m

γsri ≥ γ1

n o
,
\
j∉Sk

m

γsr j < γ1

n o8<
:

9=
;: ð33Þ

Because of the statistical independence of γsri , i = f1,⋯,
Kg, one can rewrite (33) as

Q3 =
Y
i∈Sk

m

1 −I ið Þ
Y
j∉Sk

m

I j, ð34Þ

where I i is given by (30) while I j is also given by (30)
with i being replaced by j.

The last quantity Q2 is decomposed as

Q2 = Pr
\
ri∈S

k
m

log2
1 + γrid
1 + γriw

 !" #+
<

�C3
1 − α

( )8<
:

9=
;: ð35Þ

Terms ð1 + γridÞ/ð1 + γriwÞ are statistically dependent

because they contain two common variables (jhldj2 and
jhlwj2). To decorrelate them, one applies the conditional
probability as

Q2 = Ξ hldj j2, hlwj j2
Y
ri∈S

k
m

Pr log2
1 + γrid
1 + γriw

 !" #+
< C3

����� hldj j2, hlwj j2
( )

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
G i

8>>>><
>>>>:

9>>>>=
>>>>;
,

ð36Þ

where

C3 =
�C3

1 − α
: ð37Þ

The term G i is represented in closed-form as

G i = 1 −
Ci hlwj j2 +Di

� �
e− 2C3−1ð Þ Ai hldj j2+Bið Þ

2C3 Ai hldj j2 + Bi

� �
+ Ci hlwj j2 +Di

, ð38Þ

where

Ai =
Pl

μridPri

, ð39Þ

Bi =
σ2
d

μridPri

, ð40Þ

Ci =
Pl

μriwPri

, ð41Þ

Di =
σ2
w

μriwPri

: ð42Þ

The proof of (38) is presented in Appendix B.
For simplicity, one lets

X = hldj j2, ð43Þ

Y = hlwj j2, ð44Þ

ai =
CiY +Dið Þe− 2C3−1ð Þ AiX+Bið Þ

2C3 AiX + Bið Þ + CiY +Di

: ð45Þ

Then, G i in (38) has a compact form as

G i = 1 − ai: ð46Þ
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Inserting (46) into (36), one has

Q2 = ΞX,Y
Y
ri∈S

k
m

1 − aið Þ
8<
:

9=
;: ð47Þ

Using the following equality ([3], eq. (30))

YL
k=1

1 − akð Þ = 1 + 〠
L−1

u=1
−1ð Þu 〠

L−u+1

v1=1
〠

L−u+2

v2=v1+1
⋯ 〠

L

vu=vu−1+1

Y
k∈M

ak

+ −1ð ÞL
Y
k∈R

ak,

ð48Þ

with R = f1, 2,⋯, Lg and M = fR½v1�,⋯,R½vu�g to
expand (48) as

Q2 = 1 + 〠
Sk
mj j−1

u=1
−1ð Þu 〠

Sk
mj j−u+1

v1=1
〠

Sk
mj j−u+2

v2=v1+1
⋯ 〠

Sk
mj j

vu=vu−1+1
ΞX,Y

Y
i∈A

ai
n o

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Q2A

+ −1ð Þ Sk
mj jΞX,Y

Y
i∈Sk

m

ai
n o

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
Q2Skm

,

ð49Þ

where A = fSk
m½v1�,⋯, Sk

m½vu�g.
To obtain the closed form of Q2, one needs to evaluate a

common expression

Q2W = ΞX,Y
Y
i∈W

ai

( )
, ð50Þ

where W = fA , Sk
mg.

Inserting (45) into (50), one obtains

The term K can be rewritten in an explicit form as

K =
ð∞
0

1
μld

e−x/μld e
−x 2C3−1ð Þ〠

i∈W
AiY
i∈W

x + 2−C3
Ci

Ai
Y +

Bi + 2−C3Di

Ai


 �−1
dx

=
1
μld

ð∞
0
e
−x 1/μld+ 2C3−1ð Þ〠

i∈W
Ai

" #
〠
i∈W

Hi/ x + 2−C3
Ci

Ai
Y +

Bi + 2−C3Di

Ai

� 
dx,

ð52Þ
where

Hi =
Y

j∈W j≠i

2−C3
Cj

Aj
−
Ci

Ai

 !
Y +

Bj + 2−C3Dj

Aj
−
Bi + 2−C3Di

Ai

" #−1
,

ð53Þ

which is obtained from the partial fraction decomposition.

By exchanging the summation and the integration, one
obtains

K =
1
μld

〠
i∈W

Hi

ð∞
0

e− 1/μld+ 2C3−1ð Þ∑i∈W Ai½ �x
x + 2−C3 Ci/Aið ÞY + Bi + 2−C3Di

� �
/Ai

dx

= −
1
μld

〠
i∈W

Hie
1/μld+ 2C3−1ð Þ〠

i∈W
Ai

" #
2−C3 CiAiY+

Bi+2
−C3Di
Ai

� �

× Ei −
1
μld

+ 2C3 − 1
� �

〠
i∈W

Ai

" #
2−C3

Ci

Ai
Y +

Bi + 2−C3Di

Ai

�  !
,

ð54Þ

where Eið·Þ is the exponential integral in [41], and the

Q2W = ΞX,Y
Y
i∈W

CiY +Dið Þe− 2C3−1ð Þ AiX+Bið Þ

2C3AiX + CiY + 2C3Bi +Di

( )

= e
− 2C3−1ð Þ〠

i∈W
Bi Y

i∈W

1
2C3Ai

 !
ΞX,Y e

−X 2C3−1ð Þ〠
i∈W

AiY
i∈W

CiY +Di

X + 2−C3 Ci/Aið ÞY + Bi + 2−C3Di

� �
/Ai

8<
:

9=
;

= e
− 2C3−1ð Þ〠

i∈W
Bi Y

i∈W

1
2C3Ai

 !
× ΞY

Y
i∈W

CiY +Dið Þ
h i

ΞX e−X 2C3−1ð Þ〠i∈W Ai
Y

i∈W
X + 2−C3

Ci

Ai
Y +

Bi + 2−C3Di

Ai


 �−1( )
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

K

8>>><
>>>:

9>>>=
>>>;|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

H

:

ð51Þ
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integral in the first equality is achieved from the following
result:

Ω a, bð Þ =
ð∞
0

e−ax

x + b
dx = −eabEi −abð Þ: ð55Þ

Inserting Hi in (53) into (54) and performing simplifica-
tions, one reduces K to

K = −
1
μld

〠
i∈W

Li
Y
j∈W
j≠i

1
Y +Mj

0
BB@

1
CCAeViYEi −ViY −Uið Þ, ð56Þ

where Ui = ½1/μld + ð2C3 − 1Þ∑i∈WAi�ðBi + 2−C3DiÞ/Ai, Vi

= ½1/μld + ð2C3 − 1Þ∑i∈WAi�2−C3Ci/Ai, Mj = ððBj + 2−C3DjÞ/

Aj − ðBi + 2−C3DiÞ/AiÞ2C3ðCj/Aj − Ci/AiÞ−1, and Li = eUi /Y
j∈W j≠i

2−C3ðCj/Aj − Ci/AiÞ.
The term H in (51) can be written in an explicit form as

H =
ð∞
0

1
μlw

e−y/μlw
Y
i∈W

Ciy +Dið Þ
( )

Kdy

= −
ð∞
0

1
μlw

e−y/μlw
Y
i∈W

Ciy +Dið Þ
( )

1
μld

〠
i∈W

Li

�
Y

j∈W
j≠i

1
y +Mj

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
eViyEi −Viy −Uið Þdy

= −
Q

i∈WCi

μlwμld
〠
i∈W

Li

ð∞
0
e− 1/μlw−Við Þy y +

Di

Ci

� 

�
Y
j∈W
j≠i

y +Dj/Cj

y +Mj

8>><
>>:

9>>=
>>;Ei −Viy −Uið Þdy:

ð57Þ

By denoting X =W \ i, one can rewrite H as

H = −
Q

i∈WCi

μlwμld
〠
i∈W

Li

ð∞
0
e− 1/μlw−Við Þy y +

Di

Ci

� 

�
Y
j∈X

1 −
Mj −Dj/Cj

y +Mj

 !( )
Ei −Viy −Uið Þdy:

ð58Þ

Using (48) to decompose H as

H = −
Q

i∈WCi

μlwμld
〠
i∈W

Li

ð∞
0
e− 1/μlw−Við Þy y +

Di

Ci

� 
Ei −Viy −Uið Þ

× 1 + 〠
Xj j−1

q=1
−1ð Þq 〠

Xj j−q+1

u1=1
〠

Xj j−q+2

u2=u1+1
⋯ 〠

Xj j

uq=uq−1+1

Y
j∈Z

bj + −1ð Þ Xj jY
k∈X

bk

( )
dy,

ð59Þ

where Z = fX½u1�,⋯,X½uq�g and

bj =
Mj −Dj/Cj

y +Mj
: ð60Þ

One can further simplify (59) as

H = −
Q

i∈WCi

μlwμld
〠
i∈W

Li

� Φ∅ + 〠
Xj j−1

q=1
−1ð Þq 〠

Xj j−q+1

u1=1
〠

Xj j−q+2

u2=u1+1
⋯ 〠

Xj j

uq=uq−1+1
ΦZ + −1ð Þ Xj jΦX

( )
,

ð61Þ

where

Φ∅ =
ð∞
0
e− 1/μlw−Við Þy y +

Di

Ci

� 
Ei −Viy −Uið Þdy, ð62Þ

ΦB =
ð∞
0
e− 1/μlw−Við Þy y +

Di

Ci

� 
Ei −Viy −Uið Þ

Y
j∈B

bj

( )
dy,

ð63Þ
with B = fZ ,Xg.

The following solvesΦ∅ andΦB in closed forms to finish
the computation of H . First of all, Φ∅ can be represented in
terms of two special functions as

Φ∅ =Ψ
1
μlw

−Vi,Vi,Ui

� 
+ Di

Ci
Θ

1
μlw

−Vi, Vi,Ui

� 
,

ð64Þ

where Ψðb, c, dÞ and Θðb, c, dÞ are respectively defined as

Ψ b, c, dð Þ =
ð∞
0
xe−bxEi −cx − dð Þdx,

Θ b, c, dð Þ =
ð∞
0
e−bxEi −cx − dð Þdx:

ð65Þ

Applying ([42], eq. (16)) with appropriate substitutions
yields the closed form of Θðb, c, dÞ as

Θ b, c, dð Þ = Ei −dð Þ
b

+
e−d

b
Ω b + c,

d
c

� 
, ð66Þ

where Ωð·, · Þ is the function defined in (55).
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Similarly, applying ([43], eq. (29)) with appropriate sub-
stitutions yields the closed form of Ψðb, c, dÞ as

Ψ b, c, dð Þ = Ei −dð Þ
b2

+
e−d

b b + cð Þ +
e−d

b
1
b
−
d
c

� 
Ω b + c,

d
c

� 
:

ð67Þ

Inserting (60) into (63), one obtains

ΦB =
ð∞
0
e− 1/μlw−Við Þy y +

Di

Ci

� 
Ei −Viy −Uið Þ

Y
j∈B

Mj −Dj/Cj

y +Mj
dy:

ð68Þ

Performing the partial fraction decomposition, one
simplifies (68) as

ΦB =
Y
j∈B

Mj −
Dj

Cj

 !( )ð∞
0
e− 1/μlw−Við Þy

� y +
Di

Ci

� 
Ei −Viy −Uið Þ 〠

j∈B

Qj

y +Mj

 !
dy,

ð69Þ

where Qj =
Q

g∈B,g≠j 1/ðMg −MjÞ.
By exchanging the summation and the integration, (69) is

reduced to

Table 1: Key specifications.

Specification Value

Coordinate of LR LR at (0.7, 0.6)

Coordinate of LT LT at (0.2, 0.8)

Coordinate of UD UD at (1.0, 0.0)

Coordinate of UR1 UR1 at 0:3402,0:0421ð Þ
Coordinate of UR2 UR2 at 0:2063,0:1785ð Þ
Coordinate of UR3 UR3 at 0:3132,0:1696ð Þ
Coordinate of UR4 UR4 at 0:3954,−0:1489ð Þ
Coordinate of UR5 UR5 at 0:2534,0:0243ð Þ
Coordinate of US US at (0.0, 0.0)
Coordinate of W W at (1.0, 0.4)

Energy conversion efficiency η = 0:9

Path-loss exponent ω = 4
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Figure 3: SOP versus Psm/N0.
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Figure 4: SOP versus Pl/N0.

ΦB =
Y
j∈B

Mj −
Dj

Cj

 !( )
〠
j∈B

Qj

ð∞
0
e− 1/μlw−Við Þy y +Di/Ci

y +Mj
Ei −Viy −Uið Þdy

=
Y
j∈B

Mj −
Dj

Cj

 !( )
〠
j∈B

Qj

ð∞
0
e− 1/μlw−Við ÞyEi −Viy −Uið Þdy

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Θ 1

μlw
−Vi ,Vi ,Ui

� �

8>>>>>>><
>>>>>>>:

+
Di

Ci
−Mj

� ð∞
0

e− 1/μlw−Við Þy

y +Mj
Ei −Viy −Uið Þdy

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Λ 1

μlw
−Vi ,Mj ,Vi ,Ui

� �

9>>>>>>>=
>>>>>>>;
,

ð70Þ
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where

Λ b, c, g, lð Þ =
ð∞
0

e−bx

x + c
Ei −gx − lð Þdx: ð71Þ

The function Λðb, c, g, lÞ has an accurate closed form as
([42], eq. (19)) by setting the argument a of ([42], eq. (19))
to zero. Therefore, the precise closed form of Λðb, c, g, lÞ
should not be summarized in this paper for brevity.

Given the exact closed forms of Φ∅ in (64) and ΦB in
(70), it is apparent thatH in (61) is solved in a precise closed
form. Therefore, Q2W in (51) is presented in an exact closed
form. Consequently, Q2 in (49) is also presented in an exact
closed form.

Because Q1 in (29), Q2 in (49), and Q3 in (34) are all rep-
resented in precise closed forms, the SOP of the relay selec-
tion in CRNwEH in (27) is found in an exact closed form.
The derived SOP formula is helpful to quickly rate the secu-
rity performance without exhaustive simulations. Upon our
knowledge, this formula is novel. Furthermore, some
paramount security performance indicators including the
PSPMSR and the IP are easily obtained from this formula.
To be more specific, the IP indicates the probability of the
negative maximum secrecy rate:

ϕ = Pr Csec < 0f g =U 0ð Þ: ð72Þ

Moreover, the PSPMSR indicates the possibility of the
strictly positive maximum secrecy rate:

κ = Pr Csec > 0f g = 1 − Pr Csec < 0f g = 1 −U 0ð Þ: ð73Þ

4. Illustrative Results

This part presents analytical/simulated results to rate the
secrecy performance of the relay selection in CRNwEH
through key specifications where (27) generates analytical

results, and the computer simulation produces simulated
results. Key specifications under consideration are tabulated
in Table 1. To limit case studies, equal noise variances, equal
power splitting ratios, and equal energy conversion efficien-
cies are supposed, i.e., σ2l = σ2

d = σ2w = σ2ri = ~σ2ri =N0, ηi = η,
λi = λ for i ∈ ½1, K�.

Figure 3 shows the SOP versus Psm/N0 for �C3 = 0:1
bps/Hz, α = 0:6, ε = 0:1, C1 = 0:2 bps/Hz, Pl/N0 = 15 dB,
λ = 0:8, and C2 = 0:3 bps/Hz. The results confirm the preci-
sion of (27) owing to the assortment between the analysis
and the simulation. Furthermore, the SOP reduces with the
increase in the number of relays (K = 1 reduces our system
model to relaying transmission (i.e., without relay selection
[24–28]) in CRNwEH.). This exposes the effectuality of the
relay selection in securing CRNwEH. Moreover, the SOP
reduces with the increase in Psm/N0. This originates from
the truth that the increase in Psm/N0 creates URi more
chances to correctly restore theUS’s data and to harvest more
RF energy from theUS’s signal, ultimatelymitigating the SOP
in Stage II. However, the SOP is saturated at large Psm/N0.
Such saturation comes from the power allotment for US
and URi in (21) and (22) in which transmission powers of
US and URi do not depend on Psm/N0 at high Psm/N0 (i.e.,
the peak transmission power restriction is relaxed at high
Psm/N0), causing the saturated SOP.

Figure 4 shows the SOP versus Pl/N0 for α = 0:6, ε = 0:1,
C1 = 0:2 bps/Hz, Psm/N0 = 15 dB, �C3 = 0:1 bps/Hz, λ = 0:8,
and C2 = 0:3 bps/Hz. The results corroborate (27) since the
simulation coincides with the analysis. Moreover, the SOP
reduces with increasing number of relays, again exposing
the effectuality of the relay selection in securing CRNwEH.
Furthermore, the SOP is minimum at a moderate value of
Pl for a specific number of relays. Here are reasons for this
observation. For low values of Pl, the interference from LT
is small but the unlicensed users must transmit with low
power to guarantee the QoS of LR to be fixed at ε = 0:1.
Therefore, the SOP is large. For high values of Pl, the
interference from LT is large but the unlicensed users must
transmit with high power to guarantee the QoS of LR to be
fixed at ε = 0:1. The increase in the interference from LT
may surpass the increase in the unlicensed users’ the
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Figure 5: SOP versus the preset outage probability of licensed user.
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Figure 6: SOP versus the time switching ratio.
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transmission power and thus, the SOP is large for high values of
Pl. As such, a moderate value of Pl creates the minimum SOP.

Figure 5 shows the SOP versus ε for Psm/N0 = 15 dB,
α = 0:6, C1 = 0:2 bps/Hz, Pl/N0 = 17 dB, �C3 = 0:1 bps/Hz,
λ = 0:8, and C2 = 0:3 bps/Hz. The results confirm the preci-
sion of (27) owing to the assortment between the simulation
and the analysis. In addition, the SOP reduces with increasing
number of relays as expected. Furthermore, the SOP decreases
with increasing the preset outage probability of licensed receiver.
The reason is that the increase in ε permits licensed receivers to
toleratemore interference from unlicensed transmitters. Conse-
quently, unlicensed transmitters are able to send signals with
larger powers, intimately tempering the outage in Stage II. How-
ever, the saturated SOP occurs at large ε (e.g., ε > 0:5). The rea-
son for the SOP saturation is the power allotment in (21) and
(22) in which the second term in Ps (or Pri

) does not depend
on ε. Consequently, large values of ε make Ps (or Pri

)
unchanged, resulting in the saturated SOP.

Figure 6 shows the SOP versus α for Psm/N0 = 8 dB,
ε = 0:1, C1 = 0:2 bps/Hz, �C3 = 0:1 bps/Hz, Pl/N0 = 12 dB,
λ = 0:8, and C2 = 0:3 bps/Hz. The results verify the accuracy
of (27) because the simulation exactly agrees with the analy-
sis. Additionally, the SOP decreases with increasing number
of relays as expected. Furthermore, the appropriate selection
of α, namely, αopt, minimizes the SOP. Here are the reasons
for the existence of αopt. Increasing α extends the duration
of the Stage I and hence, URi scavenges more energy and
restores correctly the US’s data with a larger possibility.
Nonetheless, the increase in α also mitigates the maximum
secrecy rate in the Stage II and therefore, the SOP accretes.
As a result, the trade-off between the durations of two stages
is optimized with αopt for the minimum SOP.

Figure 7 demonstrates the SOP versus the power splitting
ratio λ for �C3 = 0:1 bps/Hz, Psm/N0 = 8 dB, C1 = 0:2 bps/Hz,
α = 0:6, C2 = 0:3 bps/Hz, Pl/N0 = 12 dB, and ε = 0:1. The
results expose that the simulation matches the analysis, cor-
roborating (27). In addition, the security capability is
enhanced with increasing number of relays as expected.
Furthermore, the security performance is optimized by
optimally adopting λ. Here are reasons for the existence

of the optimum value of λ for the best security perfor-
mance. The increase in λ allows URi to harvest more
energy and hence, URi improves its communication reli-
ability in the Stage II, eventually reducing the SOP. How-
ever, the increase in λ also mitigates the energy for the
message decoder, deteriorating the possibility that URi
decodes successfully the US’s data in the Stage I and induc-
ing more secrecy outage in Stage II. As such, λ can be opti-
mally selected to compromise the communication reliability
of US and URi in both stages.

Figure 8 illustrates the SOP versus C1 for Psm/N0 = 10 dB,
λ = 0:8, α = 0:6, �C3 = 0:1 bps/Hz, ε = 0:1, C2 = 0:3 bps/Hz,
and Pl/N0 = 15 dB. The results show the assortment between
the analysis and the simulation, corroborating (27).
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Figure 9: SOP versus the target spectral efficiency of licensed users.
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Figure 8: SOP versus the target spectral efficiency of unlicensed
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Additionally, the security performance is enhanced with
increasing number of relays as expected. Furthermore, the
security performance reduces with the increase in C1. This
is obvious since the higher target spectral efficiency the unli-
censed users expect, the lower the possibility for the relays to
exactly recover the US’s data and thus, the higher the outage
probability in Stage II.

Figure 9 demonstrates the SOP versus C2 for Psm/N0 = 10
dB, λ = 0:8, α = 0:6, �C3 = 0:1 bps/Hz, ε = 0:1, C1 = 0:2
bps/Hz, and Pl/N0 = 15 dB. The results verify the agreement
between the analysis and the simulation, corroborating the
accuracy of (27). Additionally, the SOP reduces with increas-
ing number of relays as expected. Moreover, the security per-
formance is worse with the increase in C2. Here are reasons
for this. For a certain value of ε in (17) and (18), the larger

target spectral efficiency the licensed users expect, the smaller
the interference at licensed users induced by unlicensed users
must be and thus, the smaller transmission power the unli-
censed users must transmit with, causing the larger SOP.
However, the system outage always occurs at high values of
C2. Here are the reasons for this. Relied on (21) and (22),
we see that γ21 and γ22 (or C2) are inversely proportional to
the terms inside ½·�+. Therefore, the increase in C2 up to some
value (e.g., 2:13 bps/Hz) induces ½·�+ = 0 and thus, Ps = 0 and
Pri

= 0 always happen as C2 is above a threshold, inducing the
system outage with the probability of 1.

Figure 10 plots the SOP versus �C3 for Psm/N0 = 10
dB, = 0:6λ = 0:8, ε = 0:1, C1 = 0:2 bps/Hz, C2 = 0:1 bps/Hz,
and Pl/N0 = 15 dB. The results affirm the preciseness of (27)
since the simulation agrees with the analysis. Additionally,
the security capability is enhanced with increasing number
of relays as expected. Moreover, the security performance is
worse with the increase in �C3. The reason is since condi-
tioned on specifications, and the higher target security degree
causes the higher SOP.

Figure 11 assumes all relays to be located at ðd, 0Þ to dem-
onstrate the SOP versus the relays’ positions for �C3 = 0:1
bps/Hz, Psm/N0 = 15 dB, ε = 0:1, C1 = 0:2 bps/Hz, α = 0:6,
Pl/N0 = 17 dB, λ = 0:8, and C2 = 0:3 bps/Hz. The results
corroborate (27) owing to the assortment between the simu-
lation and the analysis. Furthermore, the security perfor-
mance improves with increasing number of relays, again
demonstrating the efficacy of the relay selection in securing
CRNwEH. Note that the secrecy outage event occurs as URb
is unable to exactly restore the US’s data (i.e., US is far away
from URb) or URb is unable to transmit reliably the restored
source data to UD (i.e., UD is far away from URb). Conse-
quently, it is natural that the relays’ optimum positions always
exist. This optimum position optimally compromises the
probability that URb can precisely decode the US’s data with
the possibility that URb is able to transmit reliably the recov-
ered source data toUD to maximize the security performance.
Figure 11 verifies this observation that the best security perfor-
mance is obtained when URb is dopt = 0:85,0:87,0:91 away
from US for K = 1, 3, 5, correspondingly.

5. Conclusions

The current paper performed the secrecy performance anal-
ysis for the relay selection in CRNwEH by deriving the pre-
cise closed-form formula of the SOP under investigation of
the licensed outage restriction, Rayleigh fading, the licensed
interference, and the peak transmission power restriction.
The preciseness of the suggested formula was confirmed by
computer simulations. Numerous results illustrated that the
relay selection dramatically improves the security capability.
Furthermore, the secrecy performance is saturated at large
peak transmission power or large target outage probability
of licensed user. Additionally, the secrecy performance of
the relay selection in CRNwEH depends on several key spec-
ifications among which the power splitting ratio, the time
switching ratio, and the relays’ positions can be optimally
adopted to achieve the best information security.
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Figure 11: SOP versus the relays’ positions.
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Figure 10: SOP versus the target security degree.

13Wireless Communications and Mobile Computing



Appendix

A. Proof of (30)

I i in (29) is rewritten after invoking (5) as

I i = Pr γsri < γ1

n o
= Pr

Ps hsri
�� ��2

Pl hlri
�� ��2 + bσ2

ri

< γ1

( )

= Ξ
hlrij j2 Pr hsri

�� ��2 < γ1
Ps

Pl hlri
�� ��2 + bσ2

ri

� ����� hlri�� ��2� �� �

= Ξ
hlrij j2 1 − e

− γ1
Psμsri

Pl hlrij j2+σ∧2
ri

� �� �
= 1 −

ð∞
0
e−γ1/Psμsri Plx+σ∧2

rið Þ 1
μlri

e−x/μlri dx

= 1 −
e−σ∧

2
ri
γ1/Psμsri

μlri Plγ1/Psμsri

� �
+ 1/μlri
� �� � :

ðA:1Þ

Given Oi and Gi in (31) and (32), respectively, one can
reduce (A.1) to (30), finishing the proof.

B. Proof of (38)

By considering two scenarios, log2ðð1 + γridÞ/ð1 + γriwÞÞ ≥ 0
and log2ðð1 + γridÞ/ð1 + γriwÞÞ < 0, one can decompose G i as

G i = Pr
(
log2

1 + γrid
1 + γriw

 !
< C3

�����log2 1 + γrid
1 + γriw

 !

≥ 0, hldj j2, hlwj j2
)
× Pr

(
log2

1 + γrid
1 + γriw

 !

≥ 0j hldj j2, hlwj j2
)
+ Pr 0 < C3j hldj j2, hlwj j2� �

Pr log2
1 + γrid
1 + γriw

 !(

< 0j hldj j2, hlwj j2
)
,

ðB:1Þ

where C3 is given in (37).
Due to the positive target security degree (i.e., C3 > 0),

(B.1) is simplified as

G i = Pr
1 + γrid
1 + γriw

< 2C3

����� hldj j2, hlwj j2
( )

= Pr γrid < 2C3 1 + γriw

� �
− 1
��� hldj j2, hlwj j2

n o
=
ð∞
0

ð2C3 1+xð Þ−1

0
f γriw ,γrid

x, yj hldj j2, hlwj j2� �
dydx:

ðB:2Þ

Conditioned on jhldj2 and jhlwj2, γrid and γriw are
uncorrelated and hence, their joint PDF is symbolized as the
multiplication of their marginal PDFs, i.e., f γriw ,γrid

ðx, yjjhldj2,
jhlwj2Þ = f γriw

ðxjjhlwj2Þf γridðyjjhldj
2Þ. Therefore, (B.2) is fur-

ther decomposed as

G i =
ð∞
0

ð2C3 1+xð Þ−1

0
f γrid

yj hldj j2� �
dy

" #
f γriw

xj hlwj j2� �
dx

=
ð∞
0
Fγrid

2C3 1 + x½ � − 1
�� hldj j2� �

f γriw
xj hlwj j2� �

dx:

ðB:3Þ

To achieve the closed form for (B.3), the CDF of γrid, Fγrid

ðzjjhldj2Þ, and the PDF of γriw, f γriw
ðzjjhlwj2Þ, are found first.

The CDF of γrid is

Fγrid
zj hldj j2� �

= Pr γrid ≤ z
��� hldj j2

n o
= Pr

Pri
hrid
�� ��2

Pl hldj j2 + σ2
d

≤ z

����� hldj j2
( )

= Pr hrid
�� ��2 ≤ z

Pri

Pl hldj j2 + σ2d
� ������ hldj j2

( )

= 1 − e−z/μridPri Pl hldj j2+σ2dð Þ:

ðB:4Þ

The PDF of γriw is straightforwardly obtained from the

PDF of jhriwj
2 by using the variable change and hence, the

PDF of γriw can be reduced to

f γriw
zj hlwj j2� �

=
Pl hlwj j2 + σ2w
� �

Pri

f
hriwj j2 z

Pl hlwj j2 + σ2w
Pri

 !

=
Pl hlwj j2 + σ2w

μriwPri

e−z Pl hlwj j2+σ2wð Þ/μriwPri :

ðB:5Þ

Inserting (B.4) and (B.5) with appropriate variable substi-
tutions into (B.3) results in

G i =
ð∞
0

1 − e− 2C3 1+x½ �−1ð Þ/μridPri
Pl hldj j2+σ2dð Þn o Pl hlwj j2 + σ2

w

� �
μriwPri

e−x Pl hlwj j2+σ2wð Þ/μriwPri dx

= 1 − Pl hlwj j2 + σ2
w

μriwPri

e− 2C3−1ð Þ/μridPri Pl hldj j2+σ2dð Þ
ð∞
0
e− 2C3 Pl hldj j2+σ2dð Þ/μrid+ Pl hlwj j2+σ2wð Þ/μriwð Þx/Pri dx

= 1 −
Pl hlwj j2 + σ2

w

μriwPri

e− 2C3−1ð Þ/μridPri
Pl hldj j2+σ2dð Þ Pri

2C3 Pl hldj j2 + σ2
d

� �
/μrid

� �
+ Pl hlwj j2 + σ2w
� �

/μriw
� � :

ðB:6Þ
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Given Ai, Bi, Ci, and Di in (39), (40), (41), and (42),
respectively, one can shorten (B.6) as (38). This completes
the proof.
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This paper explores the secrecy analysis of a multihop hybrid satellite-terrestrial relay network (HSTRN) with jamming, where one
satellite source is aimed at communicating with destination users via multihop decode-and-forward (DF) terrestrial relays, in the
existence of an eavesdropper. All the destination users are deployed randomly following a homogeneous Poisson point process
(PPP) based on stochastic geometry. Each relay operates not only as a conventional DF relay to forward the received signal but
also as a jammer to generate intentional interference to degrade the eavesdropper link, considering shadowed-Rician fading for
legitimate link and wiretap link while Rayleigh fading for jamming link. To characterize the secrecy performance of the
considered network, the accurate analytical expression for the secrecy outage probability (SOP) is derived. In order to reveal
further insights on the achievable diversity order of the network, the asymptotic behavior of SOP expression at high signal-to-
noise ratio (SNR) region is deduced. Moreover, the throughput of the system is discussed to characterize the secrecy
performance. Finally, the theoretical results are validated through comparison with simulation results and show that (1) the
secrecy performance of the considered network gets better with the decreasing of the hops and with the decreasing severity of
the channel fading scenario, (2) the relay of the network operating as a jammer can provide better secrecy performance without
extra network resources, and (3) small hops and high SNR can yield to high throughput of the system.

1. Introduction

With the development of wireless communication towards
high-speed and broadband, there are great challenges for wire-
less communication to support massive and seamless connec-
tion under limited spectrum, while satellite communication
has become much popular on account of its high transmission
quality, wide coverage at low cost, and easy deployment [1–3],
and it has various applications in navigation, military defence,
disaster response, and other remote or dangerous areas.
Unfortunately, between the satellite and the terrestrial termi-
nal, masking effect caused by some obstacles and shadowing
will make the line-of-sight (LOS) communication unstable
even unavailable, and the performance of the satellite network
will be affected seriously. Therefore, relay technology has
drawn increasing attention by researchers due to its improve-
ment in the reliability and coverage of the networks [4–9].

Satellite communication with joined relay forms a new
framework of hybrid satellite-terrestrial relay networks

(HSTRN) [10–13]. This framework can provide satellite ser-
vices to handheld devices, which has been incorporated in the
DVB-SH standard [14]. In HSTRN, the relay transmits the
signal from satellite to the destination. That cooperative tech-
nique has been an important approach in relay communica-
tion for its advantage of providing diversity gain, enhancing
coverage, and reducing power consumption [15]. Amplify-
and-forward (AF) and decode-and-forward (DF) are two
cooperative diversity protocols in common. Based on differ-
ent relay protocols, more and more researchers have paid
attention to improving the performance of HSTRN from dif-
ferent views [12, 16, 17]. An et al. [12] investigated the outage
probability (OP) performance and the ergodic capacity of an
AF HSTRN. Sakarellos et al. [16] examined the OP perfor-
mance of a HSTRN using the maximal ratio combining
(MRC) technique based on DF relaying. The authors of
[17] focused their research on the performance of a multian-
tenna HSTRN with multiple cochannel interferes at both the
terrestrial relay and destination.
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However, the transmission security of HSTRN is hardly
involved. Recently, the security of wireless communication
has become much important to evaluate a communication
system. In the beginning, the security of satellite communica-
tion mainly bases on the traditional encryption method at
upper layers, but there is a great challenge for this method
because of its complex algorithm and without consideration
of the error transmission at the physical layer. To solve this
problem, Wyner characterized fading channels to achieve
physical layer security based on information-theoretic
approach [18]. And yet, research on physical layer secrecy
in HSTRN is limited [19–24]. In [19], the authors explored
the physical layer secrecy analysis of multiuser HSTRN by
deriving accurate and asymptotic expressions for secrecy out-
age probability (SOP) and deducing the expression for prob-
ability of nonzero secrecy capacity. Huang et al. [20]
investigated the secrecy performance of HSTRN by compar-
ing AF and DF protocols, revealing that the system secrecy
performance with the DF protocol was always better than
that with the AF protocol. And on this basis, Bankey and
Upadhyay [21] studied the physical layer security of a down-
link HSTRN with multiantenna satellite, multiple terrestrial
destinations, multiple relays, and multiple eavesdroppers.
Guo et al. [22] presented a joint relay selection and a user
scheduling scheme based on jammer to balance the system
performance and actual implementation. In order to enhance
the secrecy of the system under the total power constraint of
relays, Yan et al. [23] investigated cooperative jamming by
the relays to maximize the secrecy rate. Likewise, Yan et al.
[24] maximized the secrecy rate of HSTRN through the joint
optimization of the relay beamforming vector and the covari-
ance matrix of artificial noise. In addition, the authors of [25]
proposed an unmanned aerial vehicle (UAV) to ground com-
munication system with spatially random eavesdropper
account on both ground and airspace and investigated the
secrecy performance of the system.

In general, the present physical layer secrecy studies
mostly have focused on the HSTRN with dual-hop relaying
[19, 20] or multiple users without consideration of their distri-
bution [19], while multihop communication has been proved
to extend the coverage of a wireless network effectively as well
as to combat the adverse effects of wireless fading channels
without more network resources [26]. Given its indoor cover-
age and service availability, especially in highly shadowed
regions like shopping malls, office buildings, and dense resi-
dential areas, where the users of complicated distribution do
not have LOS communication with the satellite due to mask-
ing effect, the investigation is explored in this paper.

In view of the aforementioned discussion, the secrecy
performance of a multihop HSTRN is investigated, where a
satellite source communicates with destination users via mul-
tihop relays in the presence of an eavesdropper. The relays
use the DF protocol to forward the received signal and jam
the reception of the eavesdropper simultaneously, while the
ground users are deployed randomly. Both of the legitimate
link (including satellite link and terrestrial link) and wiretap
link experience shadowed-Rician fading [27, 28], while jam-
ming link undergoes Rayleigh fading [29]. The main works
we have done can be summed up as follows:

(1) A multihop HSTRN with jamming is proposed, in
which all the destination users are deployed ran-
domly following a homogeneous Poisson point pro-
cess (PPP) distribution based on stochastic
geometry. The probability density functions (PDFs)
and the cumulative distribution functions (CDFs) of
the channel gain between the relay and users are
deduced

(2) The accurate analytical SOP expression of the consid-
ered network is derived

(3) The asymptotic behavior of the SOP expression at
high SNR region is explored, and the throughput of
the system is obtained

(4) The simulation is carried out to verify the theoretical
results, which reveal that the performance of amultihop
HSTRN depends on the hops, secrecy rate, jammer,
and shadowing severity of the considered network

The rest of this paper proceeds as follows. The system
model and channel model are presented in Section 2. The
secrecy analysis of the network is provided in Section 3,
where the accurate, asymptotic SOP formulas and the
throughput of the system have been derived. Numerical
and simulation results are given in Section 4, and conclusions
are drawn in Section 5.

Notations 1. In this paper, j·j denotes the absolute value of a
scalar, E½·� denotes the expectation operator, n! symbolizes
the factorial of n, f Xð·Þ and FXð·Þ represent the PDF and
CDF, respectively, and Pr ð·Þmeans the probability for a ran-
dom variable.

2. HSTRN Description

2.1. System Model. Considering the configuration of a down-
link multihop HSTRN is shown in Figure 1, where one satel-
lite source (S) communicates with destination users (D) via
L − 1 DF terrestrial relays fRlgL−1l=1 , in the existence of an
eavesdropper (E). Each relay operates as a conventional DF
relay, which can fully decode the received confidential signal
and then forward it to the next legitimate node. Meanwhile,
at each hop, the eavesdropper also attempts to decode the
message over an eavesdropper channel. On the other hand,
each relay operates as a jammer mode to generate intentional
interference to degrade the eavesdropper link. And all the
ground destination users are deployed randomly following
a homogeneous PPP based on stochastic geometry. Here, it
is assumed that each node has only one antenna. In the long
distance communication between the satellite and the terres-
trial terminal, masking effect caused by severe shadowing and
heavy obstacles (such as clouds, hills, and mountains) will
make the LOS communication unstable even unavailable,
and the performance of the satellite network will be affected
seriously [19, 21]. Therefore, in view of masking effect and
heavy fading, we assume that the direct link between S and
D as well as between S and E is unavailable [12, 30, 31].
The legitimate link (S⟶ Rl ⟶D) and wiretap link
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(Rl ⟶ E) are assumed to undergo Shadowed-Rician fading
while jamming link follows Rayleigh fading. (Here, the statis-
tical characterization for fading channels of terrestrial link
can be changed with the parameter variation of Shadowed-
Rician fading distribution.) All the receivers are affected by
additive white Gaussian noise (AWGN) with zero mean
and variance.

Without loss of generality, the total communication is
divided into l hops.

In the first hop, the satellite source transmits its signal
xs0ðtÞ with E½jxs0ðtÞj

2� = 1 to the first relay R1. Then, the relay

forwards its received signal fxslðtÞg
L−1
l=1 with E½jxslðtÞj

2� = 1 to
the next relay until the destination in the next hops. During
the next periods, each relay performs both as a relay and a
jammer, so it can fully decode the received signal and then
forward the signal to the next node and use some of its avail-
able power to transmit jamming signal simultaneously.
Meanwhile, the eavesdropper also attempts to decode the sig-
nal. For simplicity, we assume that the intended receiver has
an a priori knowledge of the artificial jamming signal and
hence is able to eliminate the effects while decoding the orig-

inal signal [32]. So all the jamming signals are well known by
the next relay or the destination, and the signal received at
the relay or the destination at hop l is given as

yd,l =
ffiffiffiffiffiffiffiffi
Pl−1

p
hd,lxsl−1 tð Þ + nd,l, 1 ≤ l ≤ Lð Þ, ð1Þ

where Pl−1 is the transmission power (P0 being the transmis-
sion power at S) and hd,l represents the channel coefficient
between Rl−1 ⟶ RlðDÞ (hd,0 corresponding to S⟶ R1),
while nd,l is the AWGN variable at the destination.

Here, for simplicity, we assume that the eavesdropper
cannot do joint decoding, which can be realized by using ran-
domized code books at each hop to confuse the eavesdropper
in practice [26, 32]. Therefore, the eavesdropper receives the
signal only from Rl−1 at hop l, and considering the unavail-
ability between S and E as well as the jamming signal, the sig-
nal received at the eavesdropper at hop l can be obtained as

ye,l =
ffiffiffiffiffiffiffiffi
Pl−1

p
he,lxsl−1 tð Þ +

ffiffiffiffiffiffiffiffiffiffi
Pj,l−1

q
hj,lxsl−1 tð Þ + n,l, 2 ≤ l ≤ Lð Þ,

ð2Þ

Legitimate link 
Eavesdropper link 
Jamming link 

S

hj1

hjl

hel

D

d h

R

E

he2

hd1

x

y

z

(x,y,0)

R1

Rl

Figure 1: System model of a multihop HSTRN.
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where Pj,l−1 is the jamming power at Rl−1, he,l and hj,l denote
the, respectively, channel coefficient of wiretap and jamming
link between Rl−1 ⟶ E, and ne,l is the AWGN variable at the
eavesdropper.

Thus, the instantaneous received SNRs at RlðDÞ and E
can be expressed as

γd:l =
Pl−1
σ2 hd,l
�� ��2 = ηs hd,l

�� ��2, 1 ≤ l ≤ Lð Þ, ð3Þ

γe:l =
Pl−1 he,l
�� ��2

Pj,l−1 hj,l
�� ��2 + σ2

= γre,l
γje,l + 1 , 2 ≤ l ≤ Lð Þ, ð4Þ

where γre,l = ηejhe,lj2 and γ je,l = ηjjhj,lj2, with ηe = Pl−1/σ2 and
ηj = Pj,l−1/σ2.

2.2. Channel Model. According to most of the related works,
such as [19, 28], the legitimate link and wiretap link follow
the independent shadowed-Rician distribution, and the
PDF of jhρj2, ρ = fs, eg (s, e, respectively, corresponding to
the legitimate link and wiretap link), is given by

f
hρj j2 xð Þ = αρ 〠

mρ

k=0
ζ kð Þxke− βρ−δρð Þx, ð5Þ

where αρ = ð2bρmρ/ð2bρmρ +ΩρÞÞmρ /2bρ, βρ = 1/2bρ, δρ =
Ωρ/2bρð2bρmρ +ΩρÞ, and ζðkÞ = ð−1Þkð1 −mρÞkδρ

k/ðk!Þ2,
with bρ,mρ, and δρ being the multipath components, the fad-
ing severity parameter, and the average power of LOS,
respectively, and ð·Þn being the Pochhammer symbol [33].

After applying the transformation of variable, the PDF of
γρ is given by

f γρ xð Þ = αρ 〠
mρ−1

k=0

ζ kð Þ
ηρ

� �k+1 xke− βρ−δρð Þ/ηρð Þx: ð6Þ

By integrating the PDF in Equation (6), the CDF of γρ
can be given as

Fγρ
xð Þ = 1 − αρ 〠

mρ−1

k=0

ζ kð Þ
ηρ

� �k+1 〠
k

p=0

k!
p!

βρ − δρ
ηρ

 !− k+1−pð Þ
xpe− βρ−δρð Þ/ηρð Þx:

ð7Þ

For the jamming link, the channel coefficient jhj,lj follows
Rayleigh fading distribution (Rayleigh distributions are usu-
ally used to model multipath fading without LOS paths. For
simplicity, we assumed Rayleigh fading for the jamming link.
And other fading models are applicable here.) with the CDF
and PDF of γ je,l given, respectively, by

Fγ je,l
xð Þ = 1 − e−x/γ je,l , ð8Þ

f γ je,l
xð Þ = 1

γje,l
e−x/γ je,l , ð9Þ

where γje,l is the average SNR of the jamming link.

3. Performance Analysis

In this subsection, the exact closed-form SOP expression is
deduced, the asymptotic behavior of the SOP is analysed,
and the throughput of the considered system is discussed.

3.1. SOP Analysis. We start with the instantaneous capacity
of the legitimate link and the wiretap link at hop l, which is
given by

Cd,l =
1
L
log2 1 + γd,l

� �
, 1 ≤ l ≤ Lð Þ,

Ce,l =
1
L
log2 1 + γe,l

� �
, 2 ≤ l ≤ Lð Þ:

ð10Þ

The achievable secrecy capacity of the network is defined
as the difference between the capacity of the legitimate link
and the wiretap link. Therefore, the secrecy capacity at hop
l is expressed as

Cs,l = Cd,l − Ce,l½ �+ = 1
L
log2

1 + γd,l
1 + γe,l

� 	
 �+
, 2 ≤ l ≤ Lð Þ, ð11Þ

where ½x�+ = max ðx, 0Þ.
To facilitate the analysis, we denote the secrecy SNR of

hop l by γl = ð1 + γd,lÞ/ð1 + γe,lÞ and Equation (11) can be
expressed as

Cs,l =
1
L
log2γl


 �+
, 2 ≤ l ≤ Lð Þ: ð12Þ

For multihop DF relaying, secrecy outage of the network
occurs whenever the data transmission in any hop is either
unsuccessfully decoded or imperfectly secure. Given the
assumption that the direct link between S and D is unavail-
able and considering the fact that the secrecy outage deci-
sions are taken on each hop, the secrecy SNR of the
network can be expressed as

γsys = min
2≤l≤L

γ1, γlf g, ð13Þ

where γ1 = γd,1.
As can be seen, the form is similar to that of conventional

multihop DF relay networks. However, secrecy SNR is used
here instead of instantaneous SNR. It is due to the fact that
the system secrecy performance is dominated by the weakest
hop in view of security.

Thus, we can obtain the secrecy capacity as

Csys = min
2≤l≤L

Cs,1, Cs,l
� 

: ð14Þ

The network is defined to be secrecy outage when the
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secrecy capacity Csys is lower than a predefined secrecy rate
γth, namely,

Psec = Pr Csys < γth
� �

, ð15Þ

which can be expressed as

Psec = Pr γsys < γ0

� �
, ð16Þ

where γ0 = 2Lγth .
Assuming that all γl are independent of each other and

invoking Equation (13) into Equation (16), the SOP of the
network can be obtained as

Psec = 1 − 1 − Fγ1
γ0ð Þ

h iYL−1
l=2

1 − Fγl
γ0ð Þ

h i
1 − FγL

γ0ð Þ
h i

:

ð17Þ

To proceed further, we require Fγ1
ðγ0Þ, Fγl

ðγ0Þ, and FγL
ðγ0Þ, respectively.

According to Equation (7), Fγ1
ðγ0Þ can be obtained as

Fγ1
γ0ð Þ = 1 − αs 〠

ms−1

k=0

ζ kð Þ
ηsð Þk+1

〠
k

p=0

k!
p!

βs − δs
ηs

� 	− k+1−pð Þ
γ0

pe− βs−δsð Þ/ηsð Þγ0 : ð18Þ

Then, we need to express the CDF of γl.

Theorem 2. The CDF of γl can be expressed as Equation (19),
where Φ = ððβs − δsÞ/ηsÞγ0 + ððβe − δeÞ/ηeÞ and δi = cos ½ðð2i
− 1ÞπÞ/2N�.

Fγl
γ0ð Þ = 1 − αs 〠

ms−1

k=0
〠
k

p=0

ζ kð Þ
ηs

k+1
k!
p!

γ0
p

βs − δsð Þ/ηsð Þk+1−p

� αe 〠
me−1

k1=0

ζ k1ð Þ
ηe

k1+1
p + k1ð Þ!Φ−p−k1−1

−
παs
2N

〠
N

i=0
e− 2/ γ je,l δi+1ð Þð Þð Þ+ 1/γ je,lð Þ 〠

ms−1

k=0

ζ kð Þ
ηs

k+1

� δi + 1
2

� 	k ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − δi

2
q

γ0
k+1αe 〠

me−1

k1=0

ζ k1ð Þ
ηe

k1+1

� k + k1 + 1ð Þ!Φ−k−k1−2:

ð19Þ

Proof. See Appendix A.
In the last hop, the channel coefficient hd,L between the

last relay γL−1 and the destination user D is denoted as

hd,L =
h∗d,Lffiffiffiffiffiffiffiffiffiffiffiffi
1 + dv

p , ð20Þ

where d represents the distance between the last relay γL−1
and the user D, v denotes the path loss exponent, and the
coordinates of γL−1 and the user D are symbolized by ð0, 0,
hÞ and ðx, y, 0Þ. Hence, the distance is represented as

d =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2 + h2

q
: ð21Þ

As can be seen the distance is related to the location of the
last relay γL−1 and the user D. Assuming that all users are
modeled independently and identically distributed in the
area following a homogeneous PPP [2], denoted by Λ, the
PDF of Λ is given by

f Λ Λð Þ = 1
πR2 , ð22Þ

where R is the radius of the area.

Theorem 3. Based on stochastic geometry, the CDF of γd,L is
given by

Fγd,L
xð Þ = 1 −

2

R2 αs 〠
ms−1

k=0
ζ kð Þ〠

k

p=0

k!
p!
〠
p

t=0

p

t

 !

� 〠
∞

n=0
βs − δsð Þn−k+p−1 1

ηs

� 	p+n −1ð Þn
n! vt + vn + 2ð Þ

� R2 + h2
� � vt+vnð Þ/2ð Þ+1 − hvt+vn+2
� �

e− βs−δsð Þ/ηsð Þxxn+p:

ð23Þ

Proof. Combining Equations (7) and (22), the CDF of jhd,Lj2
is derived as Equation (24), where ϒð⋅ , ⋅Þ represents the
lower incomplete Gamma function.

F
hd,Lj j2 xð Þ =

ð
I
F

h∗d,Lj j2 x 1 + dvð Þð Þ
� �

f Λ Λð ÞdΛ =
ð ffiffiffiffiffiffiffiffiffiR2−h2
p

h

� 1 − αs 〠
ms−1

k=0
ζ kð Þ〠

k

p=0

k!
p!

βs − δsð Þ− k−p+1ð Þxp
 

1 + rvð Þpe− βs−δsð Þx 1+rvð Þ
	 2r
R2 dr

= 1 − 2αs
R2 〠

ms−1

k=0
〠
k

p=0
〠
p

t=0
ζ kð Þ

p

t

 !

� k!
p!

βs − δsð Þ− k−p+1+t+ 2/vð Þð Þv−1xp−t− 2/vð Þ

� e− βs−δsð Þx × ϒ
vt + 2
v

, βs − δsð Þx R2 + h2
� �v/2� 	�

−ϒ
vt + 2
v

, βs − δsð Þxhv
� 		

:

ð24Þ

Based on Equation (24), using series exploration of
ϒð⋅ , ⋅Þ and applying the transformation of variable [33],
Equation (23) can be obtained.
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By derivation of Equation (23), the PDF of γd,L can be
obtained as

f γd,L xð Þ = ξ k, p, t, nð Þe− βs−δsð Þ/ηsð Þx −
βs − δs
ηs

xn+p + n + pð Þxn+p−1
� 	

,

ð25Þ

where

ξ k, p, t, nð Þ = −
2
R2 αs 〠

ms−1

k=0
ζ kð Þ〠

k

p=0

k!
p!
〠
p

t=0

p

t

 !

� 〠
∞

n=0
βs − δsð Þn−k+p−1 1

ηs

� 	p+n −1ð Þn
n! vt + vn + 2ð Þ

� R2 + h2
� � vt+vnð Þ/2ð Þ+1 − hvt+vn+2
� �

:

ð26Þ

Theorem 4. The CDF of γL can be obtained as Equation (29),
where

Ξ1 = −
βs − δs
ηs

δi + 1
2

� 	n+p
γ0

p+n+1 k1 + p + n + 1ð Þ!

� βs − δs
ηs

δi + 1
2

γ0 +
βe − δe
ηe

� 	−k1−p−n−2

,
ð27Þ

Ξ2 = n + pð Þ δi + 1
2

� 	n+p−1
γ0

p+n k1 + p + nð Þ!

� βs − δs
ηs

δi + 1
2

γ0 +
βe − δe
ηe

� 	−k1−p−n−1

,
ð28Þ

FγL
γ0ð Þ = 1 −

2αsαe
R2 〠

ms−1

k=0
〠
k

p=0
〠
p

t=0
〠
∞

n=0
〠
me−1

k1=0

ζ kð Þζ k1ð Þ
ηe

k1+1
k!
p!

�
p

t

 !
βs − δsð Þn−k+p−1 1

ηs

� 	p+n −1ð Þn
n! vt + vn + 2ð Þ

� R2 + h2
� � vt+vnð Þ/2ð Þ+1 − hvt+vn+2
� �
� γ0

n+p n + p + k1ð Þ!
Φ n+p+k1+1ð Þ −

π

2N
e− 2/ γ je,l δi+1ð Þð Þð Þ+ 1/γ je,lð Þ

�

�〠
N

i=0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − δi

2
q

Ξ1 + Ξ2ð Þ
	
:

ð29Þ

Proof. See Appendix B.

Theorem 5. The SOP of the network can be formulated as

Proof. Invoking Equations (18), (19), and (29) into Equation
(17), Equation (30) can be obtained.

3.2. Asymptotic Behavior. To get better insights on the secrecy
performance of the network, the asymptotic secrecy outage
behavior at high SNR region is investigated. Here, we exam-
ine the asymptotic SOP analysis at high SNR region
(ηs ⟶∞).

Corollary 6. The diversity order of the network at high SNR
region can be obtained easily as

d = − lim
ηs⟶∞

log P∞
secð Þ

log ηs
= 1: ð31Þ

Proof. As in [19], at high SNR region, assuming ηs ⟶∞ and
applying the Maclaurin series expansion of the exponential

Psec = 1 − αs 〠
ms−1

k=0
〠
k

p=0

ζ kð Þ
ηsð Þk+1

k!
p!

βs − δs
ηs

� 	− k+1−pð Þ
γ0

pe− βs−δsð Þ/ηsð Þγ0

�
αs 〠

ms−1

k=0
〠
k

p=0

ζ kð Þ
ηs

k+1
k!
p!

γ0
p

βs − δsð Þ/ηsð Þk+1−p
αe 〠

me−1

k1=0

ζ k1ð Þ
ηe

k1+1
p + k1ð Þ!Φ−p−k1−1

+παs2N 〠
N

i=0
e− 2/ γ je,l δi+1ð Þð Þð Þ+ 1/γ je,lð Þ 〠

ms−1

k=0

ζ kð Þαe
ηs

k+1
δi + 1
2

� 	k ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − δi

2
q

γ0
k+1 〠

me−1

k1=0

ζ k1ð Þ
ηe

k1+1
k + k1 + 1ð Þ!Φ−k−k1−2

0
BBBBBB@

1
CCCCCCA

L−2

× 2αsαe
R2 〠

ms−1

k=0
〠
k

p=0
〠
p

t=0
〠
∞

n=0
〠
me−1

k1=0

ζ kð Þζ k1ð Þ
ηe

k1+1
k!
p!

p

t

 !
βs − δsð Þn−k+p−1 1

ηs

� 	p+n −1ð Þn
n! vt + vn + 2ð Þ

� R2 + h2
� � vt+vnð Þ/2ð Þ+1 − hvt+vn+2
� � γ0

n+p n + p + k1ð Þ!
Φ n+p+k1+1ð Þ −

π

2N e− 2/ γ je,l δi+1ð Þð Þð Þ+ 1/ γ je,lð Þð Þ〠
N

i=0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − δi

2
q

Ξ1 + Ξ2ð Þ
 !

:

ð30Þ
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function [33], the PDF f γρ can be approximated as

f γρ xð Þ ≈ αρ
ηρ

, ð32Þ

and by integrating Equation (32), the asymptotic behavior of
Fγρ

can be given as

Fγρ
xð Þ ≈ αρ

ηρ
x: ð33Þ

Therefore, we can derive Fγ1
ðγ0Þ ≈ ðαs/ηsÞγ0 and

Fγl
γ0ð Þ ≈ αsαeγ0

ηs
1 − e1/γ je,lπ

2N 〠
N

i=0
e−2/ γ je,l δi+1ð Þð Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − δ2i

q !

� 〠
me−1

k1=0

ζ k1ð Þ
ηe

k1+1
k1 + 1ð Þ! βe − δe

ηe

� 	−k1−2
, 2 ≤ l ≤ Lð Þ:

ð34Þ

Now, invoking Fγ1
ðγ0Þ and Equation (34) into Equation

(17), the asymptotic expression for the SOP can be derived as

P∞
asy = 1 − 1 − αs

ηs
2Lrth

� 	
1 − αs

ηs
2Lrth 1 − e1/γ je,l

π

2N〠
N

i=0
e−2/ γ je,l δi+1ð Þð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − δi

2
q ! 

� αe 〠
me−1

k1=0

ζ k1ð Þ
ηe

k1+1
k1 + 1ð Þ! βe − δe

ηe

� 	−k1−2	L−1
:

ð35Þ

On invoking Equation (35) into Equation (31) and doing
some algebraic manipulations, the diversity order of 1 can be
acquired.

Remark 7. Through the asymptotic analysis of the SOP, we
can reveal that the diversity order of the multihop network
at high SNR region is 1. Importantly, it remains unaffected
by the hops, secrecy rate, or other channel parameters.

3.3. Throughput Analysis. In order to estimate the secrecy
performance of the network further, the throughput of the
overall system is explored. According to [34], the throughput

is defined as

Rthr =
γth
L

× 1 − Psec γthð Þ½ �, ð36Þ

where the constant 1/L indicates that the communication
process is divided into L hops, γth represents the secrecy rate,
and PsecðγthÞ can be obtained from the previous section.
Thus, by substituting Equation (30) into Equation (36), the
analytical throughput expression of the system is derived.

4. Numerical Results

In this section, the theoretical analysis results obtained from
Section 3 are presented through comparison with Monte
Carlo simulations. Monte Carlo simulations are carried out
in order to verify the accuracy of the theoretical derivation.
In particular, the SOP and throughput analysis are examined
under various channel settings. Unless otherwise stated,
channel parameters of the legitimate link are the same with
those of the wiretap link and the parameter settings are used
as shown in Table 1 [2, 19, 27, 35, 36].

Figure 2 shows the results of the SOP versus ηs for differ-
ent hops under heavy and average shadowing scenarios of
shadowing-Rician fading. The numerical results obtained
from Equations (30) and (35) (γth = 0:5, γje,l = 1 dB) agree
well with the Monte Carlo simulation results, which confirm
the correctness of the analysis. From the figure, it can be
observed that the curves of the asymptotic SOP almost over-
lap with the analytical ones at the moderate and high SNR
region. Moreover, it is obvious that the SOP performance of
the network under average shadowing scenarios is better
than that under heavy shadowing scenarios and it gets worse
with the increasing hops. This is because the communication
distance gets increasing with the increasing hops. This figure
also indicates that the achievable diversity order does not
change with different hops.

Figure 3 investigates the SOP performance of the network
versus hops for ηs = 20, 30, 40 under heavy and average sha-
dowing scenarios. Herein, we set γth = 0:1 and γje,l = 1 dB. It
is obviously found that theory results sufficiently coincide
with the Monte Carlo simulation results. And as can be seen
from Figure 3, the SOP performance of the network is getting
worse with the increasing severity of the channel fading sce-
nario and it gets better with the decrease of the hops L.

Table 1: Table of parameter settings for numerical results.

Monte Carlo simulations 106 iterations
Shadowing-Rician fading parameters (heavy shadowing) mρ = 1, bρ = 0:063, and Ωρ = 0:0007

Shadowing-Rician fading parameters (average shadowing) mρ = 5, bρ = 0:251, and Ωρ = 0:279

The transmit SNR of the wiretap link ηe = 10 dB
The height of the last relay h = 100m
The radius of the area R = 500m
The path loss exponent v = 3
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Figure 2: SOP versus ηs for different hops.
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Figure 3: SOP versus hops for different ηs.
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Figure 4 plots the results of the SOP versus ηs for different
secrecy rate γth under heavy and average shadowing scenar-
ios of shadowing-Rician fading. Here, it is assumed that the
received signal from the satellite experiences 2 hops and
γje,l = 1 dB. As is expected, the SOP performance of the net-
work gets worse with the secrecy rate increasing.

Figure 5 shows the SOP performance comparison of the
network versus ηs for different average SNR of the jamming
link γje,l under heavy and average shadowing scenarios of
shadowing-Rician fading. Also, the performance comparison
of HSTRN without jamming is presented. Here, we suppose
that the communication process experiences 2 hops and γth
= 0:1. As shown in the figure, the SOP performance of the
network with jamming is better than that without jamming
obviously. And when the average SNR of the jamming link
γje,l gets increasing, the SOP performance of the network
improves correspondingly. This can be attributed to the jam-
mer. The stronger the jamming signal gets, the weaker the
wiretap signal becomes. Hence, the jammer has a great effect
on the SOP performance of the network.

Figure 6 depicts the SOP performance comparison of the
network versus ηs based on different channel settings of the
legitimate link and wiretap link. Here, we still set γth = 0:1,
γje,l = 1 dB, and L = 2. As can be seen from the figure, when
the legitimate link is under heavy shadowing scenarios
(ms = 1) and the wiretap link is under average shadowing
(me = 5), the SOP performance of the network is the worst.
While the legitimate link is under average shadowing scenar-
ios (ms = 5) and the wiretap link is under heavy shadowing
(me = 1), the network has the best SOP performance.

Figure 7 presents the system throughput versus ηs
(γth = 0:1, γje,l = 1 dB). As can be noted, the throughput
increases with ηs increasing and then trends to a fixed con-
stant based on the same hop. This can be explained by the
fact that SOP will approach to zero at high SNR region. Also,
the throughput of system degrades with hops increasing, and
it is better under average shadowing scenarios than that
under heavy shadowing scenarios, which is consistent with
the SOP performance seen from Figure 2.

5. Conclusions

In this work, the secrecy analysis of a multihop DF HSTRN
with jamming has been investigated. Considering shadowed-
Rician fading for legitimate link and wiretap link while consid-
ering Rayleigh fading for jamming link, the accurate SOP for-
mula of the considered network has been derived. The
asymptotic behavior of the SOP expression at high SNR region
is explored, and the throughput of the system is discussed.
Finally, simulation results are given as verification of the theo-
retical results and illustrate that some key system parameters
have great impacts on the SOP performance of the considered
network. The results reveal that the hops and the jammer play
important parts in the secrecy performance of the multihop
DF HSTRN with jamming. In the future, multiantenna satel-
lite, multiantenna relay, and multiple eavesdroppers in such
system could be our further research.

Appendix

A. Proof of Theorem 2

After the approximation ð1 + xÞ/ð1 + yÞ ≈ x/y and the substi-
tution of Equation (4), γl can be obtained as

γl ≈
γd,l γje,l + 1
� �
γre,l

: ðA:1Þ

Therefore, Fγl
ðγ0Þ can be expressed as

Fγl
γ0ð Þ ≈ Pr

γd,l γje,l + 1
� �
γre,l

< γ0

0
@

1
A = Pr A < γ0γre,l

� �

=
ð∞
0
FA γ0γre,l
� �

f γre,l γre,l
� �

dγre,l,

ðA:2Þ

where A = γd,lðγje,l + 1Þ.
To proceed, we require FAðzÞ, and it is derived as

FA zð Þ = Pr A < zð Þ =
ðz
0
Fγ je,l

z
γd,l

− 1
� 	

f γd,l γd,l
� �

dγd,l:

ðA:3Þ

Invoking Equations (6) and (8) into Equation (A.3),
doing some algebra processing and applying the approxima-
tion of the Gaussian-Chebyshev quadrature [37], FAðzÞ can
be formulated as

FA zð Þ ≈ 1 − αs 〠
ms−1

k=0

ζ kð Þ
ηs

k+1 〠
k

p=0

k!
p!

βs − δs
ηs

� 	− k+1−pð Þ

� zpe− βs−δsð Þ/ηsð Þz −
παs
2N 〠

N

i=0
e− 2/ γ je,l δi+1ð Þð Þð Þ+ 1/γ je,lð Þ

� 〠
ms−1

k=0

ζ kð Þ
ηs

k+1
δi + 1
2

� 	k ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − δi

2
q

zk+1e− βs−δsð Þ/ηsð Þ δi+1ð Þ/2ð Þz:

ðA:4Þ

Now, substituting Equations (A.4) and (6) into Equation
(A.2), Equation (19) can be obtained.

B. Proof of Theorem 4

Like Equation (A.2), FγL
ðγ0Þ can be expressed as

FγL
γ0ð Þ ≈

ð∞
0
FAL

γ0γre,L
� �

f γre,L γre,L
� �

dγre,L, ðB:1Þ

where AL = γd,Lðγje,L + 1Þ.
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And FAL
ðzÞ can be derived as

FAL
zð Þ = Pr AL < zð Þ =

ðz
0
Fγ je,L

z
γd,L

− 1
� 	

f γd,L γd,L
� �

dγd,L:

ðB:2Þ

Invoking Equations (25) and (8) into Equation (B.2),
doing some algebra processing like Equation (A.4), FAL

ðzÞ
can be obtained as

FAL
zð Þ ≈ 1 − 2αs

R2 〠
ms−1

k=0
〠
k

p=0

ζ kð Þk!
p!

〠
p

t=0

p

t

 !

� 〠
∞

n=0
βs − δsð Þn−k+p−1 × 1

ηs

� 	p+n −1ð Þne− βs−δsð Þ/ηsð Þzzn+p

n! vt + vn + 2ð Þ

� R2 + h2
� � vt+vnð Þ/2ð Þ+1 − hvt+vn+2
� �

− ξ k, p, t, nð Þπe
1/γ je,l

2N

�〠
N

i=0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − δi

2
q

e−2/ γ je,l δi+1ð Þð Þ

�
−
βs − δs
ηs

δi + 1
2

� 	n+p
zp+n+1e− βs−δsð Þ/ηsð Þ δi+1ð Þ/2ð Þz

+ n + pð Þ δi + 1
2

� 	n+p−1
zp+ne− βs−δsð Þ/ηsð Þ δi+1ð Þ/2ð Þz

0
BBBB@

1
CCCCA:

ðB:3Þ

Then, substituting Equations (B.3) and (6) into Equation
(B.1), doing some algebra processing, Equation (29) can be
obtained.
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With the continuous development of 5G (5th generation mobile networks) communication technology, increasing attention has
been paid to the integration of 5G technology and vertical industry. Based on the consideration of power security, the large-scale
application of 5G in the power industry will start from the distribution grid and gradually extend to the high-voltage power
grid. There have been some powerful attempts to apply 5G technology in distribution grid automation, distribution grid relay
protection, and distribution grid monitoring. This article will summarize the application of 5G technology in these fields,
focuses on the analysis of possible problems in technical standards, network security, application costs, and signal coverage, and
will propose reasonable prospects and thoughts on the integration of 5G technology and distribution grids.

1. Introduction

The electric power communication network is a valuable
foundation supporting the development of the country’s
electric power capacity. The emergence of 5G communica-
tion technology will qualitatively improve all aspects of the
electric power communication network. 5G technology is
expected to play the role of “connecting everything” in the
power communication network [1, 2]. Compared with the
previous generation of mobile communication technology,
5G technology, that is, fifth-generation mobile communica-
tion technology, has the characteristics of larger bandwidth,
lower latency, higher capacity, and wider connections [3]. It
has become a key technical basis for establishing a “three-
type two-net” strategy in China. Under the influence of the
“two-net” strategy, the distribution grid will be deeply inte-
grated with 5G technology in the future, and higher require-
ments for the economy, safety, and reliability of the operation
of the distribution grid will be implemented [4]. The con-
struction of the ubiquitous power Internet of Things runs
through all links of the power system and requires a great
extent of detection and control for each node of the distribu-

tion grid. Regardless of the method, it is essential to carry out
real-time detection and control of the operation status of the
distribution network, transmit the control signals sent by the
cloud server in a timely manner to each link of the distribu-
tion network, and execute the method quickly [5].

Further research on 5G technology will accelerate the
development of distribution grid automation [6]. Due to
the access of a large number of distributed power sources,
the increasing demand of users for power reliability and the
high management costs and low efficiency of traditional
power distribution methods, distribution grid automation
has gradually developed. The construction and development
of distribution grid automation will largely alleviate the prob-
lems of power waste and uneven power distribution [7].
There are a large number of measurement and control
objects in the distribution grid, such as substations, subsec-
tion posts, distribution stations, distribution transformers,
and section switches. There are usually hundreds or even tens
of thousands of sites [8]. Although China has achieved data
connections to important nodes, there are still large-scale
user-side data and edge data that have not yet been obtained.
In terms of distribution grid terminals, most of the terminal
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equipment is located in a very harsh geographic environ-
ment, so buried optical fibers and power wireless private net-
works have now become the major power communication
methods for terminals [9]. Because of the high cost of optical
fiber communication and the lack of optical fiber access
conditions in some areas, large-scale buried optical fiber
communication cannot be implemented on a large scale.
The power wireless private network can only be used to real-
ize the connection of most terminals. In recent years, 3G and
4G power wireless private networks have achieved remark-
able results in the “last mile” of the power communication
network, but some of the performance indicators of 4G still
fail to meet the national strategic target requirements, unlike
5G communication technology [10]. The realization of feeder
automation (FA) has gradually transitioned from a noncom-
munication method achieved through recloser timing adjust-
ment to a centralized intelligent FAmethod that uses a feeder
terminal unit (FTU) or distribution terminal unit (DTU) for
fault detection and communication technology for fault iso-
lation and restoration of power supply in nonfaulty sections
[11, 12], but the operation effect of the pilot project of distrib-
uted intelligent FA is not good. Due to the distrust of the sys-
tem and equipment, the feeder is semiautomatic, manual,
and not fully automatic. In January 2019, the China Southern
Power Grid took the lead in completing the 5G network dis-
tributed differential protection service test in Shenzhen. This
test showed that 5G technology fully meets the various ser-
vices of grid control under the condition of ultralow latency.
In May of the same year, Shenzhen completed the first
domestic and foreign field synthesis of synchronous vector
measurement based on a 5G distribution grid, smoothly solv-
ing the problem of absolute time synchronization and delay
between devices. 5G technology will play a vital role in the
development of the distribution grid in the near future.

This article will start from the concept, structure, core
features, and core technology of 5G technology; summarize
the current integration technology of 5G technology in distri-
bution grid automation, distribution grid relay protection,
distribution grid monitoring, and vital node monitoring;
analyze the challenges that 5G technology and the distribu-
tion grid will face; and finally provide a new outlook for the
future integration of 5G technology and the distribution grid.

2. 5G Communication Technology

2.1. Concept and Structure of 5G Communication Technology.
5G (5th generation mobile networks) communication tech-
nology is the same as the traditional communication
network, and it is also a type of cellular mobile communica-
tion technology [13]. A schematic diagram of the 5G com-
munication system is shown in Figure 1. The content of a
transmission is converted into a bit torrent by a digital analog
converter.

The 5G communication system is composed of a core
net, macrobase station and microbase station. Compared
with microbase stations, macrobase stations have higher
transmit power and broader coverage areas. Although the
coverage of a single microbase station is limited, a large num-
ber of microbase stations will ensure the signal strength of the

area where it is located, making the wireless network more
reliable. Microbase stations, macrobase stations, and users
are mainly receivers, and the data of all receivers come from
the core network. The core network is centrally responsible
for the control and data transmission of the entire system
and is the core “brain” of the whole system [14].

2.2. 5G Core Features. The core features of 5G are shown in
Figure 2 and Table 1. 5G communication technology has a
transmission speed far exceeding that of 4G communication
technology and has a greater capacity to connect more
devices. At the same time, the bandwidth, delay, and reliabil-
ity of 5G communication technology are five times, ten times,
and one hundred times those of 4G communication technol-
ogy [13]. The emergence of 5G technology will dramatically
change electric power.

5G communication technology has an ultrahigh-speed
transmission rate incomparable with that of traditional com-
munication technology; that is, the peak speed of the uplink
reaches 10Gbps, and the peak speed of the downlink reaches
20Gbps. In some tests, a peak transmission speed of 20 Git/s
for single user equipment has been achieved [15]. There are
three main reasons why 5G communication technology can
achieve a transmission speed nearly ten times that of 4G
communication technology. 5G technology directly increases
its spectrum range to above 6GHz; it adopts massive antenna
technology represented by massive multiple input multiple
output (MIMO) [16] and improves the transmission rate
through 3D beamforming [17].

Another notable feature of 5G technology is that the
number of connections has increased from 10,000 to
1,000,000 per square kilometer, and it supports a data trans-
mission capacity of 10Mbps per square meter. Due to the
increase in its spectrum width and the extensive application
of microbase stations, it can support more device connec-
tions. The improvement in spectrum width provides condi-
tions for connecting more devices on this basis. Microbase
stations were implemented in the 4G communication era,
and their effect is very significant. Therefore, in the future
5G era, more microbase stations will be implemented,
thereby increasing the connection density and capacity.

5G technology fundamentally changes the network archi-
tecture, including the core network and wireless access net-
work, and reduces the air interface transmission delay and

Core net

Macro base station

Micro base station

Figure 1: 5G communication system.
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distance between the source and the node; that is, the core
network has changed from traditional centralized to distrib-
uted, physically shortening the distance from the user so that
5G technology has a millisecond delay [14].

5G communication technology also has the core charac-
teristics of high reliability, and the performance index for
the packet loss rate has reached 0.001%. Multiconnection
technology is the reason for the high reliability of 5G
communication technology. It provides users with high-
reliability communication by combining the wide coverage
range and mobility of low-frequency bands with the large
bandwidth and high speed of high-frequency bands.

2.3. 5G Core Technology. In addition to its high-profile core
features, 5G core technology has also caused heated discus-
sions. 5G technology has many core technologies. Among
them, the superior adaptability of edge computing and net-
work slicing in electric power has become a hot topic of
research and discussion by scholars.

Due to the emergence of 5G technology, edge computing
has returned to everyone’s field of vision as the core technol-
ogy of 5G. Edge computing is based on the completely cen-
tralized management and automatic operation of cloud
infrastructure. Cloud computing can store a large amount
of data in the cloud, so users can dynamically obtain what
they need [18]. With the gradual increase in the amount of
user equipment, cloud data will become increasingly large
and complex, and various performance indicators of cloud
computing will be greatly challenged. With the emergence
of edge computing, the computing function in the cloud
can sink part of the computing authority, which can share
the large amount of data and calculations for the cloud.

Moreover, the traditional cloud-to-end distance is long, and
edge computing can shorten the distance to the end, endow-
ing edge computing with the characteristics of faster calcula-
tion speeds and lower latency [19].

The service objects of the network have gradually devel-
oped from the original mobile phones to various types of
equipment, and higher requirements have been proposed
for the network. Reference [20] proposes a reliable partition
solution for the 5G transmission network based on virtual
network embedding and provides special protection in elastic
optical networks. Network slicing technology is another core
technology of 5G technology. Network slicing technology
refers to logically cutting a physical network into multiple
virtual networks to achieve end-to-end connections. Accord-
ing to different business requirements and security require-
ments [21], the virtual network can be cut and personalized
on demand. When the virtual network in a certain applica-
tion scenario fails or is abnormal, it will not affect other
virtual networks.

3. Application of 5G Technology in the
Distribution Grid

3.1. Distribution Grid Automation and Relay Protection. At
present, 2.5G dedicated wireless communication is mostly
used for low-voltage switch cabinets in distribution grids,
and a small number of switch stations use optical fiber com-
munication. The automatic fault diagnosis and isolation of a
medium-voltage distribution grid cannot be guaranteed. The
low-voltage distribution grid has a low degree of automation
and requires many workforce and material resources for
maintenance.

3.1.1. Accurate Fault Location. Traditional fault location
technology is mainly divided into two methods: one method
locates the fault based on additional equipment, and the
other method locates the fault based on the measurement
information of the distribution line. The fault location of
additional equipment is mainly determined by the sectionali-
zer and recloser method [22] and the fault indicator method
[23]. In the second method, the accuracy of the fault location
is based on the measurement information of the distribution
line [24]. The decisive factor is the need for sufficient mea-
surement information for analysis to achieve accurate fault
location determination. Current fault location technology
achieves accurate fault location determination through algo-
rithm optimization or by predicting the passage of accident
collectors. In the literature [25], an FTU is established at
the circuit breaker and section switch so that the fault current
is detected, and the algorithm is used to locate the fault. Ref-
erence [26] collects the status of fault indicators and smart
meters through the control center and uses a multihypothesis
method to quickly identify faults and activate protection
devices. This easily shows that for current precise fault loca-
tion technology, most of the analysis methods are continu-
ously optimized after various measurement information has
been collected.

The core features of 5G technology are large bandwidth
and low latency, which can greatly reduce the collection time

Transmission rate:
10 Gbps

5G
Number of connections:

one million 
Multi connection

technology 

Distributed architecture

Figure 2: 5G core features.

Table 1: Comparison between 4G and 5G technology.

4G 5G

Peak transmission rate 100~150Mb/s 20480Mb/s

Device connection density 10000/km2 1000000/km2

Delay 40~60ms 10ms
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of key information in the distribution grid. At the same time,
the distribution grid can be combined with the edge comput-
ing capability of 5G technology, and this low-latency com-
puting business can be delegated to an edge computer
room. At the same time, edge computer rooms are close to
the access side, reducing the data transmission distance from
the physical level and increasing the fault removal speed. The
large bandwidth and low latency of 5G technology extend the
precise fault location technology in the distribution grid. In
the literature [27], distributed power distribution fault detec-
tion based on edge computing is introduced. In the fault
detection system of this work, the network layer uses mostly
4G networks and optical fiber power private networks. Cur-
rent 4G communication technology is far inferior to 5G com-
munication technology in terms of latency and bandwidth,
and optical fiber networks cannot be widely used due to their
cost and environmental conditions. In the near future, a 5G
power local area network will be the main communication
method in the distribution grid.

3.1.2. Fault Isolation. FA plays an important role in fault iso-
lation in distribution grid automation. At present, centralized
FA applies simple principles and mature strategies, and dis-
tributed FA has gradually evolved due to the large number
of distributed energies needing access.

The most significant feature of centralized FA is that it
needs to upload measurement information to the master sta-
tion when a permanent fault occurs. The feeder monitoring
terminal of each switch or ring network cabinet must com-
municate with the power distribution master station, which
is controlled by the master station. After that, the dispatcher
isolates the fault and applies self-healing schemes for differ-
ent situations [28]. Reference [29] introduced a centralized
intelligent feeder automation system based on IEC61850
and explained the information sequence diagram of fault iso-
lation and fault detection for centralized FA in detail. The
continuous interaction of this information is very compli-
cated. The document does not give a reliable communication
method that can support such a complicated information
exchange process and the time to successfully isolate the
fault. In such a continuous isolation solution that requires
uploading and downloading, only a 5G network with large
bandwidth, low latency, and strong reliability can provide
communication technology support and improve the effi-
ciency of fault isolation on the original basis.

The greatest difference between distributed FA and cen-
tralized FA is that distributed FA does not rely on the global
information of the master station, completes fault location
identification and isolation through mutual communication
and cooperation between terminals, and reports the results
and process of processing. Although the distribution grid
has been continuously connected to various distributed loads
in recent years, distributed FA has the characteristics of one-
time fault handling and a strong ability to adapt to the line,
which makes the distribution grid more reliable; thus, dis-
tributed FA has become a current research hotspot and direc-
tion. Reference [30] introduced a method for implementing
intelligent distributed feeder automation in active distribu-
tion grids, which can isolate faults within milliseconds and

realize power supply in nonfaulty areas within seconds.
According to the technical requirements of distributed intel-
ligent feeder automation proposed in the literature, rapid
fault isolation achieved through remote control, and smart
electronic equipment is desired, so the main communication
method in the literature chooses the optical fiber-based com-
munication method. However, due to the cost of optical
fibers and because some areas are not suitable for dedicated
optical fibers, this will become the main reason restricting
their large-scale application. The wireless network provided
by 5G communication technology can reduce the power
communication network’s reliance on optical fibers, cover a
wide range of smart electronic devices, and complete remote
control more accurately and quickly. Due to the superior
characteristics of 5G technology, its cost will be greatly
reduced, and its core technology edge computing capability
can be applied to the application of distributed FA, reducing
the time delay from the physical distance.

3.1.3. Differential Protection. Due to its selectivity and
efficiency, differential protection has become a reliable selec-
tive main protection method for power system equipment
[31–33]. Differential protection is based on Kirchoff’s current
law (KCL), which compares the incoming and outgoing cur-
rents of the relays at both ends of its protection section to
determine internal and external faults and act. The reliability
of differential protection depends entirely on the communi-
cation system at both ends of the line [34]. The greatest lim-
itation of early differential protection systems with buried
cables and overhead lines used as communication media is
that the protection length is limited and the relays at both
ends will lose their original functions when the line is discon-
nected. After that, differential protection that uses optical
fibers and digital communication networks as the communi-
cation medium [35] appeared and is still in use today, which
makes up for the previous generation of differential protec-
tion and, to a large extent, guarantees the shortcomings of
relay function loss due to line disconnection. Reference [36]
pointed out that wireless networks have a unique position
and advantages in many communication media; that is, they
have a lower cost and faster response time than cable optical
fibers. At the same time, relays can also ignore system param-
eter changes; the construction of a 30 km differential protec-
tion scheme is proposed by connecting the relays used in
differential protection to the relays at the sending end and
the receiving end through a wireless transmission network.
5G technology is about to be applied in wireless communica-
tion [37]. Because of its large capacity and wide coverage, 5G
technology will allow more relay connections, especially due
to its superior time delay characteristics, to allow information
and data to be transmitted more accurately and quickly.

3.2. Distribution Grid Monitoring

3.2.1. Power Distribution Room Monitoring. The primary
need is to ensure the safety and stability of the environment
inside power distribution rooms. Through the sensors
installed in distribution rooms and 5G communication tech-
nology, indoor temperature, humidity, and the presence of
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dangerous gases (SF6/O3 etc.) can be transmitted to on-duty
personnel in real time, and appropriate schemes can be
arranged to ensure the normal operation of all equipment
in the distribution room within a standard range.

Second, it is necessary to conduct real-time monitoring of
important equipment in power distribution rooms. Some
important equipment, such as transformers, switch cabinets,
power distribution cabinets, and DTUs, exists in power dis-
tribution rooms. In traditional power distribution room
management, it is necessary to arrange personnel to regularly
inspect and monitor equipment. With the emergence of 5G
technology and the development of sensors, 5G technology
can be combined with existing sensors. For example, multiple
sensors are installed around the transformer to obtain data
such as the operating temperature of the transformer, the
vibration acceleration of the transformer tank, and the
electrical output of the transformer and then monitor and
analyze these data. After that, the data are uploaded to the
monitoring personnel in real time through the 5G communi-
cation network. When an abnormality occurs, the alarm
from the power distribution room can be received in the
shortest time, and a set of suitable fault solutions can be auto-
matically generated and calculated. In this way, the normal
operation of the equipment in the power distribution room
can be ensured to the greatest extent, the efficiency of moni-
toring and maintenance of the power distribution room can
also be improved, and the monitoring cost can be reduced.

Because of its small size, convenient installation, and low
cost, medium-voltage distribution grid phasor measurement
units (PMUs) bring a qualitative improvement in fault diag-
nosis and fault location technology to the distribution grid
[38, 39]. The combination of PMUs and 5G technology will
gradually develop in the direction of visualizing the operation
of the distribution grid. This will depend on the core features
and core technology of 5G technology [40]. Power distribu-
tion rooms can build a 5G cellular network and rely on the
large bandwidth, low latency, and large capacity of 5G tech-
nology. Power distribution rooms can not only monitor the
operation of the distribution grid in real time but also obtain
a large amount of accurate terminal data and bus informa-
tion, as well as equipment operating status [41]. The large
amount of data is visually fed back to the client for real-
time monitoring and control. 5G technology can provide
faster upload and download speeds to support the data trans-
mission of high-definition video and pictures during repair
processes; at the same time, these data will be returned to
the center in real time. 5G communication technology not
only provides a possibility for the visualization of the distri-
bution grid but also improves the efficiency of the daily
inspection of the distribution grid, reduces costs, and
improves efficiency.

The ring main unit is an important part and key link in
the automation of the distribution grid, so it is of great signif-
icance to integrate automatic monitoring and detection in the
ring main unit of a distribution room. The traditional ring
main unit mostly relies on the connection of cables or optical
fibers to realize multipoint detection and control. Wired data
transmission will increase the complexity of the line inside a
ring main unit and increase security risks. Compared with

wireless public network, 5G is more expensive. The real-
time standard of on-line ring main unit monitoring is very
strict. Because of its outstanding core characteristics, 5G
technology can replace the existing data transmission of
wired and wireless public networks. It can ensure real-time
monitoring and reduce cost without increasing the complex-
ity of the ring main unit. Multiple units in a ring main unit
will also better complete their functions with the integration
of 5G communication technology. For example, the signal
processing unit inside a ring main unit needs to control the
returned telemetry signal, remote signal, and other control
devices while also simultaneously realizing visual online
real-time detection for the ring main unit.

3.2.2. Online Monitoring. 5G technology lays the foundation
for the future application of online monitoring technology in
smart grids [42]. A distribution transformer is important
basic equipment for distribution grid operation, so monitor-
ing its data is necessary. The transformer terminal unit
(TTU) is an important core device for the automatic online
monitoring of distribution grids. Depending on the TTU
used for the real-time monitoring data of distribution
transformers, the abnormal operation status of distribution
transformers can be discovered and solved in time.

TTUs have stringent standards for communication
networks. It is necessary to pay attention to the cost-
effectiveness and real-time performance of communication
networks to ensure high reliability. Optical communication
meets the requirements of reliability and real time, and due
to the large number of TTU devices and their wide distribu-
tion, it is obviously impossible to use optical communication
for a wide range of purposes. At present, more communica-
tion modes are power line carriers and wireless communica-
tion networks. The main disadvantage of a power line carrier
is that when the distribution transformer is abnormal, the
speed of data transmission for monitoring is slow, and it is
also vulnerable to harmonics and electromagnetic interfer-
ence between power lines. 5G communication technology,
to a large extent, meets the stringent requirements of TTU
devices for communication. When a distribution transformer
is in abnormal operation conditions, the abnormal operation
data can be quickly transmitted, and the low latency of the
data can be guaranteed. At the same time, 5G’s superior cov-
erage ensures the connection of multiple TTU devices in
some areas. 5G communication technology is of great signif-
icance for future online TTU monitoring.

3.2.3. Intelligent Interconnection of Power Distribution
Equipment. Distribution grids contain a large number of
power electronic devices, such as series-shunt compensators,
contactless switches, and active power filters. These devices
often operate in an independent form to meet the growing
demand of distribution grids [43]. With the introduction of
increasingly more distributed energy, power electronic
devices are gradually developing toward interconnection.
Reference [44] introduces several communication methods
used in distribution grids to connect power and electronic
devices, among which cellular networks are a mature
communication technology. However, traditional cellular
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communication technology is conducive to communication
between smart meters and distribution stations or remote
nodes, but as a public platform, the cellular network will have
the drawbacks of network congestion and long delays. In the
future, power electronic devices in the distribution grid may
be interconnected and integrated through 5G cellular net-
works or network slicing technology to achieve the integra-
tion of energy information.

3.3. Important Node Monitoring. Knowing the trend direc-
tion [45] requires unified detection and the control of a large
number of connected distributed energy sources in distribu-
tion grid automation. However, the greatest difficulty with
distributed energy monitoring is that the topology of the dis-
tribution grid cannot be identified [46]. Research on sensors,
such as topology sensors and high-precision phasor units of
μPMUs, largely solves the problem of topology identification
[47, 48]. Subsequently, reference [49] assumes that the nodes
of the distribution grid are measurable, measures and con-
trols the nodes of the distribution grid, realizes the identifica-
tion of the distribution grid topology through node data, and
successfully identifies the access points of the distributed
energy. Regardless of which method is used, the nodes are
arranged and calculated from the nodes in the distribution
grid. There are many nodes in the distribution grid. To
achieve multipoint collaborative computing and ensure data
delay, a 5G wireless network and distribution grid nodes
can be combined. Wireless intelligent devices are placed on
important nodes in 5G communication technology, such as
connecting sensors and the intelligent terminals of the distri-
bution grid of a 5G network. Because the coverage of the 5G
signal is wide enough, the sensors in a region can be intercon-
nected. At the same time, an edge computer room combined
with 5G edge computing can realize the identification of
distributed energy access and distribution grid topology in
a region.

4. Challenges of Distribution Grids with
5G Technology

4.1. 5G Technical Standard Maturity Match. In the first half
of 2020, the technical freeze of the release 16 (R16) standard
for 5G technology and the establishment of ultrareliable and
low-latency communication (URLLC) standards were com-
pleted. Smart grids have just been established in 3GPP release
18 (R18), which is the first definition of a 5G+ smart grid
end-to-end standard architecture. Research on how 5G tech-
nology can support the business needs of distribution grids
and even power grids is still in the initial stage, and it will take
a long time to freeze the R18 technical standard. Due to the
lack of certain technical standards, the application of 5G
technology in distribution grid-related business is still in
the initial stage of exploration, and the large-scale application
of 5G technology needs further exploration.

All distribution terminals will be integrated with 5G tech-
nology in the future; for example, the communication mod-
ule of 5G technology will be embedded in the distribution
terminal. At present, relevant research on 5G communica-
tion terminals is still in progress. The market of intelligent

communication terminals has been saturated before.
Although the emergence of 5G technology gives communica-
tion terminals the opportunity to reenter the market, the rel-
evant supporting industries of 5G technology are unable to
support the development of 5G communication terminals
and mass manufacturing [50].

4.2. 5G Network Slicing Security Issues. Reference [51] pro-
vides a simple key generation and key management scheme
that provides a quantum secure key hierarchy in the 5G sce-
nario for Internet of Things devices. The security of network
slicing technology in 5G communication technology needs to
be solved. Currently, there are many new security issues in
network slicing specially tailored to the distribution grid.
For new network attack, this indicates whether the network
can resist attack from outside when network slicing is imple-
mented. Network defense means of network slicing need
further research and exploration. Since the formation of net-
work slicing is achieved by several virtual networks separated
by physical networks, it is possible to achieve mutual nonin-
fluence mentioned in network slicing. However, the degree of
independence of a single sliced network and the associated
problems with other networks will lead to new network secu-
rity problems, such as information and data leakage in the
slice. Only by ensuring the operational safety of the distribu-
tion grid can we further promote and apply network slicing
technology in the distribution grid.

4.3. Network Cost Performance. Another problem to be con-
sidered in the application of 5G technology is the cost perfor-
mance of a network, that is, the choice of a public network or
a private network. Compared with public networks, private
networks have the advantages of network security, informa-
tion data transmission speed, and relatively smooth signal
switching and reselection, but their construction cost is
incomparable to that of public networks. 5G technology has
a high transmission speed, and its data transmission is also
more expensive. A problem with network construction is that
the network must be reasonably arranged within the range of
acceptable costs. It is obviously unreasonable to choose only
one of them. Therefore, if the operators can flexibly open the
network architecture system in the future and cooperate to
discuss a set of suitable network selection schemes, the
scheme can also be used to reasonably design different busi-
ness requirements for the distribution grid. To ensure safety,
flexibility, and reliability, the distribution grid and 5G tech-
nology can be integrated in depth.

4.4. 5G Signal Penetration. The signal problem of 5G technol-
ogy has always been a hot topic; that is, how to improve the
speed without sacrificing signal strength is of interest. In
the era of 4G-LTE systems, because its wavelength is approx-
imately 8m, 5G mainly uses millimeter waves, so its antenna
length is greatly shortened, and more antennas can be
arranged in space to improve the transmission rate at one
time. However, the signal strength of the 5G millimeter wave
is weak; that is, signal attenuation in the transmission pro-
cess is very serious. For the signal penetration problem of
5G communication technology, although the uplink and
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downlink decoupling technology of “downlink 5G frequency,
uplink 4G frequency” has been proposed, the construction of
a large number of microbase stations and application of mas-
sive MIMO technology to base stations are design schemes to
be adopted in cities. For the distribution terminals applied to
some harsh environmental conditions, such as terminals
built in remote areas, the construction level of base stations
cannot reach the scale of base stations in cities and the cables
buried in the ground, so the reception effect of signals may
not be good. Therefore, to apply 5G technology to terminals
to complete data collection and transmission or achieve
remote functions in the distribution grid, only technical the-
ory can be achieved, but for specific technology implementa-
tion, it is still far from reaching this goal.

5. Conclusions

The emergence of 5G technology will change the architecture
of traditional mobile communication and its security. The
existing communication network was not achieved over-
night. The relevant 5G technical standard, R18, is still being
studied. Even if the standard is completely frozen, it is impos-
sible to deploy 5G in an all-around way. Only using the
original special power network can the existing optical fiber
network be retained. For some distribution grids, 5G com-
munication technology can be combined, and a set of net-
work structures combining private networks and public
networks can be developed with operators to pave the way
for transition. For example, [52] introduces a kind of low-
cost, data-centric next-generation lightless network, and
Gigabit wireless LAN technology based on an optical fiber
wireless network to meet the requirements of a 5G communi-
cation network. In addition, we also need to consider the
location of constructed 5G base stations, signal, security,
and anti-interference issues. Further research programs and
plans for the integration of 5G technology into the distribu-
tion grid are needed.
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