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Complex network systems cover most aspects of our daily
life and are concerned with a wide range of communities,
such as transportation, communication and information,
energy systems, disaster and risk reduction and mitigation,
finance, social networks and perception, and biological and
medical systems, as well as academic researchers on theo-
ries of reliability, safety, risk, complexity, and networks [1–
4]. Despite their enormous benefits to daily life, complex
network systems also exhibit disadvantages, and one of the
most challenging issues is the risk and safety of complex
network systems. In a network system, the impact of a local
hazard/fault/disturbance can easily spread out to the whole
system due to domino effect, cascading effect, and/or ripple
effect and eventually evolves into a large-scale disaster [5,
6]. The finding of “six degrees of separation” may partially
illustrate how efficiently the impact of a local event can
spread in a network [7].The speedup of globalization process
nowadays just makes the situation even worse [8].

The past two decades has witnessed too many examples
of globally networked catastrophes. For instance, in the 2003
Northeast blackout in USA, a software bug in the alarm
system at a control room of the FirstEnergy Corporation,
located inOhio, eventually caused awidespread power outage
throughout parts of theNortheastern andMidwesternUnited
States and the Canadian province of Ontario, affecting an
estimated 10 million people in Ontario and 45 million people
in eight U.S. states [9]. In the 2003 SARS plague, the first case
of infection was speculated to be a farmer in Foshan County,

Guangzhou Province, China, then modern social network
and advanced transportation system boosted the outbreak in
37 countries having claimed 774 lives worldwide [10]. In the
2008 global financial crisis, the bursting of the U.S. housing
bubble ended up with the European sovereign-debt crisis and
a global recession [11]. In the 2010 Eyjafjallajokull Volcano
eruption in Iceland, despite the relatively small intensity and
remote location, 20 countries across Western and Northern
Europe closed their airspace to commercial jet traffic and it
affected about 10 million travelers [12].

Dealing with the risk and safety of complex network sys-
tems has long been a common challenging task of concern to
researchers and engineers from awide range of communities.
Although substantial relevant results have been reported in
the literature, the means to assess the risk and to improve
the safety of complex network systems still remains largely
unresolved. For example, a most important finding on the
structural robustness of networks reveals that a scale-free
topology is more vulnerable to intended attacks to hub nodes
(i.e., high-degree nodes), which suggests that such nodes are
more important than low-degree nodes [1]. However, recent
research indicates that, once a node oscillating function is
introduced, low-degree nodes are actually more important
than hub nodes, no matter what the intended attacks or ran-
dom failures [13]. These conflicting results clearly remind us
of the fact thatwe are far away from fairly goodunderstanding
of complex network systems.Whatmakes things worse is that
a real-world complex network system usually keeps changing
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and evolving, and therefore studying the past of the system
might not necessarily generate a good/feasible solution for the
present, but it could even become a source of risk in future
[3]. As is pointed out in a contemporary Nature perspective
paper [14], the world is currently faced with a diverse range of
globally networked risks at a time when we are ill-equipped
to understand or handle them.

Researchers and engineers in various communities are
eager to see new progress to address the risk and safety
of complex network systems. Besides the nature of haz-
ard/fault/disturbance and the topology of system, many
other factors such as heterogeneity in components, inter-
action functions and rules, amplifying effects, self-healing
capability, and multiple feedback loops altogether play a
crucial role in determining the system performance against
hazard/fault/disturbance.The complexity roots in the combi-
nation of all these factors, resulting in nonlinear, dynamical,
self-adaptive, and self-organizing system behavior, which
is far beyond the capability of the existing methodologies.
To study the risk and safety of complex network systems,
there is an urgent demand for new interdisciplinary theories,
models, methods, and experiments. This particularly needs
us to fertilize a new thinking of globally networked risks and
complex systems science [8, 14].

This special issue aims to serve as a platform for a wide
range of communities to share their specialized knowledge
and experiences for dealing with the risk and safety of various
complex network systems. By bringing together both relevant
theoretical works and case studies, the research community
can be a source of inspiration and encouragement to promote
and enrich research on the risk and safety of complex network
systems. In this way, a little more light will hopefully be shed
on the challenging task set-up by the perspective paper [14].

The accepted papers in this special issue cover many
important topics on the risk and safety of complex network
systems, including both theoretical studies and application-
oriented researches.

Regardingmathematical theories of complex networks, F.
Ren et al. reported a coupled map lattices based approach
to analyze the risk of cascading process and recovering
strategy in Watts-Strogatz (WS) small-world network and
Barabási and Albert (BA) scale-free network, respectively;
J. Liu et al. conducted some theoretical analyses on the
threshold for the outbreak of the cascading failures in degree-
degree uncorrelated networks, which are useful to improve
network robustness given the limited capacity resource; H.
Han andR. Yang investigated load-induced cascading failures
in asymmetrical interdependent networks, discovering that
network robustness is positively related to capacity, but
negatively related to load.

In the area of transportation systems and civil engineer-
ing, C. Xu et al. developed some artificial neural network
models to predict the free flow speed of bicycle traffic and
then to analyze the associated crash risk, which are important
for the evaluation, planning, and management of bicycle
traffic safety; H. Ju andM. Fu focused on the vibration control
of structures and conducted a deep investigation on the in-
plane vibration response of periodic viaduct on saturated soil
under Rayleigh surface wave.

In the area of communication networks and information
systems, R. He et al. proposed an efficient top-k query
processing scheme with result integrity verification, named
as ETQ-RIV, in two-tiered sensor networks, and the proposed
scheme exhibits better performance than the relevant existing
works in terms of both communication cost and query result
redundancy rate; T. A. Nguyen et al. targeted at sensitivity
assessment of availability for data center networks (DCNs),
which plays a crucial role in design and management of
cloud computing based businesses, and they presented a
comprehensive availability modeling and sensitivity analysis
of a DCell-based DCNwith server virtualization for business
continuity using stochastic reward nets.

In the area of cyber world security, T. Yang et al., based
on the attribute-based encryption (ABE) and the distributed
hash table (DHT) technologies, reported a secure ciphertext
self-destruction scheme in order to improve the cloud storage
security for handling expired data.

In the area of disaster reduction and emergence man-
agement, X. Zhai et al. proposed a robust satellite schedul-
ing model to address a sequence of emergency tasks, in
which both the benefit and robustness of schedule are
simultaneously maximized in each stage; Y. F. Wang et al.,
based on hybrid causal logic model techniques, developed
a quantitative risk analysis framework to assess the risk of
offshore fire and explosion.

In the area of biological andmedical systems, X. Zhang et
al. studied epidemic spreading characteristics and immunity
measures based on complex network with contact strength
and community structure.

In the area of financial systems, C. Cheng et al. presented a
heuristic multikernel growth approach based on constrained
Delaunay triangulation in order to address a special zone
design problem for economic census investigators; Y. Xiang
et al. analyzed the production stability of process routes for
complex parts based onweighted network,where a brittleness
risk entropy, as an indicator of the vulnerability of nodes in
a weighted network, was introduced to predict those easily
failed subsystems in the entire network.
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In complex networks, the size of the giant component formed by unfailed nodes is critically important for estimating the robustness
of networks against cascading failures. In order to explore the critical moment of cascading failures break-out, we provide a cascade
of overload failure model with local load sharing mechanism and then deduce the threshold of node capacity when the large-scale
cascading failures happen and unfailed nodes in steady state cannot connect to each other to form a large connected subnetwork.
We get the theoretical derivation of this threshold in degree-degree uncorrelated networks and validate the effectiveness of this
method in simulation.This threshold provides us with a guidance to improve the network robustness under the premise of limited
capacity resource when creating a network and assigning load. Therefore, this threshold is useful and important to analyze the
robustness of networks. We believe that our research provides us with a guidance to improve the network robustness under the
premise of limited capacity resource.

1. Introduction

Cascading failures are a sort of phenomena in which a
random failure or intentional attack on one or a few nodes
leads to serve chain reaction in the networks, which can cause
collapse of a large fraction of nodes in the network. It is
widely found in many real-world networks, such as power
transmission [1, 2], communication [3], economic [4], and
biological [5] networks. A real example of cascading failures
is thewell-knownNortheast Blackout in 2003 [6]. In this case,
the outage of a generator led to a serve chain reaction of power
blackout, which affected approximately 50 million people in
NorthAmerica and caused financial losses of about $6 billion.

In order to understand the essential mechanism of cas-
cading failures, a number of cascading models have been
proposed, such as betweenness-based model [7–10], sand-
pile model [11, 12], and fiber-bundle model [13, 14]. In these
models, a node fails when its load exceeds its capacity. The

failure of this node leads to the redistribution of load in net-
work and can cause collapse of a large fraction of the network.
Therefore, the cascading failure process of these models is
highly dependent on the relation between load and capacity.

When the dynamical process of cascading failures ter-
minates in steady state, the network breaks into several
connected subnetworks formed by unfailed nodes.The size of
the largest connected subnetwork (i.e., the giant component)
can be used to measure the severity of cascading failures,
which is critically important for estimating the robustness
of networks [15, 16]. It is intuitive that when the capacity
increases (or the load decreases), the size of cascading failures
in network reduces, which is confirmed by all of those
cascading failuremodels above. In fiber-bundle and sand-pile
model, with the capacity under a critical value (or load above
a critical value), the giant component disappears, or above
this critical value the size of the giant component dramatically
rises up [13, 17].
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This critical value is a very important feature to measure
the robustness of networks. However, to our knowledge,
there is little research on quantitative analysis of the relation
between node capacity and this threshold for the break-out
of cascading failures at present.

In this paper, we provide a cascade of overload failure
model with local load sharing mechanism and then explore
the threshold of node capacity when the large-scale cascading
failures happen and there does not exist a large connected
subnetwork formed by unfailed nodes.

2. Model

Here we provide a cascade of overload failure model with
local load sharing mechanism. In this model, the statuses
of nodes are divided into two categories: the unfailed and
failed. We assume that all nodes in networks are unfailed at
the beginning. A node fails if its load exceeds its capacity
(i.e., overload). When a node fails to work, this node is
considered as transferring a fixed positive load Δ to each of
its unfailed neighbors and being separated from the giant
component [18–20]. When the cascading failures terminate,
only those nodes in the giant component are supposed to
work. It is natural to assume that the capacity 𝐶V of a node
V is proportional to its initial load 𝐿V [21, 22] as

𝐶V = (1 + 𝛼) 𝐿V, (1)

where the constant 𝛼 is the tolerance parameter. The initial
load of each node is randomly distributed following a uni-
form distribution on the interval [𝐿min, 𝐿max]. For simplicity,
we set the lower bound of initial load 𝐿min = 0 and the lower
bound of initial load 𝐿max = 1 [18, 19]. Then, for arbitrary
node V, the cumulative distribution function 𝜑(𝑙) of 𝐿V is
defined as

𝑃 {𝐿V < 𝑙} ≜ 𝜑 (𝑙) =

{{{{

{{{{

{

0 𝑙 ≤ 0

𝑙 0 < 𝑙 ≤ 1

1 𝑙 > 1.

(2)

The numerical process of cascading failures with local
load sharing mechanism is summarized as follows.

(1) Initialization. Generate a degree-degree uncorrelated net-
work with 𝑁 nodes. Assume all nodes are unfailed. The load
of each node is uniformly distributed in [𝐿min, 𝐿max], where
we let 𝐿min = 0 and 𝐿max = 1. The capacities of nodes are
determined by (1).

(2) Beginning. Choose very few nodes randomly in the
network, and set them as failed.

(3) Load Redistribution. In each round, each node which is
failed in the last round transfers a fixed positive loadΔ to each
of its unfailed neighbors. An unfailed node turns out to be
failed if it overloads in this round.

(4) Halt. Repeat step (3) if there exist overloaded nodes in
the network; otherwise, the process halts. Finally, only the
unfailed nodes in the giant component are supposed to work.

3. Analysis

3.1. Description of Critical Conditions. When the cascading
failure process ends, the unfailed nodes in the network form
several connected subnetworks.The fraction of giant compo-
nent, which is the relative size of the largest connected subnet-
work, can be used as a measure of the network performance
against cascading failures. Figure 1 shows the fraction𝐺 of the
giant component as a function of tolerance parameter 𝛼 in
Erdös-Rényi (ER) randomnetworks [23] andBarabási-Albert
(BA) scale-free networks [24]. For each 𝐺 with different
average degree ⟨𝑘⟩, there exists a critical tolerance parameter
𝛼
𝑐
, with 𝛼 under which the giant component disappears and

over which𝐺 increases dramatically and approaches 1 finally.
When 𝛼 < 𝛼

𝑐
, 𝐺 approximately equals 0, which indicates that

large-scale cascading failures occur and network breaks into
extremely small clusters. There are two conditions to ensure
that 𝐺 approximately equals 0 when 𝛼 < 𝛼

𝑐
:

(I) Large-scale cascading failures occur in the network;
that is, the failed nodes connect to each other to form
a large connected subnetwork.

(II) When the dynamical process of cascading failures
terminates in steady state, there does not exist a large
connected subnetwork formed by unfailed nodes.

In the rest of this section, we give a theoretical derivation
of 𝛼
𝑐
with these two conditions above.

3.2. Large-Scale Cascading Failures Occur in the Network.
First, let us consider condition (I) that large-scale cascading
failures occur in the network. This condition equals the
situation that the failed nodes connect to each other to form a
large connected subnetwork. On average, each node fails and
causes more than one of its neighbors to fail when large-scale
cascading failures happen. Consider a node V of degree 𝑘V and
any of its neighbors 𝑤. The probability that node V fails and
causes node 𝑤 to fail is

𝑃 {𝐿
𝑤

+ Δ > (1 + 𝛼) 𝐿
𝑤
} = 𝑃 {𝐿

𝑤
<

Δ

𝛼
} = 𝜑(

Δ

𝛼
) , (3)

where 𝐿
𝑤
is the initial load of node 𝑤.

The cascading failures of nodes are a sort of site percola-
tion process. Because of the locally tree-like approximation
in percolation of degree-degree uncorrelated networks, the
probability that node V fails and causes 𝑚 of its 𝑘V − 1 neigh-
bors (subtract the node which causes node V to fail) to fail is

(

𝑘V − 1

𝑚
)𝜑(

Δ

𝛼
)

𝑚

(1 − 𝜑(
Δ

𝛼
))

𝑘V−1−𝑚

. (4)

Thus, on average, the node V fails and causes its

𝑘V−1

∑

𝑚=1

𝑚(

𝑘V − 1

𝑚
)𝜑(

Δ

𝛼
)

𝑚

(1 − 𝜑(
Δ

𝛼
))

𝑘V−1−𝑚

=

𝑘V−1

∑

𝑚=1

𝑚(

𝑘V − 1

𝑚
)𝜑(

Δ

𝛼
)

𝑚

(1 − 𝜑(
Δ

𝛼
))

𝑘V−1−𝑚
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Figure 1: The fraction 𝐺 of giant component changes with increase of tolerance parameter 𝛼 in ER random and BA scale-free networks.

=

𝑘V−1

∑

𝑚=1

(𝑘V − 1)(

𝑘V − 2

𝑚 − 1
)𝜑(

Δ

𝛼
)

𝑚

(1 − 𝜑(
Δ

𝛼
))

𝑘V−1−𝑚

= (𝑘V − 1) 𝜑 (
Δ

𝛼
)

(5)

neighbors to fail.
Denote 𝑝

𝑘
as the probability that a randomly picked node

has degree 𝑘. According to (5), the failure of arbitrary node in
the network causes its∑∞

𝑘=0
𝑝
𝑘
(𝑘−1)𝜑(Δ/𝛼) = (⟨𝑘⟩−1)𝜑(Δ/𝛼)

neighbors to fail.When large-scale cascading failures occur in
the network, the failure of arbitrary node causes more than
one of its neighbors to fail; that is,

(⟨𝑘⟩ − 1) 𝜑 (
Δ

𝛼
) ≥ 1. (6)

Thus, for condition (I) that large-scale cascading failures
occur in the network, we have

𝛼 ≤ (⟨𝑘⟩ − 1) Δ. (7)

It is worth noting that there is not any specific assumption
on degree distribution for the result above.

3.3. There Does Not Exist a Large Connected Subnetwork
Formed by Unfailed Nodes. According to the local load
sharingmechanism in ourmodel, theremay exist some nodes
that do not propagate cascading failures. These nodes never
fail with large tolerance parameter 𝛼, or their failure will not
affect other nodes as all of their neighbors are already failed
nodes. We call these nodes absorbing nodes. Before handling
condition (II), we pay close attention to these absorbing
nodes. Let us consider the situation that a node V of degree 𝑘V
does not fail after 𝑘V − 1 of its neighbors fail and share loads
(𝑘V−1)Δwith it. Consequently, nomatter whether node V fails

or not, it can not affect other nodes anymore. In this situation,
node V has the ability to absorb the loads of all its neighbors by
itself; thus we call this node the independent absorbing node.
The capacity and initial load of an independent absorbing
node Vmeet the following relation:

𝐿V + (𝑘V − 1) Δ < (1 + 𝛼) 𝐿V. (8)

But this is not the only reason that a node happens to
be an absorbing node. There is another situation for a node
to be an absorbing node whose load does not satisfy (8).
In this situation, considering a node V, 𝑚 of its neighbors
are absorbing nodes; thus we only need 𝑛V > 𝑘V − 𝑚 −

1 to make node V an absorbing node. We call this kind
of nodes dependent absorbing nodes because their ability
to absorb loads depends on the other absorbing nodes of
their neighbors. Dependent absorbing nodes can also prevent
cascading failures locally.

Figure 2 gives two examples of absorbing nodes. In
Figure 2(a), unfailed node 1 has five neighbors and four of
them (nodes 2, 3, 4, and 5) are failed nodes. Assume that if
node 6 does not fail in the following procedure of cascading
failure, then node 1 does not fail either. Or in another case
assume that node 6 fails and transfers a fixed value of loadΔ to
node 1. In the latter case, nomatterwhether node 1 fails or not,
it can not affect any other node. Thus, node 1 is an indepen-
dent absorbing node. In Figure 2(b), we assume that node 7 is
not an independent absorbing node. It happens to fail if more
than two of its four neighbors fail and transfer loads to it.
Assume node 8 is an absorbing node; thus it never fails. Con-
sequently, no matter whether node 7 fails or not, it can not
share load with any unfailed neighbor. Therefore, node 7 in
Figure 2(b) comes to be a dependent absorbing node because
its ability to absorb loads depends on the absorbing node
8.
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Figure 2: Two examples of the absorbing nodes. In the procedure of cascading failures, an unfailed node (∘) may turn to be a failed node (∙)
when it overloads or does not fail as it is an absorbing node (⊚).

Then we consider condition (II) that there does not exist
a large connected subnetwork formed by unfailed nodes.
We have explained that absorbing nodes survive and keep
to be unfailed after cascading failures. With increase of
𝛼, each node has higher probability to be assigned with
more capacity and be an absorbing node on average. If
there exist a large number of absorbing nodes, they may
connect to each other to form a large connected subnetwork
which makes 𝐺 greater than 0. We have divided absorbing
nodes into independent absorbing nodes and dependent
absorbing nodes. Furthermore, we call an absorbing node an
𝑚-absorbing node (𝑚 = 0, 1, 2, . . . , 𝑘), if and only if 𝑚 of its
neighbors are absorbing nodes. We assume that independent
absorbing nodes are not equivalent to 0-absorbing node.
For an interdependent node, if it has 𝑚 absorbing nodes
of its neighbors, we still treat this node as an 𝑚-absorbing
node.

Then, we let the probability that a node of degree 𝑘 hap-
pens to be an absorbing node be 𝑎

𝑘
.The probability that node

V happens to be an 𝑚-absorbing node is 𝑎(𝑚)
𝑘

. Then we have

𝑎
𝑘
=

𝑘

∑

𝑚=0

𝑎
(𝑚)

𝑘
. (9)

In a degree-degree uncorrelated network, consider a node
V of degree 𝑘 and any of its neighbors 𝑤. The probability
of node 𝑤 with degree 𝑗 is 𝑗𝑝

𝑗
/∑
𝑖
𝑖𝑝
𝑖

= 𝑗𝑝
𝑗
/⟨𝑘⟩. Node 𝑤

happens to be an absorbing node with the probability 𝑎
𝑗
.

Then, the probability of node V’s arbitrary neighbor being an
absorbing node is

𝜎
𝑎
= ∑

𝑗

𝑗𝑝
𝑗
𝑎
𝑗

⟨𝑘⟩
. (10)

According to (10), the probability that exactly 𝑚 of node
V’s neighbors are absorbing nodes is

(

𝑘

𝑚
)𝜎
𝑚

𝑎
(1 − 𝜎

𝑎
)
𝑘−𝑚

. (11)

Node V is an 𝑚-absorbing node if it stays unfailed with
𝑘−𝑚−1 neighbors fail and transfer loads to it.Therefore, the
probability is that node V comes to be an 𝑚-absorbing node
with probability

𝑎
(𝑚)

𝑘
= (

𝑘

𝑚
)𝜎
𝑚

𝑎
(1 − 𝜎

𝑎
)
𝑘−𝑚

⋅ 𝑃 {𝐿V + (𝑘 − 𝑚 − 1) Δ < (1 + 𝛼) 𝐿V}

= (

𝑘

𝑚
)𝜎
𝑚

𝑎
(1 − 𝜎

𝑎
)
𝑘−𝑚

(1 − 𝜑(
(𝑘 − 𝑚 − 1) Δ

𝛼
)) .

(12)

We substitute (12) into (9) and get the probability that
node V (i.e., arbitrary node of degree 𝑘) happens to be an
absorbing node as

𝑎
𝑘
= 𝜎
𝑘

𝑎
+

𝑘−1

∑

𝑚=0

(

𝑘

𝑚
)𝜎
𝑚

𝑎
(1 − 𝜎

𝑎
)
𝑘−𝑚

(1 − 𝜑(
(𝑘 − 𝑚 − 1) Δ

𝛼
))

=

{{{{{

{{{{{

{

𝜎
𝑘

𝑎
+

𝑘−1

∑

𝑚=0

(
𝑘

𝑚
)𝜎
𝑚

𝑎
(1 − 𝜎

𝑎
)
𝑘−𝑚

(1 −
(𝑘 − 𝑚 − 1) Δ

𝛼
) if 𝑘 ≤ [

𝛼

Δ
] + 1

𝜎
𝑘

𝑎
+

𝑘−1

∑

𝑚=𝑘−1−[𝛼/Δ]

(
𝑘

𝑚
)𝜎
𝑚

𝑎
(1 − 𝜎

𝑎
)
𝑘−𝑚

(1 −
(𝑘 − 𝑚 − 1) Δ

𝛼
) elsewhere

=

{{{{

{{{{

{

1 −
(𝑘 − 1) Δ

𝛼
+

𝑘𝜎
𝑎
Δ

𝛼
−

𝜎
𝑘

𝑎
Δ

𝛼
if 𝑘 ≤ [

𝛼

Δ
] + 1

𝜎
𝑘

𝑎
+

𝑘−1

∑

𝑚=𝑘−1−[𝛼/Δ]

(
𝑘

𝑚
)𝜎
𝑚

𝑎
(1 − 𝜎

𝑎
)
𝑘−𝑚

(1 −
(𝑘 − 𝑚 − 1) Δ

𝛼
) elsewhere.

(13)
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Figure 3: Validation of the analytical predictions of threshold 𝛼
𝑐
where the giant component 𝐺 exists in ER random networks. With increase

of tolerance parameter 𝛼, we draw each simulated 𝐺 of 50 realizations, respectively. The threshold 𝛼
𝑐
is marked by solid triangle (󳵳).

According to the cascade condition [25, 26], the absorbing
nodes can not connect to each other to form a large connected
subnetwork with the following condition:

1

⟨𝑘⟩

∞

∑

𝑘=0

𝑘 (𝑘 − 1) 𝑝
𝑘
𝑎
𝑘
< 1, (14)

where 𝑝
𝑘
is probability that a randomly picked node has

degree 𝑘 and 𝑎
𝑘
is the probability that a node with degree 𝑘

happens to be an absorbing node.
Now we complete the derivation by (7), (10), (13), and

(14). These four equations depend on each other. We can get
the threshold of tolerance parameter 𝛼

𝑐
with the following

iteration process:

(1) Assign (⟨𝑘⟩ − 1)Δ as an initial value to tolerance
parameter 𝛼 according to (7).

(2) Get 𝑎
𝑘
via (10) and (13) with the current value of

tolerance parameter 𝛼.

(3) Substitute 𝑎
𝑘
into (14). If the inequality of (14) is

invalid, discount a very small value from 𝛼, and then
repeat step (2); otherwise, let 𝛼

𝑐
= 𝛼 and finish the

iteration process.

4. Simulation

We validate the analytical prediction of threshold 𝛼
𝑐
in ER

random and BA scale-free networks with 𝑁 = 5000 nodes
and varied average degree ⟨𝑘⟩ = 8, 10, 12. The load of each
node is uniformly distributed on the interval [0, 1]. We
randomly set very few nodes to fail as the beginning of the
dynamical procedure. When a node fails, it transfers a fixed
load Δ = 0.01 to each of its unfailed neighbors. Figures 3
and 4 present the giant component 𝐺 with different 𝛼, and
the threshold 𝛼

𝑐
for 𝐺 rises from zero to nonzero. Note that

different values of Δ only change the scale of abscissa. For
each subfigure in Figures 3 and 4, each of 50 independent
simulation results is drawn, respectively. The theoretical
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Figure 4: Validation of the analytical predictions of threshold 𝛼
𝑐
where the giant component𝐺 exists in BA scale-free networks.With increase

of tolerance parameter 𝛼, we draw each simulated 𝐺 of 50 realizations, respectively. The threshold 𝛼
𝑐
is marked by solid triangle (󳵳).

threshold 𝛼
𝑐
is marked by the solid triangle. 𝛼

𝑐
is exactly at

the moment when 𝐺 rises from zero to nonzero. Therefore,
our theoretical predictions are in good agreement with the
simulation results. It also can be seen in both ER and BA
networks that, with higher value of average degree ⟨𝑘⟩, the
value of threshold 𝛼

𝑐
increases and the networks turn out

to be robuster against cascading failure. This appearance is
consistent with previous studies on cascading failure.

5. Conclusion

In this paper, we provide a cascade of overload failure model
with local load sharing mechanism and then explore the
threshold 𝛼

𝑐
of tolerance parameter for capacity, when the

giant component 𝐺 formed by unfailed nodes rises from
zero to nonzero. We provide two conditions to ensure that 𝐺
approximately equals zero when 𝛼 < 𝛼

𝑐
, which are as follows:

(I) the large-scale cascading failures occur; (II) unfailed
nodes in steady state cannot connect to each other to form

a large connected subnetwork. With these two conditions,
we get the theoretical derivation of 𝛼

𝑐
in degree-degree

uncorrelated networks and validate the effectiveness of this
theoretical derivation in simulations. We believe that when
creating a network and assigning load with local load sharing
mechanism, threshold 𝛼

𝑐
provides us with a guidance to

improve the network robustness under the premise of limited
capacity resource, especially for telecommunication networks
and power grid networks.
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Aiming at the production stability of complex parts, a method based on weighted network was proposed to analyze the stability
of the process routes of complex parts in order to improve the production stability. The weighted network of the process routes of
complex parts was constructed by using the concept of machining cell which can transform the production cost andmanufacturing
time to the weights of network to do the decision-making of the process routes. Based on the production stability, the brittleness
risk entropy of subsystem of weighted network was constructed by analyzing the probability of the brittle events thatmay lead to the
collapse of the weighted network in machining cells. As the indicator of analyzing the vulnerability of weighted network node, the
brittleness risk entropy can predict the easily failed subsystem in the entire network. Meanwhile, the brittle event, which may lead
to the machining cell failure, was retrospect for the greater stability of the process routes. Finally, the correctness and effectiveness
of this method were verified by using the manufacturing process of an aero-engine blade.

1. Introduction

The diversity of process route in business production is
derived from two sides. First, the order and methods of
manufacturing features of parts are not unique. Second, the
manufacturing resource in enterprise is various and similar.
Next, there are many factors in production which may lead
to the instability. For example, the factors like the irrational
process routes which may lead to the imbalance of man-
ufacturing resource and then trigger production faults and
the brittle events (toll wear) which may delay the processing
may cause catastrophic collapse of production. Therefore,
as the hinge between the products design and manufacture,
process route must be chosen with reason that can raise
production efficiency and reduce costs and meanwhile avoid
the occurrence of brittle events to increase the stability of
business production.

Recently, the research shows some methods describing
the process of parts manufacturing, which are the object-
oriented method [1, 2], the petri net-based modeling method
[3–5], discrete event dynamic simulation method [6, 7], and
so forth. These methods put the emphasis on describing and
definition of the elements in manufacturing process, while

lacking description of the correlation among the elements.
Based on this, researchers proposed graph theory and com-
plicated network modeling methods [8–12]. They imported
these methods into practice and described the correlation
of different elements preliminarily. This graph theory-based
process route is subject to the theory of graph itself, so it
is limited in long process route. In addition, this method
emphasizes that process route is optimal in some ways, while
ignoring the stability of process route.

In the research about the system stability, Fouad et al.
first propose the concept of system vulnerability and build
an analytic technique on vulnerability by using transient
energy function (TEF) method and neural networks [13]. In
2000, Albert et al. research vulnerability source based on
complicated theory [14]. Therefrom, they bring the system
vulnerability into a new age. Xu and Wang put up a scale-
free coupled map lattices (CML) model that is a good math
method for cascading failures of complicated network [15].
Jin et al. research the system vulnerability by using the
theory of entropy and systematic mutation [16]. Some results
emphasizing theories are achieved, which aim at universality
researches about complicated system. For manufacture sys-
tem, due to its complicacy and specificity, there is discrepancy
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Figure 1: The hierarchical graph of parts processing.

between it and the common complicated system in system
vulnerability field. Therefore, further efforts should be made
to research it.

In this paper, a weighting network-supped process route
method about complicated parts is put up based on produc-
tion stability and system vulnerability.The weighted network
of the process routes of complex parts was constructed by
usingmachining cell. And then, the brittleness risk entropy of
subsystem of weighted network was constructed by analyzing
the probability of the brittle events. The brittle event, which
may lead to themachining cell failure, was retrospect in order
to improve the production stability. Also, the correctness and
validity are verified by instance in this paper.

2. The Weighted Network of the Process
Routes of Complex Parts

2.1.Machining Cell. Routings consist of some object-oriented
manufacturing features which are arranged by the processing
route and the connection among them. Beginning with the
manufacturing features of elements, the route of process
should be designed by considering different factors, such as
the parts materials, the relationship among features, manu-
facture resource and the design experience of technologist,
and so forth. It may be divided into these five steps: parts-
feature-process method-process stage-manufacture resource
(Figure 1).

Definition 1 (machining cell). The processing of characteris-
tics of mechanical parts is sorted according to the principle
“coarse to fine” to form a machining operation sequence,
also known as the processing chain; each element in the
processing chain is called “machining cell” [17]. It can be
expressed as

𝑈
𝑎𝑏
= {𝐹
𝑎
, 𝐿
𝑙
, 𝐺
𝑏
, 𝐷
𝑑
} , (1)

where 𝐹
𝑎
is the 𝑎th manufacturing feature which belongs

to the machining cell, such as hole, groove, and plane; 𝐿
𝑙

is the processing method which belongs to 𝐹
𝑎
, for example,

lathe, mill, plane, grind, and drill; 𝐺
𝑏
is processing stage

which belongs to 𝐹
𝑎
. Usually, there are rough machining,

semifine machining, and fine machining. 𝐷
𝑑
is manufactur-

ing resources used in the processing stage, mainly referring
to the machine, cutting, and fixture.

Therefore, a machining cell has only one manufacturing
feature that may be a process and may also be a step. At the
same time, a machining cell belongs to only one processing
stage and one processing method and uses only one cutting
and one machine. In the production line, all machining
cell formed the high cohesion and low coupling station of
having manufacturing capacity in a special way. And then,
the roughcast can be processed between station and another
station in the driving of the manufacturing technology. The
product of meeting the design requirements was obtained
ultimately.

2.2. The Construction of Weighted Network. Multistage ma-
chining processes have many machining processes and many
coupling relationships among machining processes; thus
complex network theory can be introduced in multistage
machining processes.

In the design of process scheme for multistage machining
processes, there are several process schemes that exist in
interrelation with other machining cells in this scheme and
the machining cell in the other process schemes. So the
machining cells are mapped as weighted network nodes.
Because the coupling relationships amongmachining cell are
machining feature and datum relation, coupling relationships
are mapped as edges among weighted network nodes. In
machining process of product, as the production cost and
manufacturing time are important characteristic and they are
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one of the important factors of the process scheme design
that reflects the cost and efficiency, the production cost and
manufacturing time are mapped as the weights of weighted
network.

Depending on complex network theory, a weighted net-
work of multistage machining scheme for complex parts
manufacturing process is constructed by the weighted net-
work nodes, the edges among weighted network nodes, and
theweights ofweighted network. Figure 2 shows theweighted
network construction of multistage machining scheme for
complex parts manufacturing process.

In Figure 2,𝑈
𝑗
denotes the 𝑗th machining cell; 𝑃

𝑘
denotes

the 𝑘th stage machining process in complex parts manufac-
turing process; and 𝑉

𝑗
denotes the 𝑗th note in the weighted

network of complex parts manufacturing process.
𝑊 is defined as weight matrix among weighted network

nodes, so𝑊 = [𝑤
1,1
, 𝑤
1,2
, . . . , 𝑤

ℎ,𝑗
]
𝑛×𝑛

; 𝑤
ℎ,𝑗
(0 ≤ ℎ ≤ 𝑛, 0 ≤

𝑗 ≤ 𝑛) is the weight of weighted network from ℎth to 𝑗th
and denotes the production cost and manufacturing time of
machining cell.

Definition 2. The number of adjacent nodes with 𝑉
𝑗
is the

degree of 𝑉
𝑗
, denoted as 𝑘

𝑗
.

Corollary 3. The number of adjacent nodes pointing to 𝑉
𝑗
is

the out-degree of 𝑉
𝑗
, denoted as 𝑘out

𝑗
. The out-degree is the

influence scope of processing capacity of machining cell.

Corollary 4. The number of adjacent nodes pointing to 𝑉
𝑗
is

the in-degree of𝑉
𝑗
, denoted as 𝑘in

𝑗
. The in-degree is the scope of

processing objects of machining cell.

Definition 5. Thestrength of nodes 𝑠
𝑗
is the connection ability

of 𝑉
𝑗
and other nodes:

𝑠
𝑗
= ∑

ℎ∈𝛼

𝑤
𝑗ℎ
, (2)

where 𝛼 is the number set of adjacent nodes with 𝑉
𝑗
.

Corollary 6. Thestrength of nodes 𝑠out
𝑗

is the connection ability
of𝑉
𝑗
and adjacent nodes pointing to𝑉

𝑗
, and 𝑠out

𝑗
is the influence

extent of processing capacity of machining cell:

𝑠
out
𝑗
= ∑

ℎ∈𝛽

𝑤
𝑗ℎ
, (3)

where 𝛽 is the number set of adjacent nodes pointing to 𝑉
𝑗
.

Corollary 7. The strength of nodes 𝑠in
𝑗

is the connection
ability of 𝑉

𝑗
and adjacent nodes pointing to 𝑉

𝑗
, and 𝑠in

𝑗
is the

assignment amount of machining cell:

𝑠
in
𝑗
= ∑

ℎ∈𝛾

𝑤
𝑗ℎ
, (4)

where 𝛾 is the number set of adjacent nodes pointing to 𝑉
𝑗
.

Definition 8. The clustering coefficient is the influence extent
of the clustering degree of adjacent nodes for this node in
weighted network. The bigger the clustering degree of nodes
is, the higher the key degree of machining cell is. In weighted
network, 𝑐

𝑗
is expressed as

𝑐
𝑗
=

1

𝑠
𝑗
(𝑘
𝑗
− 1)

⋅ ∑

ℎ,𝑙∈𝛼

(𝑤
𝑗,ℎ
+ 𝑤
𝑘,𝑙
)

2
(𝑎
𝑗ℎ
𝑎
ℎ𝑙
𝑎
𝑙𝑗
) . (5)

3. The Decision-Making Model of
Multistage Process Routes

In weighted network, machining cells are regarded as net-
work nods, which represent different manufacturing phas-
es, manufacturing methods, and manufacturing resources.
Because there are various manufacturing methods and re-
sources in every phase, the whole process may produce
various process routes in weighted network.That is to say, we
must do decision-making in different process routes to select
the most reasonable one that can guide the manufacturing
process.

The designer usually designs multiple process routes
which contrapose one part. Different routes mean different
cost and time in practice. The paper aims at the manufac-
turing costs and time and does decision-making in various
routes to pursue the most reasonable weight in weighting
network.

3.1. The Production Cost. The total cost of parts manufactur-
ing includes two parts: the production cost (𝑀in) and the
changing cost (𝑀

𝑞
). The machining cell is used as the node

in this paper.Themachine cost and tool cost are totally called
the inner production cost (𝑀in) of machining cell. In this
network, the cost changing between adjacent nodes is called
the changing cost (𝑀

𝑞
). For example, if different production

processes need different machines in manufacturing, 𝑀
𝑞
is

cost of changing one machine to another which includes the
cost of labor and transportation. Consequently, in the process
route in practice, if there are 𝑚 kinds of routes, 𝑛machining
cells in one process route, the mathematical models of𝑀

𝑖
in

𝑖th route may be described as

𝑀
𝑖
= (𝑀in +𝑀𝑞) = (

𝑛

∑

𝑗=1

𝑀
𝑖,𝑗
+

𝑛−1

∑

𝑗=1

𝑀
𝑖,(𝑗,𝑗+1)

)

𝑖 = 1, 2, . . . , 𝑚, 𝑗 = 1, 2, . . . , 𝑛,

(6)

where𝑀
𝑖,𝑗

is the inner production cost of node 𝑗 in the 𝑖th
process route; 𝑀

𝑖,(𝑗,𝑗+1)
is the changing cost from node 𝑗 to

node 𝑗 + 1 in the 𝑖th process route.

3.2. Manufacturing Time. The manufacturing time includes
machining time and transportation time. Consequently,
in the process route in practice, if there are 𝑚 kinds
of routes, 𝑛 machining cells in one process route, the



4 Mathematical Problems in Engineering

Start End

V1

V2 V6

V3
V4 V5

V7

V8

V9
V10

V11

Vj

w9,10

w8,9

w10,11

w8,10

w6,9

wj,1

w11,j

w10,j

w9,j

w5,6

w4,5

w6,7

w7,8

w1,2

w2,3

w3,4

w1,6

w2,7

w3,8

w3,6

w4,9 w7,10

w5,9

w1,5

w1,4

w2,4

· · ·

· · ·

All processes of 
multistage machining
 processes

The weighted network
of multistage
machining processes

All machining cell 
of multistage
machining processes

· · ·

· · ·

· · ·

· · ·

· · ·

The machining cell

The weighted
network node

The coupling relationship
among machining processes

The mapping from machining cell to
machining process

The mapping from machining process to
weighted network node

The edge among
weighted network nodes

Pj

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

U2

U3

U7

U4

UjU1

U6

U5

Figure 2: The weighted network construction of multistage machining process.
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mathematical models of 𝑇
𝑖
in 𝑖th route may be described

as

𝑇
𝑖
= (𝑇
0
+ 𝑇tr) = (

𝑛

∑

𝑗=1

𝑇
𝑖,𝑗
+

𝑛−1

∑

𝑗=1

𝑇
𝑖,(𝑗,𝑗+1)

)

𝑖 = 1, 2, . . . , 𝑚, 𝑗 = 1, 2, . . . , 𝑛,

(7)

where 𝑇
𝑖,𝑗

is the machining time of the node 𝑗 in the 𝑖th
process route; 𝑇

𝑖,(𝑗,𝑗+1)
is the transportation time between the

node 𝑗 and node 𝑗 + 1 in the 𝑖th process route.
By the means of the multiprocess route decision model

mentioned above, we can get the ultimate machining cell
by selecting the useful one, meanwhile judging whether the
cell is in practicable status or not. The relationship among
the machining cells shapes the multiprocess route decision
network, and the useful machining cells form the nodes in
this network. The weight of the network is the production
cost and manufacturing time. It can be analyzed to get the
most suitable decision to make the best balance between the
production cost andmanufacturing time. Due to considering
the production cost and manufacturing time overall, the
multiprocess route decisionmodel is a kind ofmultiple target.
In general, themathmodel of themultiprocess route decision
mentioned above can be described as

𝑓 (𝑀
𝑖
, 𝑇
𝑖
) =

𝑘
1

𝑀
𝑖

+
𝑘
2

𝑇
𝑖

. (8)

So

𝑓 (𝑀
𝑖
, 𝑇
𝑖
) =

𝑘
1

(∑
𝑛

𝑗=1
𝑀
𝑖,𝑗
+ ∑
𝑛−1

𝑗=1
𝑀
𝑖,(𝑗,𝑗+1)

)

+
𝑘
2

(∑
𝑛

𝑗=1
𝑇
𝑖,𝑗
+ ∑
𝑛−1

𝑗=1
𝑇
𝑖,(𝑗,𝑗+1)

)

𝑖 = 1, 2, . . . , 𝑚, 𝑗 = 1, 2, . . . , 𝑛

𝑘
1
+ 𝑘
2
= 1, 𝑘

1
, 𝑘
2
∈ [0, 1] ,

(9)

where adjusting 𝑘
1
and 𝑘

2
will decide the focus of process

scheme decisions.
Currently, for the multifunction of the process route

decision, there are abundant algorithms provided by the
correlative papers [17–20].This paper solves the multiprocess
route decision model by the Adaptive Ant Colony Algorithm
proposed by Chang et al. [17]; there is no longer repetition.

4. The Vulnerability Analysis of
Machining Cell

In the process decision method, there may be a variety of
reasonable process routes, but the machining cell may often
be due to abnormal processing equipment which hindered
the process. So we need to analyze the abnormal probability
of machining cell in order to obtain the most reasonable and
high stability process route.

Therefore, it is necessary to analyze the brittle risk of
machining cell in order to grasp the abnormal probability of

machining cell. That may improve the stability of the process
route.

In weighting network the process routes of complex
parts, taking the machining cell as the node of the network,
the network 𝑆 is configured by 𝑛 subnetwork if taking the
machining cell 𝑈

𝑗
as subsystem of the network 𝑆, may be

expressed as 𝑆
𝑗
, so 𝑆 = {𝑆

1
, 𝑆
2
, . . . , 𝑆

𝑛
}.

According to formula (8), the reasonable process route
is obtained in weighted network of the process routes of
complex parts. In the machining process of part, the brittle
events (tool wear, equipment load, etc.) may cause the
system malfunction in subsystem (i.e., there is brittle risk in
subsystem). Along with the transfer and expansion of the
collapse behavior, thereby the entire manufacturing process
may be paralyzed. Brittleness risk of network system is the
risk of subsystem failure because the brittleness of subsystem
is stimulated. It is considered that the fundamental source of
brittleness risk of the entire system is the uncertainty of brittle
events of subsystem. So the subsystem failure triggered by
brittle event is needed to be predicted and controlled in order
to ensure the stability of the weighted network of the process
route of complex parts.

If the subsystem 𝑆
𝑗
has brittle events 𝐸 = {𝐸

1
, 𝐸
2
, . . . , 𝐸

𝑡
},

the probability of brittle event 𝐸
𝑟
(𝑟 = 1, 2, . . . , 𝑡) is 𝑝

𝑟
; there

is a basic relationship:

𝑡

∑

𝑟=1

𝑝
𝑟
= 1, 0 ≤ 𝑝

𝑟
≤ 1. (10)

The probability of subsystem occurrence failure is 𝑞
𝑟

under the action of the brittle event 𝐸
𝑟
, and 0 ≤ 𝑞

𝑟
≤ 1, so the

probability 𝑃
𝑆𝑗
of subsystem occurrence failure due to brittle

events is shown as

𝑃
𝑆𝑗
= 1 −

𝑡

∏

𝑟=1

(1 − 𝑝
𝑟
𝑞
𝑟
) 𝑗 = 1, 2, . . . , 𝑛. (11)

The influence coefficient, the failure of machining cell
effect collapse of the weighted network, is defined as 𝜉. That
is, in the network system 𝑆 = {𝑆

1
, 𝑆
2
, . . . , 𝑆

𝑛
}, the influence

coefficient, the failure of subsystem 𝑆
𝑗
effect collapse of

the system 𝑆, is defined as 𝜉
𝑗
. The influence coefficient

and weighting network clustering coefficient have a similar
function, so the influence coefficient 𝜉

𝑗
may be mapped as

the normalized values of the clustering coefficient:

𝜉
𝑗
=

𝑐
𝑗

∑
𝑛

𝑗=1
𝑐
𝑗

. (12)

The effective coefficient of subsystem 𝑆
𝑗
collapse is the

normalized values of subsystem collapse probability and
influence coefficient:

𝑔
𝑗
=

𝑃
𝑠𝑗
𝜉
𝑗

∑
𝑛

𝑗=1
𝑃
𝑠𝑗
𝜉
𝑗

,

𝑛

∑

𝑗=1

𝑔
𝑗
= 1, 0 ≤ 𝑔

𝑗
≤ 1.

(13)
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Figure 3: The weighted network of blade machining processes.

According to Shannon theory [21], the brittleness risk
entropy𝐻(𝑆) of subsystem 𝑆

𝑗
is defined as the average value of

the risk probability of brittle event in utility coefficient space,
expressed as

𝐻(𝑆
𝑗
) = −𝑔

𝑗
log𝑃
𝑠𝑗
. (14)

So

𝐻(𝑆
𝑗
) = −

(1 − ∏
𝑡

𝑟=1
(1 − 𝑝

𝑟
𝑞
𝑟
)) (𝑐
𝑗
/∑
𝑛

𝑗=1
𝑐
𝑗
)

∑
𝑛

𝑗=1
(1 − ∏

𝑡

𝑟=1
(1 − 𝑝

𝑟
𝑞
𝑟
)) (𝑐
𝑗
/∑
𝑛

𝑗=1
𝑐
𝑗
)

⋅ log(1 −
𝑡

∏

𝑟=1

(1 − 𝑝
𝑟
𝑞
𝑟
)) .

(15)

Brittleness risk entropy of subsystem can reflect not
only the fundamental source of subsystem brittle which is
uncertain of brittle events, but also influence of collapse
coefficient. Brittleness risk entropy of subsystem combines
these both effects for system brittleness risk effectively [16].
Brittleness risk entropy is used to measure brittleness risk
probability of subsystem 𝑆

𝑗
in a moment, which is the

uncertaintymeasurement of subsystem possible collapse, and
may predict the brittleness risk of subsystem.

Formula (14) shows that there is a close relationship
between the subsystem brittleness risk entropy and the node
clustering coefficient that is topological properties of the
weighted network, so weighting network of the complex
parts processing, having different topological properties,
has different subsystem brittleness risk entropy. Through
the analysis of the subsystem of brittleness risk entropy,
the brittleness risk entropy of each machining cell and the
brittleness risk entropy of the process route which have the
machining cell can be obtained. The minimum brittleness
risk entropy of the process route, namely, the highest stability
process route, can be obtained by analyzing the brittleness
risk entropy of process route. In the production, the higher

stability and reasonable process route can guarantee the
stability of production.

5. Case Study

An experiment case of the manufacturing process of an aero-
engine blade [21] is performed to verify the effectiveness
of this method. The engine manufacturers have advanced
blade machining centers that introduce a large number of
advanced types of equipment, such as axis CNC machine
tools and five-axis CNC machine tools. According to the
actual situation of the enterprise, the aero-engine blade
design requirements, manufacturing costs, and production
time basis, the proposed method is verified.

The weighted network of blade machining process is
formed by the intrinsic link between each technology pro-
gram, in the enterprise. In this network, one of the aero-
engine blade machining tasks may have a variety of process-
ing methods, and each processing method can be achieved
through multiple processing element. In the preparation
process, the weighted network of the machining process,
regarding machining cell as node, is formed by considering
variety of resources for each processing element and different
conditions, shown in Figure 3. Due to the complexity of
machining aerospace engine blades, limited space of this
paper, an experiment case of a part of the blade manufac-
turing features is used to explain the building process of the
weighted network.

The portion process of the blade and the information of
the required machining cell are shown in Table 1, and the
various processing tasks shown in Table 1 may be completed
by the corresponding machining cell shown in Table 2.

The blade processing has 36 different technology pro-
grams from craft station of the blade top to positioning holes
of craft station fromTable 2, because of themultiple choice of
the processing methods from 6 to 9, and the machining cells
matched the processing methods, as shown in Figure 3. In
processing blade, the local factory focuses on manufacturing
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Table 1: Process tasks of a blade.

Task Process task Process method Accuracy class Surface roughness
Ra/𝜇m Note

𝑅
6

Blade top craft station Milling IT10 3.2 Poor milling, CNC machining, special
fixtures

𝑅
7

Blade dorsal
positioning surface Milling IT10 3.2 Four-axis CNC machining, special fixtures

𝑅
8

Tenon root Wire cutting IT10 3.2 CNC wire-cutting machine, special fixtures

𝑅
9

Positioning holes of
craft station Drilling IT9 3.2 Four-axis CNC machining, special fixtures

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

Table 2: The machining cell information matched with process tasks.

Task

The number
of optional
machining

cells

The number
of corre-
sponding
nodes

The
processing
method

Accuracy
class

Surface
roughness
Ra/𝜇m

The location of
machining cell

Production
cost

(thousand)

Manufacturing
time (day)

𝑅
6

𝑈
61

𝑉
1

Milling

11∼7 6.4∼3.2 Other factories 0.6 1
𝑈
62

𝑉
2

10∼7 6.4∼1.6 Other factories 0.5 2
𝑈
63

𝑉
3

10∼7 6.4∼1.6 Other factories 0.55 2
𝑈
64

𝑉
4

11∼7 6.4∼3.2 Other factories 0.45 2
𝑈
65

𝑉
5

10∼7 6.4∼1.6 Local factory 0.8 1

𝑅
7

𝑈
71

𝑉
6 Milling 10∼6 6.4∼3.2 Local factory 1.2 1

𝑈
72

𝑉
7

9∼5 6.4∼0.8 Local factory 1.8 1

𝑅
8

𝑈
81

𝑉
8

Wire
cutting

12∼8 6.4∼3.2 Other factories 0.2 2
𝑈
82

𝑉
9

10∼7 6.4∼1.6 Other factories 0.2 3
𝑈
83

𝑉
10

12∼8 6.4∼3.2 Other factories 0.15 2
𝑈
84

𝑉
11

9∼5 6.4∼0.8 Other factories 0.3 2

𝑅
9

𝑈
91

𝑉
12 Drilling 10∼6 6.4∼3.2 Local factory 1.8 1

𝑈
92

𝑉
13

9∼5 6.4∼0.8 Local factory 2.2 1
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

time; therefore, assuming that 𝑘
1
= 0.3, 𝑘

2
= 0.7, the decision

function of preferred technology program is as follows:

𝑓 (𝑀,𝑇) =
0.3

(∑
𝑛

𝑗=1
𝑀
𝑖,𝑗
+ ∑
𝑛−1

𝑗=1
𝑀
𝑖,(𝑗,𝑗+1)

)

+
0.7

(∑
𝑛

𝑗=1
𝑇
𝑖,𝑗
+ ∑
𝑛−1

𝑗=1
𝑇
𝑖,(𝑗,𝑗+1)

)

.

(16)

In the weighted network of blade manufacturing, the
decision indexes of every technology program are shown
in Table 3. There is a part of program index because of the
limited space, in route 3 (𝑉

1
-𝑉
6
-𝑉
10
-𝑉
12
), route 30 (𝑉

5
-𝑉
6
-

𝑉
10
-𝑉
12
), route 31 (𝑉

5
-𝑉
6
-𝑉
10
-𝑉
13
), 𝑓3 = 0.3/3.9 + 0.7/15 =

0.12359, 𝑓30 = 0.3/4.3 + 0.7/12 = 0.128101, and 𝑓31 =
0.3/4.35 + 0.7/13 = 0.122812.

The production cost andmanufacturing time are themost
reasonable in these programs.

Nodes’ vulnerability is related to clustering coefficient
closely in the weighted network of this blade. According to
formula (4), nodes’ clustering coefficients are derived and the
distribution is shown in Figure 4.

Formula (14) derives that node 𝑉
6
’s Brittleness risk

entropy is the highest, as shown in Figure 5. In the reasonable
process routes, the node 𝑉

1
corresponding to the machining

cell 𝑈
61

and the node 𝑉
5
corresponding to the machining

cell 𝑈
65

can be selected; the node 𝑉
12

corresponding to the
machining cell 𝑈

91
and the node 𝑉

13
corresponding to the

machining cell𝑈
92
can be selected.Thus, the route 30 is better

than route 3 because that brittleness risk entropy of 𝑉
1
is

greater than brittleness risk entropy of 𝑉
5
. The route 30 is

better than route 31 because that brittleness risk entropy of
𝑉
12

is greater than brittleness risk entropy of 𝑉
13
. Therefore,

the route 30 (𝑉
5
-𝑉
6
-𝑉
10
-𝑉
12
) is the highest stability process

route.
During the manufacturing process of aero-engine blade,

node 𝑉
6
corresponds to machine cell 𝑈

71
and by Figure 5

we derive that 𝑉
6
is prone to collapse. Machine cell 𝑈

71
is

a part of most reasonable process route. By analyzing the
event that triggered machine cell 𝑈

71
collapses, we find that

the most important reason is this machine cell easily over-
loaded. So enterprise should arrange𝑈

71
corresponding four-

axis CNC machine’s usage reasonable in the manufacturing
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Table 3: The evaluation of a part of craft program.

Program
Optional technology program

Program 1 Program 2 Program 3 Program 4 Program 5 ⋅ ⋅ ⋅

1 6 8 12 1 6 8 13 1 6 10 12 1 6 10 13 1 6 11 12 ⋅ ⋅ ⋅

Production cost𝑀 4.05 1.4 3.9 3.95 4.15 ⋅ ⋅ ⋅

Manufacturing time 𝑇
0

17 16 15 16 17 ⋅ ⋅ ⋅

Decision function value 0.115251 0.111932 0.12359 0.119699 0.113466 ⋅ ⋅ ⋅

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Cl
us

te
rin

g 
co

effi
ci

en
t

2 3 4 5 6 7 8 9 10 11 121
Node

. . .

Figure 4: The clustering coefficients of a part of nodes.
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Figure 5: The brittleness risk entropy of a part of nodes.

process to avoid production disruption caused by four-axis
CNC machine overload. This is consistent with the actual
production.

6. Conclusions

(1) Based on part’s manufacturing feature, weighted
network of the process routes of complex parts is
established by usingmachine cell, and the topological
characteristics of weighted network are analyzed.

(2) Through transforming production cost andmanufac-
turing time to theweight of network, themultiprocess
routes decision-making of weighted network math-
ematical model is established to make process route
decision.

(3) The factors lead to weighted network collapse which
is analyzed to establish brittleness risk entropy of the
subsystem of weighted network to obtain the highest
stability process route.

(4) Proposed method is used to establish the weighted
network of one aero-engine blade manufacturing
process to choose the reasonable manufacturing pro-
cess route. Thereby the effectiveness of the proposed
method is verified by analyzing the vulnerability of
weighted network nodes.

(5) The further research area will focus on deriving the
substitute of brittle machine cell quickly according to
brittle distance theory of complex network and ana-
lyzing the pattern of system brittleness propagation.
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Earth observation satellites play a significant role in rapid responses to emergent events on the Earth’s surface, for example,
earthquakes. In this paper, we propose a robust satellite scheduling model to address a sequence of emergency tasks, in which both
the profit and robustness of the schedule are simultaneously maximized in each stage. Both the multiobjective genetic algorithm
NSGA2 and rule-based heuristic algorithm are employed to obtain solutions of the model. NSGA2 is used to obtain a flexible and
highly robust initial schedule.When every set of emergency tasks arrives, a combined algorithm calledHA-NSGA2 is used to adjust
the initial schedule. The heuristic algorithm (HA) is designed to insert these tasks dynamically to the waiting queue of the initial
schedule. Then the multiobjective genetic algorithm NSGA2 is employed to find the optimal solution that has maximum revenue
and robustness. Meanwhile, to improve the revenue and resource utilization, we adopt a compact taskmerging strategy considering
the duration of task execution in the heuristic algorithm. Several experiments are used to evaluate the performance of HA-NSGA2.
All simulation experiments show that the performance of HA-NSGA2 is significantly improved.

1. Introduction

Earth observing satellites (EOSs), orbiting the Earth, are able
to collect images of specified areas of the Earth’s surface at
the request of customers by using observation sensors [1].
EOSs not only play key roles in application for environ-
ment surveillance, reconnaissance, resource investigation,
and other fields, but also support many important services,
such as remote sensing, navigation, geodesy, and monitoring
[2]. As a result, many countries, especially China, tend to
increase their investments to develop associated techniques
and EOSs. For example, China plans to launch four small
optical satellites and four small SAR satellites to form a
natural disaster-monitoring constellation [3]. Although the
number of EOSs is continuously increasing, they are still
unable to satisfy the requirements of various customers [4].
Therefore, it is very important to develop effective methods
of satellites observation scheduling to make full use of scarce

satellite resources to better satisfy the demands of customers.
The satellite observation scheduling problem (SOSP) is to
reasonably assign satellite resources and time windows to
Earth observation tasks on the precondition of satisfying
complex constraints [5]. Additionally, SOSP can be seen as a
kind of multidimensional knapsack problem that is NP-hard
[6].

From the previous survey, the satellite observation tasks
scheduling problem can be divided into two classes, that is,
static tasks scheduling and dynamic tasks scheduling. Over
the past decades, the satellite scheduling imaging problemhas
been intensively investigated [7–10]. Regarding static single
satellite scheduling, Lin et al. employed mathematical pro-
grammingmethods such as Tabu search, Lagrange relaxation,
and liner search to solve the scheduling problem and acquired
a near-optimal schedule [11–13]. Wolfe and Sorensen pro-
posed three corresponding algorithms including a dispatch
algorithm, a look-ahead algorithm, and a genetic algorithm to
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model the imaging satellite scheduling problem [14]. Gabrel
and Murat presented two upper bound procedures based
on the graph theory and a column generation technique
[15]. Vasquez and Hao formulated the satellite observation
scheduling problem into a generalized version of the well-
known knapsack model and used the Tabu search method
to solve the problem [16]. Furthermore, they proposed a
partition-based approachUPPB to obtain tight upper bounds
to evaluate the TS search algorithm [17]. Several exact
methods, such as depth first branch and bound or Russian
dolls search and some approximate methods, such as greedy
search and Tabu search, were used by Bensana et al. to solve
the scheduling problem of the SPOT5 satellite. They viewed
the scheduling problem as a value constraint satisfaction
problem or an integer linear programming problem [6].

Although the single satellite scheduling problem can be
solved perfectly by the above methods, with the development
of the EOS system, these methods are unable to satisfy the
needs of multisatellite system scheduling. In later studies,
many researchers adopted a heuristic algorithm to solve the
multisatellite scheduling problem such as Zweben et al. [18],
Frank et al. [19], Bianchessi and Righini [20], Wang and
Reinelt [21], and Marinelli et al. [22]. Bianchessi and Righini
proposed a FIFO heuristic and a look-ahead insert heuristic
algorithm to solve the scheduling problem [20]. Frank et
al. used a constraint based interval planning framework to
model the problem and proposed a heuristic for guiding
this search procedure. Wang and Reinelt considered image
downloads and proposed a priority-based conflict-avoided
heuristic algorithm [21]. With the development of the intel-
ligent optimization algorithm, many researchers proposed
using intelligent algorithms to solve the complex scheduling
problem. The intelligent algorithms mainly include genetic
algorithm and ant colony optimization algorithm. Barbulescu
et al. [23], Wang et al. [24], Baek et al. [25], Chen et al. [26],
and Mansour and Dessouky [7] used the genetic algorithm
(GA) to address the satellite scheduling problem. Barbulescu
et al. proposed Genitor, a genetic algorithm, and proved
that it performs well for a broad range of problem instances
[23]. A multiobjective earth observation satellite scheduling
method called SPEA2, based on the strength of the Pareto
evolutionary algorithm, was proposed by Wang et al. [24].
Additionally, Mansour and Dessouky solved the satellite
scheduling problem by developing a genetic algorithm con-
sidering two objectives, that is, the profits and the number
of acquired photographs [7]. Ant colony optimization (ACO)
was also used to address this problem. Based on ant colony
optimization, Zhang et al. [27] and Liu et al. [28] considered
multisatellite resources and task merging, respectively. Wu
et al. presented a novel two-phase based scheduling method
with the consideration of task clustering [29]. Moreover, Qiu
et al. proposed the first finish first schedule with discard
task moving back (FFFS-DTMB) and accommodate discard
task predicting coexistence with task moving back (ADTPC-
DTMB) algorithms to solve the problem [30]. Globus et al.
developed an evolutionary algorithm to solve this problem
and compared it with existing algorithms [31, 32]. From the
survey of static tasks scheduling, we find that the heuristic
algorithm is shown to perform well for simple problems and

the genetic algorithm is proven to be suitable for large scale,
more complex problems [23].

Static scheduling assumes that all imaging tasks have
been submitted before scheduling and once the scheduling
scheme is produced, it is immutable until all tasks have
been finished. In practice, because emergent events usually
occur unexpectedly, with uncertainties of occurrence time
and number, traditional static scheduling cannot attend to
these emergent tasks in time. It is suggested that dynamic
scheduling copes with these unexpected factors.

Until now, there are a few research efforts towards the
dynamic scheduling on Earth observation satellites. Pem-
berton and Greenwald described the problem of dynamic
scheduling and discussed contingency conditions [33].
Kramer and Smith proposed a repair-based search method
for the oversubscribed scheduling problem [34]. Verfaillie
and Schiex developed an approach employing local adjust-
ment to solve the dynamic constraint satisfaction problem
(DCSP) [35]. Considering the tradeoff between the perfor-
mance and degree of adjustment,Wang et al. proposed a rule-
based heuristic algorithm to solve the dynamic scheduling
problem [36]. Also, Wang et al. established a multiobjective
mathematic programming model for the dynamic real-time
scheduling of EOSs and proposed a dynamic real-time
scheduling algorithm called DMTRH to solve the problem
[37]. Through analyzing the main constraints, Dishan et al.
constructed an integer programming model and proposed a
Rolling Horizon (RH) strategy with a mixed triggering mode
to schedule the dynamic tasks and common tasks together
[2].

To the best of our knowledge, EOSs play an important
role in the process of disaster relief. For example, when an
earthquake occurs, new emergency tasks will be submitted to
the satellite observation system to acquire images that contain
disaster information. According to the needs of disaster relief,
more and more different emergency tasks will arrive. So far,
just a few dynamic schedulingmethods consider dealing with
the emergency tasks. After analyzing the dynamic properties
of satellite scheduling, Wang et al. proposed an optimization
model and two heuristic algorithms to solve the problem [38].
However, they did not consider the task merging method in
the heuristic algorithms. Wu et al. adopted the ant colony
optimization plus iteration local search (ACO-ILS) approach
to resolve the multisatellite emergency tasks and common
tasks scheduling problem [4]. However, they did not account
for the uncertainty of emergency tasks. Moreover, Wang et
al. presented a dynamic scheduling algorithm called TMBSR-
DES, which comprehensively considers task merging, back-
ward shift, and rehabilitation [39]. The task merging strategy
in TMBSR-DES only combines new tasks. The robustness
of schedule has not been considered in all of the above
algorithms.

To sumup, the studies on dynamic emergency scheduling
mentioned above have the following shortages.

(1) Some dynamic schedulingmethods ignored the time-
liness of emergency tasks.

(2) The real-time scheduling method [2, 37, 38] took into
account the timeliness of dynamic emergency tasks,
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but it did not consider the influence of the common
tasks on satellites.

(3) Most of studies overlooked the robustness of dynamic
satellite scheduling.

In this paper, we propose a robust scheduling approach
oriented to both dynamic tasks and common tasks. We
establish a robust satellite scheduling model to maximize the
profit and robustness of the schedule. To solve the model, we
design a combined algorithm HA-NSGA2 that is made up
of multiobjective genetic algorithm NSGA2 and rule-based
heuristic algorithm. NSGA2 is to acquire a flexible and highly
robustness initial schedule in the scheduling of common
tasks. Then a heuristic algorithm is designed to insert more
emergency tasks dynamically. Meanwhile, to improve the
revenue and resource utilization, we adopt a compact task
merging strategy considering the duration of task execution
in the heuristic algorithm. Based on the heuristic algorithm,
NSGA2 is employed to optimize the solution so as to keep
high continuous robustness for new emergency tasks.

The major contributions of this paper are summarized as
follows. (1)The robustness is considered in the whole process
of common tasks and dynamic emergency tasks scheduling
to improve the scheduling ability of resisting disturbances. (2)

To leavemore opportunities for emergency tasks and improve
the revenue and resource utilization, a compact task merging
strategy is used. (3) Through considering the advantages
of the heuristic algorithm and NSGA2 comprehensively, we
propose an efficient solution to deal with the emergency tasks
dynamically.

The remainder of this paper is organized as follows. The
characteristics of emergency tasks and the solution frame-
work are described in Section 2. In Section 3, we present the
robust scheduling model. We introduce the corresponding
solution to the model including the multiobjective genetic
algorithm, rule-based heuristic algorithm, and neighborhood
operator in detail, in Section 4. The simulation results and
performance analysis, through comparison with other meth-
ods, are given in Section 5. Section 6 concludes the paperwith
some future research directions.

2. Problem Description

Earth observing satellites (EOSs), orbiting the Earth, collect
images of the Earth’s surface. As shown in Figure 1(a), a strip
of EOSs can be formed on the ground by the subsatellite
point of satellite and the field of view of the sensor, slew-
ing angle of the sensor, and observation duration. Satellite
mission scheduling allocates the limited satellite resources to
observing tasks efficiently and reasonably. Figure 1(b) shows
that each schedule is a sequence of tasks ordered in time for
an EOS.

The EOSs work in a complex environment in which there
exist many dynamic factors, as follows:

(i) The change in task properties: the change in user
requirements or the reasonable task attributes will
lead to a change in task priority. When the priority
of the task changes, we cancel the task before it is

performed. Then the task, which is viewed as an
emergency task, is added to the emergency task set.

(ii) The change in the state of satellites: sometimes,
certain satellites may be out of use because of mal-
function,memory, or energy shortage, and so on. As a
result, the initial schedule cannot be executed contin-
uously. These tasks which are affected by the satellites
can be seen as emergency tasks to be inserted.

(iii) The arrival of emergency tasks: according to the actual
requirement, users may insert some new tasks when
a scheduling scheme is executed. Specifically, there
are some new incoming emergency tasks caused by
emergent events, for example, earthquakes, fire, and
landslides. Take an earthquake as an example. There
is an urgent need to reasonably utilize the existing
satellites to rapidly image the affected area during
a short time period. Once the emergency tasks are
submitted and scheduled, EOSs can acquire remote
sensing images of disaster area quickly, which can
provide rapid and effective information for quick
investigation and assessment of earthquake damage.

(iv) Uncertainty of weather conditions: some imaging
tasks may not be completed because of a change
in weather conditions. To satisfy user requirements,
these tasks must be rearranged.

The four casesmentioned above can be seen as emergency
tasks to be inserted into a scheduling scheme. Thus, the
dynamic scheduling problem can be described as a unified
form of inserting new tasks. In this paper, we research
dynamic scheduling focus onnew incoming emergency tasks.
The general method is to produce a temporary schedule and
then to adjust the schedule as quickly as possible. When
dynamically adjusting the initial schedule, the solution stabil-
ity is an important problem. In fact, the satellite application is
a complex process and the orders can only be uploaded with
the special equipment within limited visible time windows,
so excessive changes may cause great operational trouble
[36]. Hence, we should not only consider arranging more
emergency tasks dynamically but also decrease the distur-
bances to the initial schedule as much as possible. Moreover,
the uncertainty of arrival time is an important property
of new tasks. Thus, we should consider the timeliness of
emergency tasks in dynamic scheduling. Therefore, the goal
of our research is to arrange emergency tasks as more as
possible in smaller disturbances, considering the timeliness of
the emergency tasks. As a result, the optimization objectives
in this paper are revenue and robustness.

In this paper, we propose a dynamic scheduling approach
that can deal with the emergency tasks in real time dynami-
cally. It is actually a two-stagemethod to produce a temporary
schedule and then to adjust the schedule as quickly as possible
as is shown in Figure 2. The robust scheduling approach
proposed in the paper is oriented to both dynamic emergency
tasks and common tasks. We describe the flowchart of
the solution in Figure 3. Before scheduling, pretreatment is
conducted to compute the available opportunities for each
task. Then we establish a robust satellite scheduling model
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Figure 1: Illustration of satellite observing activity.
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Figure 2: The framework of solution to the dynamic scheduling problem.
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Optimize the solution with NSGA2

Establish the multiobjective robust scheduling model

Figure 3: The flowchart of the dynamic scheduling approach.

with two objectives considering both revenue and robustness.
To optimize objectives of the model, the multiobjective
genetic algorithm NSGA2 is used to obtain robust solutions.

We can acquire an initial schedule with high revenue and
stronger ability to accept emergency tasks. With the arrival
of emergency tasks, we update the state of the tasks in the
current executing schedule. To arrange the emergency tasks
dynamically, the rule-based heuristic algorithmwith compact
task merging strategy is designed. Thus, we can get some
temporary adjusted schedule. Lastly, NSGA2 is adopted to
further improve the solution by searching the global space. It
is worth mentioning that we design a neighborhood operator
to initialize the population in NSGA2.

3. Model

The satellite scheduling amounts to a reasonable arrangement
of satellites, sensors, time windows, and sensor slewing angle
for observation tasks to maximize one or more objectives, for
example, the overall observation profit, while being subject to
related constraints. As a result, the satellite scheduling prob-
lem usually consists of five parts: tasks, satellite resources,
opportunities, objectives, and constraints. A detailed intro-
duction of the model is as follows.

3.1. Tasks. In this paper, we concentrate on two types of tasks:
the common task and emergency task. Common imaging
tasks are usually submitted to the planning system in advance.
The characteristics of emergency tasks are different from
those of common tasks. Emergency events usually occur
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unexpectedly, with uncertainties of occurrence time and
number. Thus, the emergency task number and arrival times
are not known a priori. Moreover, dynamic tasks need to be
completed in time, because users want to obtain observation
results within certain time limits.

(i) Common task: let 𝑇 = {𝑡
1
, 𝑡
2
, . . . , 𝑡

𝑁
} be the common

task set, where 𝑁 is the number of common tasks.
We assume that all tasks are independent, aperiodic,
and nonpreemptive. Each task is associated with the
weight, 𝑝

𝑖
, and the indispensable duration of task

execution 𝑑
𝑖
.

(ii) Emergency task: let 𝑇𝐸 = {𝑡
𝑁+1

, 𝑡
𝑁+2

, . . . , 𝑡
𝑁+𝑁

𝐸}

be the emergency task set. Each emergency task is
presented by 𝑡

𝑛
= (𝑝
𝑛
, 𝑑
𝑛
, at
𝑛
, dt
𝑛
), where 𝑝

𝑛
is the

weight, 𝑑
𝑛
is the duration, at

𝑛
is the arrival time, and

dt
𝑛
is the deadline.

In addition, to make the denotation of common tasks
consistent with that of emergency tasks, we assume that each
common task has an arrival time at

𝑛
= 0 and a deadline

dt
𝑛

= 𝑡
𝑓

𝑆
.

Considering that many tasks are commonly submitted
together, thus we assume in this paper that the new tasks
arrive in batch style. Let 𝑇

𝑆
= {𝑡0
𝑆
, 𝑡1
𝑆
, . . . , 𝑡𝑒

𝑆
, 𝑡
𝑓

𝑆
} be the

scheduling time set, where 𝑡𝑖
𝑆
(𝑖 ≥ 1) is the 𝑖th dynamic

scheduling time, 𝑡0
𝑆
is the initial scheduling time, 𝑒 is the

total batch of emergency tasks, and 𝑡
𝑓

𝑆
is the end time of

scheduling.
Imaging tasks can be divided into two types: point target

and area target.The type depends on the size of the target area
and the attributes of the satellite, such as the field of view and
height of satellite. The point target is small so that it can be
observed by single observations trip. The area target, which
covers a wide geographical area, cannot be photographed in
a scene. Usually, the area target can be segmented into several
point targets to be imaged. In this paper, we focus on dealing
with point targets.

3.2. Satellite Resources. As for the resources, we consider a
set 𝑆 = {𝑠

1, 𝑠2, . . . , 𝑠𝑀}, where 𝑀 is the satellite number. We
assume that the sensors of the satellites considered in our
study are able to slew laterally. Each resource 𝑠𝑗 ∈ 𝑆 is denoted
by 𝑠𝑗 = (Δ𝜃𝑗, Δ𝑑𝑗, sl𝑗, st𝑗,msg𝑗, orb𝑗, su𝑗, sd𝑗, duty𝑗), where
Δ𝜃𝑗, Δ𝑑𝑗, sl𝑗, msg𝑗, orb𝑗, su𝑗, sd𝑗, and duty𝑗 are the field of
view, the longest opening time, slewing rate, attitude stability
time, maximum slewing angle, the flight time in each orbit,
the start-up time of sensor, the retention time of shutdown,
and the longest imaging time in each orbit.

3.3. Available Opportunities. For available opportunities, let
AO = {ao1

1
, ao2
1
, . . . , ao𝑗

1
, ao1
2
, . . . , ao𝑗

2
, . . . , ao𝑀

𝑁
} be the oppor-

tunity set of every task on each satellite resource. For ao𝑗
𝑖

∈

AO, ao𝑗
𝑖

= {ao𝑗
𝑖1

, ao𝑗
𝑖2

, ao𝑗
𝑖3

, . . . , ao𝑗
𝑖𝑘𝑖𝑗

} represents the available
opportunities of task 𝑡

𝑖
on resource 𝑠𝑗, where 𝑘

𝑖𝑗
represents

the number of available opportunities. Giving an available
opportunity ao𝑗

𝑖𝑘
∈ ao𝑗

𝑖
, it is represented by ao𝑗

𝑖𝑘
=

{[ws𝑗
𝑖𝑘

,we𝑗
𝑖𝑘

], 𝜃
𝑗

𝑖𝑘
}, where ws𝑗

𝑖𝑘
and we𝑗

𝑖𝑘
are denoted by the

start time and end time of the window 𝑊
𝑗

𝑖𝑘
, and 𝜃

𝑗

𝑖𝑘
is the

swing angle. The set of time windows of task 𝑖 on satellite 𝑗

is 𝑊
𝑗

𝑖
= ⋃
𝑘∈[1,...,𝐾𝑖𝑗]

𝑊
𝑗

𝑖𝑘
.

3.4. OptimizationObjectives. Weassume that 𝑡𝑘
𝑆
is the current

scheduling time, and then the model can be described as
follows.

The primary objective is to maximize the revenue of all
scheduled tasks:

max :

𝑁+𝑁
𝐸

∑
𝑖=1

𝑀

∑
𝑗=1

𝐾𝑖𝑗

∑
𝑘=1

𝑥
𝑗

𝑖,𝑘
𝑝
𝑖
, (1)

where 𝑥
𝑗

𝑖,𝑘
is the decision variable whether the task 𝑖 is

scheduled:

𝑥
𝑗

𝑖,𝑘
=

{

{

{

1, if task 𝑖 is executed by satellite 𝑗 in the 𝑘th time window

0, otherwise.
(2)

The second objective is called the neighborhood-based
robust indicator [40].The robustness based on neighborhood
is proposed from the advances in robust optimization of
continuous functions [41, 42]. The idea is that robust optima
are located on broad peaks (plateaus) in the fitness landscape,
whereas brittle optima are located on narrow peaks, as shown
in Figure 4. A tradeoff is made between the broadness and
height of the peaks, such that a low and broad peak may
be preferable to a narrow and high peak. The problem of
satellite scheduling is a discrete problem. There are some
schedules which are different sequence of the scheduled
tasks ordered in time but have the same revenue. If only

considering the revenue, any one of these schedules is a
feasible solution. However, dynamic task scheduling not only
requires arranging more emergency tasks, but also requires
reducing the frequency and difficulty of adjustment as much
as possible. Thus, the property of resisting disturbances and
self-adjusting is very important for dynamic task scheduling.

Hence, we define the neighborhood-based robustness as
the total revenue of scheduled tasks that can be reassigned to
other timeslots in the scheme directly. It is used to measure
the ability of a scheduling scheme to rearrange scheduled
tasks. The higher value of the neighborhood-based robust
indicator is, the more possible it is to rearrange scheduled
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Figure 4: The idea in the robust optimization technique for
continuous problem [47].

tasks.Therefore, wemaximize the value of the neighborhood-
based robust indicator:

max :

𝑁+𝑁
𝐸

∑
𝑖=1

𝑀

∑
𝑗=1

𝐾𝑖𝑗

∑
𝑘=1

𝑝
𝑖
× 𝑥
𝑗

𝑖,𝑘
× 𝑦
𝑖
, (3)

where 𝑦
𝑖
is the parameter that indicates whether the task 𝑡

𝑖
∈

SS can be rearranged in another timeslot:

𝑦
𝑖

=
{

{

{

1, if task 𝑡
𝑖
can be rearranged in another timeslot

0, otherwise.

(4)

3.5. Constraints. There are some constraints that are used to
analyze the complex restricted condition in the model.

(1) Each task 𝑡
𝑖
must be executed in an available opportu-

nity ao𝑗
𝑖𝑘
, ao𝑗
𝑖𝑘

∈ ao𝑗
𝑖
.

Hence, we have the available opportunity constraint:

𝐶
1

:

{{{{

{{{{

{

𝑥
𝑗

𝑖,𝑘
(ts𝑗
𝑖

− ws𝑗
𝑖𝑘

) ≥ 0

𝑥
𝑗

𝑖,𝑘
(ts𝑗
𝑖

+ 𝑑
𝑖
− we𝑗
𝑖𝑘

) ≤ 0

𝑎
𝑖
≤ 𝑡𝑘
𝑆

≤ ts𝑗
𝑖

≤ dt
𝑖
,

(5)

where ts𝑗
𝑖
denotes the start time of task 𝑡

𝑖
. Actually, for a

given scheduled task 𝑡
𝑖
on 𝑠𝑗, its starting observation time ts𝑗

𝑖

and observation angle 𝜃
𝑗

𝑖
are determined. All scheduled tasks

form the current schedule SS = ⋃
𝑗∈[1,𝑀]

𝑇𝑗, where 𝑇𝑗 is a
sequence of scheduled tasks on satellite 𝑗.

(2) Each task only needs to be executed once, and the
execution process does not involve preemptive service. So we
have the following uniqueness constraint:

𝐶
2

:

𝑀

∑
𝑗=1

𝐾𝑖𝑗

∑
𝑘=1

𝑥
𝑗

𝑖,𝑘
≤ 1. (6)

(3) There should be an adequate transmission time for
sensor in any two adjacent tasks 𝑡

𝑢
, 𝑡V assigned to the same

satellite 𝑠𝑗 to finish the actions such as shutting down,

NSGA2

Static scheduling

7 2 8 225 14 613
Initial schedule

Rule-based heuristic algorithm

NSGA2

Temporary adjusted schedule

Updated schedule

Update the state based on the
dynamic scheduling time

94

8 225 14 613 94

8 225 14 613 9433 36 3237
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8 225 14 632 9433 13 3637

· · ·

· · ·

· · ·

· · ·

Figure 5: The flowchart of the algorithm.

swinging the observation angle, stabilizing gesture, and start-
up. So we have the switch time constraint:

𝐶
3

: te𝑗
𝑢

+ sd𝑗 + sl𝑗 × 󵄨󵄨󵄨󵄨󵄨
𝜃
𝑗

V − 𝜃
𝑗

𝑢

󵄨󵄨󵄨󵄨󵄨
+ st𝑗 + su𝑗 ≤ ts𝑗V. (7)

(4) Another constraint is the total imaging time of any
satellite, which should be less than the allowable longest
imaging time of its sensor during every time period. Let the
scheduling period be [𝑡𝑘

𝑆
, 𝑓]. Hereby, we have the imaging

time constraint:

𝐶
4

: ∑

𝑖∈𝑇
𝑗

𝑡
𝑏

𝑑
𝑖
≤ duty𝑗,

(8)

where 𝑇
𝑗

𝑡𝑏
denotes a sequence of scheduled tasks on satellite

𝑗 which flies during the time span [𝑡
𝑏
, 𝑡
𝑏

+ orb𝑗], where 𝑡
𝑏

∈

[𝑡𝑘
𝑆
, 𝑓 − orb𝑗].

4. Algorithms

In this section, we introduce the dynamic emergency tasks
scheduling algorithm HA-NSGA2 proposed in this paper.
The algorithm, which is actually a combined algorithm, aims
at improving the efficiency of dynamic emergency tasks
scheduling. The flowchart of the algorithm is depicted in
Figure 5. Firstly, themultiobjective genetic algorithmNSGA2
with two objectives, that is, revenue and robustness, is used
for common tasks scheduling to obtain the optimal solution.
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With the arrival of emergency tasks, the rule-based heuristic
algorithm is applied to insert these emergency tasks into the
initial schedule as much as possible. To improve the imaging
efficiency as much as possible, we propose a compact task
merging method that considers task execution duration in
the rule-based heuristic algorithm. If two or more targets
are geographically adjacent, they may be combined into
a compact composite task by the compact task merging
method. The details of compact task merging strategy are
described in Appendix B. Based on the rule-based heuristic
algorithm, the multiobjective genetic algorithm NSGA2 is
employed to find the optimal solution. The neighborhood
operator, which is embedded in NSGA2, aims at generating
the initial population.

4.1. Multiobjective Genetic Algorithm. Satellites observation
scheduling problem has been proven to be NP-complete.
Thus, it is impossible to find polynomial time algorithms for
finding optimal solutions. Genetic algorithms are the most
successful algorithms for efficiently dealing with the com-
plexity of computationally hard problems from the network-
ing domain [23, 43]. Before introducing the multiobjective
genetic algorithm NSGA2, we firstly make clear some terms,
such as ParetoDominance, Pareto optimality, ParetoOptimal
Set, Pareto Front, Nondominated Sorting, and crowding
distance, which will be referred to in the algorithm. We give
the associative definitions in Appendix A.

As shown in Figure 6, we present the main process of
NSGA2. First, we initialize the parameters and generate
the initial population 𝑃father. After computing the fitness
function of 𝑃father, we make use of the binary tournament
selection mechanism, single point crossover operator, and
single point mutation operator for the current individuals
until the number of the next generation population 𝑃child
reaches the size 𝑀. Then, we set the total population as
𝑄 = 𝑃father ∪ 𝑃child by combining 𝑃father and 𝑃child. Next,
the nondominated sorting algorithm is used to divide the
population 𝑄 into different Pareto Front 𝐹rank with the rank
of each individual.We choose the individuals from𝐹rank until
the number of the next population |𝑃next| satisfies the request,
ranking from small to large. If |𝑃next| is greater than 𝑀, then
we sort the current 𝐹rank in order according to the crowding
distance and choose the better individuals as 𝑃next. Finally, if
the result satisfies the termination conditions, then we output
the nondominated solution set. Otherwise, we let 𝑃father =

𝑃next and repeat the process.
The main parts of the genetic algorithm will be described

in detail including initialization, selection operator, crossover
operator, mutation operator, nondominated sorting, and the
computation of crowding distance.

4.1.1. Initialization. Unlike local search techniques, the
genetic algorithmuses a population of individuals giving thus
the search a larger scope and chances to find a better solution.
In this paper, the satellite scheduling problem is encoded
into a set of chromosomes. Each chromosome composed of
an imaging task sequence of different satellites represents a
solution and is assigned a fitness value to determine how
good each chromosome is. The structure of a chromosome

is shown in Figure 7. In the algorithm, some parameters such
as the size of population 𝑀, the maximum iterative number
𝑇, the probability of crossover 𝑝crossover, and mutation proba-
bility 𝑝mutation must be set.The initial population is generated
by random strategy.

4.1.2. Selection Operator. Several selection strategies have
been proposed in the previous literatures such as roulette
wheel selection and binary tournament selection. We adopt
binary tournament selection in this paper.Themain steps are
to choose two individuals randomly from a population and
to select the individual that dominates the others.

4.1.3. CrossoverOperator. Crossover operator plays an impor-
tant role in the genetic algorithm. The best genetic informa-
tion of parents can be transmitted to offspring during gen-
erations of the evolution process by the crossover operator.
After parent chromosomes have been selected from the pop-
ulation, we set the crossover probability 𝑝crossover to allow the
majority of chromosomes to mate and pass to their offspring.
Figure 8 shows an example of the crossover. According to the
characteristics of the satellite scheduling problem, we cross
the parent chromosomes to generate child chromosomes and
then delete the same genes in common chromosome. Finally
we attempt to arrange the tasks differently for both parent
chromosomes in child chromosomes.

4.1.4. Mutation Operator. Mutation operator intends to keep
the variety of the population and improve the individuals
by small local perturbations. Additionally, the mutation
operator provides a component of randomness in the neigh-
borhood of the individuals of the population. Therefore,
genetic algorithm has the ability to avoid falling prematurely
into local optima and eventually escapes from them during
the search process. For example, if we set the probability
𝑝mutation = 0.2, then the overall procedure of the random
mutation operator on the chromosome is shown in Figure 9.
We choose a scheduled task that has another window ran-
domly such as 𝑡

8
. Then the task is rearranged in another

available window.

4.1.5. Nondominated Sorting. The main procedure of non-
dominated sorting is described in Algorithm 1 in detail.

4.1.6. Crowding Distance Computation. The main proce-
dure of computing the crowding distance is described in
Algorithm 2 in detail.

4.2. Rule-Based Heuristic Algorithm. The solution withmaxi-
mum revenue and robustness, which is produced by NSGA2,
is selected as the initial schedule. When the schedule is
executed, a number of emergency tasks arrive. In this case,
the current executing schedule must be modified to arrange
these emergency tasks.

When a batch of emergency tasks arrives, based on the
current scheduling time, tasks may have different states:
finished task, running task, waiting task, and new task. In the
example shown in Figure 10, 𝑡𝑘

𝑆
is the current scheduling time.

If task 𝑖 has been executed before the current time, then task
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Figure 6: The main process of NSGA-2.

𝑖 is a finished task while te
𝑖
< 𝑡𝑘
𝑆
. If ts
𝑖
< 𝑡𝑘
𝑆

< te
𝑖
, then task 𝑖 is

a running task. Task 𝑖 is a waiting task if ts
𝑖
> 𝑡𝑘
𝑆
. If task 𝑖 is an

emergent task that has not been planned, then task 𝑖 is a new
task.

According to the analysis on the state of the tasks,
the waiting tasks in the current schedule can be adjusted.
Focusing on the new emergency tasks, we assign these

tasks to the current schedule. In this paper, we employ
a rule-based heuristic algorithm considering compact task
merging (CTM-DAHA) to insert the new tasks dynamically
[44]. The main idea of the heuristic algorithm is to assign
the most conflict-free time window to the task most in
need. With CTM-DAHA, we obtain the temporary adjusted
schedules.
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Figure 7: The structure of chromosome.

To describe the dynamic adjusting rule-based heuristic
algorithm considering compact task merging clearly, we first
give some definitions.

Definition 1. Theneed of the task indicates how badly the task
needs to be performed [30, 44]:

𝑁 (𝑡
𝑖
) =

𝑝
𝑖

󵄨󵄨󵄨󵄨AO𝑖
󵄨󵄨󵄨󵄨
. (9)

Definition 2. The contention of the task window is measured
by counting the number of tasks that need the time window,
weighted by the weights of the tasks:

𝐶 (𝑤) = ∑
𝑡𝑖∈𝑇(𝑤)

𝑝 (𝑡
𝑖
) , (10)

where 𝑇(𝑤) is the set of tasks that could be executed at any
moment within time window 𝑤 and 𝑝(𝑡

𝑖
) is the weight of the

tasks 𝑡
𝑖
.

The dynamic adjusting rule-based heuristic algorithm
CTM-DAHA is presented as shown in Figure 11 [44]. To
accommodate emergency tasks in the initial scheme, firstly
we update the state of tasks in the schedule. Then, all new
tasks are inserted into a waiting queue according to the needs
of the tasks𝑁(𝑡

𝑖
), fromhigh to low.The timewindows of each

task are ranked from low to high according to the contention
𝐶(𝑤). For a task, we first judge whether it can merge with any
other existing task in the current schedule. If all timewindows
of the task fail to be merged, we attempt to insert the task
directly if it does not conflict with any other task. If direct
insertion fails, we judge whether the task can be inserted by
rearranging the conflict tasks. If direct insertion and insertion
by rearranging do not succeed, some tasks may be deleted
for inserting an emergency task. Then the entire process will
repeat until the waiting queue is empty. Take, for example,
a current executing schedule as shown in Figure 12(a). With
the arrival of emergency tasks, that is, 𝑇

𝐸 = {𝑡
8
, 𝑡
9
, 𝑡
10

, 𝑡
11

},
they should be arranged in time. Task 𝑡

8
can be combined

with 𝑡
2
by compact task merging. Task 𝑡

9
can be inserted

directly. Task 𝑡
10
is inserted into the schedule by rearranging

the conflict task 𝑡
5
. Task 𝑡

7
is deleted from the schedule so

that task 𝑡
11
with higher weight can be inserted. Figure 12(b)

shows the planning task list of the adjusted schedule.

4.3. Neighborhood Operator. The solution obtained by CTM-
DAHA still needs to be optimized. Based on the tempo-
rary adjusted schedule, we use NSGA2 to find the optimal
solution. Different from the multiobjective genetic algorithm
described in Section 4.1, we design a neighborhood operator
to generate the initial population.

The main idea of the neighborhood operator is to search
all neighborhoods of the current schedule. As shown in
Figure 13, the current schedule SS is represented by the red
point and the yellow points denote the neighborhoods of SS.
Specifically, we change the locus of a task tomove it to another
position, as shown in Figure 14.

The procedure of the neighborhood operator is described
as shown in Algorithm 3.

After initializing the population using the neighbor-
hood operator, the next serial of operation is selection,
crossover, mutation, and nondominated sorting as expressed
in Section 4.1. Finally, using the multiobjective genetic algo-
rithm NSGA2, we obtain the optimal solution as the new
adjusted schedule.

5. Experimental Simulation and Discussion

In this section, we evaluate the performance of the pro-
posed algorithm HA-NSGA2. To reveal the advantages of
the algorithm, we compare it with RBHA-DTSP [36] and
CTM-DAHA [44].The two methods both use multiobjective
genetic algorithm to make the initial schedule for common
tasks. To evaluate the advantage of the compact task merging
method (CTM), we perform experiments to compare the
scheduling results obtained by HA-NSGA2 with the two task
merging strategies: traditional task merging strategy (TTM)
and compact task merging method (CTM). Specifically, we
embed the two task merging methods into HA-NSGA2,
respectively, so as to prove the effectiveness of compact task
merging strategy.

(i) RBHA-DTSP: the basic idea of RBHA-DTSP is to
carry out some amount of iterative repair search
inside each emergency task’s available opportunities.
With the repair search for a given emergency task,
some rules are adopted to decide which tasks should
be retracted [36].

(ii) CTM-DAHA: this is a dynamic adjusting rule-based
heuristic algorithm considering compact task merg-
ing (CTM-DAHA) which is designed to insert the
emergency tasks into the initial schedule.

To evaluate the result we use the following performance
metrics.
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Figure 8: Crossover operator.

Emergency task revenue (ETR) can be described as

ETR =

𝑁

∑
𝑖=1

𝑀

∑
𝑗=1

𝐾𝑖𝑗

∑
𝑘=1

𝑥
𝑗

𝑖,𝑘
𝑝
𝑖
. (11)

Satisfaction ratio (SR) is defined as SR = total number
of tasks that can be arranged in the scheme/total number of
tasks.

Scheduled tasks robustness (STR) can be defined as

STR =

𝑁

∑
𝑖=1

𝑀

∑
𝑗=1

𝐾𝑖𝑗

∑
𝑘=1

𝑝
𝑖
× 𝑥
𝑗

𝑖,𝑘
× 𝑦
𝑖
. (12)

In fact, the satellite application is a complex process and
the orders can only be uploaded with special equipment
within limited visible time windows, so it is important to
make the least adjustment to keep the stability of the schedule
as well as to insert more tasks to keep the efficiency of the
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schedule. Therefore, the main measurement of perturbation
needs to be considered.

Perturbation measurement (PM) is a metric used to
describe the distance between the adjusted scheme and the
initial scheme. PM can be defined with the total number of
initial tasks that change in the adjusted scheme compared
with the initial scheme.

5.1. Simulation Method and Parameters. Without loss
of generality, we acquire the imaging targets randomly
in the area: latitude −180∘∼180∘ and longitude −65∘ ∼65∘.
The scheduling period is 24 h, which can be denoted by
[0, 86400]. The number of common tasks is 200. In addition,
there are five batches of new coming emergency tasks and
each batch is given the same size: 50. The arrival time
of a batch 𝑡

𝑘

𝑆
is a random positive number distributed

in [𝑡0
𝑆
, 𝑡
𝑓

𝑆
]. In the experiment, we simulate 5 batches of

emergency tasks and 𝑇
𝑆
is set as 𝑇

𝑆
= {𝑡0
𝑆
, 𝑡1
𝑆
, . . . , 𝑡𝑒

𝑆
, 𝑡
𝑓

𝑆
} =

{0, 59, 13300, 26100, 41800, 65000, 86400}. Moreover, the
deadline of an emergency task is the end time of scheduling:
86400. Without loss of generality, the weights of all
tasks are randomly distributed in [1, 10]. Two sensors on
different satellites are simulated to accomplish the tasks. The
parameters of sensors are shown in Table 1. The available
opportunities, including time windows and slewing angles
associated with tasks, are computed using STK (Satellite

Table 1: Parameters of satellites.

Parameters Satellite 𝑠1 Satellite 𝑠2

Average height (km) 780.099 505.984
Orbital inclination (degree) 98.5 97.421
Local descending node time (am) 10:30 10:30
Argument of perigee 90 90
Eccentricity ratio (degree) 0.0011 0
Nodical period (min) 100.38 97.716
Maximum slewing angle (degree) ±32 ±32
Field of view (degree) 8.4 6

Tool Kit). The time window is removed if its span is shorter
than the duration of the corresponding task or its finished
time is later than the deadline. Moreover, we assume that the
maximum time for each satellite to open its sensor once is
60 seconds and that the longest imaging time in any period
time of orb𝑗 is 150 seconds.

5.2.The Simulation Result. We carry out two groups of exper-
iments in this section.We investigate the performance impact
of different algorithms, that is, RBHA-DTSP, CTM-DAHA,
and HA-NSGA2, in the first group. The experimental results
are depicted in Figure 15. The second group of experiments
is designed to evaluate the efficiency of the task merging
method: CTM and TTM.

Figure 15(a) shows the result of the revenue of scheduled
emergency tasks in each adjusted schedule. Among the
algorithms, HA-NSGA2 shows the best scheduling revenue.
The explanation is that HA-NSGA2 optimizes the robustness
and uses the compact task merging strategy. In contrast,
CTM-DAHA does not improve the robustness and RBHA-
DTSP does not consider taskmerging. Based on Figure 15(b),
we can see that, with more batches of emergency tasks, the
robustness of each adjusted schedule decreases. This can
be attributed to the fact that, with the time of scheduling
increasing, the scheduling period becomes shorter. This
means that the tasks’ available opportunities in a schedule
decrease and the number of tasks which can be rearranged
decreases. As a result, the robustness becomes smaller. In
addition, in each scheduling, HA-NSGA2 can generate a
more robust schedule except the last scheduling. In the last
scheduling, the schedule obtained by HA-NSGA2 shows the
lowest robustness because HA-NSGA2 scheduled more tasks
and less spare time is left for other tasks to be rearranged.
As a result, the robustness is worse. Figure 15(c) presents
the satisfaction ratio of every scheduling result. It is found
that the satisfaction ratio of all algorithms decreases as the
arrival of more emergency tasks. This can be attributed
to the fact that the number of scheduled tasks decreases
compared with the increasing emergency tasks. Moreover,
HA-NSGA2 shows the highest satisfaction ratio among all of
the algorithms. Table 2 describes the number of scheduled
emergency tasks and the number of adjusted tasks in the
adjusted schedules. It is found that there is little difference of
disturbance among the algorithms. On the whole, the ability
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Figure 12: (a) The current executing schedule. (b) The adjusted schedule.

dealing with emergency tasks of HA-NSGA2 is superior to
that of the other algorithms.

Figure 16 shows the performance impact of the two
task merging methods. Figure 16(a) demonstrates that, with
the increase in scheduling time, the compact task merg-
ing method (CTM) can get a higher total emergency task
revenue. This result indicates that more emergency tasks
can be arranged by the compact task merging method and
more opportunities can be left for other emergency tasks.
From Figure 16(b), it is found that robustness of the schedule
of the compact task merging method is lower than that

of the traditional task merging strategy. This result can
be attributed to two factors. First, the algorithm with the
compact task merging strategy can arrange more emergency
tasks compared with traditional task merging method. The
other is the composite task, which is unable to participate
in the robustness computing because there is only one syn-
thetic available window, acquired by compact task merging.
Moreover, the number of composite tasks by compact task
merging is more than that by traditional task merging. So the
compact task merging strategy is better than the traditional
merging strategy in the available windows and the satellite
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Table 2: The perturbation measurements of different algorithms.

Batch RBHA-DTSP CTM-DAHA HA-NSGA2
𝑁 PM 𝑁 PM 𝑁 PM

1 47 2 47 2 48 4
2 46 5 46 5 47 5
3 41 3 41 1 42 1
4 43 3 46 4 47 4
5 43 1 42 1 44 1
Note:𝑁: the number of scheduled emergency tasks.

resources left. Figure 16(c) depicts that the compact task
merging method can arrange more emergencies and obtain
a more satisfactory schedule. Table 3 describes the way of
adjusting of emergency tasks and the distance of the adjusted
scheme from the initial scheme. In the same perturbation
measurement, HA-NSGA2 with the compact task merging
method can arrange more emergency tasks. Also, CTM
can merge more tasks than CTM. The result proves that

Table 3: The perturbation measurements of different task merging
strategies.

Batch Method 𝑁 TM NI NIR NID PM

1 CTM 48 4 42 1 1 4
TTM 47 1 44 1 1 4

2 CTM 47 4 38 3 2 5
TTM 46 1 41 2 2 6

3 CTM 42 3 38 1 0 1
TTM 41 2 38 1 0 2

4 CTM 47 7 36 1 3 4
TTM 46 1 39 1 4 6

5 CTM 44 3 40 0 1 1
TTM 42 1 43 0 0 1

Note: 𝑁: the number of scheduled emergency tasks, PM: the number of
adjusted tasks in the schedules, NITM: the number of emergency tasks
inserted by task merging, NI: the number of emergency tasks inserted
directly, NIR: the number of emergency tasks inserted by rearranging, and
NID: the number of emergency tasks inserted by deleting.

the compact task merging strategy has an advantage over
the existing traditional method. The compact task merging
method can improve the chances of inserting emergency
tasks.

5.3. Discussion. Based on the extensive experiments, we can
evaluate the performance of HA-NSGA2 proposed in the
paper. Using the algorithm HA-NSGA2 with two objectives,
that is, the revenue and robustness, we can obtain the
scheduling scheme that has higher revenue and stronger
ability to resist disturbance in emergency tasks scheduling.
HA-NSGA2 algorithm can insert more emergency tasks
while keeping the high revenue as is shown in Figure 15.
Moreover, HA-NSGA2 can significantly reduce the schedul-
ing disturbance in the process of scheduling emergency tasks.
The experiments prove that the HA-NSGA2 is capable of
finding optimal solutions with the ability to resist disturbance
and to address emergency tasks efficiently. Moreover, the
compact task merging strategy can improve the chances of
merging multiple tasks and save the satellite resources. So the
method proposed in this paper is more practical and satisfies
the requests of the users.

6. Conclusion and Future Work

To solve dynamic scheduling problem for emergency tasks
in a multisatellite observation system, we propose a mixed
algorithm namedHA-NSGA2 to improve the ability of emer-
gency tasks scheduling from two aspects. In our algorithm
two optimization objectives, that is, revenue and robustness,
are considered continuously. Firstly, we schedule common
tasks by using themultiobjective genetic algorithmNSGA2 to
obtain an initial solution with high revenue and robustness.
Then, the heuristic algorithm which embeds a compact task
merging strategy is used to handle emergency tasks. Finally,
to optimize the solution, NAGA2, which embeds a novel
neighborhood operator to generate the initial population,
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Figure 15: The performance of different dynamic scheduling algorithms.

is adopted to search the optimal result in the local scope.
Extensive experimental simulation proves that the robustness
is an important factor in dynamic scheduling. The algorithm
HA-NSGA2 proposed in this paper optimizes the robustness
and obtains the more robust scheduling results with the
highest revenue compared with other algorithms. Moreover,
the compact task merging strategy can improve the chances
of merging multiple tasks. Therefore, we conclude that the
robustness of the schedule has considerable significance in
the dynamic scheduling problem.

In the future, our studies will address the following issues:
first, we will conduct some research on area targets and
consider more critical issues, such as resource availability,
data dimension, and communication. In addition, we will
improve our scheduling model by considering more con-
straints, such as memory capacity, energy consumption, and
speed of upload. Finally, we will extend our experiments in
real scene.

Appendices

To help the readers understand, we make some terms clear
that will be referred to in NSGA2 and describe the compact
task merging strategy in detail in these appendices. In
Appendix A we introduce some definitions of the multiob-
jective genetic algorithm NSGA2. Compact task merging
strategy is presented in Appendix B.

A. The Associative Definitions for NSGA2

Some fundamental definitions of the multiobjective genetic
algorithm NSGA2 are given in the following [44, 45].

Definition for Pareto Dominance. For any u ∈ R𝑚 and k ∈

R𝑚 : u dominates k (in symbols u ≺ k) if and only if: ∀𝑖 =

1, . . . , 𝑚 : u ≤ k and ∃𝑖 ∈ {1, . . . , 𝑚} : u < k.
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for each 𝑝 ∈ 𝑄 // every individual in population 𝑝 ∈ 𝑄

𝑆
𝑝

= ⌀; // let the set of individuals dominated by 𝑝 be null
𝑛
𝑝

= 0; // the number of individuals dominating 𝑝 be 0
for each 𝑞 ∈ 𝑄

if (𝑝 ≺ 𝑞) then // if 𝑝 dominates 𝑞

𝑆
𝑝

= 𝑆
𝑝

∪ 𝑞; add 𝑞 into 𝑆
𝑝

else if (𝑝 ≻ 𝑞) then // if 𝑞 dominates 𝑝

𝑛
𝑝

= 𝑛
𝑝

+ 1;
end for;
end for;
for each 𝑝 ∈ 𝑄

if (𝑛
𝑝

== 0) then
𝑝rank = 1; // the rank of 𝑝 is 1st
𝐹
1

= 𝐹
1

∪ 𝑝; // add 𝑝 into the set of the first non-dominated front 𝐹
1

end for;
𝑖 = 1; // initialize the rank of the non-dominated fronts
while (𝐹

𝑖
̸= ⌀)

for each 𝑝 ∈ 𝐹
𝑖

for each 𝑞 ∈ 𝑆
𝑝

𝑛
𝑞

= 𝑛
𝑞

− 1; // the number of individuals dominating 𝑝 is reduced by one
if (𝑛
𝑞

== 0) then // if there is no individual dominating 𝑞

𝑞rank = 𝑖 + 1; // the rank of 𝑞 plus one
𝐹
𝑖+1

= 𝐹
𝑖+1

∪ 𝑞; // add 𝑞 into the non-dominated front 𝐹
𝑖+1

end for;
end for;

𝑖 = 𝑖 + 1;
end while.

Algorithm 1

𝐼 = |𝐹rank|; // number of solutions in 𝐹rank

for each 𝑝 ∈ 𝐹rank

𝐹rank[𝑝]distance = 0; // initialize the distance
end for;
for each objective 𝑚

𝐹rank,𝑚 = sort(𝐹rank, 𝑚); // sort using each objective value
for each 𝑖 = 2 → 𝐼 − 1

𝐹rank,𝑚[𝑖]distance = (𝐹rank,𝑚[𝑖 + 1] − 𝐹rank,𝑚[𝑖 − 1])/(𝐹
max
rank,𝑚 − 𝐹

min
rank,𝑚); //crowding-distance of individual 𝑖 inm th objective

end for;
end for;
for each 𝑝 ∈ 𝐹rank

for each objective 𝑚

𝐹rank[𝑝]distance = 𝐹rank[𝑝]distance + 𝐹rank,𝑚[𝑝]distance; // crowding-distance of 𝑝

end for;
end for.

Algorithm 2



16 Mathematical Problems in Engineering

(1) According to the arrival time of a batch of emergency tasks, select the waiting tasks in the current schedule SS as 𝑇𝑤

(2) for all 𝑖 ∈ [1, 2, . . . , |𝑇𝑤|], do
(3) for all 𝑗 ∈ [1, . . . , 𝑀], do
(4) compute all available opportunities for task 𝑖 on satellite 𝑗

(5) end for
(6) compute the number of available opportunities |𝑊

𝑖
| for task 𝑖

(7) end for
(8) let the neighborhood set of the current schedule SS𝑁 be SS𝑁 = SS
(9) while 𝑇𝑤 ̸= ⌀ do
(10) take the serial number 𝑖 of the first task in 𝑇

𝑤

(11) if |𝑊
𝑖
| ≤ 1 do

(12) remove 𝑡
𝑖
from 𝑇𝑤 and then go to Step (9)

(13) end if
(14) else
(15) try to change the locus of task 𝑖 in the chromosome
(16) if succeed, update the chromosome and add the chromosome to SS𝑁
(17) remove 𝑡

𝑖
from 𝑇

𝑤 and then go to Step (9)
(18) end if
(19) else
(20) remove 𝑡

𝑖
from 𝑇

𝑤 and then go to Step (9)
(21) end while
(22) output the neighborhood set of the current schedule SS𝑁

Algorithm 3

Definition for Pareto Optimality. The idea that a candidate
solution x ∈ Ω is the optimal solution of Pareto means that
x ∈ Ω makes 𝐹(𝑥

󸀠) ≺ 𝐹(𝑥). x is a 𝐾-dimensional decision
variable in the decision space, and 𝐹(𝑥) is an objective space.

Definition for Pareto Optimal Set. Consider

𝑃 = {𝑥 ∈ Ω | ¬∃𝑥
󸀠

∈ Ω st 𝐹 (𝑥
󸀠
) ≺ 𝐹 (𝑥)} . (A.1)

Definition for Pareto Front. Consider

𝑃𝐹 = {𝐹 (𝑥) | 𝑥 ∈ 𝑃} . (A.2)

Definition for Nondominated Sorting. Nondominated sorting
is used to confirm the rank of each individual in the whole
population according to the dominated space. For example,
∀𝑥
𝑖

∈ Ω, we can compute a dominated set of 𝑥
𝑖
, 𝑃
𝑥𝑖

= {𝑥 ∈

Ω | ∀𝑥󸀠 ∈ Ω, st : 𝐹(𝑥󸀠) ≺ 𝐹(𝑥
𝑖
)}. The size of 𝑃

𝑥𝑖
is the rank of

𝑥
𝑖
, Rank(𝑥

𝑖
) = |𝑃

𝑥𝑖
|. We divide the population into different

Pareto Front with the rank of each individual, Ω = {𝐹
1

∪ 𝐹
2

∪

⋅ ⋅ ⋅ ∪ 𝐹max rank}.

Definition for Crowding Distance. The crowding distance
approaches aim to obtain a uniform spread of solutions
along a similar Pareto Front without using a fitness sharing
parameter. In this paper, there are two objectives, that is,
revenue and robustness. Firstly, we rank all individuals in
order according to the revenue and then compute the distance
of each individual in the sequence by formula dis 𝑘(𝑥

𝑖
) =

(𝑓(𝑥
𝑖+1

)−𝑓(𝑥
𝑖+1

))/(𝑓max
𝑘

−𝑓min
𝑘

).Thus, the crowding distance
can be defined as

Distance (𝑥
𝑖
) =

𝑓revenue (𝑥
𝑖+1

) − 𝑓revenue (𝑥
𝑖−1

)

𝑓max
revenue − 𝑓min

revenue

+
𝑓robust (𝑥

𝑖+1
) − 𝑓robust (𝑥

𝑖−1
)

𝑓max
robust − 𝑓min

robust
.

(A.3)

Definition for Fitness Function. The determination of an
appropriate fitness function is crucial to the performance of
the genetic algorithm. Thus, we should construct optimiza-
tion objectives with a weight sum to represent the fitness
function [46]:

𝐹 = 𝑤revenue

𝑁

∑
𝑖=1

𝑀

∑
𝑗=1

𝐾𝑖𝑗

∑
𝑘=1

𝑥
𝑗

𝑖,𝑘
𝑝
𝑖

+ 𝑤robustness

𝑁

∑
𝑖=1

𝑀

∑
𝑗=1

𝐾𝑖𝑗

∑
𝑘=1

𝑝
𝑖
× 𝑥
𝑗

𝑖,𝑘
× Rearrange (𝑡

𝑖
) ,

(A.4)

where 𝐹 is the fitness and 𝑤revenue and 𝑤robustness are weights.

B. The Compact Task Merging Strategy

The compact task merging strategy, which is embedded in
the rule-based heuristic algorithm, is used to improve the
imaging efficiency. If two or more targets are geographically
adjacent, we can rationally tune the slewing angle and the
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Figure 16: The performances of different task merging methods.
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observation duration of the sensor to enable an observation
strip to cover them. In other words, tasks in the same swath of
a sensor may be merged into one composite task. To improve
the imaging opportunities of the new tasks, a task merging
strategy is required. Suppose there are two tasks 𝑡

𝑖
and 𝑡
𝑗
that

could be imaged by satellite 𝑗. And ao
𝑖

= {[ws
𝑖
,we
𝑖
], 𝜃
𝑖
} ∈

AO𝑗
𝑖
is an available opportunity of task 𝑡

𝑖
. Accordingly, ao

𝑗
=

{[ws
𝑗
,we
𝑗
], 𝜃
𝑗
} ∈ AO𝑗

𝑗
is an available opportunity of task

𝑡
𝑗
. Since the length of a visible time window must be larger

than the observation duration of task, there often exists some
unnecessary time to finish merged tasks according to the
traditional task merging strategy. Therefore, the duration of
task execution is an important factor in task merging. By
considering the duration of task execution, we employ a
new compact task merging method to construct the compact
composite tasks in this paper.

When a task merging mechanism is embedded into
the schedule scheme, we must judge when two tasks can
be combined into a composite task and determine how to
construct a composite task.

Without loss of generality, between two tasks 𝑡
𝑖
and 𝑡
𝑗
, the

window start time ws
𝑖
of task 𝑡

𝑖
is assumed to be no later than

that of task 𝑡
𝑗
in the following.

TheoremB.1. Two feasible tasks 𝑡
𝑖
and 𝑡
𝑗
can be combined into

a compact composite task 𝑡
𝑖,𝑗
if and only if they satisfy

(𝑤𝑠
𝑗

+ 𝑑
𝑗
) − (𝑤𝑒

𝑖
− 𝑑
𝑖
) ≤ Δ𝑑, (B.1)

󵄨󵄨󵄨󵄨󵄨
𝜃
𝑖
− 𝜃
𝑗

󵄨󵄨󵄨󵄨󵄨
≤ Δ𝜃. (B.2)

Equation (B.1) is the timewindow constraint. As shown in
Figure 17(b), we illustrate the case where two time windows
of tasks intersect.

Equation (B.2) is the slewing angle constraint. It is shown
in Figure 17(a) that tasks 𝑡

𝑖
and 𝑡
𝑗
must be located in the same

swath of the sensor.

Theorem B.2. If two feasible tasks 𝑡
𝑖
and 𝑡
𝑗
can be merged

into a compact composite task 𝑡
𝑖,𝑗
, then its time window 𝑊

𝑖,𝑗
=

[𝑤𝑠
𝑖,𝑗

, 𝑤𝑒
𝑖,𝑗

] should range from

𝑤𝑠
𝑖,𝑗

=
{

{

{

𝑤𝑒
𝑖
− 𝑑
𝑖
, 𝑖𝑓

󵄨󵄨󵄨󵄨󵄨
𝑊
𝑖
∩ 𝑊
𝑗

󵄨󵄨󵄨󵄨󵄨
≤ min (𝑑

𝑖
, 𝑑
𝑗
)

min {𝑤𝑠
𝑗
,max (𝑤𝑠

𝑖
, 𝑤𝑠
𝑗

+ 𝑑
𝑗

− 𝑑
𝑖
)} , 𝑒𝑙𝑠𝑒

(B.3)

to

𝑤𝑒
𝑖,𝑗

=
{

{

{

𝑤
𝑗

+ 𝑑
𝑗
, 𝑖𝑓

󵄨󵄨󵄨󵄨󵄨
𝑊
𝑖
∩ 𝑊
𝑗

󵄨󵄨󵄨󵄨󵄨
≤ min (𝑑

𝑖
, 𝑑
𝑗
)

min (𝑤𝑒
𝑖
− 𝑑
𝑖
, 𝑤𝑒
𝑗

− 𝑑
𝑗
) + max (𝑑

𝑖
, 𝑑
𝑗
) , 𝑒𝑙𝑠𝑒.

(B.4)

Its indispensable duration of task execution should be

𝑑
𝑖,𝑗

=
{

{

{

𝑤𝑠
𝑗

+ 𝑑
𝑗

− (𝑤𝑒
𝑖
− 𝑑
𝑖
) , 𝑖𝑓

󵄨󵄨󵄨󵄨󵄨
𝑊
𝑖
∩ 𝑊
𝑗

󵄨󵄨󵄨󵄨󵄨
≤ min (𝑑

𝑖
, 𝑑
𝑗
)

max (𝑑
𝑖
, 𝑑
𝑗
) , 𝑒𝑙𝑠𝑒

(B.5)

and the slewing angle is given by

𝜃
𝑖,𝑗

=

{{{{{{{{{{{{{

{{{{{{{{{{{{{

{

max{𝜃
𝑖
−

Δ𝜃
𝑠

2
, 0} , 𝑖𝑓 𝜃

𝑖
≥ 0,

󵄨󵄨󵄨󵄨𝜃𝑖
󵄨󵄨󵄨󵄨 ≥

󵄨󵄨󵄨󵄨󵄨
𝜃
𝑗

󵄨󵄨󵄨󵄨󵄨

min{𝜃
𝑖
+

Δ𝜃
𝑠

2
, 0} , 𝑖𝑓 𝜃

𝑖
< 0,

󵄨󵄨󵄨󵄨𝜃𝑖
󵄨󵄨󵄨󵄨 ≥

󵄨󵄨󵄨󵄨󵄨
𝜃
𝑗

󵄨󵄨󵄨󵄨󵄨

max{𝜃
𝑗

−
Δ𝜃
𝑠

2
, 0} , 𝑖𝑓 𝜃

𝑗
≥ 0,

󵄨󵄨󵄨󵄨󵄨
𝜃
𝑗

󵄨󵄨󵄨󵄨󵄨
>

󵄨󵄨󵄨󵄨𝜃𝑖
󵄨󵄨󵄨󵄨

min{𝜃
𝑗

+
Δ𝜃
𝑠

2
, 0} , 𝑖𝑓 𝜃

𝑗
< 0,

󵄨󵄨󵄨󵄨󵄨
𝜃
𝑗

󵄨󵄨󵄨󵄨󵄨
>

󵄨󵄨󵄨󵄨𝜃𝑖
󵄨󵄨󵄨󵄨 .

(B.6)
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This paper addresses a special zone design problem for economic census investigators that is motivated by a real-world application.
This paper presented a heuristic multikernel growth approach via Constrained Delaunay Triangulation (CDT). This approach not
only solved the barriers problem but also dealt with the polygon data in zoning procedure. In addition, it uses a new heuristic
method to speed up the zoning process greatly on the premise of the required quality of zoning. At last, two special instances for
economic census were performed, highlighting the performance of this approach.

1. Introduction

Zone design is widely used as amethod of spatial partitioning
in geospatial sciences. It is similar to districting problem,
which is a classical topic in optimization research. Both of
the zone design and the districting problem use a certain of
optimize operations divide a geographical region into some
zones (or districts). The difference between them is to meet
different criteria or constraints, such as balance, compactness,
and contiguity. However, zone design pays more attention
to how to build a spatial auxiliary graph. Sometimes, the
zone design, also called district design or territory design, is
usually considered a strategic activity [1].The zone design has
a broad range of applications, such as in political redistricting
[2–7], sales territory alignment [8–10], school redistricting
[11], logistics districting [12–15], and delimitating zones for
land-use allocation and/or land acquisition and apportion-
ment [16–18].

Traditional methods for zone design mainly focus on the
complex geometries and spatial relationships between them.
However, there are still some problems to be solved, such as
nodes representation problem and geometrical barriers prob-
lem. Solving these problems from a GIScience perspective

may lead to a tractable solution, highlighting the importance
of geographical insights [19, 20]. The use of ordinary and
nonordinary Voronoi diagrams to solve districting problems
has been reported in many literatures [21–23]. Novaes et al.
[22] took advantage of the Voronoi diagram to detect the
spatial relationship and solved geometrical barriers problem
successfully. However, all above approaches are based on
point data but are not suitable for polygon data. Murray
and Tong [19] have raised the issue that only point-based
representations are too simplistic to represent more complex
vector objects like polygons in GIS. On the other hand, tradi-
tional methods make the shape of zones tend to be a circle or
a square [21, 24]. That no longer applies with the presence of
geometrical barriers problem. Another remarkable feature of
traditional districtingmethods is that running procedures for
optimizing the districting results usually cost too much time,
which is in seconds or minutes [25–27].

So it is hard to use the previous studies or existing opti-
mization software platform (such as CPLEX or MOSEK) to
find an effective solution. To solve problems in this paper, we
have to find a way different from the traditional ones. This
paper presented a heuristic multikernel growth approach via
Constrained Delaunay Triangulation (CDT) and introduced
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how to divide work zones for economic census investigators.
Section 2 reviewed some relative work. Section 3 detailed
how to construct an auxiliary graph for polygon data and
barrier data and how to heuristically grow and generate
spatial partitions. Section 4 gave some test to show function-
ality and performance of this method. Section 5 made some
conclusions and some further work.

2. Problems Definition

This paper discussed a special zoning problem for economic
census application. The objective of the problem is to parti-
tion a region into some census zones for investigators. Every
investigator takes charge of surveying the financial situation
of all companies in one zone. The partitioned zones should
be contiguous, compact, and balanced. The main constraints
presented are as follows: (1) contiguity makes sure that units
in every zone are geographically adjacent; (2) compactness
requires total travelling time in one zone as small as possible;
(3) balance ensures that the workloads of every investigator
are as equal as possible. The workload mainly includes
investigating time and travelling time. In our application, data
sources are polygon data and line obstacle data. Polygon data
stands for the shape of buildings, where companies located.
Some polygons are touching, but some of them are not
touching, while line obstacle data stands for fences or busy
roads which cannot be passed by. Additionally, it is difficult
for ordinary users to give some upper and lower limits on a
scalar attribute (e.g., investigating time and travelling time),
because they hope to use it as simple as possible. To solve
problems in this paper, we have to find a way different from
the traditional ones.

First problem is about how to generate auxiliary graph for
these touching or nontouching building polygons. Most of
literatures often use a point to represent a polygon and then
generate auxiliary graph based on these simplified points.
However, in most of cases, the auxiliary graph mentioned
above may not truly represent buildings’ connection and
touching relationships, because sometimes a polygon with
complex shapemay distort the connection and touching rela-
tionships of neighbor polygons.The partitions based on sim-
ple point-representationmay result in some errors. Although
Chou and Li [28, 29] and Rı́os-Mercado and Fernández [27]
discussed how to generate auxiliary graph directly based
on polygons, they only considered touching polygons rather
than nontouching polygons.Therefore, it is necessary to gen-
erate an auxiliary graph based on touching or nontouching
polygons. In this paper, we usedConstrainedDelaunayTrian-
gulation (CDT) to generate an Auxiliary Graph for nontouch-
ing Polygons (AGP). The shortest distance between discrete
polygons in the auxiliary graph is related to the shapes of
touching polygons, which would be described in Section 3.1.

The second problem is how to adjust AGP when line
obstacles are involved. Novaes et al. [22] discussed some
geometrical barriers problem, but they still focused on point
data based on Voronoi diagram.Their method is not suitable
for our polygon data based on CDT. In our application, geo-
graphical barriers may be polylines or polygons; they will
affect the connection of building polygons. When a barrier

crosses some edges of an auxiliary graph, these edges (paths)
will be cut. The adjusted graph is called auxiliary graph for
polygons and barriers (AGPB).

The third problem is how to speed up the zoning process.
In fact, spatial partition is a classical NP-hard problem. Most
of literatures adopt the multikernel growth approach. The
approach firstly selects a certain number of basic nodes as
“seeds” (centers) for some zones and then successively adds
every other node to its neighboring center until all have
been assigned [23]. In the optimization phase, they need
to constantly swap two adjacent nodes of zones in order
to achieve optimized zones. When it comes to too many
nodes, it is exhausted. It is feasible to consider at heuristics
[6, 8, 30, 31], such as Tabu Search [32, 33] and simulated
annealing [17, 34, 35]. The problem of traditional solutions
is that bad seeds selection would generate bad partitions
initiation. That means they often took more time to get
optimization partitions.The procedure usually spends a lot of
time after 20,000∼80,000 iterations [7]. In the paper, we use
some heuristic strategies about spatial structure information
to participate in the location of nodes and then avoided some
unnecessary iterations.

3. A Heuristic Zone Design Approach Based on
Constrained Delaunay Triangulation

There are two major phases in our method. Phase 1 is to
construct an auxiliary graph for polygons and barriers and
at last write them into XML files. Phase 2 is to use a spatial
heuristic strategy to realize multikernel growth.The heuristic
strategy continues to run as a simple optimization after all
nodes are allocated. A flow chart of the general procedure is
presented in Figure 1. Details of the steps are provided below.

3.1. Phase I: Auxiliary Graph Construction. The left part of
Figure 1 shows the flow chart of Phase I. The AGPB con-
struction is an optional operation. Users can input polygon
data and barriers data based on actual situations. Finally,
an auxiliary graph, which reflects the connectivity between
nodes, is written into XML files.

3.1.1. Construction of AGP. When polygon data is input,
topology checks and polygon-touching checks should be
made first of all. This can avoid polygons being overlapped
and can record nodes relation of touching. Then the AGP
construction should be made and it can be depicted as
follows: Firstly, DT is generated based on the vertexes of
polygons and then is adjusted as Constrained Delaunay
Triangulation (CDT) by counter lines of polygons. Secondly,
all the edges contained in the polygons are deleted. Thirdly,
shortest paths between the polygons are generated based on
these triangulations. The construction of AGP is generated
on CDT because a graph (DT) needs to be constructed by
using the vertexes of the polygon; in most cases, the counter
line of a polygon will intersect with the edges of DT. The
special CDT is generated as follows: counter lines of polygons
are seen as barrier lines and also as edges of triangulations
that are forcibly inserted. Then, triangulations in polygons
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Figure 1: Diagram of general procedure flow.

A(xa, ya)

B(xb, yb) C(xc, yc)D(xd, yd)

(a)

A(xa, ya)

B(xb, yb) C(xc, yc) D(xd, yd)

(b)

A(xa, ya)

B(xb, yb) C(xc, yc)D(xd, yd)

(c)

Figure 2: Search the short path.

need to be deleted. After the deletion of all the triangulations
contained in the polygons, the polygons are attached in the
graph as nodes. The relationship between adjacent nodes can
be obtained by recursions.

In the third step above, the shortest paths between pol-
ygons are obtained by taking advantage of Delaunay Tri-
angles. In fact, after the second step of CDT construction,
triangles must connect two or three polygons. If three points
of a triangle belong to three different polygons, its three edges
are all likely to be the shortest paths between two polygons.
Therefore, all edges in this type of triangles should be stored
as candidates for the shortest path. If points of a triangulation
belong to two polygons, it must be such a situation that a
point belongs to a polygon and the other two points belong
to another polygon. In those cases, the shortest path may
not be the one with the edges existing in the triangle but
rather the vertical distance from a point to a line. In Figure 2,
we assume that there is a Delaunay Triangle connected with
two polygons, and vertex 𝐴(𝑥

𝑎
, 𝑦

𝑎
) belongs to one triangle

and vertexes 𝐵(𝑥
𝑏
, 𝑦

𝑏
) and 𝐶(𝑥

𝑐
, 𝑦

𝑐
) belong to the other one.

Assume that the edge 𝐴𝐷 stands for the shortest edge which
is from vertex𝐴 to the straight line determined by vertexes 𝐵
and𝐶.The location of vertex𝐷has two situations: either loca-
tion inside the edge 𝐵𝐶 or location outside the edge 𝐵𝐶. We
assume that the slope of straight line𝐵𝐶 is 𝑘. If point𝐷moves
from vertex 𝐵 along 𝑥-axis by 𝑑𝑥 units, it will move along 𝑦-
axis by 𝑑𝑦 = 𝑥

𝑏
+𝑘∗𝑑𝑥 units. Straight line𝐴𝐷 is perpendic-

ular to straight line 𝐵𝐶 and we obtain the formula as follows:

𝑦

𝑎
− 𝑦

𝑑

𝑥

𝑎
− 𝑥

𝑑

=

𝑦

𝑎
− (𝑦

𝑏
+ 𝑘 ∗ 𝑑𝑥)

𝑥

𝑎
− (𝑥

𝑏
+ 𝑑𝑥)

= −

1

𝑘

. (1)

Equation (1) can be further rearranged as follows:

𝑑𝑥 =

𝑘 ∗ (𝑦

𝑎
− 𝑦

𝑏
) + 𝑥

𝑎
− 𝑥

𝑏

1 + 𝑘

2
.

(2)

If 0 ≤ 𝑑𝑥 ≤ 𝑥
𝑐
− 𝑥

𝑏
, vertex 𝐷 is located between vertex 𝐵

and vertex 𝐶 and the shortest path in the triangulation is the
segment 𝐴𝐷.



4 Mathematical Problems in Engineering

If 𝑑𝑥 > 𝑥
𝑐
−𝑥

𝑏
, vertex𝐷 is located in the extension line of

segment 𝐵𝐶 and the shortest path in the triangulation is the
segment 𝐴𝐶.

If 𝑑𝑥 < 0, vertex 𝐷 is located in the extension line of
segment 𝐶𝐵 and the shortest path in the triangulation is the
segment 𝐴𝐵.

3.1.2. Construction of AGPB. Further, the existing graph
should be adjusted when geographical barriers exist. After
the construction of AGP, we continue to put the vertexes of
geometrical barriers into the graph and construct AGPB. In
the process abovewe should find out all the edges intersecting
with counter lines of geometrical barriers. Assume that the
edge with the start point 𝐴 and end point 𝐵 needs to be
adjusted. According to the graph, the geometrical barriers
associated with points 𝐴 and 𝐵 can be found out and the set
of their vertexes is assumed to be noted as 𝐴aset and 𝐵aset,
respectively.

Assume that the line with start point 𝐴 and end point
𝐵 is defined as Line⟨𝐴,𝑋, 𝐵⟩ and 𝑋 stands for a point or
a line or the collection of both. For example, the Line⟨𝐶,
𝐷, 𝐸⟩ means points 𝐶, 𝐷, and 𝐸 form a line; the line of
Line⟨𝐴, Line⟨𝐶,𝐷, 𝐸⟩, 𝐵⟩ is composed of points 𝐴, 𝐶, 𝐷, 𝐸,
and 𝐵. SupposeO (defined as in (3)) is the set of barriers and
is defined as follows where the integer 𝑐 means the count of
geometrical barriers. Consider

O = {𝑂
1
, 𝑂

2
, . . . , 𝑂

𝑐
} (1 < 𝑐 < ∞) . (3)

𝑂

𝑖
(𝑖 = 1, . . . , 𝑐) represents a polygon or a line. Assume

that the line with the minimum length in a set 𝐿 of lines is
noted as Lineminlength{𝐿}. The shortest path function (noted
as Iter Line(⋅)) of points𝐴 and 𝐵 can be calculated as follows:

Iter Line (𝐴,𝑋, 𝐵) = Lineminlength {Line 𝛼 ⟨𝐴,𝑋, 𝐵⟩ ,

Line 𝛽 ⟨𝐴,𝑋, 𝐵⟩ , Line 𝛾 ⟨𝐴,𝑋, 𝐵⟩ ,

Line 𝛿 ⟨𝐴,𝑋, 𝐵⟩} .

(4)

As can be seen from the formula, the shortest path is
calculated by considering four cases. Calculations of four
cases are as follows:

(1) The shortest path is composed of three points, which
are point 𝐴, point 𝑋 from 𝐴aset, and point 𝐵. Mathe-
matical expression is as follows:

Line 𝛼 ⟨𝐴,𝑋, 𝐵⟩ = Lineminlength
{

{

{

Line ⟨𝐴,𝑋, 𝐵⟩

∈ 𝑅

2

| Line ⟨𝐴,𝑋, 𝐵⟩ ∩ (
𝑛

⋃

𝑗=1

𝑂

𝑗
) = 0, 𝑋 ∈ 𝐴aset

}

}

}

.

(5)

And we set a set 𝛼 as follows:

𝛼 =

{

{

{

𝑋 ∈ 𝐴aset | Line ⟨𝐴,𝑋, 𝐵⟩ ∩ (
𝑛

⋃

𝑗=1

𝑂

𝑗
) = 0

}

}

}

. (6)

(2) The shortest path is composed of three points, which
are point 𝐴, point 𝑋 from 𝐵aset, and point 𝐵. Mathe-
matical expression is as follows:

Line 𝛽 ⟨𝐴,𝑋, 𝐵⟩ = Lineminlength
{

{

{

Line ⟨𝐴,𝑋, 𝐵⟩

∈ 𝑅

2

| Line ⟨𝐴,𝑋, 𝐵⟩ ∩ (
𝑛

⋃

𝑗=1

𝑂

𝑗
) = 0, 𝑋 ∈ 𝐵aset

}

}

}

.

(7)

And we set a set 𝛽 as follows:

𝛽 =

{

{

{

𝑋 ∈ 𝐵aset | Line ⟨𝐴,𝑋, 𝐵⟩ ∩ (
𝑛

⋃

𝑗=1

𝑂

𝑗
) = 0

}

}

}

. (8)

(3) The shortest path is composed of four points, which
are point 𝐴, point 𝐾 from (𝐴aset-𝛼), point 𝐿 from
(𝐵aset-𝛽), and point 𝐵. Mathematical expression is as
follows:

Line 𝛾 ⟨𝐴,𝑋, 𝐵⟩ = Lineminlength
{

{

{

Line ⟨𝐴,𝐾, 𝐿, 𝐵⟩

∈ 𝑅

2

| Line ⟨𝐴,𝑋
1
, 𝑋

2
, 𝐵⟩ ∩ (

𝑛

⋃

𝑗=1

𝑂

𝑗
) = 0, 𝐾

∈ (𝐴aset-𝛼) , 𝐿 ∈ (𝐵aset-𝛽)
}

}

}

.

(9)

And we set a set 𝛾 as follows:

𝛾 =

{

{

{

𝑋

1
∈ (𝐴aset-𝛼) , 𝑋2

∈ (𝐵aset-𝛽) | Line ⟨𝐴,𝑋1, 𝑋2, 𝐵⟩ ∩ (
𝑛

⋃

𝑗=1

𝑂

𝑗
)

= 0

}

}

}

.

(10)

(4) An iterative process will be taken into account in this
case. One point in the (𝐴aset-𝛼-𝛾) and one point in
the (𝐵aset-𝛽-𝛾) are put into the function (𝐼) and a set
of lines (noted as sublines) can be obtained. Finally
select the shortest one from sublines, put points𝐴 to𝐵
into the first and last position of the shortest subline,
and the shortest path would be found out.The line on
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Figure 3: Search the short path around barriers.

behalf of the shortest path is composed of not less than
four points. Mathematical expression is as follows:

Line 𝛿 ⟨𝐴,𝑋, 𝐵⟩

= Lineminlength
{

{

{

Line ⟨𝐴, Line ⟨𝑀,𝑌,𝑁⟩ , 𝐵⟩

∈ 𝑅

2

| Line ⟨𝐴, Iter Line (𝐴, 𝑌, 𝐵) , 𝐵⟩ ∩ (
𝑛

⋃

𝑗=1

𝑂

𝑗
)

= 0, 𝑀 ∈ (𝐴aset-𝛼-𝛾) , 𝑁 ∈ (𝐵aset-𝛽-𝛾)
}

}

}

.

(11)

The Antonio example is used here to illuminate the new
method. Firstly the Delaunay Triangulation is created based
on points 𝐴, 𝐵, 𝐶, and 𝐷. Add vertexes of barriers 𝑂

1
and

𝑂

2
to adjust the DT. The DT after adjustment is shown in

Figure 3. According to DT, triangles 𝑡
1
, 𝑡
2
, 𝑡
3
, and 𝑡

4
are

found out. So 𝐴aset = {𝑐, 𝑑} and 𝐵aset = {𝑒, 𝑓}, where 𝑐, 𝑑,

𝑒, and 𝑓 represent vertexes of barriers shown in the figure.
Line 𝛼⟨𝐴,𝑋, 𝐵⟩, Line 𝛽⟨𝐴,𝑋, 𝐵⟩, and Line 𝛿⟨𝐴,𝑋, 𝐵⟩ do
not exist, while Line 𝛾⟨𝐴,𝑋, 𝐵⟩ = Line⟨𝐴, 𝑑, 𝑓, 𝐵⟩. So the
shortest path from point𝐴 to point 𝐵 is𝐴 → 𝑑 → 𝑓 → 𝐵.

Phase I mainly accomplishes operations for determining
the spatial relations of data. It is relatively independent of
Phase II. The graph obtained from Phase I can be stored
and used at any time in Phase II with different parameters.
Therefore, the design of two phases can save significant
amount of time during graph construction.

3.2. Phase II: The Heuristic Multikernel Growth

3.2.1. Problem Formulation. Before describing the heuristic
multikernel growth, it is necessary to formally specify the
problem formulation of interest. The problem formulation
can be specified from the follow three criteria: balance of
workloads, compactness of zones, and contiguity of nodes.

The following parameters are defined:

𝑁 = node set.
𝐸 = edge set.
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𝑖 = index of nodes.
𝑘 = index of nodes.
𝑗 = index of potential zones.
𝑚 = number of zones to plan.
𝑛

𝑖
= node 𝑖.

𝑤

𝑖
= workload of the node 𝑖.

𝑁

𝑗
= node set of the zone 𝑗.

𝑑

𝑖𝑘
= Euclidean distance between nodes 𝑖 and 𝑘.

𝑒

𝑖𝑘
= edge connecting nodes 𝑖 and 𝑘.

MST
𝑗
=minimum spanning tree of the potential zone

𝑗.
𝛼 = weight of compactness.

The following decision and auxiliary variables are defined:

𝑎

𝑖→ 𝑗
=

{

{

{

1, if node 𝑖 blongs to the district 𝑗

0, otherwise,

𝑏

𝑖𝑘→ 𝑗
=

{

{

{

1, if 𝑒
𝑖𝑘
blongs to the edge set of MST

𝑗

0, otherwise,

𝑒

𝑖↔𝑘

=

{

{

{

1, if node 𝑖 and 𝑘 are connected by an existing edge 𝑒
𝑖𝑘

0, otherwise.

(12)

The mathematical formulation is as follows:

Balance

Minimize (max {𝑊
1
, . . . ,𝑊

𝑗
, . . . ,𝑊

𝑚
}

−min {𝑊
1
, . . . ,𝑊

𝑗
, . . . ,𝑊

𝑚
}) ,

(13)

where

𝑊

𝑗
= ∑

𝑛𝑖∈𝑁𝑗

(𝑤

𝑗
∗ 𝑎

𝑖→ 𝑗
) + 𝛼 ∗ 𝐷

𝑗
1 ≤ 𝑗 ≤ 𝑚. (14)

Compactness

Minimize (max {𝐷
1
, . . . , 𝐷

𝑗
, . . . , 𝐷

𝑚
}) , (15)

where

𝐷

𝑗
= ∑

𝑛𝑖∈𝑁𝑗

∑

𝑛𝑘∈𝑁𝑗

(𝑑

𝑖𝑘
∗ 𝑎

𝑖→ 𝑗
∗ 𝑎

𝑘→𝑗
∗ 𝑏

𝑖𝑘→ 𝑗
)

1 ≤ 𝑗 ≤ 𝑚.

(16)

Contiguity. If a zone is an undirected graph whose nodes
stand for buildings of the zone, an edge 𝑒

𝑖𝑘
exists between

nodes 𝑖 and 𝑘 if and only if 𝑒
𝑖↔𝑘

= 1. A zone is contiguous
if and only if the graph is connected (a path exists between
every pair of adjacent nodes). A zone is feasible only if it is

contiguous. Constraint (17)means a node belongs to only one
zone while constraint (18) means a zone contains more than
one node:

∑

𝑗

𝑎

𝑖→ 𝑗
= 1, 𝑛

𝑖
∈ 𝑁 (17)

∑

𝑛𝑖∈𝑁𝑗

∑

𝑛𝑘∈𝑁𝑗

𝑒

𝑖↔𝑘
≥ 1. (18)

The formulations above are drove by a specific zone prob-
lem in the real-world application. The problem is different
from the traditional ones becausewe cannot give out the exact
bounds for varieties or constraints. So we cannot completely
use themethods of previouswork or the existing optimization
software platform (such as CPLEX or MOSEK) to solve the
problem. In this work, multikernel growth is employed as
a simple heuristic partition method. This method begins by
selecting a certain number of basic nodes as “kernels” for
the zones. The algorithm then successively adds, to each
kernel, neighboring basic nodes by primarily considering the
workload balance and compactness objectives.

3.2.2. A Heuristic Strategy. The specific multiobjective prob-
lem is solved in this work by the heuristic multikernel
growth method (AMKG for short) based on an auxiliary
graph. The contiguity objective is assumed to be achieved
as long as nodes are connected by edges in an auxiliary
graph. The balance and compactness objectives are achieved
by a heuristic strategy: the zone with the smallest workload
is selected and allocated with a specific basic node which
contains a relative large workload and is relatively close to
the zones. Furthermore, the specific basic node is found out
firstly from unallocated nodes around the zone otherwise,
if it failed to be got, from allocated nodes around the zone.
The specific basic node is selected by calculating the “cost”
which is defined by (19). To achieve the workload balance and
compactness objective, “kernels” are greedily allocated basic
nodes with the largest “cost” via an iterative procedure. The
“cost” of node 𝑖 can be defined as follows:

cost (𝑖, 𝑗) = 𝑤
𝑖
+ 𝛽 ∗

𝑤

𝑖

𝐷

𝑖𝑗

∗

𝐷

𝑊

, (19)

where 𝛽 stands for a positive number of type double, 𝐷
means the average distance value of the edges in graph
network,𝑊means the average value of workload, and 𝐷

𝑖𝑗
=

min
𝑛𝑖∈𝑁𝑗

(𝑑

𝑖𝑘
∗ 𝑎

𝑖󳨃→𝑗
∗ 𝑎

𝑘→𝑗
),

𝑎

𝑖󳨃→𝑗
=

{

{

{

0, if node 𝑖 blongs to district 𝑗

1, otherwise.
(20)

We can see from (19) that the compactness objective
can be generally achieved because 𝐷

𝑖𝑗
would be as small as

possible in the basic nodes allocation when the largest “cost”
is selected.

It shoud be noted that in the heuristic multikernel growth
the allocating basic node may be an unallocated one but may
be an already allocated one.The proposed algorithm is with a
certain degree of self-regulation andnot sensitive to the initial
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Figure 4: Kernels are growing.

choice of kernels. If allocating nodes must be unallocated
nodes and the initial kernels are baddly selected, some zones
would have no new unallocated node allocated in the process
of zones growth.Thefinal resultmaymake a serious deviation
from the balance object. For example, Figure 4(a) shows that
zone I with the minimun workload (which is 40) needs to
continue to be allocated nodes, but no unallocated nodes
can be allocated. The proposed heuristic multikernel growth
makes the zones growth “greedy” and “competitive.” The
zones with minimum workload may “eat” the adjacent node
which belonged to other zones. In Figure 4(a), zone I gets
the node with workload of 12 from zone II. Zone II needs to
be allocated nodes because its workload becomes minimum.
In accordance with the heuristic described previously the
nodes with workload of 14 and 10 were allocated to zone
II. According to the heuristic rules, the procedure would be
continued as in Figures 4(c) and 4(d) and the final results are
shown in Figure 4(e).

3.2.3. A Simple Optimization. The heuristic multikernel
growth also has a simple and quick procedure of optimization
for the result of nodes allocation after all nodes are allocated.
The most classic optimization procedure for zoning problem
may be the local search. It usually needs a huge time to
run and it is hard to know when to stop the optimiza-
tion procedure. The optimization procedure of the heuristic
multikernel growth follows the same heurisic strategy as
the nodes allocation. Its objective is to make the maximun
workload of zones as small as possible (see (21)). So it is simple
to be implemented and a little time comsuming:

Minimize (max {𝑊
1
, . . . ,𝑊

𝑗
, . . . ,𝑊

𝑚
}) . (21)

3.2.4. The Implementation. The improved multikernel
growth method includes three steps: (1) seeds selection;
(2) nodes allocation; (3) simple optimization. There exist
several approaches for determining a new configuration of
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Figure 5: Allocating the basic nodes.

zone centers. Kalcsics et al. [26] thought a commonly used
method was to solve in each territory resulting from the last
allocation phase a 1-median problem. But it would be very
complex, because much iteration should be taken to avoid
bad cases. In our method, the initial seeds should be nodes
which contain the largest number of companies. Of course it
may not be optimization to take the initial seeds as kernels.
If it is not optimization, this method will use a heuristic
algorithm to adjust kernels. Nodes allocation takes into
account three criteria: contiguity, balance, and compactness.
The contiguity objective is assumed to be achieved as long
as nodes are connected by edges in the graph. The balance
and compactness objectives are achieved step by step in
the allocation procedure. The general allocation procedure
of improved multikernel growth method is illustrated in
Figure 5. Zone 𝑗 with the minimum workload would be
selected to “grow.” The connected basic node 𝑖 with the
maximum cost(𝑖, 𝑗) will be selected and allocated to zone
𝑗. The simple optimization is similar to nodes allocation.
Both of them follow the same heuristic strategy, but the
main iteration of simple optimization is that if the first
node with maximum “cost” in the nodes sorted list enlarges
the minimum workload of zones or reduces the maximum
workload of zones, it should be switched; otherwise the next
node with the second maximum “cost” would be selected
and repeat that logic. The iterative procedure would be
continued until the maximum workload of zones could not
be smaller any more by the heuristic strategy.

Assuming that the number of graphs which kernels gen-
erate is noted as𝑔, theworkload of the 𝑖-sub graph (1 ≤ 𝑗 ≤ 𝑔)
is noted as𝑊

𝑗
. The main procedure of improved multikernel

growth is shown as follows:
(a) Take one graph, the workload of which is noted as
𝑊

𝑠𝑔
, and identify the number of kernels which is 𝑐

where

𝑐 = 𝑚 ∗

𝑊

𝑠𝑔

∑

𝑔

𝑖=1
𝑊

𝑖

. (22)

(b) Obtain 𝑐 nodes with the largest number of companies
as centers for zones, and take the number of compa-
nies as the initial workload of zones.

(c) Find out the zone (noted as 𝐾) with the minimum
workload and find out its adjacent nodes via auxiliary
subgraph firstly from unallocated nodes. If there are
no unallocated nodes, the algorithm will find out its

adjacent nodes from allocated ones; simultaneously
calculate their cost by (19).

(d) Allocate the node with the maximum cost to the zone
𝐾 and recalculate its workload𝑊

𝑗
.

(e) If all the nodes in the subgraph are allocated, turn to
step (c); otherwise continue.

(f) Take the zonewith theminimumworkload, and try to
“eat” its adjacent node with the biggest “cost.” If the
maximum workload is not smaller or the zone whose
basic unit is “eaten” becomes not continuous, another
adjacent node with the next biggest “cost” would be
tried.

(g) Continue step (f) until the maximumworkload could
not be smaller any more.

(h) Exit the procedure if the entire graph is handled;
otherwise turn to step (a).

4. Computational Experiments and Results

To test the performance of the proposed solution procedure,
a series of experiments were generated. All problem experi-
ments were solved on a 2.53GHz Pentium processor with 1.93
AGPB of RAM running with Windows XP as the operating
system. Our procedure model is solved based on ArcEngine
9.3. A real-world application from an economic census whose
operations consist of surveying the financial state of com-
panies within a service region was performed in this work.
Test data were all obtained from the real data of an economic
census in Beijing, China. We solved two different sizes of
instances, which are classified by number of nodes and zones:

Test one: 213 nodes and 3 zones.
Test two: 741 nodes and 3\4\5 zones.

Each instance has two phases. Phase I checked the topol-
ogy of polygons and got touching polygons recording zero
distance. Then AGP would be generated. After AGP was cre-
ated, we continued to turn the graph into AGPB wherever
geometrical barriers existed. In Phase II, the heuristic mul-
tikernel growth approach was performed. The nodes with
a relatively largest workload were selected as initial kernels.
Nodes allocation and simple optimization would be applied
following proposed heuristic strategy.

In test one, polygons were input and AGP was built in
Phase I. In Phase II, several experiments are repeated on
different values of parameters 𝛼 and 𝛽. In Test two, geo-
graphical barriers are considered. Therefore, AGPB was built
in Phase I. Several distances are solved based on different
numbers of zones with the same values of 𝛼 and 𝛽. Further,
a comparison test between considering barriers and non-
considering barriers is given in Section 4.2. This paper uses
the Standard Deviation of Workload Values of zones to
evaluate the balance of workload (STDEV 𝑤) and uses the
AVERAGE sum length of all MST edges in zones to evaluate
the compactness of zones (AVERAGE 𝑐). A smaller value of
STDEV 𝑤means a better balance result while a smaller value
of AVERAGE 𝑐 means a better compactness result. Finally,
time cost of instances was discussed.
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(a) Polygon data and workload

e

(b) Construct the AGP based on points

(c) Construct the AGP based on polygons

Figure 6: Generation of the auxiliary graph.

4.1. Test One. The test data of test one is selected by a random
rectangle from the economic census data. 213 buildings are
selected into the test data and 1189 companies are involved.
This indicates that there are 213 nodeswhose total workload is
1189, and the number of companies located in every building
is shown in Figure 6(a). Two spatial auxiliary graphs based on
polygon center points and polygons were, respectively, built

1
2

3

Figure 7: Result when 𝛼 = 0 and 𝛽 = 10 according to polygons.

as shown in Figures 6(b) and 6(c). In Figure 6(b), edge 𝑒 is
a spatial relational edge crossing a building polygon. Edge
𝑒 should not exist as a path in real world. What is more,
length of edges in Figure 6(b) is generally longer than that in
Figure 6(c) which could more accurately represent the true
path length.

In generation of the graph, triangles between polygons
were initially created and then AGP was created consecu-
tively. Figure 6(b) shows details of AGPB. Finally, we decided
to generate three zones from the test data.

In the first step of Phase II, we selected three nodes with
the largest number of companies as kernels. In the second
step, we set different values to 𝛼 and different results are
obtained. In Figure 7, we thought travel time on road can be
negligible relative to the investigation time in companies, so
we set 𝛼 = 0 and 𝛽 = 10. The average value of workload is
396.33 (the number of companies actually) and that of three
zones is 397, 396, and 396, respectively. This means that the
result has got a good balance of workload for zoning.We also
can find out that in Figure 7 continuity of zones has been held.
Compactness of zones is used to control the total travel time
in our application so it would be acceptable due to negligible
travel time.

When 𝛼 > 0, the workload content included the travel
cost and the compactness objective would take into account
the distance of edges between polygons by setting 𝛽 = 10.
We set different values for 𝛼 and the numerical results are
presented in Figure 8.The parameter 𝑛 stands for the number
of companies, 𝑑 for the average length of MST, and 𝑤 for the
workload in zones.

In Figure 8, we note that, in general, values of STDEV 𝑤
and AVERAGE 𝑐 almost have no large change with the
change of the value of 𝛼. Two charts (see Figure 8) are gen-
erated from test results and support the assumption stated
above. This indicates that the balance of workload and



10 Mathematical Problems in Engineering

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

0.
07

0.
08

0.
09

0.
17

0.
11

0.
12

0.
13

0.
14

0.
15

0.
16

0.
18

0.
190.

10

𝛼

0

0.5

1

1.5

2

2.5
ST

D
EV

_w

0.
17

0.
16

0.
15

0.
14

0.
13

0.
12

0.
11

0.
18

0.
19

0.
02

0.
08

0.
07

0.
06

0.
05

0.
04

0.
03

0.
01

0.
09 0.

10

𝛼

0

200

400

600

800

1000

1200

1400

1600

AV
ER

AG
E_

d
 (m

)

Figure 8: Standard deviation of workload and average length of MST.
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Figure 9: STDEV 𝑤 and AVERAGE 𝑑/m when 𝛽 = 100 and 𝛽 = 1000.

the compactness objectives are affected not too much by the
composition of workload content. In practical application,
the appropriate value of 𝛼 needs to be considered when
considering workload content and we can set its value as
a ratio of investigation time to travel time. With changes
in the value of 𝛼, standard deviation of workload is stable
and is always approximately 0.6 in most cases. The average
value of distances changes around 1250.This indicates that the
proposed heuristic works and holds the balance of workload
and compactness to a certain extent when 𝛽 is specified and
whatever value 𝛼 is.

To test the effect of the parameter 𝛽 in the heuristicmulti-
kernel growth, another twenty experiments were performed
with twenty different values of 𝛼 and two specific values of
𝛽. The test result of experiments is shown as in Figure 9. It is
noted that when the value of 𝛽 is relatively small, the balance
of workload is in general well held but the compactness is

badly achieved. This means that 𝛽 is a control to coordinate
compactness and balance objective. From Figure 9 we can
find out that a specific 𝛽 corresponds to a relatively specific
value of AVERAGE 𝑐. So in the real application we usually
specify 𝛽 by considering the travel time limits or means of
transportation.

4.2. Test Two. Test data of large instances are selected by
a random rectangle from the economic census data. There
are 741 polygon nodes whose total workload is 7107 and the
number of companies located in every building is shown in
Figure 10(a). In addition, we considered some busy roads or
fences through the test data as geographical barriers, which
can be seen in Figure 10(b). Finally, we aimed at generating
3\4\5 zones from the test data.

To illustrate the impact of geometrical barriers to the zon-
ing results, we have made comparison experiments without
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Figure 10: Test data and its auxiliary graph with geometrical barriers.
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Figure 11: Results of 3\4\5 zones with no barriers.

barriers but with the same parameters 𝛼 and 𝛽. In Figures
11 and 12, we could find out that geometrical barriers had
affected the zoning results.

The comparison between effects of zoning results also has
been made. Set 𝛼 = 0.08 and 𝛽 = 100, and effects of balance

and compactness between the 3\4\5 zones with barriers or
no barriers are shown in Table 1. We can see that geometrical
barriers have affected the zoning results mainly affecting the
distribution of members in zones but having relatively little
effect to zoning results.
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Figure 12: Results of 3\4\5 zones with barriers.

Table 1: Results of large instances.

𝛼 𝛽 Barriers Three zones Four zones Five zones
STDEV 𝑤 AVERAGE 𝑐 STDEV 𝑤 AVERAGE 𝑐 STDEV 𝑤 AVERAGE 𝑐

0.08 100 Do not exist 0.215094 12598.68 0.555236 9234.909 1.406661 7297.194
0.08 100 Exist 0.598867 11977.43 0.429749 9460.601 0.505428 7682.173

Table 2: Time cost in different instances.

Instances Parameters Barriers Phase I Phase II Total time

213 3
𝛼, 𝛽 = 10 Do not exist 15.406 s 6.25ms 15.412 s
𝛼, 𝛽 = 100 Do not exist 15.406 s 6.25ms 15.412 s
𝛼, 𝛽 = 1000 Do not exist 15.406 s 6.25ms 15.412 s

741 3 𝛼 = 0.08, 𝛽 = 100

Exist 53.875 s 46.875ms 53.922 s
Do not exist 52.921 s 53.125ms 52.974 s

741 4 𝛼 = 0.08, 𝛽 = 100

Exist 53.875 s 48.437ms 53.923 s
Do not exist 52.921 s 51.562ms 52.973 s

741 5 𝛼 = 0.08, 𝛽 = 100

Exist 53.875 s 48.438ms 53.923 s
Do not exist 52.921 s 51.563ms 52.973 s

Constrained Delaunay Triangulation can successfully
deal with our zoning problem with barriers (see Figures 11
and 12) while holding an acceptable quality of zoning.

4.3. Time Cost. For different situations, we may construct
different graphs by identifying the data types and existence
of barriers in Phase I and adopt the heuristic multikernel
growth in Phase II. In Sections 4.1 and 4.2, we observe that
acceptable results can be obtained. What is more, time cost
of the procedure is very low, which is one of notable features
discussed in this paper. In Table 2, time cost for instances
discussed above is presented.

Instances of 213 3 have been repeated for 20 times with
different values of 𝛼 and computational time of Phase II
is the average value of results from 20 repeated tests. We
can observe that the time cost in Phase II of the heuristic
multikernel growth is so little that it can be almost negligible
comparing with the time cost in the whole process of zoning.
In this zoning procedure, running times in our results are
in milliseconds while traditional methods usually consider a
few seconds or minutes to optimize zoning results [25–27].
The construction of the graph in Phase I consumed toomuch
computational time. Fortunately, however, the procedure of
Phase I is separate and does not interact with that of Phase
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II. Therefore, once the graph is built up and stored in a file,
there is no necessity to rebuild the auxiliary graph and the file
only needs to be read prior to the procedure of the proposed
heuristic strategy with different values of parameters 𝛼 and 𝛽.
Therefore, the average computational time will be decreased
greatly and can well meet our requirements of the special
zoning problem in the economic census.

5. Conclusions and Possible Further Work

This paper addresses a special zoning problem for economic
census that is motivated by a real-world application. Firstly,
we introduced the Constrained Delaunay Triangulation to
solve several problems such as polygon-based graph con-
struction problem and geographical barriers problem which
are generally countered in the zoning problem.The difficulty
of this NP-complete problem motivated us to propose the
heuristic multikernel growth following a heuristic strategy
to speed up the zoning process greatly in the premise of the
required quality of zoning. According to real-world instances,
we present problem formulations to optimize three criteria:
contiguity, compactness, and balance of workload among
zones.

Two special instances for economic census were per-
formed, highlighting the applicability of this approach. They
resulted in acceptable compact zones with considerable
balance of workload. Test one showed the partition results
of touching and nontouching polygons. Some experiments
showed how to determine the values of 𝛼 and 𝛽 and the
meanings of them; that is, the values of𝛼 determineworkload
composition while 𝛽 determines balance and compactness
object. Test one also showed that compactness would be bet-
ter achieved if 𝛽 is larger while balance object would become
worse. Test two showed that our method could successfully
solve zoning problem with barriers and still could achieve
some reasonable results. Test three in Section 4.3 showed that
our method could get optimized results within acceptable
time cost.

The simple spatial heuristic approach in this paper makes
a good performance in most of cases, but sometimes it
maybe results in bad compactness objective. The reason is
that the compactness objective is achieved byminimizing the
maximum length of MST constructed in the zones when the
kernels are growing without considering the shape of zones.
In the future, wewill do our efforts on the problem andmaybe
take into account the shape of zones for compactness.
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Middle East Respiratory Syndrome (MERS), bursting in South Korea fromMay 2015 and mainly spreading within the hospitals at
the beginning, has caused a large scale of public panic. Aiming at this kind of epidemic spreading swiftly by intimate contact within
community structure, we first established a spreading model based on contact strength and SI model, and a weighted network
with community structure based on BBV network model. Meanwhile, the sufficient conditions were deduced to ensure the optimal
community division. Next, after the verification by the real data of MERS, it is found that the spreading rate is closely related to
the average weight of network but not the number of communities. Then, as the further study shows, the final infection proportion
declines with the decreases both in isolation delay and in average weight; however, this proportion can only be postponed rather
than decreased with respect to sole average weight reduction without isolation. Finally, the opportunities to take action can be
found to restrain the epidemic spreading to the most extent.

1. Introduction

Middle East Respiratory Syndrome (MERS), first identified
in Saudi Arabia in 2012, is a viral respiratory disease caused
by a novel coronavirus. According to the World Health
Organization (WHO), on May 14, 2013, there were 38 MERS
cases, which grew further to 1150 after two years (i.e., May 31,
2015). For human-to-human transmission, the virus does not
appear to pass easily from person to person unless they have
close contact, such as providing unprotected care to or living
together with infected patients.

The epidemic status in South Korea from May 20, 2015,
caused national public panic and worldwide attention. At the
beginning, it spread evidently amongst the infectors and the
patients in the same sickroom.This paper thus focuses on the
spreading characteristics of intimate contact with community
structure.

Nowadays, the studies of epidemics spreading are
twofold: the spreading model of differential equation and the
complex network theory. There are three spreading models

widely used in the study of virus transmission, namely, SIR
model, SIS model, and SI model [1–4], and the solving
algorithms are mainly based on percolation theory [5, 6],
mean field theory [7, 8], and Markov chain theory [9, 10].
For the complex network, Erdös [11] proposed the random
network, while Watts and Strogatz [12] presented the small
world network model with smaller average shortest path
length and bigger clustering coefficient. Barabási and Albert
[13] put forward the scale-free network model with both
adding points and preferential attachment. According to the
real network, the connections in many networks are not
merely binary entities (i.e., either present or not) but have
associated weights that record their strengths relative to one
another.Thus, Barrat et al. [14] created the BBVmodel where
point weight and edge weight evolve dramatically.

With the further study on the network topology, it is
widely recognized that closely connected nodes and commu-
nities in social networks play an important role in topological
properties and functional dynamics of involved complex
networks [15, 16]. As a result, there are many community

Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2015, Article ID 316092, 12 pages
http://dx.doi.org/10.1155/2015/316092

http://dx.doi.org/10.1155/2015/316092


2 Mathematical Problems in Engineering

division algorithms and accuracy indices such as modularity
[17–20]. Based on the aforementioned models, Liu and
Hu [21] researched on the epidemic spreading through the
networkwith small world effect by SISmodel, while Smieszek
et al. [22] studied that by SIR model. Salathé and Jones [23]
focused on the influence of community structure to virus
transmission. In order to know about the virus transmission
mechanism better, the dynamic models endeavor to slow
down the outbreak rate and control the spreading range.
Many different immunization strategies are proposed, such
as random immunization [1], target immunization [8], and
acquaintance immunization [24].

SI model is often applied to study on the epidemic
dynamics at the early outbreak stages [25]. At the begin-
ning, MERS in South Korea were mainly concentrated in
three hospitals with obvious characteristics of community
structure. In reality, the infection probability increases with
the raise of contact time between infectious people and sus-
ceptible people, which must be highlighted in the epidemic
spreading models. Edge weight is essential to describe the
contact intimacy. In order to study the epidemic spreading
characteristics and the optimal opportunity to take measures
of MERS in South Korea, it is supposed that there is a linear
relationship between contact strength and contact time. In
this paper, spreadingmodel is based on SImodel with contact
strength, and weighted network with community structure is
based on BBV network model. The spreading characteristics
are obtained by simulation according to the aforementioned
models. Hence, they are verified by the real data in the South
Korea MERS epidemic.

The remainder of this paper is organized as follows.
Section 2 demonstrates the spreading model based on SI
model in view of contact strength. Section 3 establishes the
weighted network with community structure based on BBV
model and analyzes the characteristics. Then, the spreading
characteristics are studied to find the effective factors in
Section 4, where the epidemic spreading process is divided
into five stages. Section 5 studies the controlling measures
(such as how to execute isolation and reduce the average
weight of network) and the optimal opportunity to carry
them out. Finally, case study based on MERS in South
Korea is demonstrated in Section 6 to verify the models and
the measure effects. Overall, both theoretical analysis and
simulation results focus on the spreading characteristics and
measure effects.

2. Epidemic Spreading Model

In this section, we suppose that the longer time the sus-
ceptible person contacts with the infectious ones, the larger
probability the susceptible person will get infectious, at
the beginning stage of the epidemic outbreak. In order
to study the epidemic spreading process, we propose the
spreadingmodel based on contact strength and the computer
simulation flowchart.

2.1. SI Model Based on Contact Strength. During the study
of epidemic diffusion theory, the models are always based

on some assumptions that the infectious unit is the node in
the network and the epidemic can only spread through the
links.The individuals are divided into 3 types: 𝑆 (Susceptible)
means the healthy state which is likely to be infectious,
𝐼 (Infected) indicates the illness state which has already
been infectious, and 𝑅 (Removed) signifies the immune state
which has always been recovered or dead.

In terms of some epidemic bursting suddenly without
valid control, such as SARS, H1N1 [26], and especially MERS,
SI model is often used to study the spreading characteristics
at the beginning period of diffusion process. Overall, prompt
preventionmeasures would reduce the detrimental influence,
which are of theoretical value and reality significance.

When the contact strength to an infectious person is 𝑇
1
,

the noninfectious probability of susceptible person is defined
as

(1 − 𝜆)
𝑇
1
/𝑇
0 . (1)

Thus, when the contact strength to an infectious person is
𝑇
0
, the infectious probability of susceptible person is defined

as

1 − (1 − 𝜆)
𝑇
0
/𝑇
0 = 𝜆. (2)

One susceptible person contacts an infectious person
with 𝑇

1
strength, then leaves for a while, and then contact

the same infectious person with 𝑇
3
strength. If he does not

get infection at the first time, he would seem as a healthy
susceptible person at the second moment. That is, the two
contacts are independent, and the noninfectious probability
of susceptible person after second contact is

(1 − 𝜆)
𝑇
2
/𝑇
0 ⋅ (1 − 𝜆)

𝑇
3
/𝑇
0 = (1 − 𝜆)

(𝑇
2
+𝑇
3
)/𝑇
0 . (3)

If one susceptible point contacts two infectious points
with strengths 𝑇

4
and 𝑇

5
, respectively, the noninfectious

probability of susceptible person after two contacts is

(1 − 𝜆)
(𝑇
4
+𝑇
5
)/𝑇
0 . (4)

For susceptible point 𝑖, the infection probability 𝜆
𝑖
is

𝜆
𝑖
= 1 − (1 − 𝜆)

∑
𝑗
𝑇
𝑖𝑗
/𝑇
0 , (5)

where 𝑇
𝑖𝑗
indicates the edge strength between point 𝑖 and

infectious point 𝑗 and ∑
𝑗
𝑇
𝑖𝑗
means the sum of edge strength

between point 𝑖 and its adjacent infectious points.
⟨∑
𝑗
𝑇
𝑖𝑗
⟩ is defined as the average ∑

𝑗
𝑇
𝑖𝑗
of each point in

the whole network.
When the whole network is stable, the ratio of susceptible

points is 𝑠(𝑡), and the ratio of infectious points is 𝑖(𝑡), then

𝑠 (𝑡) + 𝑖 (𝑡) = 1,

d𝑖 (𝑡)
d𝑡

= [1 − (1 − 𝜆)
⟨∑
𝑗
𝑇
𝑗
⟩/𝑇
0] 𝑖 (𝑡) [1 − 𝑖 (𝑡)] .

(6)

In the actual infection process, the longer time the
susceptible person contacts the infectious person, the larger
probability of susceptible person to get infection. In other
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Figure 1: Flowchart of the spreading model simulation.

words, the edge strength between them is magnified. In
conclusion, 𝑇

𝑖𝑗
is a formula 𝑇

𝑖𝑗
(𝑡) that depends on time 𝑡.

For simplicity, it is assumed that there is a linear relation-
ship between 𝑇

𝑖𝑗
(𝑡) and 𝑡:

𝑇
𝑖𝑗
(𝑡) = 𝛼

𝑖𝑗
⋅ 𝑡, (7)

where 𝛼
𝑖𝑗
indicates the coefficient of contact strength, 𝛼

𝑖𝑗
< 1,

⟨𝛼⟩means the average 𝛼
𝑖𝑗
, and ⟨𝑘⟩ signifies the average point

degree of network. Thus,

d𝑖 (𝑡)
d𝑡

= [1 − (1 − 𝜆)
(⟨𝑘⟩⋅⟨𝛼⟩𝑡)/𝑇

0] 𝑖 (𝑡) [1 − 𝑖 (𝑡)] , (8)

where 𝑎 = (1 − 𝜆)
(⟨𝑘⟩⋅⟨𝛼⟩)/𝑇

0 .
The solution is

𝑖 (𝑡) =
1

(𝑖
−1

0
− 1) 𝑒−𝑡+ln

−1
𝑎⋅(𝑎
𝑡
−1) + 1

, (9)

where 𝑖
0
is the ratio of infectious points at time 0, and when

𝑡 → ∞, 𝑖(𝑡) = 1.

2.2. Simulation of Spreading Model. According to the above
spreading model, the simulation flowchart is shown in Fig-
ure 1.

In terms of susceptible point 𝑖, the infectious probability
𝜆
𝑖
is

𝜆
𝑖
= 1 − (1 − 𝜆)

(∑
𝑗
𝛼
𝑖𝑗
⋅(𝑡−𝑡
𝑠𝑗
))/𝑇
0 , (10)

where 𝛼
𝑖𝑗
is the edge weight, 𝑡

𝑠𝑗
is the infected moment

for point 𝑗 and 𝑇
0
and 𝜆 are the parameters related to the

epidemic spreading characteristics.
During the simulation process, the time step length is

always the same as 𝑇
0
.

Epidemic spreads in the human-to-humannetwork.After
the construction of the epidemic spreading model based on
the contact among people, we need to construct the network
model. Due to the characteristics of people social contact,
the weighted network model with community structure is
essential to be constructed.

3. Network Model

This section establishes the weighted network with com-
munity structure and proposes the simulation process as
the flowchart and then analyzes the sufficient conditions
for the optimal community division. After that, the weight
distribution and the community division characteristics are
obtained [27].

3.1. Generation of Weighted Network with Community Struc-
ture. BBV network model is a weighted scale-free network
model provided by Barrat et al. [14], which allows the
dynamical evolution of weights during the growth of the
system.

It is assumed that point 𝑖 is within the community 𝑋, 𝐴
𝑖

indicates the strength of point 𝑖, 𝐴𝐼
𝑖
means the inner strength

of point 𝑖, and 𝐴𝑂
𝑖
signifies the outer strength of point 𝑖; thus,

𝐴
𝐼

𝑖
= ∑

𝑗∈𝑋

𝛼
𝑖𝑗
,

𝐴
𝑂

𝑖
= ∑

𝑗∉𝑋

𝛼
𝑖𝑗
,

𝐴
𝑖
= 𝐴
𝐼

𝑖
+ 𝐴
𝑂

𝑖
,

(11)

where 𝛼
𝑖𝑗
means the edge weight between point 𝑖 and point

𝑗; if 𝑖 and𝑗 are disconnected, 𝛼
𝑖𝑗
= 0. If point 𝑖 and point 𝑗

are in the same community, it is called edge weight inner the
community, while if they are in two different communities, it
is called edge weight outer the community.

Therefore, the evolution process of advanced BBV net-
work is as follows.

Step 1 (initial setup). There are 𝑆 communities (i.e., 𝑋
1
, 𝑋
2
,

. . . , 𝑋
𝑆
) contributing to network 𝐺. The initial community

has 𝑚
𝑟
0

nodes (all 𝑚
𝑟
0

are the same as 𝑚), connected by
a small quantity of edges. And different communities are
connected by several edges (without the inner links of points
in the community), which constitutes the initial network. All
initial edge weights are 𝛼

0
.
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Step 2 (adding points). Add a new point 𝑖 in each time step,
and choose an arbitrary community (assumed as 𝑋

𝑟
) to join

in. The new adding point is linked to the existing 𝑚
𝑟
(𝑚
𝑟
≤

𝑚
𝑟
0

) points in the community as the probability 𝑝
𝐼

𝑟
(𝑗) (as

shown in formula (1)) and linked to the existing 𝑛 (𝑛 <

∑
𝑠
𝑚
𝑠
0

) points out of the community as the probability 𝑝𝑂
𝑟
(𝑘)

(as shown in formula (2)):

𝑝
𝐼

𝑟
(𝑗) =

𝐴
𝐼

𝑗

∑
𝑗∈𝑋
𝑟

𝐴
𝐼

𝑗

,

𝑝
𝑂

𝑟
(𝑘) =

𝐴
𝑂

𝑘

∑
𝑘∈𝐺

𝐴
𝑂

𝑘

.

(12)

Step 3 (weight change). The new adding edge is endued
with an initial weight 𝛼

0
, which leads to the weight change

of the inner community of conjoint point 𝑗 and the outer
community of conjoint point 𝑘.The edge weights of the inner
community are adapted to 𝛼

𝑗V = 𝛼
𝑗V + 𝜇

𝐼
𝛼
𝑗V/𝐴
𝐼

𝑖
(where 𝑖,

𝑗, and V are located at different communities), and the edge
weights of the outer community are adapted to 𝛼

𝑘𝑙
= 𝛼
𝑘𝑙
+

𝜇
𝑂
𝛼
𝑘𝑙
/𝐴
𝑂

𝑘
(where 𝑖 and 𝑘 are located at different communities

and 𝑘 and 𝑙 are located at different communities); 𝜇𝐼and 𝜇
𝑂

are the coefficients of weight enhancement.

Step 4 (weight normalization). After the construction of
network, all the weights in the network are normalized.
Assuming that the maximum edge weight of outer commu-
nity is 𝛼𝑂

𝑚
, the maximum edge weight of inner community is

𝛼
𝐼

𝑚
. Thus, the edge weights in the outer community of each

point are normalized as 𝛼𝑂
𝑖
/𝛼
𝑂

𝑚
, and the edge weights in the

inner community of each point are normalized as 𝛼𝐼
𝑖
/𝛼
𝐼

𝑚
.

Similar to the BBV network model, each community
forms a BBV network; when 𝑆 is big, all points in the whole
network are connected to the edges out of the community to
construct a BBV network. According to themean filed theory
[7, 8] and BBV network model [14], both the inner weight
distribution and outer weight distribution of community are
in accordance with the power law.

According to the above four steps, the network meets
all restrictions that are likely to be created as the simulation
process of the weighted network with community structure
in Figure 2.

3.2. Sufficient Conditions for Community Division. After
the network generation, further research needs to analyze
whether this kind of community division is the best. In this
section, we study the sufficient condition to reach the optimal
community division by analyses of modularity.

Salathé and Jones [23] proposed the representation
method of modularity 𝑄 in the weighted network:

𝑄 =

𝑆

∑

𝑟=1

[𝑒
𝑟𝑟
− (ℎ
𝑟
)
2

] , (13)
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Figure 2: Flowchart of network model generation.

where

𝑒
𝑟𝑟
=

1

2𝐴
∑

𝑖,𝑗∈𝑋
𝑟

𝛼
𝑖𝑗
,

ℎ
𝑟
=

1

2𝐴
∑

𝑖∈𝑋
𝑟

𝐴
𝑖
,

𝐴 =
1

2
∑

𝑖,𝑗∈𝐺

𝛼
𝑖𝑗
.

(14)

In the formula,𝐴 is the sumof all edgeweights in network
𝐺; 𝑒
𝑟𝑟
is the proportion of the sum edge weight of community

𝑟 occupying the edge weight sum of whole network; ℎ
𝑟
is the

proportion of the sum point strength of community 𝑟 taken
up in the whole network.

Then, it is essential to verify the former network model
generated by four steps, where the modularity is 𝑄

0
. Two

communities 𝑋
𝑟
and 𝑋

𝑠
are chosen arbitrarily from the

network, and then one point V in community 𝑋
𝑠
is assigned

to community 𝑋
𝑟
. Thus, the network modularity changes to

𝑄
1
, and the variation of modularity Δ𝑄 is

Δ𝑄 = 𝑄
0
− 𝑄
1

= [𝑒
𝑟𝑟
− (ℎ
𝑟
)
2

+ 𝑒
𝑠𝑠
− (ℎ
𝑠
)
2

]

− [𝑒
󸀠

𝑟𝑟
− (ℎ
󸀠

𝑟
)
2

+ 𝑒
󸀠

𝑠𝑠
− (ℎ
󸀠

𝑠
)
2

] ,
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𝑞
0
= 𝑒
𝑟𝑟
− (ℎ
𝑟
)
2

+ 𝑒
𝑠𝑠
− (ℎ
𝑠
)
2

,

𝑞
1
= 𝑒
󸀠

𝑟𝑟
− (ℎ
󸀠

𝑟
)
2

+ 𝑒
󸀠

𝑠𝑠
− (ℎ
󸀠

𝑠
)
2

,

𝑞
1
= [

2𝐴 ⋅ 𝑒
𝑟𝑟
+ 2𝐴
𝑂

V,𝑟

2𝐴
− (

2𝐴 ⋅ ℎ
𝑟
+ 𝐴V

2𝐴
)

2

]

+ [
2𝐴 ⋅ 𝑒

𝑠𝑠
− 2𝐴
𝐼

V

2𝐴
− (

2𝐴 ⋅ ℎ
𝑠
− 𝐴V

2𝐴
)

2

] ,

Δ𝑄 = 𝑞
0
− 𝑞
1

=
𝐴
𝐼

V

𝐴
−
𝐴
𝑂

V,𝑟

𝐴
+ 2(

𝐴V

2𝐴
)

2

+ 2 (ℎ
𝑟
− ℎ
𝑠
)
𝐴V

2𝐴
,

(15)

where 𝐴
𝑂

V,𝑟 is the sum edge weight of the adjacent edges
between point V and inner points of community 𝑋

𝑟
, which

names after the sum outer weight of community 𝑟 of point V,
recorded as max

𝑟
(𝐴
𝑂

V,𝑟).
During the network generation, all communities are at

the same level, but when the network scale is bigger, generally
speaking, ℎ

𝑟
≈ ℎ
𝑠
. Thus,

Δ𝑄 ≈
𝐴
𝐼

V

𝐴
−
𝐴
𝑂

V,𝑟

𝐴
+ 2(

𝐴V

2𝐴
)

2

. (16)

During the whole process, it is assured that Δ𝑄 ≥ 0.
When 𝐴

𝐼

V/𝐴 − 𝐴
𝑂

V,𝑟/𝐴 > 0, it is known that Δ𝑄 >

2(𝐴V/2𝐴)
2
> 0. Thus, if 𝐴𝐼V > 𝐴

𝑂

V,𝑟, it is indubitable that
the former community division methodology always gets the
optimal result. If𝐴𝐼V > 𝐴

𝑂

V (V is the arbitrary point), it is surely
satisfied to the optimal restrictions. During the network
construction period, all points need to be connected to more
inner points of community with higher contact strength and
fewer outer points of community with lower contact strength.

After strict theoretical derivation and analyses, it is
concluded that the sufficient condition to reach the optimal
community division is 𝐴

𝐼

V > 𝐴
𝑂

V,𝑟. Plenty of simulations
should be done to analyze the characteristics.

3.3. Characteristics of the Network

3.3.1. Characteristics of the Edge Weight. After the weighted
networks with community structure are generated, the char-
acteristics of network are studied further. It focuses on
the relationship of four characteristics and the community
amount, or the coefficient of weight growth, separately.
The four characteristics are the inner weight distribution of
community, the outer weight distribution of community, the
average inner weight of community, and the average outer
weight distribution of community.

In Figure 3, there are 5000 points: 𝑚 = 𝑚
0
= 3, 𝑛 = (𝑆 −

1) × 𝑚, and 𝜇
𝐼
= 𝜇
𝑂
= 1.

It is demonstrated in Figure 3 as log-log coordinate that
the inner weight distributions of community obey the power
law, which is 𝑝(𝛼) ∼ 𝛼

−𝛾. In terms of the inner weight
distribution of community, 𝛾 slightly increases with the rise

Table 1: Relationship of the average edgeweight and the community
amount.

𝑆 50 100 150 200 250
Mean (𝛼

𝐼
) 0.111 0.182 0.206 0.216 0.238

Mean (𝛼
𝑂
) 0.062 0.089 0.097 0.145 0.135

of 𝑆; while in terms of the outer weight distribution of
community, 𝛾 is generally high when 𝑆 is large; anyway it is
not strictly monotonous.

In Figure 4, there are 5000 points: 𝑆 = 100, 𝑚 = 𝑚
0
= 3,

𝑛 = (𝑆 − 1) × 𝑚, and 𝜇
𝐼
= 𝜇
𝑂
= 𝜇. The less the value of 𝜇 is,

the larger the value of 𝛾 is which related to the inner weight
of the community or the outer weight of the community.

Figures 3 and 4 demonstrate that every BBV network is
isolated independently with different communities, because
the inner weight distribution of each community obeys the
law power. However, Figures 3(a) and 4(a) are both the
statistical results of the inner weight within the community,
and thus there is deviation between the simulation result and
the power-law distribution.

Supposing that mean(𝛼𝐼) indicates the mean of inner
weighs, mean(𝛼𝑂) signifies the mean of outer weight.

In Table 1, there are 5000 points: 𝑆 = 100, 𝑚 = 𝑚
0
= 3,

𝑛 = (𝑆 − 1) × 𝑚, 𝜇
𝐼
= 𝜇
𝑂
= 1.

With the increase of the community amount, the average
inner weights of community get higher. Compared to the
network with fewer communities, the average outer weight of
community is relatively higher when the community amount
is larger.

In Table 2, there are 5000 points: 𝑆 = 100, 𝑚 = 𝑚
0
= 3,

𝑛 = (𝑆 − 1) × 𝑚, and 𝜇
𝐼
= 𝜇
𝑂
= 𝜇.

It is demonstrated in Table 2 that with the growth of
𝜇, both the inner and the outer weight distributions of
communities have the trend of decrease.

After the simulation, it is concluded that the weight
distributions obey the power law and satisfy the reality well.
Moreover, the power-law distribution characteristics rely on
the parameters obviously, hence by control of which, any type
of networks can be built.

3.3.2. Characteristics of the Community Structure. In this
section, we will analyze the sufficient condition to satisfy
the optimal community division and explain whether the
network has a clear community structure by calculating the
value of the modularity.

In Figure 5, there are 5000 points: 𝑆 = 100, 𝑚 = 𝑚
0
= 3,

𝑛 = (𝑆 − 1) × 𝑚, and 𝜇
𝐼
= 𝜇
𝑂
= 1.

It is demonstrated that 𝐴𝐼V > max
𝑟
(𝐴
𝑂

V,𝑟), and each point
meets the condition that 𝐴

𝐼

V > 𝐴
𝑂

V,𝑟. In conclusion, the
community division with this method is optimal.

In Table 3, there are 5000 points: 𝑆 = 100, 𝑚 = 𝑚
0
= 3,

𝑛 = (𝑆 − 1) × 𝑚, and 𝜇
𝐼
= 𝜇
𝑂
= 1. And in Table 4, there are

5000 points: 𝑆 = 100, 𝑚 = 𝑚
0
= 3, 𝑛 = (𝑆 − 1) × 𝑚, and

𝜇
𝐼
= 𝜇
𝑂
= 𝜇.

In reality, the value range of 𝑄 in the network with
community is [0.3, 0.7], and it is demonstrated that there is
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Table 2: Relationship of the average edge weights and the coefficient of weight growth.

𝜇 0.5 0.55 0.6 0.65 0.7 0.8 0.9 1.0 1.5
Mean (𝛼

𝐼
) 0.2806 0.2848 0.2885 0.2493 0.2519 0.2117 0.1846 0.1816 0.1067

Mean (𝛼
𝑂
) 0.1858 0.1929 0.1832 0.1431 0.1352 0.1206 0.1098 0.0894 0.0611
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Figure 3: Relationship of weight distribution and the community amount.

Table 3: Relationship of 𝑄 value and community amount.

𝑆 50 100 150 200 250
𝑄 0.6439 0.6728 0.6950 0.6147 0.6640

obvious community structure in the network from Tables 3
and 4.

4. Characteristics of Epidemic Spreading

This section studies the specific characteristics of the epi-
demic spreading based on the aforementioned models,
including the infection proportion of epidemic spreading in
different stages, and the relationship of transmission rate and
the community amount, or the average network weight, or
the strength of the initial infectious point, separately.

4.1. Influence of Community Amount to Epidemic Spread-
ing. It is defined that the epidemic transmission rate d𝜂
means the increase rate of the infection proportion. During
the simulation process, the transmission rate𝜑(𝑡) is defined as
the amount of new infectious points in each simulation time
step.

According to Figure 6, in terms of the infection propor-
tion variation curve for 200 communities, given 4 infection
proportions, namely, 𝜂(𝑡

1
), 𝜂(𝑡
2
), 𝜂(𝑡
3
), 𝜂(𝑡
4
), we know that

𝜂(0) < 𝜂(𝑡
1
) < 𝜂(𝑡

2
) < 𝜂(𝑡

3
) < 𝜂(𝑡

4
) < 𝜂(∞),

corresponding to 𝑡
1
, 𝑡
2
, 𝑡
3
, 𝑡
4
(𝑡
1
< 𝑡
2
< 𝑡
3
< 𝑡
4
), respectively.

𝜑(𝑡
2
) and 𝜑(𝑡

3
) are the transmission rate at 𝑡

2
and 𝑡
3
, given

𝜑
1
= min(𝜑(𝑡

2
), 𝜑(𝑡
3
)), respectively. Therefore, the epidemic

spreading process can be divided into 5 stages.

Stage 1 (the initial stage of spreading). 𝜂(0) ≤ 𝜂(𝑡) < 𝜂(𝑡
1
),

where 𝜂(𝑡) is small, and the transmission rate is slow while
the infection people are gathered in a small range.

Stage 2 (the initial stage of outbreak). 𝜂(𝑡
1
) ≤ 𝜂(𝑡) < 𝜂(𝑡

2
),

and the transmission rate increases constantly but 𝜑(𝑡) <

𝜑(𝑡
2
).

Stage 3 (the middle stage of outbreak). 𝜂(𝑡
2
) ≤ 𝜂(𝑡) < 𝜂(𝑡

3
),

and the infection rate is larger than some value 𝜑(𝑡) ≥ 𝜑
1
.

Stage 4 (the end stage of outbreak). 𝜂(𝑡
3
) ≤ 𝜂(𝑡) < 𝜂(𝑡

4
), and

the transmission rate decreases constantly but 𝜑(𝑡) < 𝜑(𝑡
3
).

Stage 5 (the end stage of spreading). 𝜂(𝑡) > 𝜂(𝑡
4
), the

infection proportion is larger than some value, and at this
stage, the whole network is nearly infectious.

In comparison with the multiple simulations, the rela-
tionships between the infection proportion with different
community amounts and the increase of time step length are
shown in Figure 6.

In Figure 6, there are 5000 points, while the average inner
weights of community are normalized as 0.1, and the average
outer weights of community are normalized as 0.05.

The four curves are shown in Figure 6, when the average
weights are analogous, the four curves have similar variation
trend at Stages 2 to 5, and these four stages are irrelative to
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Figure 4: Relationship of community weight distribution and the coefficient of weight growth.

Table 4: Relationship of 𝑄 value and the coefficient of weight growth.

𝜇 0.50 0.55 0.60 0.65 0.70 0.80 0.90 1.0 1.5
𝑄 0.6090 0.6054 0.6158 0.6376 0.6554 0.6358 0.6281 0.6728 0.6397
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Figure 5: Comparison graph of 𝐴𝐼V and max
𝑟
(𝐴
𝑂

V,𝑟).

the community amount without any control measurements.
Compared to curves 2 and 4, it is found that there is
randomness in the initial spreading stage related to the sum
weight of initial infectious points.

4.2. Influence of the AverageWeight to Epidemic Spreading. In
Figure 7, there are 5000 points and 𝑆 = 100.

The later four stages are related to the average weight
of the whole network, and the bigger the mean is, the
larger the maximum infection proportion would be, and the
transmission rate reaches the highest at the initial stage of
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Figure 6: Simulation graph of infection conditions with different
community amounts.

outbreak. It is the middle stage of outbreak that the average
weight has most effects on; therefore, reducing the weights in
the network can postpone the outbreak to some extent.

The parameters related to the infection ability affect the
five stages. People barely have any effective measures to
master the epidemic during the initial stage of spreading.
This paper focuses on the control of large-scale epidemic
spreading and the effective measures of nodes isolation and
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Figure 7: Relationship between the average weights and the infection proportion or the infection rate.
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Figure 8: Relationship of infection proportion and the strength of
initial infectious point.

edge weights, although the impact of these parameters on
epidemic spreading is not further studied in detail.

4.3. Influence of Initial Infection Strength to Epidemic Spread-
ing. In Figure 8, there are 5000 points, 𝑆 = 100, mean(𝛼𝐼) =
0.1, and mean(𝛼𝑂) = 0.05. It has been simulated 16 times
when the strength of the initial infectious point is the
maximum and another 16 times when the strength of the
initial infectious point is the minimum.

Figure 8 shows that when the strength of initial infectious
point is large, the continuous time at the first stage of
epidemic spreading is shorter and more centralized after
several times of simulation; when the strength of initial
infectious point is small, the continuous time is longer and
distributed more randomly.

Through the simulation, it is concluded that the epidemic
transmission rate has explicit relationship with the average
weight of the network other than the community amount,
especially at the later four stages of epidemic spreading.There
is randomness at the first stage of epidemic spreading, while
the larger the initial infectious point strength is, the less the
randomness will be. Moreover, the first stage duration time is
longer when the strength of the initial infectious point is less.

5. Measures to Control Epidemic Spreading

5.1. Measures to Isolate the Infectious Points. In reality, at the
very beginning of the epidemic spreading process, it is hard
to attract the public attention due to the minority of infectors
[28]. However, we hope to control the epidemic at the initial
stage of epidemic outbreak. Assuming there is a constant
parameter related to the infection ability, it is concluded after
several simulations that

(1) from the initial stage of outbreak to the end stage of
epidemic spreading, the infection proportion is stable
around the value 𝑖

∞
(𝑖
∞

≤ 1);
(2) the stable 𝑖

∞
(𝑖
∞

≤ 1) is related to 𝑡
0
and 𝜆.

The simulation result is demonstrated as in Figure 9.
There are 5000 points, 𝑆 = 100,𝑚 = 𝑚

0
= 3, 𝑛 = (𝑆−1)×𝑚 =

6, 𝜇𝐼 = 𝜇
𝑂
= 1, 𝑇

0
= 1, and 𝜆 = 0.1. The amount of the initial

infectious points is 10, and there are simulation curves at each
𝑡
0
.
It is defined that the extreme isolation delay 𝑡

0
is signed

as 𝑚
𝑡0
which makes the final stable infection proportion 𝑖

∞

satisfy 𝑖
∞

≤ 0.9, in terms of the infection probability 𝜆 at
𝑇
0
= 1.
In Table 5, there are 5000 points, 𝑆 = 100, 𝑚 = 𝑚

0
= 3,

𝑛 = (𝑆 − 1) × 𝑚 = 6, and 𝜇
𝐼
= 𝜇
𝑂
= 1.

This section focuses on the influence of isolation delay
on epidemic spreading and obtains that timely isolation can
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Figure 9: Relationship of 𝜂 and the step length with different 𝑡
0
.

Table 5: The relationship of𝑚
𝑡0
and 𝜆.

𝜆 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
𝑚
𝑡0

16 11 9 8 7 6 5 4

reduce the final infection proportion 𝑖
∞
, which indicates that

there is direct relationship between 𝑖
∞
and the isolation delay.

5.2. Measures to Reduce the Average Weight of Network.
In reality, during the control process at the initial stage
of the infectious epidemic, it exists infectivity for some
viruses without any explicit symptoms [29]. Coupledwith the
isolation efficiency, it is difficult to put all infectious points
isolated at the initial stage; in other words, it is hard to make
𝑡
0
less. Accordingly, if only taking measurement as point

isolation, the epidemic infection proportion 𝑖
∞

eventually
reaches a large value, which is not conducive to control the
epidemic spreading.

If the isolation measures are not taken in time, it is also
required to control the whole network by other measures in
order to better control the epidemic spreading. In reality, it is
often acceptable that the healthy person should enhance the
self-protection conscience and cut down the opportunities
to contact with the infectious ones, which equals reducing
the average weight of points and canceling some edges in the
network model [30].

Nowadays, the widely acceptable methods to control the
whole network include keeping away from public places
and minimizing direct contact with each other as much
as possible [31, 32]. However, if measures are carried out
too early or too much, it will change people’s living habits,
increase the economic loss, and cause large-scale social panic,
but if it is too late, it will lose the best opportunity to control
the epidemic spreading.

It is demonstrated in Figure 7 that it can only postpone the
epidemic outbreak other than cut down the final spreading
proportion by reducing the average weight of the network.
However, it is not useful to lessen the average weight of the
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Figure 10: Relationship of infection proportion and time step length
after points isolation.

network at Stage 1 (the initial stage of epidemic spreading)
but to make point isolation. At Stage 2 (the initial stage
of outbreak), if the isolation delay 𝑡

0
cannot meet the

requirements even when the infection proportion becomes
𝑖
∞
, it is essential to take measures to decrease the average

weight of the network.
Figure 10 depicts the influence of different network

average weights have on 𝑖
∞

after the point isolation.
In Figure 10, there are 5000 points, 𝑆 = 100,𝑚 = 𝑚

0
= 3,

𝑛 = (𝑆 − 1) × 𝑚 = 6, 𝑇
0
= 1, 𝜆 = 0.6, and 𝑡

0
= 6. When

the isolation measures are taken and the isolation delay 𝑡
0
is

constant, the less the average weight of the network is, the
smaller the value of 𝑖

∞
would be.

In reality, once the epidemic breaks out, the isolation
measures should be taken; then, we can analyze the character-
istics of epidemic spreading by statistical method and study
the isolation delay. It is necessary to take somemeasures to cut
down the average weight of the network at Stage 2 (the initial
stage of outbreak).When it comes to Stage 3 (themiddle stage
of outbreak), it is essential to decrease the average weight of
the network, in order to make it come into Stage 4 (the end
stage of outbreak) and Stage 5 (the end stage of spreading) as
soon as possible.

6. Case Study on MERS

6.1. Case Study of Epidemic Spreading Characteristics. Epi-
demic spreading model based on contact strength was pro-
posed in Section 2, while weighted network model with
community structure was proposed in Section 3. However,
real data is essential to verify whether the epidemic spreading
result based on this model is persuasive.

From the first MERS infection case that was diagnosed
definitely in South Korea, there have been 166 people infected
until 20 June 2015. The change trend of infection population
during these 31 days is shown in Figure 11.
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It is not until June 7th when the South Korea government
actually issued a response to MERS; in consequence, the 19
days from May 20th to June 7th should be regarded as the
initial stage of the epidemic outbreak without interference
measures, and the infection population is 87.The epidemic in
this periodmainly occurred in 3 hospitals, namely, Pyongtaek
Mary Hospital, Konyang University Hospital, and Daejeon
Hospital. They are considered as 3 communities (𝑆 = 3),
and the sum of points is regarded as the total amount of
contact points in epidemic spreading network with the three
communities. Then the fitting result of the simulation data
and the real-world data are demonstrated in Figure 12, where
the infection proportion 𝜂means the ratio of infectious points
in the total amount of points in the network.

FromMay 20th to June 7th, the population is about 500–
1000 in the contact network of the three hospitals. Hence, the
simulation parameters in Figure 12 are as follows: in terms of
the network model, the total amount of points is 600, 𝑆 = 3,
𝑚 = 𝑚

0
= 3, 𝑛 = (𝑆 − 1) × 𝑚 = 6, 𝜇𝐼 = 0.2, and 𝜇

𝑂
= 0.6;

in terms of the epidemic spreading model, 𝑇
0
= 2.4, 𝜆 = 0.1,

the initial amount of infectious points is 1.The real data curve
is drawn by the MERS infectious population in South Korea
divided into 600.

Overall, due to the fitting result in Figure 12, the real
initial stage of epidemic outbreak can be explainedwell by the
network model and the epidemic spreading model proposed
in this paper.

In this section, the accuracy of models in this paper is
verified by comparison of the real data.

6.2. Case Study of Control Measures. Figure 13 shows the
comparison about the simulation result of infection propor-
tion change with the increase of time step length and the real
data after June 7th when the isolationmeasures were taken by
South Korea government.

In Figure 13, there are 600 points, 𝑆 = 3, 𝑚 = 𝑚
0
= 3,

𝑛 = (𝑆 − 1) × 𝑚 = 6, 𝜇𝐼 = 0.2, and 𝜇
𝑂

= 0.6, and in the
epidemic spreading model, 𝑇

0
= 2.4, 𝜆 = 0.1, the initial

infection population is 1, and the isolation measure is taken
at the 19th step, 𝑡

0
= 4. The real data curve is drawn by the

MERS infectious population divided into 600.
It is demonstrated in Figure 13 that the curve can fit the

real infection proportion statistics curve when the isolation
delay 𝑡

0
= 4. However, the South Korea government took

measure at Stage 2 (the initial stage of outbreak) actually,
which was a little later. The simulation result is shown as in
Figure 14 if themeasureswere taken at Stage 1 (the initial stage
of epidemic spreading).

In Figure 14, the network model and epidemic spreading
model are the same as Figure 13, 𝑡

0
= 4, but the isolation

measure is taken at the first step. The 6 simulation result
curves are the 6 results with maximum 𝑖

∞
among the 100

times simulation.
Figure 14 demonstrates that if we could take measures at

the very beginning of epidemic spreading, the final infection
proportion 𝑖

∞
would be reduced significantly even with

the same isolation delay. However, due to the abruptness
of epidemic outbreak, it is difficult to master control at
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Figure 11: Statistics of MERS infection population in South Korea.
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Figure 12: Fitting result of the simulation infection proportion and
the real-world data.

the early stage. Consequently, it is essential to reduce the
average weight of the network by some auxiliary measures,
for example, dissolving some organizations with evident
community structure (such as schools), decreasing the stay
time in public places, or canceling some public activities.

7. Conclusion

MERS viruses are spreading swiftly at the very beginning
period among the intimate human-to-human contact com-
munities. The control measurements and the optimal oppor-
tunity to take action are proposed to study the spreading
characteristics. Assuming that the contact strength has a
linear relationship with time, the epidemic spreading model
is established based on the SI model, which is the foundation
of analytical solution research. The weighted network model
with community structure is constructed on the basis of the
BBV network model, deducing that the generated network
meets the sufficient conditions for the optimal community
division. The simulation results show that the weight distri-
butions within the community and among the communities
both obey the power-law distribution.
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Figure 13: Comparative graph of simulation result and real data
after the measures.
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Figure 14: Simulation result when the isolation measures are taken
at Stage 1.

According to the epidemic spreading networkmodel, this
research focuses on the characteristics of virus transmission.
Hence, the epidemic spreading process would be divided into
five stages: the initial stage of spreading, the initial stage
of outbreak, the middle stage of outbreak, the end stage of
outbreak, and the end stage of spreading.Then the simulation
results show that the duration time of Stage 1 is related to the
sumweight of the initial infection nodes, while those of Stages
2 to 5 are only related to the average weight instead of the
community amount. However, without isolation measures,
the decrease of the average weight only postpones spreading
without interdicting it.

There is always a time delay before patients are isolated;
thus, we study on the effects and optimal opportunity to
master the epidemic spreading by two approaches: the point
isolation and the average weight of network reduction.
In conclusion, shorter time delay would reduce the final
infection proportion, and with the same time delay, the

decline of the average weight would further reduce the final
infection proportion. The simulation data matches the real
data of MERS in South Korea well. Therefore, the measures
are adopted as follows: firstly isolate the infectious points as
soon as possible; if the infection proportion is higher than the
setting threshold, then the averageweight should be cut down
to the corresponding value (e.g., canceling public activities,
dissolving some organizations, and keeping away from the
crowded places).

Themodels in this paper are also appropriate for the diffu-
sion of terrorist forces or evil forces with intimate community
structures. Since the proposed epidemic spreading model is
based on the SI model, it is hard to simulate the condition
in which infectious people recover or die after a period of
epidemic outbreak. Moreover, it is supposed that there is
a linear relationship between contact strength and contact
time, which cannot mimic the reality very well. In the future,
we will study on different diseases with different epidemic
spreading models on the proposed weighted network model
with community structure after the period of large-scale
infection or immunization.
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In two-tiered wireless sensor networks, storage nodes take charge of both storing the sensing data items and processing the
query request issued by the base station. Due to their important role, storage nodes are more attractive to adversaries in a hostile
environment. Once a storage node is compromised, attackers may falsify or abandon the data when answering the query issued by
the base station, which will make the base station get incorrect or incomplete result. This paper proposes an efficient top-𝑘 query
processing scheme with result integrity verification named as ETQ-RIV in two-tiered sensor networks. According to the basic idea
that sensor nodes submit some encoded message containing the sequence relationship as proof information for verification along
with their collected sensing data items, a data binding and collecting protocol and a verifiable query response protocol are proposed
and described in detail. Detailed quantitative analysis and evaluation experiments show that ETQ-RIV performs better than the
existing work in both communication cost and query result redundancy rate.

1. Introduction

Since the traditional multihop architecture is not suitable for
large-scale wireless sensor networks (WSNs), a novel two-
tiered architecture has been proposed. The two-tiered wire-
less sensor networks (TWSNs) introduce storage nodes that
are abundant in energy, memory, and computing power to
traditionalmultihopWSNs. In such a two-tiered architecture,
the storage node serves as an intermediate tier between the
base station and the sensor nodes, which is shown in Figure 1.
The whole network is partitioned into several cells, each of
which consists of a storage node and some sensor nodes
nearby. The sensing data are sent to and stored in the storage
node in the same cell after being collected by the sensor
nodes. After receiving the queries issued by the base station,
the storage node processes the query over the data items that
are received from the sensor nodes and then returns the query
result to the base station. The two-tiered architecture is also
known to be indispensable for increasing network capacity

and scalability, reducing system complexity, and prolonging
network lifetime [1–3].

In TWSNs, storage nodes not only store all the sensing
data of all the sensor nodes in the same cell, but also
respond to the query requests issued by the base station,
whichmakes the storage nodesmore attractive to adversaries.
Once a storage node is compromised, attackers may falsify
or abandon the data when the storage node is answering the
query issued by the base station, which will make the base
station get incorrect or incomplete result. In an application
that depends on the query result, an incomplete result may
lead to wrong decisions. Therefore, it is of great significance
to construct a verifiable query processing scheme, by which
authenticity and integrity of query results can be verified by
the base station.

Top-𝑘 query is frequently used inWSNs aiming at getting
the 𝑘 highest or lowest data in a specified region during
a specified time epoch. For instance, “to get the 5 highest
temperature data of the second warehouse from 12:00 to
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Figure 1: Network model of TWSN.

13:00” is a typical top-𝑘 query that could be used as fire
detection. This paper proposes an efficient top-𝑘 query pro-
cessing scheme with result integrity verification in TWSNs,
named as ETQ-RIV, the basic idea of which is as follows.
The sensor nodes submit some encoded message containing
the sequence relationship along with their collected sensing
data items to the storage nodes. When the base station issues
queries, storage nodes send all the satisfied data items along
with the encoded message as proof information to the base
station. Then the base station can compute the result and
verify the authenticity and integrity of it.

ETQ-RIV is an improvement scheme of EVTQ proposed
in our previous work [4]. The improvements are as follows.

(i) In the data collecting process, each sensor node does
not need to submit the out-bound HMAC, which
further reduces the in-cell communication.

(ii) With processing query, the storage node needs to
send one HMAC for each unqualified sensor node in
EVTQ.However, in ETQ-RIV, only oneHMAC for all
noncontributed sensor nodes is required, which will
greatly reduce the query communication cost.

The main contributions of this paper are as follows.

(i) We propose a sequence relationship encoding based
method, which makes storage nodes unable to falsify
or omit data items without being noticed.

(ii) We give the two concrete protocols, named as data
binding and collecting protocol and verifiable query
response protocol, to achieve ETQ-RIV, which make
the base station capable of verifying the authenticity
and integrity of the top-𝑘 query result.

(iii) We present the quantitative analysis of communica-
tion cost and redundancy rate of ETQ-RIV in detail
and conduct experiments to evaluate the performance
of this work compared to present methods.

The rest of this paper is organized as follows. The related
works are presented in Section 2. Section 3 presents the
preliminaries including related models, problem description,
and performance evaluation index. Section 4 presents the
two protocols proposed in this paper. Section 5 presents
the theoretical analysis of the communication cost and

redundancy rate. Section 6 presents the result and analysis
of the simulation experiments. In last section, we make a
conclusion for this paper.

2. Related Works

The traditional multihop model is not suitable for large scale
wireless sensor networks; thus a novel two-tiered architecture
was proposed, which is indispensable for increasing network
capacity and scalability, reducing system complexity, and
prolonging network lifetime [1–3].

In TWSNs, the storage nodes play an important role and
are more attractive to adversaries, which may bring serious
data security problems. Therefore, data privacy and security
have been widely discussed in recent research work.

Attentions have been paid to secure top-𝑘 query process-
ing in two-tiered sensor networks recently. A novel verifiable
fine-grained top-𝑘 query processing scheme was proposed
by Zhang et al. [5], which is the first work of verifiable top-
𝑘 query scheme in two-tiered sensor networks. The basic
idea of Zhang’s scheme is that each sensor node generates
hashed message authentication code (HMAC) [6] for every
three consecutive data items to make query results verifiable.
However, the long bits of HMACs result in high cost of
communications. Liao and Li proposed a secure top-𝑘 query
scheme named PriSecTopk [7] based on order preserving
encryption [8] and message authentication code (MAC) [9],
which could not lower the communication cost either. Ma
et al. proposed a novel fine-grained verification scheme
for top-k queries named VSFTQ [10] which uses symmet-
ric encryption instead of message authentication. VSFTQ
reduces the communication cost to a certain extent. On the
basis of Zhang’s scheme andMa’s scheme, Dai et al. proposed
an efficient verifiable top-𝑘 query processing scheme in
our previous work [4], which has a better performance in
communication cost. Yu et al. proposed a dummy reading-
based anonymization framework [11, 12], under which the
query results can be guaranteed by verifiable top-𝑘 query
(VQ) schemes they proposed. However, the VQ scheme
requires each sensor node to send the neighboring sensor
node IDs and hashes corresponding to individual genuine
encrypted readings, which may lead to high communication
cost of sensor nodes. Moreover, to obtain the top-𝑘 query
result, the storage node is required to submit a top-(𝜂− 1+𝑘)
query result due to the dummy readings, where 𝜂 is a system
parameter denoting the difference between the maximum
and minimum encrypted readings within an epoch.

There is a special kind of top-𝑘 query when 𝑘 equals
one, which is also known as max/min query. For max/min
query processing, Yao et al. proposed a preliminary privacy-
preserving scheme [13] based on prefix membership verifi-
cation (PMV) mechanism [14, 15] to compute the maximum
or minimum value over encrypted data items. Dai et al.
proposed an energy-efficient privacy-preserving MAX/MIN
query processing solution [16] based on 0-1 encoding tech-
nique [17] which has a better performance compared to [13].

Besides top-𝑘 query, secure range query has been widely
discussed recently [18–23]. The schemes proposed in [18–23]
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ask for data items falling into specified ranges without data
privacy disclosure and make query result verifiable.

3. Models and Problem Statement

3.1. Models. In this paper we consider the two-tiered network
model as shown in Figure 1.Thewhole network is partitioned
into cells, each of which consists of a storage node 𝑀 and 𝑛

homogeneous sensor nodes {𝑠
1
, 𝑠
2
, . . . , 𝑠

𝑛
}. 𝑀 is abundant in

resources such as energy, storage, and computation, which
is in charge of not only storing of all sensing data collected
by the sensor nodes in the same cell but processing and
answering of the query request issued by the base station.
Limited in resource, the sensor nodes just collect sensing data
and transmit them to the storage node in the cell. As in [4], we
take the assumption that storage nodes know the topological
information of the whole cell, while a sensor node knows
the locations of its neighboring nodes in one hop as well as
the storage node’s location of affiliated cells. In addition, the
base station knows the topological information of the whole
network.

In TWSN, a top-𝑘 query can be denoted as a three-
element tuple 𝑄 = (𝑐, 𝑡, 𝑘), where 𝑐 represents the query
region, 𝑡 represents the time epoch of the query, and 𝑘 is the
quantity of required data items. For simplicity of description,
we discuss the specific top-𝑘 query that covers only one cell
in one time epoch. It is easy to extend the proposed method
to achieve queries including multiple cells over multiple time
epochs.

3.2. Problem Statement. The threat model considered in this
paper is similar to [4]. We assume that an arbitrary number
of storage nodes could be compromised and instructed to
respond with falsified and/or incomplete data as a top-𝑘
query result to the base station. In TWSN, both sensor nodes
and storage nodes could be compromised. In general, a sensor
node only has very little information and the vast majority in
the whole network are uncompromised ones. However, the
storage node plays a more important role in the network,
for it stores all data items collected in the whole cell. Once
a storage node is compromised, the adversary may falsify
or abandon the data when the storage node answering the
query issued by the base station, which will make the base
station get incorrect or incomplete result and mislead the
user into making wrong decisions. Therefore, storage nodes
tend to be more attractive and vulnerable to adversaries.
Although a compromised storage node may lead to leakage
of data privacy, it is not concerned in this paper. In practice,
in some application of WSNs, it is the data integrity instead
of data privacy that is more important. For instance, video
surveillance in a sensor network for building security is
known to adversaries thus requiring no privacy.Therefore, we
focus on the verifiable top-𝑘 query in this paper.

Given a top-𝑘 query 𝑄 = (𝑐, 𝑡, 𝑘), we assume the storage
node 𝑀 returns a data set 𝑅 as query result. The problem
of interest is how the base station can verify whether 𝑅

satisfies both the authenticity and integrity requirements,
which means the following two rules must hold.

(1) Authenticity Rule. All data items in 𝑅 are surely
collected by sensor nodes in the query cell 𝑐 during
time epoch 𝑡.

(2) Integrity Rule. There are exactly 𝑘 data items that
are indeed the 𝑘 highest data items among what are
collected by sensor nodes in the query cell 𝑐 during
time epoch 𝑡, or equivalently

∀𝑟
𝑖
∈ 𝑅
𝑡
∧∀𝑑
𝑗
∈ 𝐷
𝑡
\ 𝑅
𝑡
󳨀→ 𝑟
𝑖
> 𝑑
𝑗
, (1)

where𝐷
𝑡
represents the data set consisting of all data

items collected by sensor nodes in the query cell 𝑐
during time epoch 𝑡.

3.3. Evaluation Metrics. In this paper, the following two
metrics are used to evaluate the performance of the proposed
scheme.

(1) Communication cost: including in-cell communica-
tion cost 𝐶

𝐼
and query processing communication

cost 𝐶
𝑄
. 𝐶
𝐼
represents the size in bits of data items

transmitted from all the sensor nodes to the storage
in a cell in the data binding and collecting procedure,
while 𝐶

𝑄
stands for the size of data items transmitted

from the storage node in the query cell to the base sta-
tion during the verifiable query response procedure.

(2) Redundancy rate of query result: the proportion of
the total size in bits of additional proof information
used to enable verifiable top-𝑘 queries to the total
size in bits of response message in final query result.
This rate, denoted as 𝛾, indicates the efficiency of the
query processing. A lower redundancy ratemeans less
additional communication cost required for verifica-
tion. The redundancy rate will be calculated by the
following equation:

𝛾 =
𝑙
𝑠
− 𝑙
𝑟

𝑙
𝑠

× 100%, (2)

where 𝑙
𝑠
is the size in bits of the total data items

returned by the storage node, while 𝑙
𝑟
is the total data

size of final query result.

4. Verifiable Top-𝑘 Query Processing

4.1. Assumptions and Definition. Given a top-𝑘 query 𝑄
𝑡
=

(𝑐, 𝑡, 𝑘), we assume that the query covers just a cell 𝑐 in a
time epoch 𝑡, which we have mentioned in previous sections.
There are 𝑛 sensor nodes in the cell 𝑐, which can be denoted
as Γ = {𝑠

1
, 𝑠
2
, . . . , 𝑠

𝑛
}. Assume that an arbitrary sensor node

𝑠
𝑖
(1 ≤ 𝑖 ≤ 𝑛) collects 𝑁 data items denoted as 𝐷

𝑖
=

{𝑑
𝑖,1, 𝑑𝑖,2, . . . , 𝑑𝑖,𝑁} in each time epoch and sorts them into

descending order. 𝑠
𝑖
shares a secret key 𝐾

𝑖
with the base

station, which is used to encode the proof information for
each data item by a HMAC function.

4.2. Data Binding and Collecting Protocol. In each time
epoch, sensor node 𝑠

𝑖
collects data and encodes them before

sending to the storage node 𝑀 in the same cell for storage.
The detailed procedure is as follows.
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(1) 𝑠
𝑖
sorts the 𝑁 data items 𝐷

𝑖
= {𝑑
𝑖,1
, 𝑑
𝑖,2
, . . . , 𝑑

𝑖,𝑁
} that

it collects in time epoch 𝑡. Without loss of generality,
we assume 𝑑

𝑖,1
> 𝑑
𝑖,2

> ⋅ ⋅ ⋅ > 𝑑
𝑖,𝑁

after being sorted.
(2) According to the sequence of the sensing data items,

𝑠
𝑖
computes the message verification code 𝑉(𝑑

𝑖,𝑗
) for

each data item. 𝑉(𝑑
𝑖,𝑗
) of the 𝑗th data item 𝑑

𝑖,𝑗
(1 ≤

𝑗 ≤ 𝑁) can be computed as follows:

𝑉(𝑑
𝑖,𝑗
) = HMAC

𝐾𝑖
(𝑡 ‖ 𝑑

𝑖,1 ‖ 𝑑
𝑖,2 ‖ ⋅ ⋅ ⋅ ‖ 𝑑

𝑖,𝑗
) , (3)

where HMAC
𝐾𝑖
(⋅) denotes encoding the correspond-

ing data using a HMAC function with key𝐾
𝑖
and ‖ is

the concatenation operator.
(3) 𝑠
𝑖
constructs a data collecting message MSG

𝐶
accord-

ing to the following format and sends to the storage
node𝑀:

MSG
𝐶
= ⟨id (𝑠

𝑖
) , 𝑡, 𝑑
𝑖,1, 𝑉 (𝑑

𝑖,1) , 𝑑𝑖,2, 𝑉 (𝑑
𝑖,2) , . . . , 𝑑𝑖,𝑁,

𝑉 (𝑑
𝑖,𝑁

)⟩ .

(4)

(4) 𝑀 receives and stores the data collectingmessage of 𝑠
𝑖
.

We denote the data set consisting of all the data items
from all the sensor nodes in the cell as

DS
𝑡
= ⋃

𝑠𝑖∈Γ

{𝑑
𝑖,1, . . . , 𝑑𝑖,𝑁} . (5)

4.3. Verifiable Query Response Protocol. Query processing
and verification requires collaboration of the base station and
the storage node, which works as follows. According to the
query issued by the base station, the storage node𝑀processes
this query and responds with the corresponding data items.
At last, the base station computes the query result and verifies
the authenticity and integrity of the result. The protocol is
described in detail as follows.

Phase 1 (query request transmission). The base station sends
the query 𝑄

𝑡
= (𝑡, 𝑘, 𝑐) to𝑀 and waits for its feedback.

Phase 2 (query message feedback). (1) After 𝑄
𝑡
has been

received, 𝑀 computes the 𝑘 highest data items, denoted
as top𝑘(DS

𝑡
), according to all the sensing data DS

𝑡
which

was sent during the time epoch 𝑡 from the sensor nodes
{𝑠
1
, 𝑠
2
, . . . , 𝑠

𝑛
} in cell 𝐶. top𝑘(DS

𝑡
) satisfies the following

condition:
󵄨󵄨󵄨󵄨top𝑘 (DS

𝑡
)
󵄨󵄨󵄨󵄨 = 𝑘 ∧ ∀𝑑

𝑖
,

𝑑
𝑗
(𝑑
𝑖
∈ top𝑘 (DS

𝑡
) ∧ 𝑑
𝑗
∈ DS
𝑡
\ top𝑘 (DS

𝑡
)) 󳨀→ 𝑑

𝑖
> 𝑑
𝑗
.

(6)

Assuming that there are 𝛿
𝑖
data items sent by 𝑠

𝑖
within

top𝑘(DS
𝑡
), that is to say, {𝑑

𝑖,1
, 𝑑
𝑖,2, . . . , 𝑑𝑖,𝛿𝑖} ⊆ top𝑘(DS

𝑡
), then

the following condition holds:

𝛿
𝑖
=

󵄨󵄨󵄨󵄨𝐷𝑖 ∩ top𝑘 (DS
𝑡
)
󵄨󵄨󵄨󵄨 , 0 ≤ 𝛿

𝑖
≤ min {𝑁, 𝑘} . (7)

(2)𝑀 constructs the following response message accord-
ing to 𝛿

𝑖
.

(i) Given a sensor node 𝑠
𝑖
where 𝛿

𝑖
> 0, we call it the

contributed node, the response message of which is
named as msg1(𝑠𝑖) and it should be computed as

msg1 (𝑠𝑖)

=
{

{

{

⟨id (𝑠
𝑖
) , 𝑑
𝑖,1, . . . , 𝑑𝑖,𝛿𝑖+1, 𝑉 (𝑑

𝑖,𝛿𝑖+1)⟩ , 0 < 𝛿
𝑖
≤ 𝑁 − 1,

⟨id (𝑠
𝑖
) , 𝑑
𝑖,1, . . . , 𝑑𝑖,𝑁, 𝑉 (𝑑

𝑖,𝑁
)⟩ , 𝛿

𝑖
= 𝑁,

(8)

where 𝑑
𝑖,𝛿𝑖+1 is the maximum data item collected by 𝑠

𝑖

that is not in top𝑘(DS
𝑡
) and we call it the out-bound

of the 𝑠
𝑖
. If all the data items collected by 𝑠

𝑖
are in

top𝑘(DS
𝑡
), its out-bound does not exist. Otherwise,

there will be one and only one out-bound as for 𝑠
𝑖
.

(ii) We call the sensor node where 𝛿
𝑖
= 0 noncontributed

node. There is only one response message msg0 for all
noncontributed nodes which should be computed as

msg0 = ⟨{id (𝑠
𝑖
) , 𝑑
𝑖,1 | 𝛿
𝑖
= 0∧ 𝑠

𝑖
∈ Γ} ,

⨁

𝛿𝑖=0∧𝑠𝑖∈Γ
𝑉 (𝑑
𝑖,1)⟩ ,

(9)

where⨁ is the exclusive or operator.

(3) 𝑀 summarizes all the response message generated in
step (2), constructs the query feedback message MSG

𝑄
, and

sends it to the base station:

MSG
𝑄

= ⟨{msg1 (𝑠𝑖) | 𝛿
𝑖
> 0∧ 𝑠

𝑖
∈ Γ} ,msg0⟩ . (10)

Phase 3 (query result computation and verification). (1)
Upon receiving the query feedbackmessage from𝑀, the base
station will do the preprocessing to confirm all the message
{msg1(𝑠𝑖) | 𝛿

𝑖
> 0 ∧ 𝑠

𝑖
∈ Γ} of each contributed node and the

message msg0 of all noncontributed nodes.
(2) The base station sorts all data items in the response

message and gets the 𝑘 highest data items, which is the top-
𝑘 query result. We denote the top-𝑘 query result by 𝑅

𝑡
, the

minimum data item of which is denoted as min(𝑅
𝑡
).

(3) The base station checks whether the following con-
ditions hold in sequence. If and only if all conditions are
satisfied, the query result 𝑅

𝑡
is an authentic and complete

result. Otherwise, the query result is abnormal.

Condition 1. All sensor ID inmessage {msg1(𝑠𝑖) | 𝛿
𝑖
> 0∧𝑠

𝑖
∈

Γ} and msg0 construct a set, named Ω, so that Ω = {id(𝑠
𝑖
) |

𝑠
𝑖
∈ Γ} holds.

Condition 2. Assume that 𝑠
𝑖
is an arbitrary sensor node

that contributes data items to message {msg1(𝑠𝑖) | 𝛿
𝑖

>

0 ∧ 𝑠
𝑖

∈ Γ}, and the response message of 𝑠
𝑖
is

⟨id(𝑠
𝑖
), 𝑑
𝑖,1, 𝑑𝑖,2, . . . , 𝑑𝑖,𝜇𝑖 , 𝐻𝑖⟩, where 𝑑

𝑖,1
> 𝑑
𝑖,2 > ⋅ ⋅ ⋅ > 𝑑

𝑖,𝜇𝑖
.

The base station then computes HMAC
𝐾𝑖
(𝑡 ‖ 𝑑

𝑖,1 ‖ ⋅ ⋅ ⋅ ‖

𝑑
𝑖,𝜇𝑖

), where𝐾
𝑖
is a distinct key known only to 𝑠

𝑖
and the base

station. Then one of the following two conditions must hold:

(1) 𝜇
𝑖
= 𝑁 ∧ 𝐻

𝑖
= 𝐻
𝑘𝑖
(𝑡 ‖ 𝑑

𝑖,1
‖ ⋅ ⋅ ⋅ ‖ 𝑑

𝑖,𝑁
‖ Ψ) ∧ 𝑑

𝑖,𝑙𝑖
≥

min(𝑅
𝑡
);
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(2) 2 ≤ 𝜇
𝑖
< 𝑁 ∧ 𝐻

𝑖
= 𝐻
𝑘𝑖
(𝑡 ‖ 𝑑
𝑖,1

‖ ⋅ ⋅ ⋅ ‖ 𝑑
𝑖,𝑁

‖ Ψ) ∧ 𝑑
𝑖,𝑙𝑖
.

Condition 3. Let {𝑠
1
, 𝑠
2
, . . . , 𝑠

𝑝
} be all the noncontributed

nodes and their response message msg
0

is ⟨id(𝑠
1
), 𝑑
1
,

id(𝑠
2
), 𝑑
2
, . . . , id(𝑠

𝑝
), 𝑑
𝑝
, 𝐻
0
⟩, in which all the data items

construct a set DS󸀠 = {𝑑
1
, 𝑑
2
, . . . , 𝑑

𝑝
}. The base station

computes HMAC
𝐾1

(𝑡 ‖ 𝑑1), HMAC
𝐾2

(𝑡 ‖ 𝑑2), . . .,
HMAC

𝐾𝑝
(𝑡 ‖ 𝑑

𝑝
) using the key 𝐾

1
, 𝐾
2
, . . . , 𝐾

𝑝
shared with

𝑠
1
, 𝑠
2
, . . . , 𝑠

𝑝
, respectively, and the following condition holds:

(𝐻0 = ⨁

𝑑𝑗∈DS󸀠
HMAC

𝐾𝑗
(𝑡 ‖ 𝑑

𝑗
))

∧ (∀𝑑
𝑗
∈DS󸀠 󳨀→𝑑

𝑗
<min (𝑅

𝑡
)) .

(11)

As described in previous two protocols, the sensing data
items collected by a sensor node are sorted in descending
order and encoded with a HMAC function. Each sensor
node shares a secret key only with the base station, and
the storage nodes know nothing about the keys. In such a
case, it is computationally infeasible for the storage nodes to
falsify the message verification code, as long as we choose a
considerably complex HMAC algorithm such as SHA-1 [24].
Thus, it is impossible for storage nodes to falsify or conceal
data items in the query result without being detected by the
base station. Therefore, the scheme proposed in this paper
enables authenticity and integrity verification of the top-𝑘
query result.

5. Protocol Analysis

5.1. Communication Cost Analysis. From data binding and
collecting protocol and verifiable query response protocol we
learn that there are two kinds of communication costs in two-
tiered sensor networks, named as in-cell communication cost
𝐶
𝐼
and query processing communication cost 𝐶

𝑄
. Assume that

there are 𝑛 sensor nodes in a cell and each node ID has 𝑙id bits.
Each sensor node collects 𝑁 data items in every time epoch,
each data item has 𝑙

𝑑
bits, and each HMAC code number

has 𝑙
ℎ
bits. In addition, each time epoch number has 𝑙

𝑡
bits.

Assume that there are 𝐿 hops between each sensor node and
the storage node on average. We assume that there are 𝜇

contributed nodes and n-𝜇 noncontributed nodes, and 𝜆 of
the 𝜇 contributed nodes contributes all the 𝑁 data items to
the query result. Obviously, we have 0 ≤ 𝜆 ≤ 𝑁 and 𝜆 ≤ 𝑘

hold. According to such two protocols, we have

𝐶
𝐼
= 𝑛 ⋅ (𝑙id + 𝑙

𝑡
+𝑁 ⋅ (𝑙

𝑑
+ 𝑙
ℎ
)) ⋅ 𝐿,

𝐶
𝑄

= (𝜇 ⋅ 𝑙id + (𝑘 + 𝜇−𝜆) ⋅ 𝑙
𝑑
+𝜇 ⋅ 𝑙
ℎ
)

+ ((𝑛 − 𝜇) ⋅ 𝑙id + (𝑛 − 𝜇) ⋅ 𝑙
𝑑
+ 𝑙
ℎ
)

= 𝑛 ⋅ 𝑙id + (𝑛 + 𝑘 − 𝜆) ⋅ 𝑙
𝑑
+ (𝜇 + 1) ⋅ 𝑙

ℎ
.

(12)

5.2. Redundancy Rate Analysis. We define the redundancy
rate 𝛾 of query result as the proportion of the total size of
additional proof information used for query result verifica-
tion to the total size of response message in final query result.

Table 1: Default evaluation parameters.

Para. n 𝑙id (bit) 𝑙
𝑡
(bit) 𝑙

𝑑
(bit) 𝑙

ℎ
(bit) 𝑁 𝑘

Val. 250 32 32 32 128 20 10

We take the same assumption as Section 5.1. According to our
proposed protocols, we have

𝛾 =
𝐶
𝑄
− (𝜇 ⋅ 𝑙id + 𝑘 ⋅ 𝑙

𝑑
)

𝐶
𝑄

× 100%

=
(𝑛 − 𝜇) ⋅ 𝑙id + (𝑛 − 𝜆) ⋅ 𝑙

𝑑
+ (𝜇 + 1) ⋅ 𝑙

ℎ

𝑛 ⋅ 𝑙id + (𝑛 + 𝑘 − 𝜆) ⋅ 𝑙
𝑑
+ (𝜇 + 1) ⋅ 𝑙

ℎ

× 100%.

(13)

6. Performance Evaluation

In this section, we evaluate the performance of the scheme
ETQ-RIV proposed in this paper and compare it with the
schemes VSFTQ, EVTQ, and AD-VQ, which are proposed
in [10], [4], and [11, 12], respectively. The four schemes
VSFTQ, EVTQ, ETQ-RIV, and AD-VQ are implemented on
the simulator of [25] with random sensor data items. We
compare the in-cell communication cost𝐶

𝐼
, query processing

communication cost 𝐶
𝑄
, and the query result redundancy

rate 𝛾 of the four schemes, respectively. We also assume that
the packet transmissions are both collision-free and error-
free in our experiments.

We take the assumption that we carry out the top-𝑘 query
just in one cell with one storage node and 𝑛 sensor nodes.
The 𝑛 sensor nodes are distributed uniformly over a two-
dimensional region which covers an 80 ∗ 80m2 area. Each
sensor node collects 𝑁 data items during each time epoch
and its communication radius is 10 meters. The bit lengths of
sensor node ID, time epoch number, sensing data item, and
HMAC code are represented by 𝑙id, 𝑙𝑡, 𝑙𝑑, and 𝑙

ℎ
, respectively.

The default parameters are listed in Table 1, which are used in
the evaluations unless otherwise specified.

In each measurement, we generate 20 different networks
with different network IDs. In each network, the sensor
nodes are distributed randomly with different topology. The
measurement result is the average of 20 networks.

6.1. In-Cell Communication Cost Evaluation. With default
parameters, we evaluate the in-cell communication costs of
VSFTQ, EVTQ, ETQ-RIV, and AD-VQ in different networks,
the result of which is shown in Figure 2(a). Figure 2(a)
indicates that our proposed scheme ETQ-RIV takes a little
less communication costs than VSFTQ and AD-VQ, while
EVTQ takes the highest communication costs. Compared
with EVTQ, AD-VQ, and VSFTQ, ETQ-RIV saves about
3.77%, 2.86%, and 0.97% of in-cell communication costs
on average, respectively. The reason is that in each scheme
sensor nodes are required to submit every data item along
with some proof information. EVTQ, AD-VQ, and ETQ-
RIV use HMAC as proof information. In EVTQ, each sensor
node submits onemore out-boundHMACbesides every data
item’s proof information. In AD-VQ, each sensor requires
submitting some information of neighboring nodes besides
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Figure 2: Evaluation results of in-cell communication costs.

the HMAC information. In ETQ-RIV, the sensor nodes do
not need the out-bound HMAC and neighboring nodes
information, so ETQ-RIV performs better than EVTQ and
AD-VQ. Different from the other three schemes, VSFTQ
replaces the HMACwith symmetric encryption of data item’s
order, score, and the time epoch as proof information. In our
evaluation, the total bit length of proof information inVSFTQ
ismore than ETQ-RIV. As a result, ETQ-RIV performs better
than VSFTQ.

Figure 2(b) indicates that the in-cell communication
costs of the three schemes increase as the sensor node
number 𝑛 increases. ETQ-RIV has the best performance as
before and saves about 3.77%, 2.86%, and 0.97% of in-cell
communication costs on average compared with EVTQ, AD-
VQ, and VSFTQ, respectively. The reason is same as the
description in the previous section.

6.2. Query Communication Cost Evaluation. We evaluate
top-𝑘 query communication costs of VSFTQ, EVTQ, ETQ-
RIV, and AD-VQ as 𝑛 as well as 𝑘 increases. Figure 3(a)
indicates that the query communication costs of the four
schemes all increase as 𝑛 increases. The reason is obvious:
the larger 𝑛, the more noncontributed sensor nodes, and
the more verification information for noncontributed nodes
required to be submitted. Figure 3(a) also shows that ETQ-
RIV has the lowest query communication cost, followed
by VSFTQ, EVTQ, and then AD-VQ. In detail, the query
communication cost of ETQ-RIV is about 98.67% lower
than AD-VQ, 64.30% lower than EVTQ, and 47.69% lower
than VSFTQ. In AD-VQ, to obtain the top-𝑘 query result,

the storage node is required to submit a top-(𝜂 − 1 + 𝑘)

query result due to the dummy readings, where 𝜂 is a system
parameter denoting the difference between the maximum
and minimum encrypted readings within an epoch. That is
why AD-VQ has the highest query communication cost. In
EVTQ, the storage node is required to send aHMAC as proof
information for each unqualified sensor node that has no data
item satisfying the query, so its query communication cost is
high. In VSFTQ, the storage node needs to send symmetric
encryption of data item’s order, score, and the time epoch
as proof information, which takes more communication cost
than ETQ-RIV. However, in ETQ-RIV, only one HMAC is
needed for all noncontributed sensor nodes, which greatly
reduces the query communication cost.

Figure 3(b) shows that the query communication costs of
the four schemes all increase as 𝑘 increases, which is because
the larger 𝑘, the more data items that need to be returned by
the storage node. Similar to Figure 3(a), ETQ-RIV still has
the lowest query communication cost, which is about 99.31%
lower than AD-VQ, 51.70% lower than EVTQ, and 38.44%
lower than VSFTQ. The reason is as mentioned before: only
one HMAC is required for all noncontributed sensor nodes
in ETQ-RIV.

6.3. Redundancy Rate Evaluation. We evaluate top-𝑘 query
result redundancy rate of VSFTQ, EVTQ, ETQ-RIV, and AD-
VQ as 𝑘 increases. Figure 4 indicates that the redundancy
rates of the four schemes all decrease as 𝑘 increases. Fur-
thermore, AD-VQ has the highest redundancy rate followed
by EVQT, VSFTQ, and ETQ-RIV. The redundancy rate of
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ETQ-RIV is about 12.68% lower than AD-VQ, 6.77% lower
than EVTQ, and 5.19% lower than VSFTQ. The reason is as
follows. A top-𝑘 query result can be divided into two parts:

the satisfied data items of query result and the verification
information. A larger 𝑘 implies more satisfied data items and
a lower redundancy rate. Compared with the other three
schemes, only one HMAC is required for all noncontributed
sensor nodes in ETQ-RIV, which makes the ETQ-RIV lowest
redundancy rate.

According to the above evaluations and analysis, we
can conclude that our proposed ETQ-RIV has better per-
formance than the existing works [4, 5, 7, 10–12] both in
communication costs and redundancy rate.

7. Conclusions

In this paper, we focus on the problem of verifiable top-𝑘
query in two-tiered wireless sensor networks and propose an
efficient top-𝑘 query processing scheme with result integrity
verification which is denoted as ETQ-RIV. To make the
query result verifiable, each sensor node should submit some
encoded message containing the sequence relationship as
proof information for verification along with their collected
sensing data items. Evaluation results show that ETQ-RIV
can decrease the redundancy rate of query result and thus
decrease both in-cell and query communication costs and
performs better than the existing works in communication
costs.
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Sensitivity assessment of availability for data center networks (DCNs) is of paramount importance in design and management of
cloud computing based businesses. Previous work has presented a performance modeling and analysis of a fat-tree based DCN
using queuing theory. In this paper, we present a comprehensive availability modeling and sensitivity analysis of a DCell-based
DCN with server virtualization for business continuity using stochastic reward nets (SRN). We use SRN in modeling to capture
complex behaviors and dependencies of the system in detail.Themodels take into account (i) twoDCell configurations, respectively,
composed of two and three physical hosts in a DCell

0
unit, (ii) failure modes and corresponding recovery behaviors of hosts,

switches, and VMs, and VM live migration mechanism within and between DCell
0
s, and (iii) dependencies between subsystems

(e.g., between a host and VMs and between switches and VMs in the same DCell
0
). The constructed SRN models are analyzed

in detail with regard to various metrics of interest to investigate system’s characteristics. A comprehensive sensitivity analysis of
system availability is carried out in consideration of the major impacting parameters in order to observe the system’s complicated
behaviors and find the bottlenecks of system availability. The analysis results show the availability improvement, capability of fault
tolerance, and business continuity of the DCNs complying with DCell network topology. This study provides a basis of designing
and management of DCNs for business continuity.

1. Introduction

Cloud computing based businesses have been demanding a
rapid escalation of IT infrastructures with efficient resources
organization and high level of continuity. To endure business
continuity, data centers have drastically evolved in their size
and architecture design to host a variety of cloud computing
applications and services such as online social networking,
e-commerce services, scientific computing, and big data
processing. Nevertheless, a data center becomes a centric
single point of failure in the cloud infrastructure in the
way that the failures of components (e.g., links, switches,
and servers) may result in the overall failures of a set of
connected components [1]. Internet enterprises may incur
millions of dollar per hour [2] due to their service outage,

since their business operations require constantly connected
and online services. It is demanding to avoid such risks and
improve safety of DCN. And thus designing of a DCN for
fault tolerance and business continuity is critical and a sharp
focus of both academia and industry areas.

Recent work has attempted to design and organize a
data center’s resources in the networking manner in which
a large number of physical hosts are interconnected in a
specific network topology called data center network (DCN),
for instance, fat-tree [3], DCell [4], and BCube [5]. Thus,
DCN topologies are the communication backbone in a data
center [6]. The critical requirements in designing a DCN are
scalability and efficiency to connect tens or even hundreds
of thousands physical hosts [3, 4]. In the perspective of
system users, the metrics of interest for a DCN, however, are
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the overall system availability and continuity of their hosted
services and applications [7]. In this context, DCell proposed
by Guo et al. [4] has emerged as an appropriate solution for
DCN architecture in which the architecture is extremely scal-
able to millions of servers in data centers [8] by recursively
constructing higher level DCells based on a DCell

0
as the

fundamental building block. The DCell network architecture
allows avoiding any single point of failure and thus is able
to tolerate different types of failures such as node failures,
link failures, and network device failures. Furthermore, to
enhance system availability and capability of fault tolerance,
one may employ server virtualization [7, 9–11] into a DCN.
The approach creates virtual computing machines (VMs) on
each physical host of the DCN. Along with the nature of
the DCell topology, the VMs become the core elements of
the network to deliver high availability and fault tolerance
in the way that a VM is able to be migrated from a host to
another host [12, 13] and from a DCell

0
to another DCell

0

in the DCN [14] in order to avoid any hardware failures and
thus to assure business continuity of system users.TheDCell-
based DCN with server virtualization is our sharp focus in
this paper.

There are a number of papers on presentation and
description of DCN topologies [3–5]. Some other work
concerned with different aspects of DCN including fault
tolerance characteristics [1, 15], structural robustness of DCN
topologies [16], or connectivity of DCNs [6]. Nevertheless,
none of these papers presented a quantitative assessment
of system behaviors using stochastic models [17]. One of
the previous works [18] attempted to model and analyze
a simple configuration of a two-computer network with
redundancy of network devices/links for fault tolerance. To
the best of our knowledge, only a recent paper [19] delivered
a thorough performance modeling and analysis of a fat-
tree based DCN using queuing theory. Thus we find that
modeling and analysis of a virtualized DCN using stochastic
models are still a preliminary endeavor. This motivates us
to model and analyze a virtualized DCell-based DCN using
SRN.

We summarize the main contributions of our work as
follows:

(i) Modeled a DCell-based DCN for business continuity
under two configurations, respectively, consisting of
two and three virtualized servers in a DCell

0
in a

complete manner using SRN.

(ii) Incorporated failure modes and recovery behaviors
of hosts, switches, and VMs along with VM live
migration within and between DCell

0
s for the sake of

fault tolerance.

(iii) Captured the featured dependencies between compo-
nents in the system architecture in detail: (a) between
hosts and VMs and (b) between switches and VMs.

(iv) Performed detailed analyses of the constructed SRN
models in terms of steady state availability, down-
time cost, modeling complexity, and sensitivity with
respect to major parameters.

Throughmodeling and analysis, we have found the following:

(i) A virtualized DCell-based DCNwith greater number
of hosts in a DCell

0
can enhance the level of conti-

nuity and availability. The DCN with three hosts in a
DCell

0
can deliver a level of availability over tier 4 in

HA standards for a data center [20].
(ii) In a virtualized DCN based on DCell network topol-

ogy, the recovery of hardware (hosts) and software
(VMs) subsystems contributes a major impact on
system availability. As the size of the DCN increases,
the recovery of software subsystem exposes a more
important role versus that of hardware subsystem.

(iii) A bigger size of the VMs in a DCN causes a declining
tendency of system availability. Nevertheless, in a
more complicated DCN, the influence of VM image
size is mitigated.

(iv) The cross-links between the pairs of hosts in different
DCell

0
s in a DCN and their bandwidth are necessary

elements to tolerate switch failures, tomitigate system
downtime, to improve system overall availability,
and thus to secure system operation for business
continuity.

(v) The modeling and analysis of the virtualized DCNs
in this paper help guide the system design and
management of a DCN:

(a) A thorough adoption of software fault tolerance
is necessary in the design of a DCN.

(b) The effectiveness and readiness of the repair
and maintenance services in a DCN need more
attention and improvement.

(c) The trade-off between system availability and
performance and the overall cost of networking
[21] in a DCN is an important metric in system
design.

The rest of this paper is organized as follows. Relatedwork
is presented in Section 2. Section 3 introduces a virtualized
DCN. Section 4 presents SRN models for the DCNs. The
numerical analysis and discussion are presented in Section 5.
Finally, Section 6 concludes the paper.

2. Related Work

Design of data center infrastructure is critically demanding in
research and development both from academia and industry
to deliver cloud-based online apps and services with highest
availability. Server-network architecture within a data cen-
ter thus plays an important role in enhancing agility and
reconfigurability of interconnecting different infrastructure
resources. In that context, topologies of a DCN contribute
major impact on system performance, availability, and scal-
ability to deliver changeable application demands and service
requirements [22]. Current DCNs adopt three-layer network
topology in which physical servers are interconnected into
a rack by a top of rack (ToR) switch, the ToR switches are
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networked through end of rack (EoR) switches, and core
switches connect these EoR switches together to the external
network providers [15]. The topology however confronts a
variety of critical issues as a nature: (i) fault-dependency
propagation in which a failure of an upper-level switch causes
the complete disconnection and unavailability of a number
of dependent switches and servers connected to the failed
switches and (ii) significant bandwidths that are required to
maintain efficient connectivity. To avoid and eliminate the
current issues, a number of network topologies have been
proposed for alternatives including (i) tree based topologies,
such as fat-tree [3, 23, 24] and Clos Network [25] and
(ii) recursive-based topologies, such as DCell [4], FiConn
[26], BCube [5], and Hyper-BCube [27]. In the work [15],
Liu et al. conducted a detailed comparison between the
DCNs and concluded that no single topology outperforms
the others in all aspects and there will always be trade-offs
among cost, performance, and reliability. Among the network
topologies, the DCell comes out as a candidate to satisfy
the requirements of robustness and connectivity [6], fault
tolerance, and scalability in a data center even though the
aggregated bottleneck throughput is comparatively low [15].
In this paper, we focus on the DCell-based network topology
in consideration of fault tolerance and network availability,
which were not considered in the previous work [15]. ADCell
[4] is recursively constructed based on themost basic element
DCell

0
as follows:

(i) A DCell
0
consists of 𝑛 physical servers all connected

to 𝑛-port switch.
(ii) A DCell

1
is composed of 𝑛+1DCell

0
s. Each server of

a DCell
0
in aDCell

1
has two links. One connects to its

switch; the other connects to a corresponding server
in another DCell

0
, complying with a predetermined

DCell routing algorithm. Consequently, every pair of
DCell

0
s in a DCell

1
has exactly a unique link between

each other.
(iii) A DCell

𝑘
is a level-𝑘 of DCell

𝑘−1
.

In this paper, we study two DCell-based DCNs at the level of
DCell

1
which, respectively, consist of two and three servers

in a DCell
0
. We will show through availability as the measure

of interest that such DCell-based DCNs expose better ability
to tolerate node and switch failures.

High availability (HA) and business continuity (BC) are
the key factors in designing enterprise computing systems for
a cloud-based business to be successful [28]. Nevertheless,
as computing systems with high level of complexity and
dependency have been coming out such as Infrastructure-as-
a-Service (IaaS), software defined data center (SDDC), and
software defined network (SDN), the systems are likely prone
to a variety of failures. Severely, a failure of a component may
cause a cascading failure or unavailability of a group of other
components. For instance, the failure of a switch connecting
to a number of physical servers causes the unavailability of
the set of servers at the same time. To achieve predetermined
levels of HA and BC, which are indicated in service level
agreement (SLA) [29, 30] between customers and system
owner, the system design has to tolerate any single point

of failure in both hardware and software subsystems. The
ANSI/TIA-942 [20] presents four tiers; each specifies basic
requirements of availability and downtime minutes per year
as follows: (i) tier 1 (basic): 99.671% for availability and
1729.224 downtime minutes in a year; (ii) tier 2 (redundant
components): 99.74% for availability and 1361.304 downtime
minutes in a year; (iii) tier 3 (concurrently maintainable):
99.982% for availability and 94.608 downtime minutes in a
year; and (iv) tier 4 (fault tolerant): 99.995% for availability
(four nines) and 26.28 downtime minutes in a year. In order
to achieve the above levels of HA standards, one may need to
adopt server virtualization [11, 31–34] on nodes and applyVM
live migration [12, 35, 36] as the means of fault tolerance for
nodes and switches. Server virtualization creates and fosters
a plurality of VMs on each physical server. With VM live
migration mechanism, a VM is not only able to be migrated
from a failed host to another host in the same DCell

0
as

soon as a host’s failure occurs but also it can be migrated
from a running host in a DCell

0
to another host in other

DCell
0
s if the switch in the former DCell

0
fails. In this

paper, we will show a comprehensive modeling and analysis
of a virtualized DCell-based DCN for high availability and
continuity. The analysis results shown in Section 5 reflect
that a DCN complying with DCell network topology along
with server virtualization and VM live migration mechanism
can achieve HA whereas the DCN with a standalone DCell

0

cannot. Furthermore, the overall system availability of the
DCell-based DCN surpasses tier 4 (which is a high available
and fault tolerant system) in the ANSI/TIA-942 HA standard
for a data center.

Sensitivity analysis [10, 18, 37, 38] is used popularly to pro-
vide a selection basis and help design system parameters by
observing system characteristics and responses with respect
to predetermined valuables in order to identify the most
impacting factors as well as to detect bottlenecks in system
availability. One may adopt two types of sensitivity analysis:
(i) nonparametric sensitivity analysis [39], which studies the
system responses upon the component addition/removal or
modifications of systemmodel and (ii) parametric sensitivity
analysis [40], which observes the system behaviors with
respect to the variations of given input parameters. The
parametric sensitivity analysis has been adopted to assess
system performance and reliability/availability upon the
effect of changes of given parameters in different systems.
Nguyen et al. [10] presented a comprehensive sensitivity
analysis of system steady state availability for a virtualized
servers system. The thorough study of availability sensitivity
with respect to the intervals of software rejuvenation on
VMMs and VMs provides a design basis on how to improve
availability of a virtualized system in a wiser manner by
combining both software rejuvenations at VM and VMM. In
the work [18], Matos Jr. et al. applied parametric sensitivity
analysis on a redundant computer network system with
respect to MTTF and MTTR of every network component
to figure out the important and influent factors of network
availability. In another work [38], Matos et al. implemented
four different sensitivity analysis techniques to identify the
parameterswith greatest impact on the availability of amobile
cloud computing system. Accordingly, a sensitivity analysis
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can be conducted to assess the importance of parameters in
the following approaches:

(i) Repeatedly vary one selected parameter at a time
while the others are kept constant and observe the sys-
tembehaviors on themeasures of interest with respect
to the varying parameter. This approach studies the
system responses upon a broad value range of the
parameters in consideration.

(ii) For differential sensitivity analysis, compute partial
derivatives of the measure of interest with respect to
each system parameter. This approach is useful in the
case that input values of parameters are assigned in
a continuous domain. The differential sensitivity of
the system availability 𝐴 with respect to variable is
defined as in (1) or (2) for a scaled sensitivity:

𝑆
𝜏 (
𝐴) =

𝜕𝐴

𝜕𝜏

, (1)

𝑆𝑆
𝜏
(𝐴) =

𝜕𝐴

𝜕𝜏

(

𝜏

𝐴

) . (2)

(iii) Calculate the percentage difference in the variation
of a parameter from its minimum to maximum
values. This technique is designed for integer-valued
parameters which are not properly evaluated by the
differential sensitivity analysis approach.

(iv) For design of experiments (DOE) [41], simultane-
ously examine individual and interactive effects of
factors on the output measures.

In this paper, we adopt approaches (i) and (ii) to study
system behaviors and responses with respect to parameters
at the default values and in a broad value domain. The
analyses (i) help find the major impact factors on system
availability and (ii) study system characteristics upon the
variations of parameters and thus (iv) help design system
parameters and (v) guide to adopt proactively different
tolerance techniques to achieve optimized overall system
availability.

There are a fewworks on sensitivitymodeling and analysis
of availability for DCNs. Matos Jr. et al. in the work [18] mod-
eled and analyzed the availability of a small-scale computer
network using continuous time Markov chain (CTMC). This
very first work studied the impact of the failures of network
devices (switches and routers) and network links on system
availability. The study took into account the redundancy of
either network devices or links as a measure to tolerate the
aforementioned failures and to improve system availability.
The contributions of this work suggest the approach of
adopting stochastic models to analyze a DCN. However,
as the system scale increases, the CTMC models (where
each state in the model is the combination of all states of
the components in consideration) likely confront largeness
problem or state-space explosion as well as intractable pre-
sentation of themodel. Furthermore, unplanned redundancy
of physical devices is a costly solution especially for DCNs
as the number of machines increases vastly. It is needed to

organize the physical components in awell-designed network
topology for either fault tolerance or high availability and/or
performance. Alshahrani and Peyravi in a very first work
[19] on modeling and analysis of DCNs attempted to adopt
queuing theory to model a typical topology of DCN, fat-
tree [3]. This work proposed a detailed analytical model
to assess performance metrics of interest (e.g., throughput
and delay) of a fat-tree based DCN. The work nevertheless
did not take into consideration any type of failures. The
system architecture is composed of only network devices
for simplification of theoritical formulation.This preliminary
work raises a need to conduct further studies on various
attributes (e.g., availability, reliability, and performability
[42]) of dependability of different DCN topologies. Several
other works studied various essential issues of contemparory
DCNs. Liu et al. [1, 15] studied fault tolerance characteristics
of renowned network topologies of DCNs. Among different
topologies of DCNs presented in the works [3–5, 23, 25,
27, 43], DCell topology is pointed out as a typical topology
with high scalability and fault tolerance capability [1, 4, 15]
with more and more interest in practice. Several works [44–
46] presented large-scale emperical studies of failures in
typical data centers. The works have charaterized a variety
of failures in DCNs such as failures of servers (e.g., hard
disk, memory and raid controller failures) and failures of
network devices (top-of-rack switch, aggregation switch, and
router failures). Some other works [7, 9, 11, 47–50] showed
the adoption of renowned virtualization technology and VM
migration in computing systems is of paramount importance
to achieve high availability and to tolerate unexpected risks
or failures.

Based on the above literature review, we find that the
modeling and analysis of aDCNare still in initial steps. Previ-
ous work attempted to model and analyze DCNs using either
stochastic models or queuing theory without an adequate
consideration of different system failures and corresponding
fault tolerant techniques. Moreover, the system architectures
did not incorporate contemporary virtualization technology
and VM migration techniques for high availability and
effecient fault tolerance in virtualized environment. Our
focus in this paper is on the ability of DCell-based DCNs to
tolerate any type of risks in the system in order to ensure the
system’s safety in terms of system operation and availability.
We are more interested in risks andmeasures to tolerate risks
for DCNs to achieve high availability (which are critically
demanding in design of network in data centers) rather than
other attibutes of DCN’s dependability. Therefore we choose
to study DCell network topology for DCNs which allows
us to enhance the system capability of fault tolerance. We
attempted to use SRN with a variety of modeling funtion-
alities in order to capture the dependency between upper
and lower level components in the system architecture (for
instance, between a physical server and its hosted VMs or
between a switch and its connected servers). Furthermore,
the SRN models are tractable (literally compared to CTMC)
and thus enable us to incorporate various behaviors (failures,
VMmigration, and interaction between submodels). We will
be using SRN tomodel typical DCell-basedDCNs in the next
sections.
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Figure 1: DCN system architectures.

3. A Virtualized Data Center Network

3.1. System Architectures. The system architectures of a
DCell-based DCN are depicted in Figure 1. Figure 1(a) shows
the architecture of a DCell-based DCN with two servers in
a DCell

0
(called DCN2 from now on) whereas Figure 1(b)

depicts the architecture of the DCell-based DCN with three
servers in a DCell

0
(called DCN3). Both DCN2 and DCN3

comply with DCell configuration and routing [4]. Accord-
ingly, DCN2 consists of three DCell

0
s: DCell

0
[0], DCell

0
[1],

and DCell
0
[2]. Each of DCell

0
s comprises two servers (also

called host) and a gigabit switch to help clients use the servers.
All hosts are virtualized to run a number of virtual machines
(VMs). Within a DCell

0
, gigabit links for high speed data

transactions connect the hosts and the corresponding switch.
For easy understanding of the SRN models of the system
(to be presented in the next sections), we apply a naming
convention in which characters represented for a component
accompany specific numbers. In particular, the DCell

0
[0]

consists of the switch S0, the hosts H00 and H01, and
their respective virtual machines VM00 and VM01. The
naming convention is applied in the same way for DCell

0
[1]

which comprises S1, {H10,H11}, and {VM10,VM11} and for
DCell

0
[2] which is also composed of S2, {H20,H21}, and

{VM20,VM21}. In the same way of the above descriptions,
DCN3 is composed of four DCell

0
s from DCell

0
[0] to

DCell
0
[3]. Each DCell

0
in DCN3 consists of one switch and

three hosts and each host in turn runs a number of VMs.
The notation of components in DCN3 complies with the
naming convention aforementioned in DCN2. The network
routing is formed between hosts among different DCell

0
s.

Particularly, internal network links in DCN2 are formed
between the following pairs of hosts: {H00,H10}; {H01,H20};

and {H11,H21}. Whereas, in DCN3 the links are formed
between the pairs: {H00,H10}; {H01,H20}; {H02,H30};
{H11,H21}; {H12,H31}; and {H22,H32}, which comply with
DCell routing tactics [4]. We will use these architectures to
model and analyze the system availability in the next sections.

3.2. System Behaviors and Assumptions
(i) Operational States. A host and a switch can fail and recover
upon the states of their hardware components as similar as the
blade server described in [51]. And a VM may go through a
variety of complicated states as in [10, 44, 45]. But capturing
the different operational states of hosts, VMs, and switches
in modeling in a complete manner is beyond our focus and
could lead to largeness problem [52] of themodels.Hence, the
two-statesmodel (up and down states) is used to represent the
basic operational states of system subsystems.

(ii) VM Live Migration. The VM live migration technique
is employed to tolerate unexpected failures of hosts and
switches. In a DCell

0
, if a host fails, all VMs running on

the failed host are immediately migrated onto the remaining
hosts with good consideration of load balancing. Moreover,
if a switch fails, all VMs operating on the hosts in the DCell

0

of that failed switch are instantly migrated to the other hosts
of all other remaining DCell

0
s. For instance, in the case of

the DCN2, if the host H00 fails, the VMs running on H00
are live-migrated onto the host H01.When the switch S0 goes
down, the live migration processes are triggered instantly to
migrate the VMs running onH00 andH01, respectively, onto
the host H10 of the DCell

0
[1] and onto the host H20 of the

DCell
0
[2]. The descriptions can be applied in the same way

for other DCell
0
s in DCN2 and DCN3. The above VM live
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migration mechanisms are used to prevent the VMs from
unexpected downtime due to failures of hosts and switches;
thus system availability is improved and business continuity is
endured. In order to reduce the complexity of systemmodels,
it is necessary to assume that the VM livemigration processes
do not confront any unexpected failures such as data loss and
memory errors, during the migration period as captured in
some work [35, 53].

(iii) VirtualMachineMonitor (VMM). Hypervisor or VMM is
in charge of creating and maintaining virtualization environ-
ment to operate the upper VMs. Thus, the operational states
of VMs are dependent on the operations of the underlying
VMM. The detailed dependencies of a host, a VMM, and
a VM are captured in a number of works [10, 44, 45].
Nevertheless, we do not take into account the VMM in
modeling for simplification and our focus is on the states of
VMs, since user’s applications and services run on VMs. We
consider the up and down states of VMM as one part of the
host’s up and down states.

(iv) High Availability. Our systems are designed to deliver HA
services to the user. In HA system, the availability is assigned
to the cases that more components are in up states. Thus, we
assume that repair and maintenance services in data centers
are good enough to recover the failed hardware components
in advance of the remaining component failures. Particularly
in DCN2, we assume the following:

(i) If a host fails in a DCell
0
, the remaining host only fails

after the recovery of the aforementioned host.
(ii) If the number of failed hosts in the DCN2 is larger

or equal to the haft of the total number of hosts, the
remaining hosts can fail after one of the failed hosts is
recovered.

(iii) If two switches fail, the repair person is summoned
and repairs subsequently the failed switch before the
failure of the remaining switch.

(iv) A switch and a host are in operation and can fail if
there is at least a VM running in the host of the same
DCell

0
.

In the case of DCN3, we assume the following:

(i) If two hosts fail in a DCell
0
, the remaining can fail as

either one or both of the failed hosts are recovered.
(ii) If the number of failed hosts in DCN3 is larger or

equal to the haft of the total number of hosts, the
remaining hosts can fail as one of the failed hosts is
recovered.

(iii) If three out of four switches fail, the remaining switch
can fail after the recovery of one of the failed switches.

(iv) A switch and a host are in operation and can fail
if there is at least a VM running in the host of the
same DCell

0
. The purposes of these assumptions are

to reduce the largeness of the model and to mitigate
the cases with very low probability to occur in HA
system.

(v) Distributions. The time to occurrence of any event in
actual computing system may follow different types of prob-
ability distribution [54]. However, we can make appropriate
distribution assumptions for every transition so that the
analytical system model is closer to the practical system.
In this paper, we choose to use exponential distribution for
simplification in modeling and analysis as a common option
in a large number of papers [10, 44, 45].

The above systembehaviors and assumptions are all taken
into consideration in the modeling of the DCNs to be carried
out and described in detail in Section 4.

4. Stochastic Reward Net Models

4.1. System Models. The SRN system models of DCN2 and
DCN3 are, respectively, depicted in Figures 2 and 3. The
systemmodels are composed of partialmodels including host
models, switchmodels, and VM subsystemmodel as chrono-
logically named from Figure 2(a to g) in SRN system model
for DCN2 and from Figure 3(a to q) in SRN systemmodel for
DCN3. In consideration of system availability measures, we
use two-states model (up and down states) to model hosts,
switches, and VMs for the sake of modeling simplification.
Our sharp focus in modeling is on the dependency between
components and fault tolerant behaviors for high availability
in the case of any component’s failure. We will describe the
model of a specific component as an example to refer to the
other similar components. Then the model integration and
dependency will be presented subsequently. The transitions
of tokens within the models are conducted stochastically by
enabling/disabling the timed/immediate transitions based on
the predefined behaviors. The combinations of all tokens’
locations in the models represent the system’s respective
states. We list down all the states of every component and
possible locations of tokens in the models as in Table 1. In
order to capture exact predefined system behaviors we apply
a set of guard functions [55–58] attached to every transitions
in the models to control the transitions of tokens.

4.2. SRNModels of Hosts, VMs, and Switches. Figure 4 shows
the two-state SRN models of selected host, VM, and switch.
In the assumption, we mentioned that the characteristics and
configurations of all hosts, VMs, and switches are assumed
to be identical initially. Thus, we can use the two-state SRN
models to capture up and down states of the component in
regard of availability measures. We describe the modeling of
the host H00, the VM00, and the switch S0 as the examples to
refer to the modeling of the other identical hosts, VMs, and
switches in both SRN system models of DCN2 and DCN3.

Figure 4(a) depicts the modeling of a host with repair
actions. Initially, a host is considered in running state
depicted by a token in up state 𝑃H00up. A virtualized host
in DCN may undergo an expected failure or maintenance
period after a specific time with MTTF 1/𝜆H. In this case,
the transition 𝑇H00f is triggered to fire and the token in
𝑃H00up is removed and deposited in 𝑃H00dn. As the host goes
down, a repair person is summoned to recover the host. After
the repair, the transition 𝑇H00r is enabled and the token in
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Figure 2: SRN model of a DCN with two servers in a DCell
0
.

𝑃H00dn is removed and deposited in 𝑃H00up. The host returns
operational.

Figure 4(b) captures the behaviors of VMs running on
host H00. Assume that there are initially 𝑁

00
in running

states. As time goes by, a VM can fail with a failure rate 𝜆VM.
The transition is fired subsequently and one token in 𝑃VM00up
is removed and deposited in 𝑃VM00dn. The VM goes down.
Because of the competition between the VMs in up state to
fail, the failure rate of the running VMs at a time depends on

the number ofVMs or, in otherword, the number of tokens in
the place 𝑃VM00up. Therefore, we apply marking dependence
on the transition 𝑇VM00f represented by the marker “#.” The
VMs in downstate are repaired in sequence by software or by a
repair person.The repaired VM restarts to healthy state. This
repair action is captured by firing the transition 𝑇VM00r; then
a token in 𝑃VM00dn is taken out and deposited in 𝑃VM00up.

Figure 4(c) presents the failure and repair action of a
switch inmodeling. At the beginning the switch is considered
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Figure 3: SRN model of a DCN with three servers in a DCell
0
.
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Figure 4: SRN models of hosts, VMs, and switches.

in healthy state depicted by a token in 𝑃S0up. After some
time, it may fail, the transition 𝑇S0f is triggered to fire, and
the token in 𝑃S0up is taken out and deposited in 𝑃S0dn. The
switch fails consequently. After repairing the failed switch, the
transition 𝑇S0r is enabled and the token in 𝑃S0dn is removed
and deposited in 𝑃S0up. The switch starts running normally.

4.3. SRN Models of a Standalone DCell0. Figures 5 and 6,
respectively, depict the SRN models of the DCell

0
s com-

prising two and three hosts (hereinafter called DCN0 and
DCN1), which are the basic units to construct the DCell-
based DCN2 and DCN3. The DCN0 and DCN1 are actu-
ally the DCell

0
[0] taken out for an example of modeling
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Table 1: Description of places in SRN system models of DCN2 and DCN3.

Place Description
𝑃H00up, 𝑃H01up, 𝑃H02up, 𝑃H10up, 𝑃H11up, 𝑃H12up, 𝑃H20up,
𝑃H21up, 𝑃H22up, 𝑃H30up, 𝑃H31up, and 𝑃H32up

Running states of respective hosts: H00, H01, H02, H10, H11,
H12, H20, H21, H22, H30, H31, and H32.

𝑃H00dn, 𝑃H01dn, 𝑃H02dn, 𝑃H10dn, 𝑃H11dn, 𝑃H12dn, 𝑃H20dn,
𝑃H21dn, 𝑃H22dn, 𝑃H30dn, 𝑃H31dn, and 𝑃H32dn

Down states of respective hosts: H00, H01, H02, H10, H11, H12,
H20, H21, H22, H30, H31, and H32.

𝑃S0up, 𝑃S1up, 𝑃S2up, and 𝑃S3up Running states of respective switches: S0, S1, S2, and S3.
𝑃S0dn, 𝑃S1dn, 𝑃S2dn, and 𝑃S3dn Down states of respective switches: S0, S1, S2, and S3.
𝑃VM00up, 𝑃VM01up, 𝑃VM02up, 𝑃VM10up, 𝑃VM11up, 𝑃VM12up,
𝑃VM20up, 𝑃VM21up, 𝑃VM22up, 𝑃VM30up, 𝑃VM31up, and 𝑃VM32up

Running states of respective VMs: VM00, VM01, VM02, VM10,
VM11, VM12, VM20, VM21, VM22, VM30, VM31, and VM32.

𝑃VM00dn, 𝑃VM01dn, 𝑃VM02dn, 𝑃VM10dn, 𝑃VM11dn, 𝑃VM12dn,
𝑃VM20dn, 𝑃VM21dn, 𝑃VM22dn, 𝑃VM30dn, 𝑃VM31dn, and 𝑃VM32dn

Down states of respective VMs: VM00, VM01, VM02, VM10,
VM11, VM12, VM20, VM21, VM22, VM30, VM31, and VM32.

𝑃VM00mig and 𝑃VM01mig; 𝑃VM10mig and 𝑃VM11mig; 𝑃VM20mig
and 𝑃VM21mig

Intermediate states of VMmigration processes in DCell
0
[0],

DCell
0
[1], and DCell

0
[2] in DCN2, respectively, from H01 to

H00 and from H00 to H01, from H11 to H10 and from H10 to
H11, and from H21 to H20 and from H20 to H21.

𝑃VM001mig and 𝑃VM010mig; 𝑃VM012mig and 𝑃VM021mig;
𝑃VM002mig and 𝑃VM020mig

Intermediates states of VMmigration processes in DCell
0
[0] in

DCN3, respectively, from H00 to H01 and from H10 to H00,
from H01 to H02 and from H02 to H01, and from H00 to H02
and from H02 to H00

𝑃VM101mig and 𝑃VM110mig; 𝑃VM112mig and 𝑃VM121mig;
𝑃VM102mig and 𝑃VM120mig

Intermediate states of VMmigration processes in DCell
0
[1] in

DCN3, respectively, from H10 to H11 and from H11 to H10, from
H11 to H12 and from H12 to H11, and from H10 to H12 and from
H12 to H10.

𝑃VM201mig and 𝑃VM210mig; 𝑃VM212mig and 𝑃VM221mig;
𝑃VM202mig and 𝑃VM220mig

Intermediate states of VMmigration processes in DCell
0
[2] in

DCN3, respectively, from H20 to H21 and from H21 to H20,
from H21 to H22 and from H22 to H21, and from H20 to H22
and from H22 to H20.

𝑃VM301mig and 𝑃VM310mig; 𝑃VM312mig and 𝑃VM321mig;
𝑃VM302mig and 𝑃VM320mig

Intermediate states of VMmigration processes in DCell
0
[3] in

DCN3, respectively, from H30 to H31 and from H31 to H30,
from H31 to H32 and from H32 to H31, and from H30 to H32
and from H32 to H30.

𝑃VM01m and 𝑃VM10m
Intermediate states of VMmigration processes between
DCell

0
[0] and DCell

0
[1] in DCN2 and DCN3, respectively, from

H00 to H10 and from H10 to H00.

𝑃VM12m and 𝑃VM21m
Intermediate states of VMmigration processes between
DCell

0
[1] and DCell

0
[2] in DCN2 and DCN3, respectively, from

H11 to H21 and from H21 to H11.

𝑃VM20m and 𝑃VM02m
Intermediate states of VMmigration processes between
DCell

0
[2] and DCell

0
[0] in DCN2 and DCN3, respectively,

from H20 to H01 and from H01 to H20.

𝑃VM03m and 𝑃VM30m
Intermediate states of VMmigration processes between
DCell

0
[0] and DCell

0
[3] in DCN3, respectively, from H02 to

H30 and from H30 to H02.

𝑃VM13m and 𝑃VM31m
Intermediate states of VMmigration processes between
DCell

0
[1] and DCell

0
[3] in DCN3, respectively, from H12 to H31

and from H31 to H12.

𝑃VM23m and 𝑃VM32m
Intermediate states of VMmigration processes between
DCell

0
[2] and DCell

0
[3] in DCN3, respectively, from H22 to

H32 and from H32 to H22.

description, respectively, in the DCN2 and DCN3. The SRN
model of DCN0 in Figure 5 consists of host models of
the hosts H00 (Figure 5(a)) and H01 (Figure 5(c)), switch
model of the switch S0 (Figure 5(b)), and VM models of
the VM00 and VM01 (Figure 5(d)). The modeling of these
partial components can be referred to the description of

the corresponding models in Figure 4. Henceforth we
describe the dependency of the VM model upon the host
and switchmodels. In particular, we apply VM live migration
as a fault tolerant technique to avoid the downtime of VMs
because of their host’s failures. Initially, all components are
in up state depicted by the tokens in 𝑃H00up, 𝑃H01up, 𝑃S0up,
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Figure 5: SRN models of a DCell
0
with two servers.

𝑃VM00up, and 𝑃VM01up. At a certain time, the host H00 may
fail, which is represented by a token in 𝑃H00dn. The failure
and repair transitions 𝑇VM00f and 𝑇VM00r are disabled. All the
VMs running on the host H00 consequently are triggered to
undergo a live migration process. This behavior is captured
by enabling the immediate transition 𝑡H00f . The tokens in
𝑃VM00up are taken out and deposited in the intermediate place
𝑃VM01mig. At this point, the VM migration processes start
by enabling the transition 𝑇VM01mig. A token in the place
𝑃VM01mig is removed and deposited in the place 𝑃VM01up one
after another. Thus, the VMs in the failed host H00 are all
live-migrated onto the operational host H01 in the same
DCell

0
. In the case that the host H01 fails in the progress of

VM migration, the migration processes are interrupted and
halted until the failed host H01 is recovered completely. The
VMs’ image files and related data are stored in the DCell

0
’s

storage, represented by the tokens in the intermediate place
𝑃VM01mig. Hence, the transition 𝑇VM01mig is disabled until the
completion of the failed host H01’s recovery processes. Based
on the above description, we can refer to the case of the host
H01’s failure. As soon as the host H01 fails (represented by
a token in 𝑃H01dn) but the host H00 still runs (one token in
𝑃H00up), the VMs running on the host H01 are live-migrated
onto the host H00 with the same aforementioned processes.
The immediate transition 𝑡H01f is triggered to fire. All the
tokens in 𝑃VM01up are taken out and deposited in 𝑃VM10mig.
The migration process of VMs is carried out in sequence
as long as the host H00 is operational. If the host H00
fails during the migration of VMs from the failed host H01,
the transition 𝑇VM10mig is disabled and the VM migration

processes stop until the host H00 is recovered. Furthermore,
if both hosts H00 and H01 go down along with each other,
the running VMs’ image file and related data are stored on
a shared memory, which is captured by a number of VMs
in the places 𝑃VM01mig and 𝑃VM10mig previously taken out
from the respective places 𝑃VM00up and 𝑃VM01up. Then all
the transitions in the VM subsystem model (Figure 5(d)) are
disabled to stop completely the VMs’ operations. In addition,
if the switch S0 fails (a token resides in 𝑃S0dn), the running
VMs on the hosts H00 and H01 are live-migrated to the
respective hosts in the other DCell

0
s upon the network rout-

ing presented in the system architecture in Figure 1(a). This
behavior is presented in detail in the next section. Modeling
description of the DCN1 model in Figure 6 is carried out
in detail as the above description of the DCN0 model in
Figure 5 with good consideration on the notation alteration.
The DCN1 model consists of the host models of the hosts
H00, H01, and H02; the switch model of the switch S0 and
the VMmodels of the VM00, VM01, and VM02, respectively,
hosted on the aforementioned hosts. The dependency and
behaviors of VM subsystem upon the operational states of the
hosts and switch are similar as described in the DCN0model.
The VM live migration processes are conducted between the
two among three hosts. If a host fails, the running VMs on
the failed host are live-migrated to the two remaining hosts
in consideration of balancing the number of VMs on each
host. If a switch goes down, the runningVMs on each host are
live-migrated to the corresponding hosts in the other DCell

0
s

through the cross-links between DCell
0
s according to the

network routing showed in the DCN3 system architecture in
Figure 1(b).

4.4. System Model Integration. The models of DCN2 in
Figure 2 and of DCN3 in Figure 3 are made of, respectively,
three DCN0s and four DCN1s complying with the DCell-
based network routing topologies as in the system architec-
ture in Figure 1. The modeling descriptions of every compo-
nent and DCell

0
units are carried out based on the detailed

descriptions of partial component models in Figures 4, 5,
and 6. In this section, we show the features of DCell-based
DCN upon system model integration. In consideration of a
standaloneDCell

0
, if its switch undergoes a downtime period

because of unexpected failure or planned maintenance, the
communication between computing machines in the DCell

0

and system users is disconnected as a result. To avoid this
adverse situation, in DCN2 and DCN3 the computing VMs
are live-migrated to other DCell

0
s through the cross-links

between hosts from different DCell
0
. In particular, in the

DCN2, the DCell
0
[0] connects to the DCell

0
[1] via the link

between the hosts H00 and H10 and to the DCell
0
[2] via the

link between the hosts H00 and H20. In turn, the DCell
0
[1]

connects to the DCell
0
[2] via the link between the hosts H11

and H21. In the DCN3, the above description goes in similar
way in which a DCell

0
connects to three remaining DCell

0
s

via different links between the pairs of specific hosts. We take
the failure of the switch S0 in the DCell

0
[0]-DCN2 as an

example to describe the system behaviors and interactions
between DCell

0
s upon the failure of switches. As the switch

S0 fails depicted by a token in the place 𝑃S0dn in Figure 2, all
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Figure 6: SRN models of a DCell
0
with three servers.

the running VMs on the hosts H00 and H01 (represented by
the tokens residing in the places 𝑃VM00up and 𝑃VM01up) are
live-migrated, respectively, to the hosts H10 in DCell

0
[1] and

H20 in DCell
0
[2]. To capture these behaviors in modeling,

the immediate transitions 𝑡VM01m and 𝑡VM02m are triggered to
fire as soon as the token in 𝑃S0up is removed and deposited
in 𝑃S0dn. Subsequently, the tokens in the places 𝑃VM00up and
𝑃VM01up are taken out and deposited, respectively, in the
places 𝑃VM01m and 𝑃VM02m. At this point, the VMs’ image
files and related data stored in the local memory system of
the DCell

0
[0] are organized to bemigrated fromDCell

0
[0] to

DCell
0
[1] and DCell

0
[2]. The timed transitions 𝑇VM01m and

𝑇VM02m are enabled to start migration processes. After the
completion of the VM migration processes, the VMs hosted
on the host H00 in DCell

0
[0]with the failure of the switch S0

nowoperate on the hostH10 inDCell
0
[1] and theVMshosted

on the host H01 in DCell
0
[0] with the failure of the switch

S0 now run on the host H20 inDCell
0
[2]. Under the same

reasoning, we can describe the live migration mechanism of
VMs from DCell

0
[1] to DCell

0
[0] and DCell

0
[2] upon the

failure of the switch S1 and also from DCell
0
[2] to DCell

0
[0]

and DCell
0
[1] upon the failure of the switch S2. In the DCN3

system model, as soon as the switch S0 in DCell
0
[0] fails,

the tokens running on the hosts H00, H01, andH02 (depicted
by the tokens in the places 𝑃VM00up, 𝑃VM01up, 𝑃VM02up) are,
respectively, migrated to the hosts H10 in DCell

0
[1], H20

in DCell
0
[2], and H30 in DCell

0
[3] (captured by, resp.,

depositing the tokens in 𝑃VM10up, 𝑃VM20up, and 𝑃VM30up).
Based on the above detailed description, the migration of
VMs from the other DCell

0
s upon switch failures can be

conducted accordingly.

5. Numerical Results

The SRNmodels of the DCNs are implemented in Stochastic
Petri Net Package (SPNP) [57]. SPNP provides two ways
to implement the SRN models: (i) raw input language for
SPNP called CSPL (C-based SPN Language), an extension
of the C programming language with a variety of application
programming interfaces (API) for easier description of SRN
models; and (ii) a Graphical User Interface (GUI) for intuitive
specification of the SRN models, which later is converted
into CSPL automatically by the software itself. The models
are converted into Markov Reward Model (MRM) and then
solved by using analytic-numeric methods with regard to
specific metrics of interest. We use GUI to construct and
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verify the correctness of the SRN models and CSPL input
source to solve the models and generate various numerical
analysis results as well as to investigate the complexity of
those analyses. Our metrics of interest for analyses include
(i) steady state availability (SSA), (ii) downtime cost, and
(iii) sensitivity of SSA with respect to major impacting
parameters. Default values of parameters used in modeling
are provided in Table 2 based on previous works [10, 50, 58,
59].

To investigate the capability of the DCNs to assure
business continuity, we initiate one VM to run on each host
of the DCell

0
[0] in either DCN2 or DCN3 at the beginning;

and none of VMs is initialized on all the other hosts.
In general, the DCell-based DCNs can maintain business
operations on the aforementioned VMs even in the case of
switch failures by migrating the VMs onto the other hosts
of all the other DCell

0
s. Thus the overall system availability

is improved apparently. These features of the DCell-based
DCNs are shown by the numerical analysis results in the next
subsections.

5.1. Steady State Analysis. The steady state analyses are
carried out along with the downtime and cost analyses for
four case studies from (I) to (IV) as in Tables 3 and 4. In
order to compute the measures of interest using SPNP, we
define the requirements of our systems’ availability as follows:
(i) there is at least a VM running in a certain DCell

0
and

(ii) the switch in the DCell
0
stays in operational state. The

requirements are to ensure that there is at least a connection
between system users and running computing units. Based
on the predetermined requirements, we define the reward
functions to compute the system availability for the four
DCNs as follows:

𝐴DCN0 =
{

{

{

1, if (#𝑃VM00up + #𝑃VM01up > 0)&& (#𝑃S0up == 1) ,

0, otherwise,

𝐴DCN1 =
{

{

{

1, if (#𝑃VM00up + #𝑃VM01up + #𝑃VM02up > 0)&& (#𝑃S0up == 1) ,

0, otherwise,

𝐴DCN2 =

{
{
{
{
{
{
{

{
{
{
{
{
{
{

{

1, if {(#𝑃VM00up + #𝑃VM01up > 0)&& (#𝑃S0up == 1)}

‖ {(#𝑃VM10up + #𝑃VM11up > 0)&& (#𝑃S1up == 1)}

‖ {(#𝑃VM20up + #𝑃VM21up > 0)&& (#𝑃S2up == 1)} ,

0, otherwise,

𝐴DCN3 =

{
{
{
{
{
{
{
{
{
{

{
{
{
{
{
{
{
{
{
{

{

1, if {(#𝑃VM00up + #𝑃VM01up + #𝑃VM02up > 0)&& (#𝑃S0up == 1)}

‖ {(#𝑃VM10up + #𝑃VM11up + #𝑃VM12up > 0)&& (#𝑃S1up == 1)}

‖ {(#𝑃VM20up + #𝑃VM21up + #𝑃VM22up > 0)&& (#𝑃S2up == 1)}

‖ {(#𝑃VM30up + #𝑃VM31up + #𝑃VM32up > 0)&& (#𝑃S3up == 1)} ,

0, otherwise.

(3)

The numerical results of the steady state analyses and down-
time cost analyses with default parameters are shown in
Table 5. We assume that a minute of system downtime incurs
a penalty of 16,000 USD on the system owner according the
SLA signed with customers [60]. The number of nines (a
correspondence to availability, nines = − log(1 − 𝐴) [58]) is
used to present the improvement and change of steady state
availability in an intuitiveway.The results show that the adop-
tion of DCell-based architectures improves significantly the
system availability and thus decreases vastly the downtime
and the corresponding downtime cost. Particularly, the DCN
of a DCell0 with two hosts (DCN0 in Figure 5) has the state
availability at correspondingly about 2.55 of nines; thus the
downtime in a year is at a huge number of 1450.4 minutes
and the system owner must bear 23,206,942 USD per year

for this system’s performance. If we adopt the DCell-based
architecture in Figure 3 (DCN3), the system’s steady state
availability improves vastly with the corresponding number
of nines at about 5.19 (almost double compared toDCN0), the
system downtime drops off at about 3.4minutes in a year, and
thus the incurred cost now is only 53,959 USD per year. This
analysis results reflect the efficiency of the DCell-based DCN
in terms of fault tolerance to achieve high availability and
mitigate system downtime in comparison with the normal
DCNwithout the adoption ofDCell topology. In comparison,
the DCNs with three hosts in a DCell

0
(e.g., DCN3 and

DCN1) gain relatively higher availability than the respective
DCNs with two hosts in a DCell

0
(e.g., DCN2 and DCN0).

This is to say that an increase of number of VMs can benefit
the system owner to provide higher availability to customers.
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Table 2: Parameter default values used in the analyses.

Parameters Description Assigned transitions Mean time/values

𝜆H Host failure rate 𝑇H00f , 𝑇H01f , 𝑇H02f , 𝑇H10f , 𝑇H11f , 𝑇H12f , 𝑇H20f , 𝑇H21f , 𝑇H22f ,
𝑇H30f , 𝑇H31f , and 𝑇H32f

800 hours

𝜇H Host repair rate 𝑇H00r, 𝑇H01r, 𝑇H02r, 𝑇H10r, 𝑇H11r, 𝑇H12r, 𝑇H20r, 𝑇H21r, 𝑇H22r,
𝑇H30r, 𝑇H31r, and 𝑇H32r

9.8 hours

𝜆VM VM failure rate 𝑇VM00f , 𝑇VM01f , 𝑇VM02f , 𝑇VM10f , 𝑇VM11f , 𝑇VM12f , 𝑇VM20f ,
𝑇VM21f , 𝑇VM22f , 𝑇VM30f , 𝑇VM31f , and 𝑇VM32f

4 months

𝜇VM VM repair rate 𝑇VM00r, 𝑇VM01r, 𝑇VM02r, 𝑇VM10r, 𝑇VM11r, 𝑇VM12r, 𝑇VM20r,
𝑇VM21r, 𝑇VM22r, 𝑇VM30r, 𝑇VM31r, and 𝑇VM32r

30mins

𝜆S Switch failure rate 𝑇S0f , 𝑇S1f , and 𝑇S2f 1 year
𝜇S Switch repair rate 𝑇S0r, 𝑇S1r, and 𝑇S2r 24 hours

𝜔mig

Network
bandwidth within

a DCell
0

𝑇VM00mig, 𝑇VM01mig, 𝑇VM10mig, 𝑇VM11mig, 𝑇VM20mig,
𝑇VM21mig
𝑇VM001mig, 𝑇VM010mig, 𝑇VM002mig, 𝑇VM020mig, 𝑇VM012mig,
𝑇VM021mig
𝑇VM101mig, 𝑇VM110mig, 𝑇VM102mig, 𝑇VM120mig, 𝑇VM112mig,
𝑇VM121mig
𝑇VM201mig, 𝑇VM210mig, 𝑇VM202mig, 𝑇VM220mig, 𝑇VM212mig,
𝑇VM221mig
𝑇VM301mig, 𝑇VM310mig, 𝑇VM302mig, 𝑇VM320mig, 𝑇VM312mig,
and 𝑇VM321mig

1 Gb/s

𝜔m

Network
bandwidth
between two
DCell

0
s

𝑇VM01m, 𝑇VM10m, 𝑇VM02m, 𝑇VM20m, 𝑇VM03m, 𝑇VM30m,
𝑇VM12m, 𝑇VM21m, 𝑇VM13m, 𝑇VM31m, 𝑇VM23m, and 𝑇VM32m

256Mb/s

𝑆VM
Memory size of a

VM 10GB

𝑁
00
,𝑁
01
,𝑁
02

Number of VMs
running on

respective hosts
H00, H01, and H02

1

𝑁
10
,𝑁
11
,𝑁
12
,

𝑁
20
,𝑁
21
,𝑁
22
,

𝑁
30
,𝑁
31
,𝑁
32

Number of VMs
running on

respective hosts
H10, H11, H12,
H20, H21, H22,

H30, H31, and H32

0

Table 3: Case studies in steady state analyses.

Case Description
I A standalone DCell

0
with two servers (DCN0)

II A standalone DCell
0
with three servers (DCN1)

III A DCN with two servers in a DCell
0
(DCN2)

IV A DCN with three servers in a DCell
0
(DCN3)

To observe the impact of the number of VMs (𝑛VM)
on the steady state availability of DCNs, we conduct the
analyses with different values of 𝑛VM (from 1 to 6) until the
SPNP suffers unexpected memory computation errors (m.e).
Table 5 shows the analysis results of steady state availabilities
and their corresponding number of nines. In all cases, the
increase of 𝑛VM slightly gains higher but not significantly
system availability for the DCNs.

The adoption of DCell network topology and the increase
of number of VMs in DCNs do achieve significantly higher

availability for the systems. Nevertheless, it is costly and
time-consuming to model and analyze such complicated
systems. Table 6 points out the complexity of the analyses
using two measures: (i) number of tangible markings and
(ii) number of marking-to-marking transitions. As shown
clearly, the number of VMs exposes a major influence on the
system complexity in modeling and analysis, especially for
the systems under the adoption of DCell network topology
(DCN2 andDCN3). ForDCN0 andDCN1 (without adoption
of DCell), the system complexity increases from tens or
hundreds to about hundreds or thousands of markings and
transitions as the 𝑛VM increases from 1 to 6. Whereas in the
cases of DCN2 and DCN3, the system complexity boosts
up from tens to tens of millions of markings and marking
transitions as 𝑛VM increases. The vast increase of the system
complexity quickly causes memory errors in computation.
The DCN2 SRN model suffers unexpected memory errors as
the number of marking transitions is at tens of millions. The
memory errors in analysis of the DCN3 SRN model occur
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Table 4: Steady state and downtime cost analyses.

Case Type Steady state
availability

Number of
nines

Downtime per
year (minutes)

Downtime cost
per year (USD)

I DCN0 0.997240422469 2.55 1450.4 23,206,943
II DCN1 0.997259841407 2.56 1440.2 23,043,637
III DCN2 0.999950276761 4.30 26.1 418,152
IV DCN3 0.999993583541 5.19 3.4 53,959

Table 5: Impact of total number of VMs on system steady state availability.

𝑛VM DCN0 DCN1 DCN2 DCN3
1 0.997064755072 2.532356 0.997077756809 2.5343 0.999773875854 3.646 0.999803564319 3.71
2 0.997240422469 2.559157 0.997257682983 2.5619 0.999950276761 4.303 0.999989752473 4.99
3 0.997240488479 2.559168 0.997259841407 2.5622 0.999950574780 4.306 0.999993583541 5.19
4 0.997240519634 2.559173 0.997261106490 2.5624 0.999950839446 4.308 m.e m.e
5 0.997240550678 2.559178 0.997261943932 2.5626 0.999951101800 4.311 m.e m.e
6 0.997240759564 2.559210 0.997262539658 2.5627 m.e m.e m.e m.e
m.e: memory error.

Table 6: Analysis complexity of tangible markings and marking-to-marking transitions.

Case Type 1 2 3
(i) (ii) (i) (ii) (i) (ii)

I DCN0 26 54 70 180 150 440
II DCN1 80 198 272 820 664 2270
III DCN2 91 196 5546 23015 64005 342328
IV DCN3 365 1050 104567 610066 4224477 32140034

Case Type 4 5 6
(i) (ii) (i) (ii) (i) (ii)

I DCN0 280 900 476 280 900 476
II DCN1 1408 5248 2710 1408 5248 2710
III DCN2 403859 2485761 1862923 403859 2485761 1862923
IV DCN3 m.e m.e m.e
m.e: memory error.

Table 7: Sensitivity of system availability with default parameters.

Parameters DCN2 DCN3
𝜆H 6.43 ⋅ E − 08 6.12 ⋅ E − 09
𝜇H −2.47 ⋅ E − 06 −2.08 ⋅ E − 08
𝜆VM 1.66 ⋅ E − 11 2.17 ⋅ E − 11
𝜇VM −9.46 ⋅ E − 08 −1.24 ⋅ E − 07
𝜆S 1.16 ⋅ E − 09 6.32 ⋅ E − 10
𝜇S −1.30 ⋅ E − 08 −2.54 ⋅ E − 09
𝜔mig 9.63 ⋅ E − 09 4.55 ⋅ E − 09
𝜔m 3.85 ⋅ E − 08 2.15 ⋅ E − 08
𝑆VM −9.87 ⋅ E − 07 −5.51 ⋅ E − 07

as 𝑛VM is larger than 3 and thus the complexity could reach
hundreds of millions of markings and transitions.

5.2. Sensitivity Analysis. The major purposes of sensitivity
analysis in this study are (i) to optimize system design

and (ii) to pinpoint the bottlenecks regarding availability,
performance, and performability of the systems. Therefore,
we conduct a variety of parametric sensitivity analyses of the
DCN2 and DCN3 SRN models with respect to the major
parameters in Table 2. The analysis results are shown in
Table 7. We see that the parameters 𝜇H and 𝜇VM assume
the greatest importance in system steady state availability of
both DCN2 and DCN3, since they present highest absolute
values. A major impact upon any change in the value of
these parameters bears on the system availability in opposite
directions. Sensitivities with respect to these two parameters
are negative, since the smaller values the repair times of
hosts and VMs get, the higher availability the DCN can
achieve. This result reminds the system owner to improve
the performance and readiness of the repair andmaintenance
services in a data center to mitigate recovery time of failed
components. Nevertheless, in comparison between the cases
of DCN2 andDCN3, the absolute value of the sensitivity with
respect to the parameter 𝜇H is greater in the case of DCN2
than it is in the case of DCN3. However the absolute value of
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the sensitivity with respect to the parameter 𝜇VM is higher in
the case of DCN3 compared to it in the case of DCN2. The
results imply that, in the DCN with more hosts in a DCell

0

and more DCell
0
units in the network (DCN3 in comparison

with DCN2), the recovery of software subsystems (VMs)
plays a more important role compared to the recovery of
hardware systems (hosts). Thus in the DCell-based DCN
with higher number of VMs and DCell

0
units, a failure of

a host does not cause a significant impact on the operations
of a VM compared to the failure of the VM itself, since the
VMs have more chances to be migrated onto other hosts in
other DCell

0
s. Therefore, the DCN system designer ought to

consider the thorough adoption of software fault tolerance on
VMs in a DCN. In Table 7 we also see that the parameter 𝑆VM
contributes a significant impact on the system availability.
The negative values of the sensitivities with respect to the
parameter 𝑆VM in both cases of DCN2 and DCN3 say that
the bigger size of a VM in storage system causes a declining
tendency of system availability, since the VM migration
processes between hosts within or between DCell

0
units last

longer to complete. Furthermore, the sensitivity with respect
to the parameter 𝜔m has higher value than it with respect to
the parameter𝜔mig, and both are positive.This is to say that an
increase in network speed leads to a corresponding increase
of system availability, since the time to migrate VMs could
be reduced. Also, the link bandwidth of the pairs of hosts
between DCell

0
s (𝜔m) reveals a more important contribution

on the system availability than that of the pairs of hosts within
a DCell

0
(𝜔mig).The reason is that the cross-links of the hosts

between DCell
0
s are to tolerate the switch failures (which

disconnect the communication between system users and
VMs in a DCell

0
) so that a VM is migrated from a DCell

0
to

others upon any failure of the switch in the DCell
0
. However,

the cross-links could cause the high complexity of network
routing and the requirements of high speed links could lead to
a huge amount of overall system cost.Thus the system design
has to be aware of the trade-offs between system availability
and performance and the overall cost of networking.

Figure 7 shows the sensitivity analysis results with respect
to the major impacting parameters in both DCN2 and
DCN3. The analyses are carried out by altering the value
of a parameter of interest as the other parameters remained
constant.

Figures 7(a) and 7(b) show the analysis results with
respect to MTTFs of host (𝜆H), VM (𝜆VM), and switch (𝜆S).
There are several similarities of the graphs in which (i) in the
early period (0–1000] hours the system availability increases
quickly as long as the MTTFs increase and (ii) the system
availability slowly increases and approaches a steady value
as the MTTFs get greater values in the late period (over
1000 hours). Also, switches in each DCell show its major
impact on the system availability. If the MTTF of switches
gets a low value in the early period (the switches fails more
frequently), the system availability is severely pulled down
in comparison with the sensitivity analysis results of system
availability with respect to MTTFs of host and VM. The
MTTFs of host and VM only contribute a little impact on
system availability in the early period (showed by declining
vertical graphswith circle and starmarkers) butmostly do not

cause a great impact on system availability in the late period
(depicted by approximately horizontal graphs with circle and
star markers). This is to say that a DCN is likely prone to
switches’ failures. Since the switches are the key components
to connect a number of physical hosts in DCell

0
s, a failure of

a switch severely causes a failure of the whole DCell
0
(unable

to connect system user to the DCell
0
).

Figures 7(c) and 7(d) present the results of availability
sensitivity analysis with respect to MTTRs of host (𝜇H), VM
(𝜇VM), and switch (𝜇S). The figures apparently reflect the
significant impact of the MTTR of software system (VMs)
onto the overall system availability. In both DCN2 and
DCN3, as the MTTR of VMs increases to get higher values,
the system availability slides down very quickly depicted
by the graph marked with stars. This is because the user’s
applications run on VMs hence the VMs’ up or down states
decisively influence the system availability. Moreover, in the
DCN2 with less number of hosts, the increase of MTTR of
hosts can decrease the system availability as shown by the
graphwith circlemarker in Figure 7(c). But in theDCN3with
more numbers of hosts, the value of MTTR of hosts does
not significantly impact the system availability as shown in
Figure 7(d). The reason is that if a host fails, the VM running
on that host can be migrated to other hosts in the same
DCell

0
. In the DCN2 with less number of hosts, the longer

time the repair of hosts spends, the less chance the system can
have to be available. In theDCN3withmore numbers of hosts
and under the assumption of a high available system where a
host can be recovered before the last host’s failure, the MTTR
of hostsmostly does not impact the systemavailability. At last,
the MTTR of switches does not affect the system availability
as depicted by the graphswith trianglemarkers in Figures 7(c)
and 7(d), since, as long as a switch fails, all VMs running on
the DCell

0
of that switch are migrated to the other DCell

0
s.

Figures 7(e) and 7(f) depict the availability sensitivity
with respect to network bandwidths within a DCell

0
(𝜔mig)

and between DCell
0
s (𝜔m). If the network speeds within or

between DCell
0
s surpass a specific value at about 400Mb/s,

the systemcan achieve high availability.However if the speeds
get slower, the system availability is pulled down quickly.
The figures also reflect the importance of network bandwidth
within a DCell

0
compared to that between DCell

0
s. The low

value of the network bandwidth within a DCell
0
pulls down

the system availability more severely (as depicted by the
vertical slope of the star-marked graph) than that between
DCell

0
s does. The reason is that the connection between

hosts in a DCell
0
is to tolerate hosts’ failures which are more

frequent to occur but the connection between hosts among
different DCell

0
is to tolerate switches’ failures which happen

less frequently.
Figure 7(g) shows the availability sensitivity with respect

to VM image sizes (𝑆VM). Under the default values of
parameters, the size of VM image files affects the system
availability in a negative manner. As the size increases, the
system availability slides down quickly. Furthermore, the VM
image size has greater influence on the system availability in
the DCN with less number of hosts in a DCell

0
(DCN2) than

that in the DCN with more numbers of hosts (DCN3) does.
The bigger size of VM can pull down the system availability
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Figure 7: Continued.
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Figure 7: Sensitivity analysis of DCell-based DCNs.

more quickly in DCN2 in comparison with that in DCN3.
This is depicted by the smaller slope of the star-marked graph
(for DCN3) compared to that of the circle-marked graph
(DCN2).This result implies that, in a DCell-based DCNwith
higher number of physical hosts in a DCell

0
, the system can

have better ability to tolerate hardware and software failures
and thus be able to deliver bigger size of VM image files.

5.3. Discussion. A practical DCell-based DCN system com-
prises tens to hundreds of thousands of hardware compo-
nents (hosts, switches, links, etc.) and thus hosts even an
enormous number of VMs in a very complicated topology
of networking and routing as described in [1, 4]. An effort to
model and analyze suchDCNsystem is critically important to
help provide a guide basis for design andmanagement of both
hardware and software subsystems. We find this a fruitful
topic for further work on system scalability. Nevertheless,
the endeavor to build a complete and monolithic model to
capture the whole system behaviors also confronts largeness
problem (also known as state-space explosion) in modeling.
To deal with this issue, one may adopt different modeling
techniques and methodologies such as state truncation [61],
state aggregation [62], model decomposition [63, 64], state
exploration [65, 66], and model composition [67, 68]. Other
different methodologies have been also adopted popularly in
literature, which are also appropriate to deal with scalability
and largeness problems ofmodeling a largeDCN system such
as (i) hierarchical models, which partition a complex model
into a hierarchy of submodels [69] or combine combinatorial
models and state-space models [70–72], (ii) interactive mod-
els [22, 73, 74], which divide a large monolithic model into
a number of smaller scale models with comprehensive inter-
actions and dependencies, (iii) fixed-point iterative models
[75], and (iv) discrete-event simulation [76]. Thus this is a
broad future research avenue to scale up system configuration
and to resolve the largeness problem in modeling a DCN
system. In this paper, our sharp focus is on system capability
of fault tolerance and business continuity through availability

modeling and analysis. We have shown that the DCell-
based DCN can have higher availability to assure business
continuity even in the presence of severe failures of com-
ponents. Nevertheless, it is necessary to observe and study
the system in different perspectives including reliability [77],
survivability [78], performability [79] for instance. These
topics are still open for future endeavor.

6. Conclusion

This paper has presented a comprehensive availability mod-
eling and sensitivity analysis of a DCell-based DCN. Our
work studied two typical DCell configurations of the DCN,
respectively, comprising two and three hosts in a DCell

0
. Our

focus is on the fault tolerant capability and business conti-
nuity of the DCNs; thus the VM live migration mechanisms
are incorporated in detail to tolerate failures of switches and
hosts. The modeling captured the distributed fault tolerant
routing protocol designed in system architectures. A variety
of analyses were carried out thoroughly in consideration of
different measures of interest. The steady state availability
analyses have shown that the DCell-based DCNs can assure
HA and business continuity, tolerate hardware failures of
switches and hosts, and enhance vastly the system’s over-
all availability. The increasing number of VMs in a DCN
slightly improves the system availability but causes a high
complexity and largeness problems inmodeling and analysis.
The comprehensive sensitivity analyses of system steady state
availability were also performed in order to observe the
system characteristics and behaviors upon any change of
major impacting parameters. The sensitivity analysis results
have pointed out that (i) recovery actions of hosts and VMs
are significantly important to mitigate system downtime, (ii)
recovery actions of software subsystem (VMs) in a DCell-
based DCN cause major impacts on system availability in
comparison with those of hardware subsystems (hosts and
switches), and (iii) network bandwidth of the link between
DCell

0
s is a critical parameter to obtain and maintain high



18 Mathematical Problems in Engineering

availability of the system. This study brings about a guide
basis to help manage and operate a DCN in data centers in
terms of (i) maintenance and repair readiness, (ii) awareness
of software fault tolerance in DCNs, and (iii) selection basis
of network performance and availability and cost to avoid
potential risks as well as tolerate faults.
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In this study, the in-plane vibration response of the periodic viaduct on saturated soil under Rayleigh surface wave is studied.
The Floquet transform method is used to decompose Rayleigh surface wave into a set of spatial harmonic waves. Considering the
periodic condition of the viaduct, the wave number domain dynamic response of the periodic viaduct on saturated soil subjected
to Rayleigh surface wave excitation is obtained by the transfer matrix method. Then the space domain dynamic response is
retrieved by means of the inverse Floquet transform. Numerical results show that when the periodic viaduct is undergoing in-
plane vibration, there exist three kinds of characteristic waves corresponding to axial compression, transverse shear, and bending
vibration. Furthermore, when the frequency of Rayleigh wave is within the pass band of the periodic viaduct, the disturbance
propagates over a very long distance and the attenuation of the wave motion far from the source is determined by the characteristic
wave with the smallest attenuation, while the vibration attenuates rapidly and propagates in a short distance when the frequency of
excitation source is in the range of band gap of periodic structure.

1. Introduction

As we know, viaduct structure is widely used in engineering.
Usually, the viaduct structure generally has equal spans,
which means the distance between adjacent piers of a mul-
tispan viaduct structure is constant; it can be considered
as periodic structure, with the basic element consisting of
three parts: a pier, two longitudinal beams, and three linking
springs. The period is the distance between two neighboring
piers.

The periodic structure has a significant vibration char-
acteristic where energy band exists in periodic structure [1,
2]. When elastic wave propagates in a periodic structure,
the vibration within a certain frequency range cannot be
passed, which is called band gap, and the vibration within
a certain frequency range can be passed, which is called
pass band. It provides a new idea for the seismic design
and vibration control by using vibration characteristics of
periodic structures. With the rational design of the periodic
viaduct in geometry and material parameters, it can ensure
the frequency of main seismic waves is in the band gap of

the viaduct structure, which effectively reduces the structure
vibration and damage caused by earthquakewave.Otherwise,
if great energy seismic waves are difficult to pass the viaduct
structure, sharp increase of energy may be caused in the
structural. Therefore, considering the energy band principle
of periodic structures, the seismic design and vibration
control measures can be achieved by adjusting the structure
itself without additional structures.

At present, there are many seismic design methods about
viaduct, such as Response Spectrum Method [3–5], Time-
History Analysis Method [6–8], and Random Vibration
Method [9–11]. In the abovemethods, the viaduct is generally
simplified as single degree of freedom system or multidegree
of freedom system, and seismic wave is simulated by standing
wave. Clearly, the analysis using standing wave method
cannot reflect the propagation characteristics of vibration
wave in the periodic viaduct. As for the structural vibration
induced by seismic wave, the viaduct piers attached to
soft foundation were firstly excited. So the seismic energy
passed on the viaduct structure varies with the distance
from the viaduct pier to vibration source location, usually
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being nonlinear spatial distribution [12, 13]. Therefore, it is
necessary to establish mathematical model which can reflect
the propagation characteristics of nonuniform seismic wave
in the periodic viaduct so as to provide theoretical basis for
seismic design of the viaduct structure.

The periodic viaduct model, consisting of one pier, two
longitudinal beams, and three springs, is established to
describe the multispan viaduct structure [14, 15]. In this
study, as for the Rayleigh surface wave at the bottoms of the
piers on the saturated soil, the Floquet transform method is
introduced to decompose it into a set of spatial harmonic
waves. Considering the periodic condition of the viaduct,
the eigenequation for the in-plane vibration of the viaduct
in the wave number domain is obtained through transfer
matrix method. Then the response in spatial domain of the
periodic viaduct on saturated soil under Rayleigh waves can
be retrieved by means of the inverse Floquet transform.
The influence caused by the characteristic wave propagating
in periodic structures and the different Rayleigh waves is
discussed.

2. Control Equations of Periodic Viaduct
In-Plane Vibration

Figure 1 shows the periodic viaduct structure with infinite
number of spans. The track, track plates, and beams of each
span are simplified as left and right horizontal beams, which
are connected by a pier supported on a semi-infinite saturated
ground.The intermediate track between neighboring ballasts
connecting the left and right horizontal beams is simulated
by spring, which is assumed to be able to support axial force,
shear force, and bending moment; and the jointing elements
between piers and the left or right horizontal beam are also
simulated by springs. Therefore, each unit of the periodic
viaduct includes a pier, two horizontal beams, and three
springs.

Considering the in-plane vibration of the periodic
viaduct due to Rayleigh wave, according to Euler-Bernoulli
beam theory [16], the motion equations in frequency wave
number domain for the pier of the 𝑛th span element of
viaduct can be achieved as follows:
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where 𝐸𝑑, 𝜌𝑑, 𝐴𝑑, and 𝐼𝑑 are elastic modulus, density, cross-
sectional area, and rotational inertia of piers, respectively. ̂𝑢
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Figure 1: A schematic illustration of the periodic viaduct with
spring junction subjected to Rayleigh wave.
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(𝜅, 𝑧) = −

𝐸𝑑𝐴𝑑𝜕
̂
𝑢

(𝑛)

𝑑

𝜕𝑧

,

̂
𝑀

(𝑛)

𝑑
(𝜅, 𝑧) = −

𝐸𝑑𝐼𝑑𝜕
2̂
𝑢

(𝑛)

𝑑

𝜕𝑧
2 ,

̂
𝑄

(𝑛)

𝑑
(𝜅, 𝑧) = −

𝜕
̂
𝑀

(𝑛)

𝑑

𝜕𝑧

.

(2)

For the pier of the 𝑛th span element, the state vector
̂𝜓
(𝑛)

𝑑
(𝜅, 𝑧) at arbitrary position 𝑍, which is composed of dis-

placement vector ̂q
(𝑛)

𝑑
(𝜅, 𝑧) and internal force vector̂f

(𝑛)

𝑑
(𝜅, 𝑧),

is expressed as

̂𝜓
(𝑛)

𝑑
(𝜅, 𝑧) = {

̂q
(𝑛)

𝑑
(𝜅, 𝑧) ,

̂f
(𝑛)

𝑑
(𝜅, 𝑧)}

𝑇

,

̂q
(𝑛)

𝑑
(𝜅, 𝑧) = {

̂
𝑢

(𝑛)

𝑑
(𝜅, 𝑧) ,

̂V
(𝑛)

𝑑
(𝜅, 𝑧) ,

̂
𝜃

(𝑛)

𝑑
(𝜅, 𝑧)}

𝑇

,

̂f
(𝑛)

𝑑
(𝜅, 𝑧) = {

̂
𝑁

(𝑛)

𝑑
(𝜅, 𝑧) ,

̂
𝑄

(𝑛)

𝑑
(𝜅, 𝑧) ,

̂
𝑀

(𝑛)

𝑑
(𝜅, 𝑧)}

𝑇

.

(3)

Under the condition of in-plane vibration, using Euler-
Bernoulli beam theory and the sign conventions shown in
Figure 2(b), the motion equations for horizontal beam of the
viaduct in frequency wave number domain are derived as
follows:

𝐸𝑏𝜕
2̂
𝑢

(𝑛)

𝑏
(𝜅, 𝑥)

𝜕𝑥
2 +𝜌𝑏𝜔

2̂
𝑢

(𝑛)

𝑏
(𝜅, 𝑥) = 0,

𝐸𝑏𝐼𝑏𝜕
4̂V
(𝑛)

𝑏
(𝜅, 𝑥)

𝜕𝑥
4 −𝜌𝑏𝐴𝑏𝜔

2̂V
(𝑛)

𝑏
(𝜅, 𝑥) = 0,

(4)

where 𝐸𝑏, 𝜌𝑏, 𝐴𝑏, and 𝐼𝑏 are elastic modulus, density, cross-
sectional area, and rotational inertia of horizontal beams,
respectively, ̂

𝑢

(𝑛)

𝑏
and ̂V

(𝑛)

𝑏
are axial and tangential displace-

ments of horizontal beams in frequency wave number
domain.
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x

z

o

N̂
(n)
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̂
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d

(a)

z

o x

N̂
(n)

d
̂
Q
(n)

d M̂
(n)

d

(b)

Figure 2: The sign conventions for the internal forces of a pier and beam. (a) The sign conventions for the internal forces of a pier. (b) The
sign conventions for the internal forces of a beam.
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N̂
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̂
Q
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M̂
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N̂
(n)

b (𝜅, 0+)

̂
Q
(n)

b (𝜅, 0+)

M̂
(n)

b (𝜅, 0+)

N̂
(n)

d (𝜅, 0+)

̂
Q
(n)

d (𝜅, 0+)M̂
(n)

d (𝜅, 0+)

(a)

Left

N̂
(n)

b (𝜅, 0−)

̂
Q
(n)

b (𝜅, 0−)

M̂
(n)

b (𝜅, 0−)
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(n)

t (𝜅)

̂
Q
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(n)
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l (𝜅)

̂
Q
(n)
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M̂
(n)

l (𝜅)
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Right

N̂
(n)

b (𝜅, 0+)

̂
Q
(n)

b (𝜅, 0+)

M̂
(n)

b (𝜅, 0+)

N̂
(n)

t (𝜅)

̂
Q
(n)

t (𝜅)

M̂
(n)

t (𝜅)

N̂
(n)

r (𝜅)
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Q
(n)

r (𝜅)M̂
(n)

r (𝜅)

(c)

Figure 3:The illustration for the junction linking the pier with the left and right beams undergoing in-plane vibration. (a)The overall beam-
beam-pier junction. (b) The end of the left beam. (c) The end of the right beam.

According to Euler-Bernoulli beam theory [16], the trans-
fer matrix of the pier and horizontal beam system can be
deduced; detailed derivation of (5) can be found in Lu and
Yuan [15]. Consider

T(𝑑) (𝑧) =

[

[

[

[

[

[

[

[

[

[

[

[

𝑇11 0 0 𝑇14 0 0
0 𝑇22 𝑇23 0 𝑇25 𝑇26

0 𝑇32 𝑇33 0 𝑇35 𝑇36

𝑇41 0 0 𝑇44 0 0
0 𝑇52 𝑇53 0 𝑇55 𝑇56

0 𝑇62 𝑇63 0 𝑇65 𝑇66

]

]

]

]

]

]

]

]

]

]

]

]

. (5)

As for beam-beam junction of the 𝑛th span in Figure 3,
assuming that 𝑘

(𝑡)

𝑡
, 𝑘(𝑠)
𝑡
, and 𝑘

(𝑏)

𝑡
are axial compression stiff-

ness, shear stiffness, and rotational stiffness of beam-beam
connection spring, respectively, the axial force ̂

𝑁

(𝑛)

𝑡
(𝜅), shear

force ̂
𝑄

(𝑛)

𝑡
(𝜅), and bending moment ̂

𝑀

(𝑛)

𝑡
(𝜅) of beam-beam

connection spring in frequency wave number domain are
expressed as

̂
𝑁

(𝑛)

𝑡
(𝜅) = 𝑘

(𝑡)

𝑡
[
̂
𝑢

(𝑛)

𝑏
(𝜅, 0+) − ̂

𝑢

(𝑛)

𝑏
(𝜅, 0−)] ,

̂
𝑄

(𝑛)

𝑡
(𝜅) = 𝑘

(𝑠)

𝑡
[
̂V
(𝑛)

𝑏
(𝜅, 0+) − ̂V

(𝑛)

𝑏
(𝜅, 0−)] ,

̂
𝑀

(𝑛)

𝑡
(𝜅) = − 𝑘

(𝑏)

𝑡
[
̂
𝜃

(𝑛)

𝑏
(𝜅, 0+) − ̂

𝜃

(𝑛)

𝑏
(𝜅, 0−)] ,

(6)

where 0− and 0+ are the left and the right of the connection
spring, respectively.

Similarly, for the connection spring linking the pier
with the left beam and the right beam, assuming that 𝑘

(𝑡)

𝑙
,

𝑘
(𝑠)

𝑙
, and 𝑘

(𝑏)

𝑙
are axial compression stiffness, shear stiff-

ness, and rotational stiffness of left beam-pier connection
spring, respectively, 𝑘

(𝑡)

𝑟
, 𝑘
(𝑠)

𝑟
, and 𝑘

(𝑏)

𝑟
for right beam-pier

connection spring, as shown in Figure 3, the axial force

(
̂
𝑁

(𝑛)

𝑙
and ̂

𝑁

(𝑛)

𝑟
), shear force (

̂
𝑄

(𝑛)

𝑙
and ̂

𝑄

(𝑛)

𝑟
), and bending



4 Mathematical Problems in Engineering

moment (
̂
𝑀

(𝑛)

𝑙
and ̂

𝑀

(𝑛)

𝑟
) of the connection spring linking

the pier with the left and right beams are expressed as

̂
𝑁

(𝑛)

𝑙
(𝜅) = 𝑘

(𝑡)

𝑙
[
̂
𝑢

(𝑛)

𝑑
(𝜅, 0+) − ̂V

(𝑛)

𝑏
(𝜅, 0−)] ,

̂
𝑄

(𝑛)

𝑙
(𝜅) = − 𝑘

(𝑠)

𝑙
[
̂V
(𝑛)

𝑑
(𝜅, 0+) − ̂

𝑢

(𝑛)

𝑏
(𝜅, 0−)] ,

̂
𝑀

(𝑛)

𝑙
(𝜅) = − 𝑘

(𝑏)

𝑙
[
̂
𝜃

(𝑛)

𝑑
(𝜅, 0+) + ̂

𝜃

(𝑛)

𝑏
(𝜅, 0−)] ,

(7)

̂
𝑁

(𝑛)

𝑟
(𝜅) = 𝑘

(𝑡)

𝑟
[
̂
𝑢

(𝑛)

𝑑
(𝜅, 0+) − ̂V

(𝑛)

𝑏
(𝜅, 0+)] ,

̂
𝑄

(𝑛)

𝑟
(𝜅) = − 𝑘

(𝑠)

𝑟
[
̂V
(𝑛)

𝑑
(𝜅, 0+) − ̂

𝑢

(𝑛)

𝑏
(𝜅, 0+)] ,

̂
𝑀

(𝑛)

𝑟
(𝜅) = − 𝑘

(𝑏)

𝑟
[
̂
𝜃

(𝑛)

𝑑
(𝜅, 0+) + ̂

𝜃

(𝑛)

𝑏
(𝜅, 0+)] .

(8)

According to Figure 3, without considering the weight of
the connection springs, the connection springs linking the
pier with the left and right beams meet the following balance
equations:

−
̂
𝑁

(𝑛)

𝑏
(𝜅, 0−) + ̂

𝑁

(𝑛)

𝑏
(𝜅, 0+) − ̂

𝑄

(𝑛)

𝑑
(𝜅, 0+) = 0,

−
̂
𝑄

(𝑛)

𝑏
(𝜅, 0−) + ̂

𝑄

(𝑛)

𝑏
(𝜅, 0+) + ̂

𝑁

(𝑛)

𝑑
(𝜅, 0+) = 0,

̂
𝑀

(𝑛)

𝑏
(𝜅, 0−) − ̂

𝑀

(𝑛)

𝑏
(𝜅, 0+) + ̂

𝑀

(𝑛)

𝑑
(𝜅, 0+) = 0,

(9)

where ̂
𝑁

(𝑛)

𝑏
,̂𝑄
(𝑛)

𝑏
, and ̂

𝑀

(𝑛)

𝑏
are the internal forces of horizontal

beam; ̂𝑁
(𝑛)

𝑑
, ̂𝑄
(𝑛)

𝑑
, and ̂

𝑀

(𝑛)

𝑑
are the internal forces of pier.

The connection spring of the left beam-pier and that of
the right beam-pier meet the following balance equations:

̂
𝑁

(𝑛)

𝑏
(𝜅, 0−) =

̂
𝑁

(𝑛)

𝑡
(𝜅) −

̂
𝑄

(𝑛)

𝑙
(𝜅) ,

̂
𝑄

(𝑛)

𝑏
(𝜅, 0−) =

̂
𝑄

(𝑛)

𝑡
(𝜅) +

̂
𝑁

(𝑛)

𝑙
(𝜅) ,

̂
𝑀

(𝑛)

𝑏
(𝜅, 0−) =

̂
𝑀

(𝑛)

𝑡
(𝜅) −

̂
𝑀

(𝑛)

𝑙
(𝜅) ,

(10)

̂
𝑁

(𝑛)

𝑏
(𝜅, 0+) =

̂
𝑁

(𝑛)

𝑡
(𝜅) +

̂
𝑄

(𝑛)

𝑟
(𝜅) ,

̂
𝑄

(𝑛)

𝑏
(𝜅, 0+) =

̂
𝑄

(𝑛)

𝑡
(𝜅) −

̂
𝑁

(𝑛)

𝑟
(𝜅) ,

̂
𝑀

(𝑛)

𝑏
(𝜅, 0+) =

̂
𝑀

(𝑛)

𝑡
(𝜅) +

̂
𝑀

(𝑛)

𝑟
(𝜅) .

(11)

3. Wave Field Solution of Saturated Soil under
Rayleigh Surface Wave

3.1. Biot’s Theory and Helmhotlz Vector Decomposition.
According to the theory of saturated soil [12, 13], the consti-
tutive equations of porous media have the following:

𝜎𝑖𝑗 = 2𝜇𝜀𝑖𝑗 +𝜆𝛿𝑖𝑗𝑒 − 𝛼𝛿𝑖𝑗𝑝, (12)

𝑝𝑓 = −𝛼𝑀𝑒+𝑀𝜗, (13)

𝑒 = 𝑢𝑖,𝑖,

𝜗 = −𝑤𝑖,𝑖,

𝑤𝑖 = 𝜙 (𝑈𝑖 −𝑢𝑖) ,

(14)

where 𝜎𝑖𝑗 is the stress of soil, 𝜀𝑖𝑗 is the strain tensor of soil, 𝛿𝑖𝑗
is the Kronecker delta, 𝑢𝑖 and𝑈𝑖 are, respectively, the average
displacements of the soil and fluid, 𝑤𝑖 is the penetration
displacement of the fluid,𝑝𝑓 is the excess pore water pressure,
𝜆 and 𝜇 are lame constant, 𝑒 is the volumetric strain of soil
skeleton, 𝜗 is the fluid volume increment of unit porous
media, 𝛼 and 𝑀 are Biot’s parameters with regard to the
saturated porous media compression, and 𝜙 is the porosity
of porous media.

The motion equations of porous media can be expressed
as

𝜇𝑢𝑖,𝑗𝑗 + (𝜆+𝛼
2
𝑀+𝜇) 𝑢𝑗,𝑗𝑖 +𝛼𝑀𝑤𝑗,𝑗𝑖 = 𝜌𝑢̈𝑖 +𝜌𝑓𝑤̈𝑖, (15)

𝛼𝑀𝑢𝑗,𝑗𝑖 +𝑀𝑤𝑗,𝑗𝑖 = 𝜌𝑓𝑢̈𝑖 +𝑚𝑤̈𝑖 + 𝑏𝑝𝑤̇𝑖, (16)

where 𝜌 and 𝜌𝑓 are, respectively, the density of porous media
and the density of fluid, 𝜌𝑠 is the density of soil skeleton,𝑚 =

𝑎∞𝜌𝑓/𝜙, 𝑎∞ is the bending coefficient of porous media, 𝑏𝑝 =

𝜂/𝑘, 𝑏𝑝 is the interaction force between soil skeleton and fluid,
𝜂 is the viscosity coefficient of porous medium, and 𝑘 is the
dynamic permeability coefficient of porous medium.

Based on themethod of Helmhotlz vector decomposition
and Fourier transform, the soil displacement in frequency
domain has the following form:

𝑢𝑖 = 𝜑
,𝑖
+ 𝑒𝑖𝑗𝑘𝜓𝑘,𝑗

, (17)

where the superscript “ ” expresses Fourier transform from
𝑡 to 𝜔, 𝜑 and 𝜓

𝑘
(𝑘 = 1, 2, 3) are, respectively, scalar poten-

tial and vector potential of soil displacement in transform
domain, 𝑒𝑖𝑗𝑘 is the Ricci symbol, the vector potential 𝜓

𝑘

satisfies the regular condition, and

𝜑
𝑖,𝑖

= 0. (18)

Because there are two kinds of P wave (P1 wave and P2
wave) in saturated soil, (17) can be expressed as

𝑢𝑖 = 𝜑
,𝑖
+ 𝑒𝑖𝑗𝑘𝜓𝑘,𝑗

= 𝜑
𝑓,𝑖

+𝜑
𝑠,𝑖

+ 𝑒𝑖𝑗𝑘𝜓𝑘,𝑗
, (19)

where 𝜑
𝑓
and 𝜑

𝑠
are scalar potential of P1 wave and P2 wave.

According to the analysis of Bonnet [16, 17], the pore
pressure is as follows:

𝑝
𝑓

= 𝐴𝑓𝜑𝑓,𝑖𝑖
+𝐴 𝑠𝜑𝑠,𝑖𝑖

, (20)

where 𝐴𝑓 and 𝐴 𝑠 are constants determined by Biot’s control
equation.
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Equations (13), (16), (19), and (20) lead to the following
equation:

[(𝜆 + 2𝜇−𝛽2𝐴𝑓) 𝜑
𝑓,𝑗𝑗

+𝛽3𝜑𝑓],𝑖

+ [(𝜆 + 2𝜇−𝛽2𝐴 𝑠) 𝜑𝑠,𝑗𝑗 +𝛽3𝜑𝑠],𝑖

+ 𝑒𝑖𝑚𝑙 [𝜇𝜓𝑙,𝑗𝑗
+𝛽3𝜓𝑙],𝑚

= 0.

(21)

Equation (21) has the following expressions:

(𝜆 + 2𝜇−𝛽2𝐴𝑓) 𝜑
𝑓,𝑗𝑗

+𝛽3𝜑𝑓 = 0,

(𝜆 + 2𝜇−𝛽2𝐴 𝑠) 𝜑𝑠,𝑗𝑗 +𝛽3𝜑𝑠 = 0,

𝜇𝜓
𝑖,𝑗𝑗

+𝛽3𝜓 = 0,

(22)

where 𝛽1 = 𝑚𝜔
2
− 𝑖𝑏𝑝𝜔, 𝛽2 = 𝛼 − 𝜌𝑓𝜔

2
/𝛽1, and 𝛽3 = 𝜌𝜔

2
−

𝜌
2
𝑓
𝜔
4
/𝛽1.

Equations (16), (17), (18), and (19) lead to the following
equation:

𝑝
𝑓,𝑖𝑖

+

𝛽1
𝑀

𝑝
𝑓
+ (𝛼𝛽1 −𝜌𝑓𝜔

2
) 𝑢𝑖,𝑖 = 0. (23)

Equation (24) can be reduced by substituting (19) and (20)
into (22):

[𝐴𝑓𝜑𝑓,𝑖𝑖
+ (𝛽5𝐴𝑓 −𝛽4) 𝜑

𝑓
]
,𝑗𝑗

+ [𝐴 𝑠𝜑𝑠,𝑖𝑖
+ (𝛽5𝐴𝑓 −𝛽4) 𝜑

𝑠
]
,𝑗𝑗

= 0.
(24)

According to equation (24), the following equations
should be satisfied.

𝐴𝑓𝜑𝑓,𝑖𝑖
+ (𝛽5𝐴𝑓 −𝛽4) 𝜑

𝑓
= 0,

𝐴 𝑠𝜑𝑠,𝑖𝑖
+ (𝛽5𝐴 𝑠 −𝛽4) 𝜑𝑠 = 0,

(25)

where 𝛽4 = 𝜌𝑓𝜔
2
− 𝛼𝛽1 and 𝛽5 = 𝛽1/𝑀.

Equation (26) can be obtained by the integration of (22)
and (25):

𝐴
2
𝑓,𝑠

+

𝛽2 − (𝜆 + 2𝜇) 𝛽4 − 𝛽1𝛽3
𝛽1𝛽4

𝐴𝑓,𝑠 +

(𝜆 + 2𝜇) 𝛽3
𝛽1𝛽4

= 0.
(26)

Then, (22) leads to the following Helmholtz equations:

∇
2
𝜑
𝑓
+ 𝑘

2
𝑓
𝜑
𝑓

= 0,

∇
2
𝜑
𝑠
+ 𝑘

2
𝑠
𝜑
𝑠
= 0,

∇
2
𝜓+𝑘

2
𝑡
𝜓 = 0,

(27)

where 𝑘2
𝑓

= (𝛽5𝐴𝑓−𝛽4)/𝐴𝑓, 𝑘
2
𝑠
= (𝛽5𝐴 𝑠−𝛽4)/𝐴 𝑠, 𝑘

2
𝑡
= 𝛽3/𝜇,

𝑘𝑓, 𝑘𝑠, and 𝑘𝑡 are complex wave numbers of P1 wave, P2 wave,
and Swave, and𝜓 is vector potential of shearwave. In order to
guarantee the attenuation of the body waves, Im(𝑘𝑓), Im(𝑘𝑠),
and Im(𝑘𝑡) should be nonpositive. Because the speed of P1
wave is larger than that of P2wave, inequality Re(𝑘𝑓) ≤ Re(𝑘𝑠)
should always hold. Detailed derivation of above poroelastic
model can be found in Lu et al. [14].

3.2. The Wave Field Solution of Saturated Soil under
Rayleigh Surface Wave. Assuming that the Rayleigh wave
is two-dimensional inhomogeneous plane wave, the two-
dimensional Helmholtz equations of saturated soil wave
functions in the frequency domain can be obtained by the
decoupling control equations for Biot’s theory in Cartesian
coordinate. Consider

∇
2
⊥
𝜑
𝑓
+ 𝑘

2
𝑓
𝜑
𝑓

= 0,

∇
2
⊥
𝜑
𝑠
+ 𝑘

2
𝑠
𝜑
𝑠
= 0,

∇
2
⊥
𝜓+𝑘

2
𝑡
𝜓 = 0,

(28)

where 𝜑𝑓, 𝜑𝑠, and 𝜓 are the potential functions for P1
wave, P2 wave, and S wave of the saturated half space and
∇
2
⊥

= 𝜕
2
/𝜕𝑥

2
+ 𝜕

2
/𝜕

2
𝑧 is the Laplacian operator in the two-

dimensional Cartesian coordinate system.The displacements
and the pore pressure of the pore fluid can be expressed as

𝑢𝑥 =

𝜕𝜑
𝑓

𝜕𝑥

+

𝜕𝜑
𝑠

𝜕𝑥

+

𝜕𝜓

𝜕𝑧

,

𝑢𝑧 =

𝜕𝜑
𝑓

𝜕𝑧

+

𝜕𝜑
𝑠

𝜕𝑧

+

𝜕𝜓

𝜕𝑥

,

𝑝𝑓 = −𝐴𝑓𝑘
2
𝑓
𝜑
𝑓
−𝐴 𝑠𝑘

2
𝑠
𝜑
𝑠
.

(29)

Rayleigh surface wave is determined by the following
potential function:

𝜑
𝑓
(𝑥, 𝑧) 𝑒

𝑖𝜔𝑡
= 𝐴
𝑅

𝑓
[𝑒
−𝑖𝑘
𝑟
𝑥−𝑖𝑘
𝑓
𝑛
𝑓
𝑧
] 𝑒
𝑖𝜔𝑡

,

𝜑
𝑠
(𝑥, 𝑧) 𝑒

𝑖𝜔𝑡
= 𝐴
𝑅

𝑠
[𝑒
−𝑖𝑘
𝑟
𝑥−𝑖𝑘
𝑠
𝑛
𝑠
𝑧
] 𝑒
𝑖𝜔𝑡

,

𝜓 (𝑥, 𝑧) 𝑒
𝑖𝜔𝑡

= 𝐴
𝑅

𝑡
[𝑒
−𝑖𝑘
𝑟
𝑥−𝑖𝑘
𝑡
𝑛
𝑡
𝑧
] 𝑒
𝑖𝜔𝑡

,

(30)

where 𝐴
𝑅

𝑓
, 𝐴𝑅
𝑠
, and 𝐴

𝑅

𝑡
are, respectively, the wave function

amplitude of P1 wave, P2 wave, and S wave in Rayleigh wave
and 𝑘𝑓, 𝑘𝑠, and 𝑘𝑡 are the complex wave number of the
Rayleigh surface waves, respectively; 𝑛𝑓, 𝑛𝑠, and 𝑛𝑡 are the
complex direction cosines of P1 wave, P2 wave, and S wave.

The following can be reduced by substituting the potential
function into the two-dimensional Helmholtz equations:

𝑛
2
𝑓
𝑘
2
𝑓
+ 𝑘

2
𝑟
= 𝑘

2
𝑓
,

𝑛
2
𝑠
𝑘
2
𝑠
+ 𝑘

2
𝑟
= 𝑘

2
𝑠
,

𝑛
2
𝑡
𝑘
2
𝑡
+ 𝑘

2
𝑟
= 𝑘

2
𝑡
.

(31)

The following boundary conditions for a fully permeable
surface are as follows:

𝜎𝑧𝑧 (𝑥, 0) = 0,

𝜎𝑧𝑥 (𝑥, 0) = 0,

𝑝
𝑓
(𝑥, 0) = 0.

(32)

The displacements, stresses, and pore pressure can be
obtained based on the equations (28)–(32). Three equations
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about 𝐴𝑅
𝑓
, 𝐴𝑅
𝑠
and 𝐴

𝑅

𝑡
can be reduced based on the boundary

conditions. The complex Rayleigh equation of saturated soil
can be calculated by the conditions of the equation coefficient
ranks as the zero. In order to guarantee the attenuation of the
body waves, Im(𝑘𝑟) should be nonpositive; the roots of 𝑛𝑓, 𝑛𝑠,
and 𝑛𝑡 satisfy Re(𝑘𝑖𝑛𝑖) ≥ 0 and Im(𝑘𝑖𝑛𝑖) ≤ 0, 𝑖 = 𝑓, 𝑠, 𝑡.

3.3. Floquet Transform Method. The displacement amplitude
at the bottom of different piers of the periodic structure
varies with spatial locations in the action of Rayleigh waves,
and the displacive phase transition between adjacent piers is
uncertain. That is to say, the dynamic response of periodic
viaduct structure is caused by a series of nonuniform waves;
it is impossible to employ the periodic condition of the
viaduct to simplify its dynamic analysis directly. Therefore,
the Floquet transform method is introduced to convert
the spatial nonuniform waves to harmonic waves in wave
number domain. For periodic viaduct in-plane vibration,
considering the lattice vector cycle of adjacent lattice points
in the one-dimensional direction to be 𝐿, the lattice vector
𝑅 can be expressed as R = 𝑛𝐿𝑒 according to literature [18],
where 𝑒 is basis vector of the one-dimensional direction. If
𝑓(R) = 𝑓(𝑛𝐿) is the discrete functions in spatial domain of
one-dimensional vector, the Floquet transform and inverse
transform can be defined as follows [19]:

𝐹 (𝑓 (𝑛𝐿)) =
̂
𝑓 (𝜅) =

+∞

∑

𝑛=−∞

𝑓 (𝑛𝐿) 𝑒
𝑖𝜅𝑛𝐿

,

𝑓 (𝑛𝐿) =

𝐿

2𝜋

∫

𝜋/𝐿

−𝜋/𝐿

̂
𝑓 (𝜅) 𝑒

−𝑖𝜅𝑛𝐿
𝑑𝜅,

(33)

where 𝜅 is the wave number of lattice waves and the
superscript “̂” means wave number domain.

Thus, the Floquet transform of discrete spatial sequence
function 𝑓[(𝑚 + 𝑛)𝐿] can be expressed as

𝐹 (𝑓 [(𝑚+ 𝑛) 𝐿]) =
̂
𝑓
(𝑛)

(𝜅)

=

+∞

∑

𝑚=−∞

𝑓 [(𝑚+ 𝑛) 𝐿] 𝑒
𝑖𝜅𝑚𝐿

= 𝑒
−𝑖𝜅𝑛𝐿 ̂

𝑓 (𝜅) .

(34)

Considering the solution of the viaduct in wave field due
to Rayleigh wave, the Fourier transform between time 𝑡 and
frequency 𝜔 is defined as follows:

𝑓 (𝜔) = ∫

+∞

−∞

𝑓 (𝑡) 𝑒
−𝑖𝜔𝑡

𝑑𝑡,

𝑓 (𝑡) =

1

2𝜋

∫

+∞

−∞

𝑓 (𝜔) 𝑒
𝑖𝜔𝑡

𝑑𝜔,

(35)

where the superscript “ ” indicates the function is to be in
frequency domain.

With (34) and (35), the dynamic response in time domain
can be transformed into harmonic wave with amplitude ̂

𝑓(𝑘)

in frequency wave number domain.

4. Dynamic Response of In-Plane Vibration of
the Periodic Viaduct

4.1. Dynamic Response in Frequency Wave Number Domain.
The displacement vector ̂q

(𝑛)

𝑑
(𝜅, 𝐿𝑑) at the bottom of viaduct

pier due to Rayleigh waves can be deduced based on the
Floquet transform of discrete spatial sequence function.
Through the transfer matrix of pier, the displacement vector
̂q
(𝑛)

𝑑
(𝜅, 0+) and the internal force vector at the top of pier can

be derived as follows:

̂q
(𝑛)

𝑑
(𝜅, 0+) = C𝑑

̂f
(𝑛)

𝑑
(𝜅, 0+)

+T(𝑑)−1
𝑞𝑞

(𝐿𝑑)
̂q
(𝑛)

𝑑
(𝜅, 𝐿𝑑) ,

(36)

where C𝑑 = −T(𝑑)−1
𝑞𝑞

(𝐿𝑑)T
(𝑑)

𝑞𝑓
(𝐿𝑑), T(𝑑)(𝐿𝑑) =

[

T(𝑑)
𝑞𝑞
(𝐿
𝑑
) T(𝑑)
𝑞𝑓
(𝐿
𝑑
)

T(𝑑)
𝑓𝑞
(𝐿
𝑑
) T(𝑑)
𝑓𝑓
(𝐿
𝑑
)
], and 𝑇

(𝑑)

𝑞𝑞
(𝐿𝑑) and T(𝑑)

𝑞𝑓
(𝐿𝑑) are the

submatrix of the pier transfer matrix.
Equation (10) is expressed in matrix form as

̂f
(𝑛)

𝑑
(𝜅, 0+) = E(𝑎)

𝑙

̂f
(𝑛)

𝑏
(𝜅, 0−) +E(𝑎)

𝑟

̂f
(𝑛)

𝑏
(𝜅, 0+) , (37)

where E(𝑎)
𝑙

= [

0 1 0
−1 0 0
0 0 −1

] and E(𝑎)
𝑟

= [

0 −1 0
1 0 0
0 0 1

].
The following equation can be obtained by substituting

(37) into (36):

̂q
(𝑛)

𝑑
(𝜅, 0+) = 𝐸

(𝑏)

𝑙

̂f
(𝑛)

𝑏
(𝜅, 0−) + 𝐸

(𝑏)

𝑟

̂f
(𝑛)

𝑏
(𝜅, 0+)

+T(𝑑)−1
𝑞𝑞

(𝐿𝑑)
̂q
(𝑛)

𝑑
(𝜅, 𝐿𝑑) ,

(38)

where E(𝑏)
𝑙

= C𝑑E
(𝑎)

𝑙
and E(𝑏)

𝑟
= C𝑑E(𝑎)𝑟 .

The internal force vectors of the left and the right beams
in the 𝑛th span unit are deduced and are obtained as follows
based on (6), (7), and (10) and (6), (8), and (11):

̂f
(𝑛)

𝑏
(𝜅, 0−) = J𝑙𝑙̂q

(𝑛)

𝑏
(𝜅, 0−) + J𝑙𝑟̂q

(𝑛)

𝑏
(𝜅, 0+)

+ J𝑙𝑑̂q
(𝑛)

𝑑
(𝜅, 0+) ,

̂f
(𝑛)

𝑏
(𝜅, 0+) = J𝑟𝑙̂q

(𝑛)

𝑏
(𝜅, 0−) + J𝑟𝑟̂q

(𝑛)

𝑏
(𝜅, 0+)

+ J𝑟𝑑̂q
(𝑛)

𝑑
(𝜅, 0+) ,

(39)

where J𝑙𝑙 = [

−(𝑘
(𝑡)

𝑡
+𝑘
(𝑠)

𝑙
) 0 0

0 −(𝑘
(𝑠)

𝑡
+𝑘
(𝑡)

𝑙
) 0

0 0 𝑘
(𝑏)

𝑡
+𝑘
(𝑏)

𝑙

], J𝑙𝑟 = [

𝑘
(𝑡)

𝑡
0 0

0 𝑘(𝑠)
𝑡

0
0 0 −𝑘(𝑏)

𝑡

],

J𝑟𝑟 = [

𝑘
(𝑡)

𝑡
+𝑘
(𝑠)

𝑟
0 0

0 𝑘
(𝑠)

𝑡
+𝑘
(𝑡)

𝑟
0

0 0 −(𝑘
(𝑏)

𝑡
+𝑘
(𝑏)

𝑟
)

], J𝑙𝑑 = [

0 𝑘(𝑠)
𝑙

0
𝑘
(𝑡)

𝑙
0 0

0 0 𝑘(𝑏)
𝑙

], J𝑟𝑙 =

[

−𝑘
(𝑡)

𝑡
0 0

0 −𝑘(𝑠)
𝑡

0
0 0 𝑘(𝑏)

𝑡

], and J𝑟𝑑 = [

0 −𝑘(𝑠)
𝑟

0
−𝑘
(𝑡)

𝑟
0 0

0 0 −𝑘(𝑏)
𝑟

].
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Substituting (38) into (39), the state vector of the left
side and right side of horizontal beam-beam spring can be
expressed as

{
{

{
{

{

̂q
(𝑛)

𝑏
(𝜅, 0+)

̂f
(𝑛)

𝑏
(𝜅, 0+)

}
}

}
}

}

= S𝐽
{
{

{
{

{

̂q
(𝑛)

𝑏
(𝜅, 0−)

̂f
(𝑛)

𝑏
(𝜅, 0−)

}
}

}
}

}

+A−1̂R
(𝑛)

(𝜅) , (40)

where A = [
J
𝑙𝑟

J
𝑙𝑑
E(𝑏)
𝑟

J
𝑟𝑟

J
𝑟𝑑
E(𝑏)
𝑟
−I

], B = [

−J
𝑙𝑙
I−J
𝑙𝑑
E(𝑏)
𝑙

−J
𝑟𝑙
−J
𝑟𝑑
E(𝑏)
𝑙

], ̂R
(𝑛)

(𝜅) =

[

−J
𝑙𝑑
T(𝑑)−1
𝑞𝑞
(𝐿
𝑑
)q̂
(𝑛)

𝑑
(𝜅,𝐿
𝑑
)

−J
𝑟𝑑
T(𝑑)−1
𝑞𝑞
(𝐿
𝑑
)q̂
(𝑛)

𝑑
(𝜅,𝐿
𝑑
)

], and S𝐽 = A−1𝐵.

The state vector of the left beam and right beam can be
obtained by the solution of (40) and horizontal beam transfer
matrix T(𝑏)(𝐿𝑏):

̂𝜓
(𝑛)

𝑏
(𝜅,

𝐿𝑏

2
)

= T(𝑏) (𝐿𝑏

2
) S𝐽T

(𝑏)
(

𝐿𝑏

2
)
̂𝜓
(𝑛)

𝑏
(𝜅, −

𝐿𝑏

2
)

+T(𝑏) (𝐿𝑏

2
)A−1̂R

(𝑛)

(𝜅) .

(41)

According to Bloch’s theory [19], the state vector of
periodic structure satisfies the following equation in wave
number domain:

̂𝜓
(𝑛)

𝑏
(𝜅,

𝐿𝑏

2

) = 𝑒
−𝑖𝜅𝐿̂𝜓
(𝑛)

𝑏
(𝜅, −

𝐿𝑏

2

) . (42)

Using (41) and (42), the state vector of the left beam in the
periodic element can be obtained:

[T(𝑏) (𝐿𝑏

2

) S𝐽T
(𝑏)

(

𝐿𝑏

2

) − 𝑒
−𝑖𝜅𝐿I6×6] ̂𝜓

(𝑛)

𝑏
(𝜅, −

𝐿𝑏

2

)

= T(𝑏) (𝐿𝑏

2

)A−1̂R
(𝑛)

(𝜅) .

(43)

Excluding the vibration of piers caused by the Rayleigh

waves,̂R
(𝑛)

(𝜅) is zero in (43); thus, the characteristic equation
of in-plane vibration for the periodic viaduct can be obtained:

[T(𝑏) (𝐿𝑏

2

) S𝐽T
(𝑏)

(

𝐿𝑏

2

) − 𝑒
−𝑖𝜅
𝛼
𝐿I6×6] ̂𝜓

(𝑛)

𝑏
(𝜅, −

𝐿𝑏

2

)

= 0,

(44)

where 𝜅𝛼 is complex wave number of wave propagation in
periodic viaduct of which the real part means the phase
transition of lattice wave and the imaginary part indicates
wave decay in periodic viaduct.

4.2. Dynamic Response in Spatial Domain. The state vector
of the left beam can be gotten in the frequency wave number
domain based on (43). The solution 𝜓(𝑛)

𝑏
(𝑛𝐿𝑏, −𝐿𝑏/2) in the

Table 1: The parameters of the piers and beams.

Young’s modulus of pier 𝐸
𝑑
(Pa) 2.8 × 1010

Poisson’s ratio 𝜐𝑑 0.3
Pier density 𝜌𝑑 (kg/m

3) 3.0 × 103

Pier height 𝐿𝑑 (m) 7.5
Pier radius 𝑅𝑑 (m) 0.3
Young’s modulus of beam 𝐸𝑏 (Pa) 2.8 × 1010

Beam density 𝜌𝑏 (kg/m
3) 3.5 × 103

Span 𝐿𝑏 (m) 10.0
Cross-sectional height of beam ℎ𝑏 (m) 0.3
Cross-sectional width of beam 𝑤𝑏 (m) 2.0

Table 2: The spring stiffness of beam-beam and beam-pier.

Spring stiffness of beam-beam
𝑘𝑡𝑡 (N/m) 5.0 × 108

𝑘𝑡𝑠 (N/m) 5.0 × 108

𝑘𝑡𝑏 (N⋅m/rad) 1.0 × 108

Spring stiffness of left beam-pier
𝑘𝑙𝑡 (N/m) 2.0 × 108

𝑘𝑙𝑠 (N/m) 2.0 × 108

𝑘
𝑙𝑏
(N⋅m/rad) 0.5 × 108

Spring stiffness of right beam-pier
𝑘
𝑟𝑡
(N/m) 2.0 × 108

𝑘𝑟𝑠 (N/m) 2.0 × 108

𝑘𝑟𝑏 (N⋅m/rad) 0.5 × 108

frequency spatial domain can be obtained by means of the
inverse Floquet transform. Consider

𝜓
(𝑛)

𝑏
(𝑛𝐿𝑏, −

𝐿𝑏

2
) =

𝐿𝑏

2𝜋
∫

𝜋/𝐿
𝑏

−𝜋/𝐿
𝑏

̂𝜓
(𝑛)

𝑏
(𝜅, −

𝐿𝑏

2
)𝑑𝜅

=

𝐿𝑏

2𝜋
∫

𝜋/𝐿
𝑏

−𝜋/𝐿
𝑏

̂𝜓
𝑏
(𝜅, −

𝐿𝑏

2
) 𝑒
−𝑖𝑛𝜅𝐿

𝑏

𝑑𝜅.

(45)

5. Numerical Results

As for the periodic viaduct shown in Figure 1, considering
the cross section of horizontal beam to be rectangular and
that of pier to be circular, the parameters of the pier and
beams given in Table 1 and the spring stiffness of beam-beam
and beam-pier given in Table 2 are employed to study the
dynamic response under Rayleigh surface wave.

In the paper, Rayleigh wave is adopted as the vibration
source in saturated soil to simulate seismic wave field. The
center coordinate (𝑥𝑠, 𝑦𝑠, and 𝑧𝑠) of the unit circle load is
(0.0m, 20.0m, and 10.0m), the radius𝑅 is 0.5m, and the load
amplitude 𝐹𝑧 is 1.0N. The parameters of saturated soil are as
follows: 𝜇 = 2.0 × 107 N/m2, 𝑎∞ = 2.0, 𝜆 = 4.0 × 107 N/m2,
𝛼 = 0.97, 𝑏𝑝 = 1.94 × 106 kg/m3⋅s, 𝑀 = 2.4 × 108 N/m2,
𝜙 = 0.4, 𝜌𝑠 = 2.0 × 103 kg/m3, and 𝜌𝑓 = 1.0 × 103 kg/m3.

5.1. Energy Band Analysis of the Periodic Structure. The
transfer matrix for each span of the periodic viaduct is a 6× 6
matrix in (44). Therefore, there exist three kinds of charac-
teristic waves corresponding to axial compression, transverse
shear, and bending vibration, respectively, in the periodic
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Figure 4: The energy bands for the characteristic waves of the periodic viaduct undergoing in-plane vibration. (a) The wave number for the
first kind of wave. (b) The wave number for the second kind of wave. (c) The wave number for the third kind of wave.

viaduct for the in-plane vibration [19]; the real part represents
the phase transformation of the wave propagation in the
structure, and the imaginary part represents the attenuation
of the propagating wave.

Figure 4 shows the energy bands of the three kinds of
characteristic waves propagating in the periodic viaduct for
in-plane vibration. The distribution of their energy bands
varies with different frequencies. The imaginary part of the
first kind and the second kind of waves is larger, which
indicates the first kind and second kind of waves cannot
propagate far in the periodic viaduct, and vibration waves
decay rapidly. The imaginary part of the third kind of wave
shows the alternating pass band and band gap at different
frequencies and is smaller than that of above two kinds of
waves, which indicates the wave mainly propagating in the
viaduct vibration is the third kind.

5.2. Dynamic Response of the Periodic Structure under
Nonuniform Load. Using Rayleigh surface wave as vibration
source, according to the solution of literature [14], the
displacement vector at the bottom of pier for the peri-
odic viaduct can be obtained in the frequency domain.
By means of the Floquet transform of (1), the displace-
ment vector at the bottom of pier can be obtained in
the frequency wave number domain, wherein the infinite
sequence summation of (1) is expressed in finite terms
with the sum number 101 in the paper. The inverse Flo-
quet transform of (2) from the wave number domain to
spatial domain can be realized by numerical integration
method.

Figures 5 and 6 show dimensionless axial amplitude
(𝑢𝑥𝜇𝑅/𝐹𝑧) and tangential displacement amplitude (𝑢𝑧𝜇𝑅/𝐹𝑧)
of the horizontal beam end of the periodical viaduct when
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Figure 5: Dynamic response of the periodic viaduct when the frequency of the excitation source is equal to 12.0Hz (pass band). (a) The
amplitude of the longitudinal displacement. (b) The amplitude of the transverse displacement.
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Figure 6: Dynamic response of the periodic viaduct when the frequency of the excitation source is equal to 12.0Hz (stop band). (a) The
amplitude of the longitudinal displacement. (b) The amplitude of the transverse displacement.

the frequency of vibration source is equal to 12.0Hz and
18.0Hz, respectively.

As shown in Figure 5(a), when the frequency of vibration
source is equal to 12.0Hz, the axial displacement of the beam
at a distance of 100 spans (−50, 50) from the vibration source
decays rapidly, while it decays slowly when the distance is
over 100 spans. The main reason is the fact that the vibration
of the viaduct is mainly caused by external vibration source
within the range of 100 spans, but, when the distance to
the vibration source is more than a certain range (outside
of 100 spans), due to the load frequency of vibration source
within the pass band of periodic viaduct energy band, the
characteristic wave can propagate in periodic structure and
cannot decay, which causes vibrations of structure far from
the vibration source. However, as shown in Figure 5(b), the
transverse displacement far away from the vibration source
(outside of 100 spans) attenuates rapidly. Therefore, it can be

seen that the wave propagation with vibration source within
the pass band of viaduct structure is mainly the third kind of
wave.

As shown in Figure 6, when the frequency of vibration
source is equal to 18.0Hz, the dynamic response at the range
of 20 spans (−10, 10) away from the excitation source is
larger, while the longitudinal displacement and transverse
displacement decay rapidly when the structure is far away
from the excitation source. The main reason is the fact that
the vibration attenuates rapidly and propagates in a short
distance when the frequency of excitation source is in the
range of band gap of periodic structure energy band.

6. Conclusion

In the paper, combining the Floquet transform and transfer
matrix method, using the periodicity of viaduct structure,
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the in-plane vibration response of periodic viaduct on sat-
urated soil subjected to Rayleigh surface wave excitation is
analyzed. Firstly, the periodical structure model of beam-
beam and beam-pier connected by springs is established in
the frequency wave number domain, and the transfer matrix
of spring junctions, horizontal beams, and pier are deduced.
Then the characteristic equation and the vibration control
equations of viaduct structure are established. Finally, the
solution of spatial domain is obtained by the inverse Flo-
quet transform. Using numerical examples, the propagation
characteristics of waves and the vibration characteristics of
periodical viaduct subjected to Rayleigh wave are discussed.
And the numerical results show the following:

(1) There are three kinds of wave which existed in
periodic viaduct.Thefirst kind of wave decays rapidly,
the second kind of wave propagates only in a limited
frequency domain, and the third kind of wave propa-
gates in the pass band and decays slowly.

(2) The vibration characteristic of periodic structure
far from the vibration source of Rayleigh wave is
determined by the characteristic wave propagating in
the structure. When the frequency of the vibration
source is in the range of pass band, the characteristic
wave in the structure will decay slowly and propagate
farther. Therefore, there exists structure vibration far
away from the vibration source.

(3) When the frequency of the incident Rayleigh wave
is in the range of band gap of periodic viaduct, the
dynamic response of viaduct structure only exists
in the vicinity of vibration source, and vibration
waves decay rapidly, which cannot spread along the
structure.
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A dynamic risk analysis model of offshore fire and explosion is proposed in this paper. It considers the effect of human and
organizational factors in a more explicit way than current traditional risk analysis methods. This paper begins with exploring
the recent advances on offshore fire and explosion risk analysis theories, followed by briefly introducing the research techniques
employed in the proposed hybrid causal logicmodel which consists of event tree, fault tree, Bayesian network, and systemdynamics.
Thereafter, it proposes a quantitative risk analysis framework. At last, the applicability of this model to the offshore platform is also
discussed. It aims to provide guideline for risk analysis of offshore fire and explosion.

1. Introduction

Over the past two decades, a number of serious accidents
including the Piper Alpha accident have attracted public
concerns over offshore safety and reliability. Offshore plat-
form is in a harsh environment due to highly concentrated
equipment, a large amount of explosive substances, oil/gas
pipelines, and flange leak sources. Hydrocarbon fires and
explosions are extremely hazardous on offshore platforms.
The fire and explosion will not only result in significant
casualties and economic losses, but also cause serious pol-
lution and damage to surrounding environment and coastal
marine ecosystems [1]. The high cost of offshore platforms,
fire/explosion severity, and complexity of marine environ-
ment determine the necessity and difficulty of fire/explosion
risk analysis [2]. How to propose efficient safety measures to
prevent the escalation of such accidents requires comprehen-
sive knowledge of accident-related phenomena, as well as the
tools of adequate risk analysis [3].

Historical statistics show that the majority of offshore fire
and explosion accidents are caused by human and organiza-
tional error (HOE) [4]. As a result, Norway and UK offshore
legislation and guidelines require that HOE analysis should
be included in quantitative risk analysis. However, the main-
stream offshore fire/explosion risk analysis methods focus

more on probability of equipment and structures failure.
Recently, some attempt to build human reliability analysis
models used in quantitative risk analysis chose to leverage
expert information due to lack of HOE data. There have
been repeated calls to expand the technical basis of human
reliability analysis by systematically integrating information
fromdifferent domains.Thus refining and improving analytic
methods of human reliability analysis to more accurately
simulate and quantify the impact of HOE have become a
matter of urgency.

This paper is organized as follows. Section 2 analyzes the
recent advances on offshore fire and explosion risk assess-
ment. Section 3 briefly introduces event tree, fault tree, Baye-
sian network (BN), and system dynamics.Then, in Section 4,
a dynamic quantitative risk analysis framework is proposed
and its applicability for the offshore platform is also discussed,
followed by conclusions in Section 5.

2. Recent Advances of Offshore Fire and
Explosion Risk Analysis

Quantitative risk analysis involves four main steps: hazard
identification, consequence assessment, probability calcula-
tion, and finally risk quantification [5–8]. Three kinds of
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researches on offshore fire/explosion risk analysis are carried
out worldwide: the first one is using statistical methods to
predict fire/explosion risk based on historical data [9]; the
second one is carrying out risk analysis using commercial
software [10]; the third one is integrating new theory with
traditional risk assessment methods [11].

In this section, a literature review is carried out to identify
existing methods for risk assessment of offshore fire and
explosion.

2.1. Consequence Analysis of Offshore Fire and Explosion.
Some offshore fire/explosion risk assessment studies focus
on consequences and impacts analysis: Krueger and Smith
demonstrate how a scenario-based approach of fire risk
assessment can be effectively applied to calculate potential
impacts of credible fire scenarios on the platform process
equipment, structural members, and safety systems [12]. Pula
et al. considered fire consequence modeling as a suite of
submodels such as individual fire models, radiation model,
overpressure model, smoke and toxicity models, and human
impact models. This comprehensive suite of models was
then revised and its performance is compared with the
ones used in a commercial software package for offshore
risk assessment [13, 14]. Suardin et al. adopted a grid-based
approach for fire and explosion assessment to enable better
consequence/impactmodeling and enhanced on-site ignition
model. This approach features built-in calculations for jet
and pool fire size estimation for gas/liquid releases and the
ability to perform quantitative risk analysis to specify the
personnel and equipment risk [15].The Joint Industry Project
carries out a series of experimental tests to evaluate the load
characteristics of steel and concrete tubular members under
jet fire to investigate the jet fire load characteristics [16]
and to examine the effect of wind on the thermal diffusion
characteristics of floating production storage and offloading
[17]. Moreover, a modeling technique for computational fluid
dynamics simulations of hydrocarbon explosions and fire is
developed [18]. These insights developed will be very useful
for the fire engineering of floating production storage and
offloading topsides.

2.2. Frequency Analysis of Offshore Fire and Explosion. There
are also few offshore fire/explosion risk assessment stud-
ies focused on frequency and probability analysis: Ronza
et al. [19] analyzed the correlations of ignition probability
and the mass flow rate by analyzing tens of thousands of
records of hydrocarbon spills by HMIRS (a database about
hazardousmaterials incident reporting system).Moosemiller
[20] develops the algorithms based on a variety of design,
operating, and environmental conditions to calculate proba-
bilities of immediate ignition and delayed ignition resulting
in explosion. On the other hand, Vinnem proposes failure
models for hydrocarbon leaks during maintenance work in
process plants on offshore petroleum installations based on
seventy hydrocarbon leaks accidents [21]. Because major
accidents are always of low frequency, data collected from
them are not sufficient. As a result, it is very difficult to use
conventional statistical methods to analyze them. In order

to improve the situation, a methodology has been proposed
based on hierarchical Bayesian analysis and accident precur-
sor data to do risk analysis of major accidents [22].

Based on the aforementioned works on leak frequency
and ignition modeling, many researchers have proposed new
methodologies for frequency analysis of offshore fire and
explosion.The Joint Industry Project introduces a number of
procedures [9] and reviews the state-of-the-art technologies
[23] for quantitative assessment and management of fire
and gas explosion risks in offshore installations focusing on
defining the frequency of fires and explosions in offshore
installations. Aside from the application of the fault tree,
event tree, and BN [24–27], a methodology [28] based on
Bow-tie and real time predictive models is proposed to
conduct dynamic risk assessment of the drilling operations.
The application of the Bow-tie model is used to analyze
the potential accident scenarios, their causes, and the asso-
ciated consequences. Real time predictive models for the
failure probabilities of key barriers are developed to conduct
dynamic risk assessment of the drilling operations. Vinnem
et al. [29] proposed the Risk OMTmodel combining the tra-
ditional quantitative risk analysis models and HOE analysis
through Risk Influence Factor model, for quantitative risk
analysis of platform specific hydrocarbon release frequency.
The risk of fire and explosion in floating production storage
and offloading is quantitatively assessed by Dan et al., in
which the consequence is simulated by PHAST and the fre-
quency is analyzed based on the analysis of historical data
using event tree model [30].

The current generation of quantitative risk analysis does
not include the quantitative impacts of HOE on the safety
performance of equipment and personnel. There are a num-
ber of technical challenges in developing an offshore fire and
explosion risk analysis model based on the effect analysis of
HOE.

2.3. Effect Analysis of Human and Organizational Error to Off-
shore Fire and Explosion Risk. With the extension of human
reliability research field from human-machine systems to
human inherent factors (psychology, emotion, and behavior),
increasing attention has been paid to the relationship between
HOE and offshore fire/explosion risk.The relevant references
are shown as follows: an extensive survey [31, 32] is followed
to identify the relationship between HOE and hydrocarbon
leaks on Norwegian oil and gas producing platforms. The
results from regression analysis on survey data show that the
psychosocial risk indicator significantly impacts frequency of
hydrocarbon leaks.

Although it is generally acknowledged that HOE has a
significant impact on the fire and explosion risk, it is difficult
to quantify how the HOE affects the fire and explosion
risk due to scarcity of HOE data and uncertainty of HOE.
In order to deal with the problem, Musharraf et al. [33]
addressed the issue of handling uncertainty associated with
expert judgments with evidence theory and described the
dependency among the human factors and associated actions
using BN.They also present a virtual experimental technique
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for data collection for BN to human reliability analysis. Groth
et al. [34] proposed the use of BN to formally incorporate
simulator data into estimation of human error probabilities.

3. Quantitative Risk Analysis of Offshore
Fire and Explosion Based on Human and
Organizational Errors

In this section, a dynamic quantitative risk analysis model of
offshore fire and explosion is built by incorporating the effect
of HOE.

3.1. Incorporating Human and Organizational Factors into
Quantitative Risk Analysis. A method of applying BN in
risk analyses has been suggested in the hybrid causal logic
framework and fully developed by letting BN be logically and
probabilistically integrated into fault tree. Thereafter, some
parts of the risk analysis can be addressed in fault tree, while
others are addressed in BN. Event tree/fault tree are often

considered as the best option for technical aspects, while
HOEs in many cases fit better into a BN. By taking the
advantages of the three techniques, the result of combining
event tree/fault tree and BN is normally a more detailed risk
model with higher resolution.

The above hybrid causal logicmodel can express the static
relationships between logical variables. However, it cannot
deal with dynamic characteristics of process variables and
human behavior. In order to quantify the dynamic influence
of HOEs on the total risk, system dynamics is combined with
the above hybrid causal logic model. The new framework is
illustrated in Figure 1, which shows the link between system
dynamics, BN, event tree, and fault tree. The first interface
in this hybrid framework is the one between BN and event
tree/fault tree. System dynamics model describes dynamic
deterministic relations and provides a dynamic integration
among the other two models. In the proposed framework,
different models will have both inputs and outputs to the
system dynamicsmodel to allow the entire hybrid framework
to capture feedback and delays.
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Figure 2: Dynamic risk analysis model integrating human and organizational factors with technical factor.

Based on Figure 1, a dynamic risk analysis model is
proposed by integrating human and organizational factors
with technical factor as shown in Figure 2.

Firstly, historical HOE data are collected and statistically
analyzed to build a HOE framework using the proposed
hybrid causal logic. Parameter learning and construction of
BN and system dynamics model are researched separately to
build a more refined HOE model. The interface of system
dynamics with BN, event tree, and fault tree can be captured
by importing and exporting the data from system dynamics
model. The target node calculated from BN is imported
to system dynamics and processed inside system dynamics,
and the estimated values from system dynamics can be
exported to BN. The interaction effects of various factors
could be researched in this cyclic process. At last, a dynamic
quantitative risk analysis model is built by integrating human
and organizational factors with technical factors.

3.2. Quantitative Risk Analysis Model of Offshore Fire and
Explosion Based on the Effect Analysis of HOEs. As shown in
Section 3.1, the dynamic effects of human, organizational, and
technical factors to system risk are quantitatively simulated
by integrating system dynamics and BN with event tree
and fault tree. Based on this, a quantitative risk analysis
model for offshore fire and explosion is discussed from both
consequence and probability perspective in this section and
is illustrated in Figure 3.

3.2.1. Consequence Analysis of Offshore Fire and Explosion.
Firstly, a set of hydrocarbon release scenarios, including the
position, the size of latent leak source, and ignition source,
are defined by hazard identification study using FMEA
method.The purpose is to identify and describe the scenarios

that may lead to fire/explosion of offshore platform. The
most credible fire/explosion scenarios are fixed via Latin
Hypercube sampling methods.

Every scenario is simulated using FLACS to characterize
the fire/explosion load profiles according to temperature and
heat amount. The structure consequences of fire/explosion
are simulated via nonlinear structural analysis.The personnel
consequences of fire/explosion are analyzed considering the
exposed individuals and the fire/explosion load of every
accident scenario. For example, potential loss of life (PLL) can
be calculated by the following equation:

PLL =
𝑁

∑

𝑛

𝐽

∑

𝑗

𝐹
𝑛𝑗
⋅ 𝐶
𝑛𝑗
, (1)

where 𝐹
𝑛𝑗
= annual frequency of scenario 𝑛 with personnel

consequence 𝑗, 𝐶
𝑛𝑗

= the expected number of fatalities for
scenario 𝑛 with personnel consequence 𝑗, 𝑁 = the total
number of scenarios, and 𝐽 = the total number of the con-
sequence types, including immediate fatalities, escape fatali-
ties, and rescue fatalities.

3.2.2. Probability Analysis of Offshore Fire and Explosion.
Historical data about leak, fire, and explosion of offshore
platform are collected and statistically analyzed. Based on
this, the fire and explosion frequency model is constructed
by integrating event tree/fault tree and BN with system
dynamics: the failures of safety barriers preventing offshore
fire and explosion are analyzed using event tree/fault tree
to develop a risk analysis model for technical systems; the
dynamic effects of HOE on leak frequency and ignition
probability are quantitatively simulated by integrating system
dynamics with BN. The system dynamics module depicts
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Figure 3: Quantitative risk analysis model of offshore fire and explosion.

dynamic deterministic relations in the proposed hybrid
causal logicmodel andprovides a dynamic integration among
event tree/fault tree and BN model.

Review and analysis of historical documents are per-
formed to get the offshore industry average probabilities/
frequencies of human, organizational, and technical factor,
which are assigned to the initiating events and the basic
events in the hybrid causal logicmodel and carry out a quanti-
tative analysis of the offshore fire and explosion frequency by
using these data. The results of this calculation may to some
degree reflect offshore platform specific conditions since spe-
cific data should be applied when possible. Offshore platform
data may be found in, for example, incident databases, log
data, and maintenance databases. In practice, extensive use
of industry average data is necessary to be able to carry
out the quantitative analysis. Several databases are available
presenting offshore industry average data like OREDA for

equipment reliability data and THERP and CORE-DATA for
HOE data. In some cases, neither offshore platform specific
data nor generic data may be found, and it may be necessary
to use expert judgment to assign probabilities.

3.2.3. Risk Analysis of Offshore Fire and Explosion. As shown
in Figure 3, the fire and explosion risk of offshore platform
can be calculated as the product of frequency and conse-
quences. If the calculated risk level is greater than the accept-
able risk level, then the risk control options should be adopted
from the root of human and organizational factors. The
adopted risk control options should be evaluated using Cost-
Benefit analysis method to get the most beneficial measures
to reduce the fire/explosion risk of offshore platform.

“As low as reasonably practicable” principle is defined
in terms of exceeding damage probability for main safety
functions or probability of accident escalation. The “as low
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Figure 5: Bayesian network of jet fire.

as reasonably practicable” principle in conjunction with the
results of quantitative risk analysis can be used to manage
and reduce the risks to the lowest level that is reasonably
practicable.

4. Case Study for Fire Probability
Analysis on Offshore Platform

In this section, the proposed model in Section 3.1 is demon-
strated on a simple case study of jet fire on offshore platform.
The detailed scenarios are analyzed using fault tree as shown

in Figure 4.Theprobability data of basic events were collected
from Offshore Reliability Data Handbook [35], World-Wide
Offshore Accident Databases, and reports by HSE [2].

The basic events, their important degree of probability,
and failure probability are shown in Table 1.

The probability of jet fire is 0.505938 according to the
calculation results of fault tree. From the calculation for
importance degree of probability, it can be seen that the
effects of X6, X7, andX8 on the probability of jet fire are larger
than other basic events. The fault tree shown in Figure 4 can
be converted into BN, which is drawn in Figure 5.
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Table 1: The failure probability and basic events of fault tree.

Basic event Failure probability Importance degree of probability
X0 Release from joints of upstream pipeline 0.045 0.00865
X1 Compressor completely failed causing release 0.07 0.00865
X2 Release from impeller 0.1 0.00865
X3 Release from seal 0.12 0.00865
X4 Release from casing of compressor 0.05 0.00865
X5 Release from upstream pipeline 0.048 0.00865
X6 Ignition due to explosion energy 0.15 0.01231
X7 Ignition due to external heat from surrounding 0.2 0.0124
X8 Ignition due to electric spark 0.25 0.01314
X9 Release from junction of pump and pipeline 0.01 0.00865
X10 Release from rotor 0.06 0.00865
X11 Pump failed to operate causing release 0.15 0.00865
X12 Release from casing 0.2 0.00865
X13 Release from downstream pipeline 0.0065 0.00865
X14 Release from joints of downstream pipeline 0.09 0.00865

Table 2: Conditional probability and mutual information of basic event.

Basic event Prior probability
(%)

Posterior
probability (%)

Mutual
information

Release from joints of upstream pipeline 4.5 7.4 0.001226
Compressor completely failed 7 11.4 0.00186
Release from impeller 10 16.3 0.002763
Release from seal 12 19.5 0.003406
Release from compressor 5 8.13 0.001296
Release from upstream pipeline 0.3 0.49 7.772𝑒 − 005

Ignition due to explosion energy 36.9 75.5 0.04534
Ignition due to external heat 30.3 72 0.05432
Ignition due to electric spark 25.8 47.3 0.002085
Release from junction of pump 1 1.62 0.0002445
Release from rotor 6 9.73 0.001559
Pump failed to operate 15 24.3 0.004398
Release from casing 20 32.4 0.006315
Release from downstream pipeline 0.65 1.06 2.175𝑒 − 005

Leak from joints of downstream pipeline 9 14.7 0.002478

From BN inference shown in Figure 5, it can be seen
that the occurrence probability of jet fire is computed as
0.0917 per year. The prior probability, posterior probability,
and mutual information (entropy reduction) of each basic
event are compared, which is shown in Table 2.

From Table 2, it can be concluded that “external heat,”
“explosion energy,” and “electric spark” have the larger con-
tribution to the occurrence of jet fire. The BN shown in
Figure 5 is extended by incorporating the effect of human and
organizational factors as shown in Figure 6.

The prior probability, posterior probability, and mutual
information (entropy reduction) of each human and organi-
zation factor are compared as shown in Table 3.

From Table 3, it can be seen that human factor “not
comply with instruction” and organizational factor “ineffi-
cient emergency plan” have the largest contribution to the
occurrence of the eventual fire accident. This analysis shows
that particular attention should be paid to “comply with
instruction” and “efficient emergency plan.”

Dynamic quantitative risk analysis is carried out by inte-
grating human and organizational factors with technical
factors (see Figure 7).

The simulation results of Figure 7 are shown in Figure 8.
Figure 8 displays the probability trend that could be

traced in jet fire, ignition, and jet release in a period of 10
years. The advantage of the dynamic model over those of
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Figure 6: Extended Bayesian network considering human and organizational factors.
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Table 3: Conditional probability and mutual information of human and organization factor.

Basic event Prior probability (%) Posterior probability (%) Mutual information
no check rules 5 5.6 0.0000537
not comply with instruction 20 75.2 0.107
inefficient emergency plan 8 13.4 0.002483
deficient training 5 8.85 0.001914
improper safety organization 10 11.3 0.0001325
not obey standards 15 17.3 0.0002871
deficient maintenance 8 8.85 0.0000702
wrong risk assessment 25 26.7 0.0001054
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Figure 8: Jet fire probability varies with time during a period of ten years.

static models is that it can show the dynamic probability var-
iation with time.

5. Conclusion

The exploration of accidents in light of human error linked
to underlying factors related to the human and organization
work has been established as a major priority. In order to
improve traditional risk assessment methods without con-
sidering HOE, new risk assessment methods need to be
researched further based on analyzing HOE. The purpose
of this paper is to simulate the dynamic effect of HOE on
offshore fire/explosion risk, and its contributions can be
summarized as follows:

(1) A hybrid framework, including an integration of sys-
tem dynamics, BN, event tree, and fault tree, is built
to analyze the dynamic offshore fire/explosion risk
based on the effect analysis of HOE. The proposed
model is demonstrated on a simple case study of jet
fire on offshore platform.

(2) The hybrid framework integrates deterministic and
probabilistic modeling techniques, which can be used
to analyze the dynamic effects of HOEs on the risk of
complex social-technical system.

(3) The quantitative risk analysis framework for offshore
fire and explosion is discussed from both conse-
quence and probability perspective.

(4) The effective prevention measures to reduce the risk
of offshore fire/explosion can be designed from the
root of HOE. This will provide guideline for risk
management of offshore platform.
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Many real-world systems can be depicted as interdependent networks and they usually show an obvious property of asymmetry.
Furthermore, node or edge failure can trigger load redistribution which leads to a cascade of failure in the whole network. In order
to deeply investigate the load-induced cascading failure, firstly, an asymmetrical model of interdependent network consisting of
a hierarchical weighted network and a WS small-world network is constructed. Secondly, an improved “load-capacity” model is
applied for node failure and edge failure, respectively, followed by a series of simulations of cascading failure over networks in both
interdependent and isolated statuses. The simulation results prove that the robustness in isolated network changes more promptly
than that in the interdependent one. Network robustness is positively related to “capacity,” but negatively related to “load.” The
hierarchical weight structure in the subnetwork leads to a “plateau” phenomenon in the progress of cascading failure.

1. Introduction

Complex network theory has been a successful tool in mod-
eling and analysis of modern systems [1]. A variety of net-
work models have been proposed to approximate realistic
systems such as power grids [2], transportation systems [3],
communication networks [4], and other systems. Most of
them focus on single and isolated systems. Recently, interde-
pendent network [5] provides a new insight in understanding
the structure [6], percolation [7], spreading processes [8],
evolution games [9], and robustness [10, 11] of complex sys-
tems. This kind of structure usually consists of two or more
subnetworks, with the subnetworks working dependently
on each other [12, 13]. For example, power grids and com-
puter systems must depend on each other because computers
require power grids to supply electricity. Power grids, in
turn, rely on computer systems to control power transmission
process.

In 2010, Buldyrev et al. [14] found that interdependent
networks have become significantly more vulnerable than
their noninteracting counterparts under random attack. Gao
et al. [5] reviewed the connectivity properties of “networks
of networks” formed by interdependent random networks.

Hu et al. [15] constructed a partially coupled network with
both interdependent and interconnecting links. The inter-
connections satisfy “one to one” condition. They found that
the change of interconnecting links leads to the change
of the phase transition from second order to first order
through hybrid phase transition. Huang et al. [16] studied the
robustness of interdependent networks under targeted attack
on high or low degree nodes. It provided a routine method to
study the degree-based targeted attack problems in both sin-
gle networks with dependency links [17, 18] and other general
randomly connected and uncorrelated interdependent net-
works. Moreover, Parshani et al. [19] described the dynamic
process of cascading failures on two partially interdependent
networks.

Currently, researchers focus on the problem of modelling
an interdependent network model for analyzing the progress
of cascading failure. Based on classical network models such
as ER [20], WS [21], and BA [22], researchers studied well
some symmetrical and asymmetrical networks [19, 23, 24],
such as ER-ER, WS-WS, BA-BA, ER-WS, BA-ER, and BA-
WS; but these models differ greatly from real-world systems
[25, 26]. Taking interdependent networks like ground trans-
portation network and airline network as an example, ground
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transportation network displays a hierarchical property.That
is, stations at provincial level have higher capacity and more
importance than municipal stations. However, the airline
network can be seen as a single level network with small
world property [27]. So, some other researchers [28–30]
made their trials to construct framework of asymmetrical
interdependent networks which are more authentic to reality.

Moreover, load such as cargoes transported in the trans-
portation network and electric stream in power grids can
trigger cascading failures [31]. The load carried by the failed
nodes or edges will not disappear but will flow to the
remaining part of the network, which, in a possible way, will
cause further failures. As far as we are concerned, not enough
attention has been paid to the cascading failure induced by
load redistribution in interdependent networks.

In order to investigate the load-induced cascading failure
in interdependent networks, we propose asymmetrical inter-
dependent networksmodel in Section 2 and the load-induced
cascading failure model in Section 3. Section 4 simulates the
cascading failure in the proposedmodel and compares it with
a WS-WS symmetrical network when nodes and edges suffer
from intentional attacks, respectively. Section 5 summarizes
the contribution of this paper and identifies future research
needs.

2. Network Model

Figure 1 shows an asymmetrical interdependent network
model. Network

𝐴
has a hierarchical and weighted structure,

where nodes are assigned with weights and distributed into
different levels, where Network

𝐵
is a single level network.

The numbers of nodes in Network
𝐴
and Network

𝐵
are equal.

The coupling proportion is set to 𝑝1. Nodes in different
subnetworks randomly construct “one to one” connections;
for example, node 𝑖

𝐴
in Network

𝐴
merely couples with 𝑗

𝐵
in

Network
𝐵
.

The model can be described mathematically by 𝐺(𝑁,
𝐸,𝑊), where𝑁 = 𝑁

𝐴
+𝑁
𝐵
is the set of nodes fromNetwork

𝐴

and Network
𝐵
. 𝐸 = 𝐸

𝐴
+ 𝐸
𝐵
+ 𝐸
𝐴𝐵

denotes the set of edges,
where 𝐸

𝐴
(𝐸
𝐵
) denotes the internal edges of Network

𝐴

(Network
𝐵
) and 𝐸

𝐴𝐵
represents the coupling edges between

the two subnetworks. Matrix𝑊 = [
𝑊𝐴 𝑊𝐴𝐵

𝑊
𝑇

𝐴𝐵
𝑊𝐵
] represents the

adjacency matrix, where 𝑊
𝐴

and 𝑊
𝐵
represent the con-

nections inside Network
𝐴
and Network

𝐵
, respectively, while

𝑊
𝐴𝐵

is the coupling adjacency matrix. The element 𝜔
𝑖𝑗
of𝑊

represents theweight of connection between twoneighboring
nodes 𝑖 and 𝑗. Node intensity 𝑠

𝑖
is defined to represent the total

weights of all edges connected with node 𝑖:

𝑠
𝑖
= ∑

𝑗∈Γ𝑖

𝜔
𝑖𝑗
, (1)

where Γ
𝑖
is the neighborhoodof node 𝑖, including neighboring

nodes in both Network
𝐴
and Network

𝐵
.

As mentioned before, in Network
𝐴
, nodes are divided

into several levels. There are 𝐻 levels in Network
𝐴
and each

node from a certain level has𝑀 subordinate nodes from the
next level. There are no connections between subordinate

Internal
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edge
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NetworkB

Figure 1: Model of asymmetrical interdependent networks, in
which two subnetworks are partly coupled together with proportion
𝑝1.The solid lines in Network

𝐴
and Network

𝐵
represent the internal

edges, while the dashed lines connecting the two subnetworks
represent the coupling edges.

nodes in the same level except for the top level, where all
nodes are connected with each other. Internal edges con-
necting different levels have diverse weights representing the
difference in importance of interlevel connections.

Thehierarchical structure is established as follows. Firstly,
we establish a fully connected top level, the level marker is set
to ℎ = 1, the number of nodes is 𝑛1, and the edge weight is
𝜔1. Then, each node in top level establishes relations with𝑀
subordinate nodes from the next level, where the levelmarker
is set to ℎ = 2. Nodes in this level do not connect with each
other.We repeat the former step until ℎ = 𝐻; then, Network

𝐴

with hierarchical weight is completed. The weight of edges
connecting level ℎ and level ℎ + 1 is set to

𝜔
ℎ,ℎ+1 = 𝜔1 −𝐶 ⋅ (ℎ − 1) , (2)

where constant 𝐶 controls the weightiness of internal edges
which connect neighboring levels.

Network
𝐵
is evolved by the rule of WS small-world

network because small-world network yields the shortest and
most effective paths [32]. The weight of each internal edge is
equivalent. It turns from regular network to random network
by adjusting the reconnecting probability 𝑝2 ∈ [0, 1], where
𝑝2 = 0 corresponds to the case of nearest-neighbor coupled
network; the nodes are placed on a ring lattice with periodic
boundary conditions and each node is initially connected to
𝐾 nearest neighbors. When 𝑝2 ∈ (0, 1), the WS small-world
network model is created by rewiring a small fraction of the
links with probability 𝑝2 to nodes chosen at random. The
average degree of node is still𝐾. When 𝑝2 = 1, it corresponds
to a completely random network.

The coupling proportion is set to 𝑝1 = 0.7 between Net-
work
𝐴
and Network

𝐵
. The sizes of the subnetworks are set to

𝑁
𝐴
= 𝑁
𝐵
= 340. In Network

𝐴
,𝑀 = 4, 𝐻 = 4, and 𝑛1 = 4,

so the numbers of subordinate nodes in the next three levels
are 16, 64, and 256. Because 𝐶 = 2 and 𝜔1 = 10, the weights
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Figure 2: The cascading failure under node attack on asymmetrical interdependent network. The initial topology of the asymmetrical
network, shown in (a), has a set of nodes in Network

𝐴
and Network

𝐵
, labeled as {𝐴1, 𝐴2, . . . , 𝐴8} and {𝐵1, 𝐵2, . . . , 𝐵7}, respectively. The

internal edges are represented as solid black lines and the coupling edges are represented as dashed blue lines. Red circles represent the failed
nodes and green circles represent the nodes that suffered from the load redistribution but are still active.

of internal edges that connect different levels are 𝜔1,2 = 8,
𝜔2,3 = 6, and 𝜔3,4 = 4 according to (2). Network

𝐵
is a WS

small-world network with 𝑝2 = 0.1 and 𝐾 = 4. Due to
the randomly “one to one” relationship, we set the weight of
coupling edges to be equal to themaximumweight of internal
edges connected to the coupled node in Network

𝐴
.

3. Cascading Failure Model

The coupling property makes the interdependent networks
fragile when suffering from intentional attack [16, 18]. Here
we focus on the cascading failure of interdependent network

induced by load. We define the initial loads 𝐿
𝑖
(0) of node 𝑖 as

a function of the node intensity 𝑠
𝑖
:

𝐿
𝑖 (0) = 𝜆𝑠

𝛼

𝑖
, (3)

where load parameters 𝜆 > 0 and 𝛼 > 0 are adjustable to
control the distribution of initial load. We can see that each
node bears more or less some initial loads according to the
node intensity and the loads on each node are a nonlinear
function unless the parameter 𝛼 is equal to 1. ML model [33]
conjectures that the capacity of a node is proportional to its
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initial loads. There is a linear relationship between capacity
𝐶
𝑖
of node 𝑖 and its initial load 𝐿

𝑖
(0). Consider

𝐶
𝑖
= (1+𝛽) ⋅ 𝐿

𝑖 (0) , (4)

where 𝛽 > 0 is the tolerance parameter. It is well studied
that big 𝛽 leads to excellent robustness. However, considering
other perspectives such as cost, the capacity is impossible to
be infinite, so it tends to a finite 𝛽. In addition, the linear
relationship does not fit for many real-world networks, so a
nonlinear “load-capacity” model is proposed as follows:

𝐶
𝑖
= 𝐿
𝑖 (0) + 𝛽 ⋅ 𝐿 𝑖 (0)

𝜃
, (5)

where two tunable parameters 𝛽 > 0 and 𝜃 > 0 are intro-
duced. If 𝜃 = 1, it decays to the linear “load-capacity” model.
According to a local nearest redistribution strategy, the
proportions of load distribution Π

𝑗
and the new added load

Δ𝐿
𝑖→ 𝑗

where the failed node 𝑖 passes to its neighbor 𝑗 are as
follows[34]:

Π
𝑗
=

𝐶
𝑗

∑
𝑛∈Γ𝑖

𝐶
𝑛

,

Δ𝐿
𝑖→ 𝑗

= Π
𝑗
𝐿
𝑖
=

𝐶
𝑗

∑
𝑛∈Γ𝑖

𝐶
𝑛

𝐿
𝑖
,

(6)

where 𝑛 is the neighbor of the failed node 𝑖 and Γ
𝑖
is the set of

neighbors which node 𝑖 connects. If the initial load of node
𝑗 plus the load that node 𝑖 transfers to exceeds its capacity
(𝐶
𝑗
< 𝐿
𝑗
+ Δ𝐿
𝑖→ 𝑗

), node 𝑗 fails and leads to a new round of
load redistribution.The process repeats until there is no over-
loaded node or the entire network is paralyzed. The evolving
procedure is illustrated in Figure 2.

At stage 1 in Figure 2(a), node 𝐴1 is attacked and fails;
the load distributes to its neighbors {𝐴2, 𝐴3, 𝐴4, 𝐴5}. Node
𝐴2 fails because of overloading and it triggers the failure of
𝐵1 because the load of 𝐵1 exceeds its capacity after receiving
some amount of load from𝐴2.Meanwhile, nodes𝐴3, 𝐴4, and
𝐴5 are still active because they are not overloaded. At stage
2 in Figure 2(b), due to the load redistribution of node 𝐵1,
node 𝐵6 is overloaded, but nodes 𝐵2 and 𝐵5 are still active.
𝐵6 distributes the load to its neighboring nodes which leads
to the failure of nodes 𝐵7 and 𝐴8. In this way, the cascading
failure propagates in both Network

𝐴
and Network

𝐵
. At stage

3 in Figure 2(c), the failures of nodes 𝐵7 and 𝐴8 trigger
the failures of 𝐵4 and 𝐴5. There is no new failure in the
interdependent networks in Figure 2(d) and the cascading
progress ends at stage 4.

We use 𝑅
𝑠
to express the relative scale damage caused by

node failures:

𝑅
𝑠
=
𝑆
󸀠

𝑆
, (7)

where 𝑆 (𝑆󸀠) is the sum of initial node intensity before (after)
node failures.

Similar to the case of node failure, the initial load of edge
𝐿
𝑖𝑗
(0) is related to the node intensities of 𝑖 and 𝑗, as defined

in (8). The “load-capacity” model of edges can be expressed

kA

jA

hA

iA

kB
jB

Figure 3: The load redistribution triggered by an edge failure. The
internal edges are represented as solid black lines, while the coupling
edges are represented as dashed blue lines. The black arrowed lines
represent the directions of load redistribution from the failed edge
and the red solid line represents the edge which is overloaded.

in (9). Figure 3 shows the load redistribution rule for edge
failure. Consider

𝐿
𝑖𝑗 (0) = (𝑠𝑖 ⋅ 𝑠𝑗)

𝛾

, (8)

where 𝛾 > 0 is a tunable parameter to control initial load of
edges. Consider

𝐶
𝑖𝑗
= 𝐿
𝑖𝑗 (0) + 𝛽 ⋅ 𝐿 𝑖𝑗 (0)

𝜃
. (9)

If a single internal edge 𝑒
𝑖𝐴ℎ𝐴

in Network
𝐴

fails, the
load on the broken edge will be redistributed bidirection-
ally to its neighboring internal and coupling edges. If the
load on neighboring edges plus the extra load exceeds
their capacity, this may trigger a recursive process of cas-
cading failures, such as internal edge 𝑒

𝑖𝐴𝑘𝐴
and internal

edge 𝑒
𝑖𝐴𝑗𝐵

shown in Figure 3. After coupling edge 𝑒
𝑖𝐴𝑗𝐵

fails,
its load proportionally is reassigned to neighboring edges
connected to node 𝑖

𝐴
in Network

𝐴
and node 𝑗

𝐵
in Network

𝐵
.

Consider

Δ𝐿
𝑖𝐴→𝑗𝐴

=
𝐶
𝑖𝐴𝑗𝐴

∑
𝑎∈Γ𝑖𝐴

𝐶
𝑖𝐴𝑎
+ ∑
𝑏∈Γ𝑗𝐵

𝐶
𝑗𝐵𝑏
− 2𝐶
𝑖𝐴𝑗𝐵

𝐿
𝑖𝐴𝑗𝐵
,

Δ𝐿
𝑗𝐵→𝑘𝐵

=
𝐶
𝑗𝐵𝑘𝐵

∑
𝑎∈Γ𝑖𝐴

𝐶
𝑖𝐴𝑎
+ ∑
𝑏∈Γ𝑗𝐵

𝐶
𝑗𝐵𝑏
− 2𝐶
𝑖𝐴𝑗𝐵

𝐿
𝑖𝐴𝑗𝐵
,

(10)

where Γ
𝑖𝐴

(Γ
𝑗𝐵
) is the set of neighbors of node 𝑖

𝐴
(𝑗
𝐵
) and

𝐿
𝑖𝐴𝑗𝐵

is the initial load of edge 𝑒
𝑖𝐴𝑗𝐵

.Δ𝐿
𝑖𝐴→𝑗𝐴

is the additional
load distributed to edge 𝑒

𝑖𝐴𝑗𝐴
. Δ𝐿
𝑗𝐵→𝑘𝐵

is the additional load
distributed to edge 𝑒

𝑗𝐵𝑘𝐵
. Only if𝐶

𝑚𝑛
> 𝐿
𝑚𝑛
+Δ𝐿
𝑚→𝑛

for any
edge will there be no new edge failure in the system.
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Figure 4: The relationship between capacity and robustness of Network
𝐴
under node intentional attack. (a) Network

𝐴
in isolated status. (b)

Network
𝐴
in interdependent status. (c) A comparison of Network

𝐴
in both isolated status and interdependent status. Capacity parameters

𝛽 ∈ [0, 2) and 𝜃 ∈ [0.2, 1.6]. Load parameter 𝛼 = 0.8. In (c), the critical value 𝛽
𝐶
is labeled with green dot. The solid lines denote the isolated

status, while the dashed lines denote the interdependent status. Simulation results are averaged over 1000 independent trials.

We finally adopt the relative size of removed edge as 𝑅 to
describe the network robustness under edge attack:

𝑅 = ∑

𝑖𝑗

𝐸
𝑖𝑗

𝐸
, (11)

where 𝐸
𝑖𝑗
is the number of failed edges due to cascading

failure after 𝑒
𝑖𝑗
is cut off, while 𝐸 is the total number of edges

in the whole system before cascading failures.

4. Results and Discussion

4.1. Analysis of Network Robustness under Node Attack. A
similar phenomenon of the isolated status and interdepen-
dent status is that 𝑅

𝑆
has positive relations with the capacity

parameters 𝛽 and 𝜃. This means that high capacity benefits
the robustness of Network

𝐴
. Additionally, it is notable that

the curve of𝑅
𝑆
abruptly emerges when𝛽 approaches a critical

value in Figure 4(a), and then it rapidly grows to 1; but,

in Figure 4(b), after its abrupt emergence, the robustness
indicator then shows a slow increase to 1. In order to find the
detailed difference between the two statuses, we fix 𝜃 at 0.2,
0.4, and 0.6 separately to compare the curves of 𝑅

𝑆
in isolated

status and interdependent status in Figure 4(c). It can be seen
that the solid lines are above the corresponding dashed ones
because the interdependent relationship leads to a weaker
robustness of Network

𝐴
. Furthermore, the robustness indi-

cator 𝑅
𝑆
in isolated status undergoes a short “plateau” state

before it grows to 1. In comparison, in the interdependent
status, the robustness undergoes a hybrid phase transition.

The robustness of Network
𝐴
has a positive relation with

the capacity parameter 𝛽 in Figure 5. However, it has a neg-
ative relationship with load parameter 𝛼 as shown in Figures
5(a) and 5(b).We fix𝛼 at 1.2, 1.4, and 1.6 separately to compare
the changes of robustness in both statuses. We also find
that the robustness of Network

𝐴
in isolated status is better

than that in interdependent status. In addition, the trend of
each curve in Figure 5(c) is similar to that in Figure 4(c).
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Figure 5: The relationship between load and robustness of Network
𝐴
under node intentional attack. (a) Network

𝐴
in isolated status. (b)

Network
𝐴
in interdependent status. (c) A comparison of Network

𝐴
in both isolated status and interdependent status. Capacity parameters

𝛽 ∈ [0, 2) and 𝜃 = 0.8. The critical value 𝛽
𝐶
is labeled with green dot. The solid lines denote the robustness of Network

𝐴
in isolated status,

while the dashed lines denote the robustness of Network
𝐴
in interdependent status. Simulation results are averaged over 1000 independent

trials.

Because of the hierarchical weight structure in Network
𝐴
,

nodes from the same level have equal initial load and capacity
according to (1) and (3). If a node fails, the proportion of load
redistribution is divided by the level towhich the neighboring
nodes belong. The failure probabilities of neighboring nodes
from the same level are equivalent, while those of the nodes
from different levels are not. That finally leads to the sharp
change of 𝑅

𝑆
when most neighbors fail or the short plateau

without large scale of failures in the neighborhood. The
hierarchical weight structure in Network

𝐴
also leads to a

cascade of failures in the isolated status unlike a regular
first-order phase transition. Meanwhile, the interdependent
relationship leads to the failures from a first-order phase
transition to a second-order phase transition.

4.2. Analysis of Network Robustness under Edge Attack. When
the edge withmaximum initial loadmax(𝐿

𝑖𝑗
(0)) in Network

𝐴

suffers from intentional attack, the relationship among load,
capacity, and robustness is analyzed based on the results in
Figures 6 and 7. Under edge attack, the robustness indicator𝑅
also shows positive correlations with the capacity parameters
𝛽 and 𝜃 but a negative correlation with load parameter 𝛾.
The results shown in Figures 6 and 7 also prove that the
robustness can be enhanced by high capacity as well as low
initial load. As shown in Figures 6(a) and 6(b) and Figures
7(a) and 7(b), the enhancement of robustness is more prompt
in isolated status than in interdependent status. In Figures
6(c) and 7(c), the solid line denoting each value of 𝜃 and 𝛾
is above the corresponding dashed ones which also indicates
a weaker robustness of Network

𝐴
in interdependent status.

The hierarchical weight structure in Network
𝐴
also leads

to a plateau on the curves of 𝑅 in Figure 7(c). Because the
initial load and capacity of internal edge 𝐿

𝑖𝑗
which connect

the neighboring levels are equal, according to (1), (2), and
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Figure 6: The relationship between capacity and robustness of Network
𝐴
under edge intentional attack. (a) Network

𝐴
in isolated status. (b)

Network
𝐴
in interdependent status. (c) A comparison of Network

𝐴
in both isolated status and interdependent status. Capacity parameters 𝛽 ∈

[0, 2) and 𝜃 ∈ [0.2, 1.6]. Load parameter 𝛾 = 0.8. The solid lines denote the isolated status, while the dashed lines denote the interdependent
status. Simulation results are averaged over 1000 independent trials.

(8). Edges connecting the neighboring levels have equal
initial load and capacity. If one internal edge fails, the failure
probabilities of edges connecting the same neighboring levels
are equivalent, while those of the edges connecting different
levels are not. So it leads to the sharp change of 𝑅 when most
edges fail or the plateau without large scale of edge failures.

4.3. Comparison of Asymmetrical and Symmetrical Models.
We compare between robustness of the asymmetrical net-
work model we propose and that of a symmetrical network
model (WS-WS). The configuration of WS subnets in the
symmetrical network model is the same as that of the WS
subnet in the asymmetrical networkmodel.The robustness of
network under different initial conditions is shown in Figures
8 and 9.

We test intentional node attacks on the studied models
under two initial conditions in Figure 8. It can be seen that
the robustness of the symmetrical model is stronger than
that of the asymmetric model. Additionally, no matter in the
symmetrical or the asymmetrical case, the robust levels of
Network

𝐴
and Network

𝐵
under the same conditions are very

close to one another.
Additionally, we test intentional edge attacks on the

two models under different initial conditions in Figure 9.
Similar to the cases on node attack, the robust levels in the
symmetrical model are better than those in the asymmetric
model. However, what is notable is that 𝑅 − 𝛽 curves of
each subnetwork in the asymmetrical model deviate from
each other, while those of the symmetrical model remain
resemblant. Network

𝐴
is less vulnerable than Network

𝐵
.
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Figure 7: The relationship between load and robustness under edge intentional attack in isolated status (a) and in interdependent status (b).
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Figure 8: Comparison of node attack in symmetrical and asymmetrical network models under different initial conditions. (a) 𝛼 = 0.8 and
𝜃 = 0.6. (b) 𝛼 = 0.6 and 𝜃 = 0.8. The red lines without triangles denote the robustness in WS-WS network model, while solid lines with
triangles denote the robustness in Network

𝐵
. Simulation results are averaged over 1000 independent trials.
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Figure 9: Comparison of edge attack in symmetrical and asymmetrical network models under different initial conditions. (a) 𝛾 = 0.8 and
𝜃 = 0.6. (b) 𝛾 = 0.6 and 𝜃 = 0.8. The red lines without triangles denote the robustness in WS-WS network model, while solid lines with
triangles denote the robustness in Network

𝐵
. Simulation results are averaged over 1000 independent trials.

5. Conclusion

Interdependent network is a representative abstraction of
realistic systems, where failures in one system may trigger a
cascade of failures in the other system through interactions
among systems. For instance, load redistribution caused by
node or edge failures in one subnetwork may trigger an itera-
tive progress of cascading failure in interdependent networks.
In this paper, firstly, we propose an interdependent network
model considering asymmetrical property of the two subnet-
works. Secondly, a nonlinear “load-capacity” model is also
proposed for nodes and edges, respectively, to model the cas-
cading failures. Thirdly, we conduct a systematic series of
experiments to analyze the robustness of interdependent
network under attack and make comparisons with the sit-
uation of well-studied symmetrical WS-WS network model.
(1) Interdependent networks are more fragile compared with
isolated ones. (2) The hierarchical weight structure leads to a
short “plateau” phenomenon in isolated status unlike the reg-
ular first-order phase transition in nonhierarchical isolated
networks. Under node attack, only if the capacity reaches a
critical value 𝛽

𝐶
can the robustness abruptly emerge and

rapidly approach 1. Furthermore, the interconnections lead
to the robustness curve from a first-order phase transition to
a second-order phase transition in interdependent networks.
(3) Under edge attack, the hierarchical weight structure also
causes a plateau in an iterative process of cascading failures in
isolated status. The change of robustness in isolated network
is more prompt than that in interdependent network. (4)
Compared with symmetrical WS-WS network model, the
robustness of the asymmetrical model is weaker. Under node
attack, no matter in the symmetrical or the asymmetrical
case, the two subnetworks have similar robustness. However,
under edge attack, subnetworks in the asymmetrical model
perform differently, while those of the symmetrical model
remain resemblant.
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The secure destruction of expired data is one of the important contents in the research of cloud storage security. Applying the
attribute-based encryption (ABE) and the distributed hash table (DHT) technology to the process of data destruction, we propose
a secure ciphertext self-destruction scheme with attribute-based encryption called SCSD. In SCSD scheme, the sensitive data
is first encrypted under an access key and then the ciphertext shares are stored in the DHT network along with the attribute
shares. Meanwhile, the rest of the sensitive data ciphertext and the shares of access key ciphertext constitute the encapsulated
self-destruction object (EDO), which is stored in the cloud. When the sensitive data is expired, the nodes in DHT networks can
automatically discard the ciphertext shares and the attribute shares, which canmake the ciphertext and the access key unrecoverable.
Thus, we realize secure ciphertext self-destruction. Compared with the current schemes, our SCSD scheme not only can support
efficient data encryption and fine-grained access control in lifetime and secure self-destruction after expiry, but also can resist the
traditional cryptanalysis attack as well as the Sybil attack in the DHT network.

1. Introduction

Cloud storage has attracted much attention from both indus-
try and academia for its low cost, flexible deployment, and
strong extensibility in recent years. The cloud storage system
is composed of massive storage resource on the Internet
as well as the resource management and access control
mechanism for the resource accessing transparency of users
[1]. With friendly user interface and strong extensibility, the
cloud storage system can provide userswith unlimited storing
space; thus, it can form a new delivery model called storage
as a service [2]. Cloud storage brings new opportunities for
efficiency increasing, cost saving, and green computing in the
area of information technology; however, it is also faced with
some security challenges.

In the service model of cloud storage, data is outsourced
to the storage server which performs as the third party. So,
data is out of the control of data owner and the security of data
highly depends on the server. Due to the dishonesty of cloud
storage server, the data owner will first encrypt the original

sensitive data and then outsource the ciphertext to the cloud
in order to keep the confidentiality of data. The encryption
key is kept by the data owner privately. However, even if the
data is stored by cloud in the form of ciphertext, there are
some security risks. For example, in order to improve the
service reliability, the cloudmaymake several backups for the
user’s data and distribute them to different storage servers [3].
On this condition, when the data has expired and the owner
needs to delete the data from the storage servers, the cloud
server may not destruct all the backups of data. Once adver-
saries get the encryption key and the backups of the ciphertext
from cloud, the sensitive data can be recovered and the
confidentiality is destroyed. Therefore, the assured destruc-
tion of expired data, namely, the thorough deletion and the
permanent elimination of ciphertext, is one of the important
contents in the research of cloud storage security [4].

In this paper, applying the attribute-based encryption and
the distributed hash table (DHT) technology to the process
of data destruction in the cloud storage environment, we
propose a secure ciphertext self-destruction scheme with
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attribute-based encryption called SCSD. In SCSD scheme,
the sensitive data is first encrypted under an access key,
and then the access key is encrypted using an attribute-
based encryption method. The ciphertext of sensitive data
is extracted and transformed in order to get the ciphertext
shares, which are stored in the DHT network along with
the attribute shares. Meanwhile, the rest of the sensitive data
ciphertext and the shares of access key ciphertext constitute
the encapsulated self-destruction object (EDO), which is
stored in the cloud. When the sensitive data is expired,
the nodes in DHT networks can automatically discard the
ciphertext shares and the attribute shares, which can make
the ciphertext of sensitive data and the access key unrecov-
erable. Thus, we realize secure ciphertext self-destruction.
Compared with the current schemes, our SCSD scheme can
resist the traditional cryptanalysis attack as well as the Sybil
attack in the DHT network.

The rest of the paper is organized as follows. In Section 2,
we introduce some related works of the secure data destruc-
tion. Then, in Section 3, we review some preliminaries. Next,
we introduce the system and security model and the detailed
construction of our SCSD scheme in Section 4. In Section 5,
wemake an evaluation for the scheme in security analysis and
scheme performance. Finally, concluding remarks and future
work are given in Section 6.

2. Related Works

In cloud storage system, some data is stored in the servers
for a long time, which can be compromised by adversaries,
because the data may be backed up by the cloud servers and
these backups may still exist after the delete command of
users. It is difficult to destruct all the backups in the cloud, and
the following works are some attempts to achieve the secure
destruction of data.

Perlman is the first to focus on the secure deletion of
documents [7]. Perlman designed an unrecoverable system
for documents. The encryption key is deleted when it is
expired; thus, the document encrypted under this key can not
be recovered.However, this systemconsiders only the lifetime
of encryption key. Besides, this is a local-centered system
and is unfit for the cloud environment. Then, following this
idea, FADE [8], one secure overlap cloud storage system built
under the existing cloud infrastructure, is developed. This
system can assure the deletion of documents and can support
different document access policies. Another feasible system
is Ephemerizer [9], which needs a trusted server to store and
manage the decryption key. In Ephemerizer, the data owner
sets the expired time for the decryption key. The trusted
server deletes the decryption key once the key is expired.
Thus, the ciphertext is unreadable.

The above methods follow the idea of centralized solu-
tion, which has some limitations as follows. (1) The key
management depends too much on the server. (2) When
there is an investigation from government, the administrator
needs to give up the right of key management.This condition
makes the server no longer trusted. (3) There is a need for
additional commands and operations to achieve the assured
deletion of data.

In order to solve the problem brought by the centralized
destruction scheme, Geambasu et al. propose an interesting
data self-destruction system called Vanish [5]. The private
data is encrypted under a symmetric key, which is divided
into several key shares using threshold secret sharing scheme
and then distributed to a large scale DHT P2P network.
The nodes in the DHT network will automatically delete the
key shares periodically, which will result in the unreadable
ciphertext. Thus, it realizes the self-destruction of data and
this needs trusted servers or additional operations. Wang et
al. improve the Vanish system by extracting and distributing
parts of ciphertext to the DHT network [6]. This improve-
ment will resist the traditional cryptanalysis attack and brute-
force attack more efficiently.

However, [10] points out that there are Sybil attacks
against the Vuze DHT network adopted by Vanish system.
Adversaries can get enough key shares to reconstruct the
key before the ciphertext is expired. Thus, there are security
problems in the schemes of [5, 6]. Besides, these decentralized
solutions adopt the symmetric encryption algorithms, which
will bring complex key management and distribution prob-
lems. To solve these problems, an improved system called
SafeVanish is proposed [11]. RSA algorithm is adopted to
firstly encrypt the symmetric key in order to resist the Sybil
attack. But this system can not support fine-grained access
control mechanism. Applying attribute-based encryption
algorithm, Xiong et al. [12] firstly propose a secure self-
destruction scheme, which can support fine-grained access
control on documents. However, the direct adoption of
attribute-based encryption algorithm on documents is not
efficient.

Therefore, a secure sensitive data self-destruction scheme,
which supports efficient data encryption and key manage-
ment, fine-grained access control in lifetime and secure self-
destruction after expiry, and traditional cryptanalysis attack
and Sybil attack resistance, is needed in the cloud storage
environment.

3. Preliminaries

3.1. Distributed Hash Table. Distributed hash table (DHT)
[13] supports a distributed database storagemodel. AndDHT
network is comprised of large-scaled distributed infrastruc-
tures in the P2P networks which support the query, storage,
retrieval, and management of data without servers. Every
node in the DHT network is responsible for a small-scaled
routing and can store parts of data. Thus, the whole DHT
network realizes an addressing and storing of data. There
are many DHT networks in Internet, such as Vuze, Chord,
OpenDHT, and Pastry.

The index of every document stored in the DHT network
can be expressed as a pair of (𝐾,𝑉). 𝐾 is denoted as the
hash value of name or other descriptive pieces of information
of the document; 𝑉 can be denoted as the IP address or
other descriptive pieces of information of the node that
stored the document in DHT network. All of the index items
compose a large document index hash table. When 𝐾 is
specified, the location of document can be assured through
the corresponding relationship.
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Every DHT network has the following three important
characteristics, which is suitable for constructing data self-
destruction scheme in cloud storage environment:

(1) Data availability: DHT network can provide reliable
distributed storage capacity, which assures the avail-
ability of the data stored in the nodes of DHTnetwork
in the lifetime. This is the foundation of constructing
data self-destruction scheme.

(2) Automatic data deletion in the nodes in DHT net-
work: nodes in DHT network can automatically
remove the old data in order to store the new data
periodically.Thus, the data stored in the nodes will be
destroyed automatically after expiry, which provides a
mechanism for ciphertext self-destruction.

(3) Large-scaled and global distribution: for example,
there are more than one million of active nodes in
Vuze network simultaneously, and these nodes are
distributed to more than 190 countries all over the
world. These completely distributed nodes in DHT
network can provide attack resistance capability for
self-destruction scheme.

3.2. Attribute-Based Encryption. Attribute-based encryption
(ABE), a typical public key cryptography, was firstly proposed
by Sahai and Waters in 2005 [14]. In an ABE scheme, the
identifier for a user is a set of descriptive attributes rather
than a string of characters in identity-based encryption (IBE).
Every attribute can be mapped to an element in Z∗

𝑝
using

a hash function. The ciphertext and user’s key are both
associated with the attributes. ABE can support threshold
policy of attributes. Namely, if and only if the number of same
attributes in both sets of attributes 𝜔 and 𝜔

∗ is greater than
or equal to a certain threshold value, a user with a set of
attributes 𝜔 can decrypt the ciphertext successfully which is
encrypted under a set of attributes 𝜔∗.

Specifically, an authority firstly defines a threshold value
𝑘 and generates the system public key, the length of which is
related to the number of attributes in 𝜔

∗. Then, the authority
generates the private key for user with a set of attributes
𝜔. 𝜔 is associated with a random 𝑘 − 1 order polynomial
𝑞(𝑥). In a decryption process, if 𝜔 ∩ 𝜔

∗

≥ 𝑘, then the user
chooses random 𝑘 attributes in the set𝜔∩𝜔∗ and reconstructs
the encryption key through Lagrange’s interpolation on the
associated polynomial 𝑞(𝑥). Thus, the user can decrypt the
ciphertext and get the plaintext.

3.3. Threshold Secret Sharing. Threshold secret sharing
scheme was first proposed by Shamir [15]. The main idea is
to divide the secret data into 𝑛 shares and then distribute
these shares to 𝑛 users. If there is 𝑘 or more than 𝑘 shares
are extracted from these users, then the secret data can be
generated. Otherwise, the secret data can not be generated.
This method is called (𝑘, 𝑛) threshold secret sharing.

Generally, threshold secret sharing scheme can be
achieved by using Lagrange’s interpolation polynomial. If
there is an interpolation polynomial

𝑄 (𝑥) = 𝑎
𝑛−1

𝑥
𝑛−1

+ 𝑎
𝑛−2

𝑥
𝑛−2

+ ⋅ ⋅ ⋅ + 𝑎
2
𝑥
2

+ 𝑎
1
𝑥
1

+ 𝑎
0

(1)

and there are 𝑛 different points (𝑥
0
, 𝑦
0
), . . . , (𝑥

𝑖
, 𝑦
𝑖
), . . . ,

(𝑥
𝑛−1

, 𝑦
𝑛−1

) that satisfy the equation 𝑄(𝑥) = 𝑦, then 𝑄(𝑥)

is called Lagrange’s polynomial, which is composed of the
following basic polynomial 𝑄(𝑥) = ∑

𝑛−1

𝑗=0
𝑦
𝑗
𝑞
𝑗
(𝑥), where

𝑞
𝑗
(𝑥) = ∏
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((𝑥 − 𝑥
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)/(𝑥
𝑗
− 𝑥
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)).

Namely, given 𝑛 different points satisfying 𝑄(𝑥) = 𝑦, we
can reconstruct a unique 𝑛 − 1 order polynomial 𝑄(𝑥).

4. SCSD Scheme Construction

In this section, we first describe the system model of the
secure ciphertext self-destruction (SCSD) scheme. Then, the
detailed algorithm descriptions and the outline of scheme are
introduced as follows.

4.1. System Model. The SCSD system comprises six different
entities: authority, cloud storage servers, DHT network,
data owners, data consumers, and adversaries, as shown in
Figure 1.

Authority. Authority provides the system with security
parameters setup and key generation processes. Besides, it
also assigns attributes for each user.

Cloud Storage Servers. Cloud storage servers are responsible
for storing the data sent by the users and assuring that only
authenticated users can get access to the data.

DHTNetwork. Nodes in theDHTnetwork are responsible for
storing the ciphertext shares and the attribute shares and can
automatically discard the stored data.

Data Owners. A data owner generates sensitive data and then
encrypts it under a random access key. Ciphertext shares
are sent by data owner to the DHT network along with the
attribute shares. Besides, EDO is sent to cloud by data owner.

Data Consumers. The data consumer downloads ciphertext
shares and attribute shares from the DHT network and EDO
from the cloud.Then, he can decrypt the EDO if his attributes
satisfy the ABE threshold policy.

Adversaries. Adversaries may try to capture the data in the
cloud or in DHT network.

This paper is aiming at preventing the leakage of sensitive
data stored in the cloud after expiry. For example, sensitive
information in user’s historic archive may leak out in the
condition of an investigation from government. We assume
that the data owner and other authenticated users trust each
other. Thus, adversaries may try to compromise the EDO
in the cloud after the lifetime of EDO. Or the adversaries
may capture the ciphertext shares and the attribute shares
stored in DHT network within the lifetime of EDO. So, in
the security model of our scheme, we divide the behavior
of adversaries into the following two kinds. (1) Adversaries
compromise the EDO in the cloud after the lifetime of
EDO. The adversary tries to analyze the sensitive data from
the EDO. (2) Adversaries compromise the ciphertext shares
and the attribute shares stored in DHT network within the
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Figure 1: The system model of SCSD scheme.

lifetime of EDO.The adversary tries to decrypt the ciphertext
and get the sensitive information according to the shares.

4.2. AlgorithmDescriptions. Algorithms of our SCSD scheme
are described as follows.

(1) Setup(𝜆) → (MSK,PK,USK): given a security
parameter 𝜆, the authority firstly generates the master secret
parameters MSK = (𝑟

1
, . . . , 𝑟

𝑛
, 𝑦), which are all chosen

randomly from Z∗
𝑝
. Then, the authority generates the public

parameters PK = (Attri, 𝑔, 𝐺
1
, 𝐺
2
, 𝑒, 𝑘, 𝑛, 𝑡, 𝑠, 𝑎, 𝑏,𝐻, 𝐸,Dec,

𝑅
1
, . . . , 𝑅

𝑛
, 𝑌), where Attri is the set of total 𝑛 attributes of

users and each attribute in Attri is associated with one unique
element in Z∗

𝑝
. 𝐺
1
is a multiplicative cyclic group with the

generator 𝑔. 𝑒 : 𝐺
1
× 𝐺
1

→ 𝐺
2
is a bilinear map. 𝑘 is

the threshold value for the total 𝑛 attributes of users. 𝑡 is
the threshold value for the total 𝑠 ciphertext shares. 𝑎 is the
number of bits in each associated ciphertext extraction. 𝑏 is
the times of extraction, 𝐻 : {0, 1}

∗

→ {0, 1}
𝑚 is a hash

function. 𝐸 : (𝐾,𝑀) → 𝐶 is a symmetric encryption
algorithm and Dec : (𝐾, 𝐶) → 𝑀 is the corresponding
decryption algorithm. 𝑅

1
= 𝑔
𝑟
1 , . . . , 𝑅

𝑛
= 𝑔
𝑟
𝑛 , 𝑌 = 𝑒(𝑔, 𝑔)

𝑦.
Besides, the authority also generates secret key for user with
attribute set Attri

𝑢
. The authority chooses a polynomial 𝑞(𝑥)

with 𝑘−1 degree and sets 𝑞(0) = 𝑦.Then, the user’s secret key
is generated as USK = (𝑆

𝑖
)
𝑖∈Attri

𝑢

, where 𝑆
𝑖
= 𝑔
𝑞(𝑖)/𝑟

𝑖 .
(2) Enc(𝑀) → (𝐶

𝑀
, 𝐶
𝐾
): given sensitive data 𝑀, a data

owner with an attribute set Attri
𝑜
firstly chooses a random

access key 𝐾 ∈ Z∗
𝑝
and generates the ciphertext of 𝑀 as

𝐶
𝑀

= 𝐸(𝐾,𝑀). Then, the data owner chooses a random
value 𝛾 ∈ Z∗

𝑝
and generates the ciphertext of 𝐾 as 𝐶

𝐾
=

(Attri
𝑜
, 𝐶
∗

= 𝐾𝑌
𝛾

, {𝐶
𝑖
= 𝑅
𝑖

𝛾

}
𝑖∈Attri

𝑜

), where {𝐶
𝑖
= 𝑅
𝑖

𝛾

}
𝑖∈Attri

𝑜

are the attribute shares.
(3) Associpher(𝐶

𝑀
) → (𝐴): given a ciphertext 𝐶

𝑀
, the

data owner firstly divides the ciphertext into blocks of𝑚 bits.
If the last block is less than𝑚 bits, then several bits of “0” are
added to the end until the length of the last block is 𝑚 bits.

Suppose the ciphertext is divided as 𝐴
1
‖ 𝐴
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‖ ⋅ ⋅ ⋅ ‖ 𝐴

𝑑
; the

data owner associates the blocks as follows:
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(2)

Then, the associated ciphertext is 𝐴 = 𝐴
󸀠

1
‖ ⋅ ⋅ ⋅ ‖ 𝐴

󸀠

𝑖
‖

⋅ ⋅ ⋅ ‖ 𝐴
󸀠

𝑑
.

(4) DeAssocipher(𝐴) → (𝐶
𝑀
): this is the inverse

algorithm of Associpher(𝐶
𝑀
) → (𝐴). Given an associated

ciphertext 𝐴 = 𝐴
󸀠

1
‖ ⋅ ⋅ ⋅ ‖ 𝐴

󸀠

𝑖
‖ ⋅ ⋅ ⋅ ‖ 𝐴

󸀠

𝑑
, a data consumer

performs as follows:

𝐴
𝑑
= 𝐴
󸀠

𝑑
⊕ 𝐻(𝐴

󸀠

1
‖ ⋅ ⋅ ⋅ ‖ 𝐴

󸀠

𝑖
‖ ⋅ ⋅ ⋅ ‖ 𝐴

󸀠

𝑑−1
)

𝐴
𝑑−1

= 𝐴
󸀠

𝑑−1
⊕ 𝐻(𝐴

󸀠

1
‖ ⋅ ⋅ ⋅ ‖ 𝐴

󸀠

𝑖
‖ ⋅ ⋅ ⋅ ‖ 𝐴

󸀠

𝑑−2
‖ 𝐴
𝑑
)

.

.

.

𝐴
𝑖
= 𝐴
󸀠

𝑖
⊕ 𝐻(𝐴

󸀠

1
‖ ⋅ ⋅ ⋅ ‖ 𝐴

󸀠

𝑖−1
‖ 𝐴
𝑖+1

⋅ ⋅ ⋅ ‖ 𝐴
𝑑
)

.

.

.

𝐴
1
= 𝐴
󸀠

1
⊕ 𝐻 (𝐴

2
‖ ⋅ ⋅ ⋅ ‖ 𝐴

𝑑
) .

(3)

Then, the data consumer gets the ciphertext 𝐶
𝑀
from the

association 𝐴
1
‖ 𝐴
2
‖ ⋅ ⋅ ⋅ ‖ 𝐴

𝑑
.
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(5) CipherShareGen(𝐴) → (CS, 𝐶󸀠): given the associ-
ated ciphertext 𝐴, for 𝑖 = 1, 2, . . . , 𝑏, the data owner firstly
extracts the bits located in [1, 𝑎 ⋅ 𝑡] in 𝐴

(𝑖), where 𝐴(𝑖) is the
remaining associated ciphertext after the (𝑖 − 1)th extraction
from 𝐴. Note that 𝐴(1) = 𝐴. All of the extracted ciphertext
is denoted by EC = (𝑚

1
, 𝑚
2
, . . . , 𝑚

𝑏
), where 𝑚

𝑖
= 𝑚
[𝑖][0]

‖

𝑚
[𝑖][1]

‖ ⋅ ⋅ ⋅ ‖ 𝑚
[𝑖][𝑡−1]

is the 𝑖th extracted ciphertext from 𝐴.
The remaining associated ciphertext after the 𝑏th extraction
from 𝐴 is denoted by 𝐶

󸀠. Then, the data owner generates 𝑏
polynomials as follows:

𝑓
1
(𝑥) = 𝑚

[1][𝑡−1]
𝑥
𝑡−1

+ 𝑚
[1][𝑡−2]

𝑥
𝑡−2

+ ⋅ ⋅ ⋅ + 𝑚
[1][1]

𝑥
1

+ 𝑚
[1][0]

.

.

.

𝑓
𝑖
(𝑥) = 𝑚

[𝑖][𝑡−1]
𝑥
𝑡−1

+ 𝑚
[𝑖][𝑡−2]

𝑥
𝑡−2

+ ⋅ ⋅ ⋅ + 𝑚
[𝑖][1]

𝑥
1

+ 𝑚
[𝑖][0]

.

.

.

𝑓
𝑏
(𝑥) = 𝑚

[𝑏][𝑡−1]
𝑥
𝑡−1

+ 𝑚
[𝑏][𝑡−2]

𝑥
𝑡−2

+ ⋅ ⋅ ⋅ + 𝑚
[𝑏][1]

𝑥
1

+ 𝑚
[𝑏][0]

.

(4)

The data owner chooses 𝑠 different integers 𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑠

and then computes the value of 𝑓
1
(𝑥
𝑖
), 𝑓
2
(𝑥
𝑖
), . . . , 𝑓

𝑏
(𝑥
𝑖
)

for 𝑖 = 1, 2, . . . , 𝑠. Finally, the data owner gets the
ciphertext shares CS = (CS

1
,CS
2
, . . . ,CS

𝑠
), where CS

𝑖
=

(𝑥
𝑖
, 𝑓
1
(𝑥
𝑖
), 𝑓
2
(𝑥
𝑖
), . . . , 𝑓

𝑏
(𝑥
𝑖
)) for 𝑖 = 1, 2, . . . , 𝑠.

(6) ShareDistribute(CS, 𝐶
𝐾
) → (CI,AJ): given the

ciphertext shares CS and the attribute shares {𝐶
𝑖
= 𝑅
𝑖

𝛾

}
𝑖∈Attri

𝑜

from 𝐶
𝐾
, the data owner firstly chooses a random index

CI for CS as a seed to a pseudorandom number generator.
Then, the data owner runs the generator to generate 𝑠 indices
𝐼
1
, 𝐼
2
, . . . , 𝐼

𝑠
. For 𝑖 = 1, 2, . . . , 𝑠, each ciphertext share CS

𝑖

is stored in the node indexed by 𝐼
𝑖
in the DHT network.

Similarly, for the attribute shares {𝐶
𝑖
= 𝑅
𝑖

𝛾

}
𝑖∈Attri

𝑜

from 𝐶
𝐾
,

the data owner firstly chooses a random index AJ as a seed
to a pseudorandom number generator. Then, the data owner
runs the generator to generate 𝑛 indices 𝐽

1
, 𝐽
2
, . . . , 𝐽

𝑛
. For

𝑖 = 1, 2, . . . , 𝑛, each attribute share 𝐶
𝑖
is stored in the node

indexed by 𝐽
𝑖
in the DHT network.

(7) EDOGen(Attri
𝑜
, 𝐶
∗

, 𝐶
󸀠

,CI,AJ) → (EDO): given
the attribute set of the data owner Attri

𝑜
, 𝐶∗ from 𝐶

𝐾
, 𝐶󸀠,

CI, and AJ, the data owner generates the encapsulated self-
destruction object EDO = (Attri

𝑜
, 𝐶
∗

, 𝐶
󸀠

,CI,AJ) and then
sends the EDO to the cloud.

(8) KeyRecover(EDO,USK) → (𝐾): before the expi-
ration timestamp of EDO, a data consumer, with a secret
key USK and an attributes set Attri

𝑐
, firstly gets the EDO

from the cloud.Then, the data consumer runs the pseudoran-
dom number generator to generate 𝑛 indices 𝐽

1
, 𝐽
2
, . . . , 𝐽

𝑛
of

attribute shares {𝐶
𝑖
= 𝑅
𝑖

𝛾

}
𝑖∈Attri

𝑜

under the seed AJ. Then, the
data consumer gets as many 𝐶

𝑖
= 𝑅
𝑖

𝛾

, 𝑖 ∈ Attri
𝑜
, as possible

from the DHT network according to the indices 𝐽
1
, 𝐽
2
, . . . , 𝐽

𝑛
.

In order to recover the access key 𝐾, the data consumer
chooses a set of 𝑘 attribute shares Att ∈ Attri

𝑜
∩ Attri

𝑐
. Note

that if there are no more than 𝑘 attribute shares in the set of
Attri
𝑜
∩ Attri

𝑐
, the data consumer can not recover the access

key 𝐾 since he can not satisfy the ABE threshold policy. If
there is a set of attribute shares Att, the data consumer firstly
gets Lagrange’s coefficientΔ

𝑖,Att(𝑥) = ∏
𝑖,𝑗∈Att,𝑖 ̸=𝑗((𝑥−𝑗)/(𝑖−𝑗))

and then recovers the access key as follows:

𝐶
∗

∏
𝑖∈Att (𝑒 (𝑆𝑖, 𝐶𝑖))

Δ
𝑖,Att(0)

=
KY𝛾

∏
𝑖∈Att (𝑒 (𝑔

𝑞(𝑖)/𝑟
𝑖 , 𝑔
𝑟
𝑖
𝛾
))
Δ
𝑖,Att(0)

=
Ke (𝑔, 𝑔)𝛾𝑦

∏
𝑖∈Att (𝑒 (𝑔, 𝑔)

𝛾𝑞(𝑖)

)

Δ
𝑖,Att(0)

=
Ke (𝑔, 𝑔)𝛾𝑦

𝑒 (𝑔, 𝑔)
𝛾𝑞(0)

= 𝐾.

(5)

(9) PlainRecover(EDO, 𝐾) → (𝑀): given the EDO
from the cloud, the data consumer runs the pseudorandom
number generator to generate 𝑠 indices 𝐼

1
, 𝐼
2
, . . . , 𝐼

𝑠
of cipher-

text shares CS = (CS
1
,CS
2
, . . . ,CS

𝑠
) under the seed CI.

Then, the data consumer gets more than 𝑡 − 1 CS
𝑖
, 𝑖 =

1, 2, . . . , 𝑠, from the DHT network. From these CS
𝑖
, 𝑖 =

1, 2, . . . , 𝑠, the data consumer can reconstruct the polyno-
mials 𝑓

1
(𝑥), 𝑓
2
(𝑥), . . . , 𝑓

𝑏
(𝑥) using Lagrange’s interpolation.

Then, the data consumer gets EC = (𝑚
1
, 𝑚
2
, . . . , 𝑚

𝑏
) from

these polynomials and generates the associated ciphertext 𝐴.
Finally, the original ciphertext 𝐶

𝑀
is generated by running

DeAssocipher(𝐴) → (𝐶
𝑀
) algorithm. The plaintext is

recovered from𝑀 = Dec(𝐾, 𝐶
𝑀
).

4.3. Outline of SCSD Scheme. There are two main phases of
SCSD scheme, namely, the data encapsulation phase and the
data reconstruction phase. The outline of SCSD scheme is
illustrated in Figure 2.

In data encapsulation phase (Phase I), the data
owner firstly runs the algorithm Enc(𝑀) → (𝐶

𝑀
, 𝐶
𝐾
)

to generate the ciphertext of sensitive data under
ABE. Then, the data owner runs the algorithms
Associpher(𝐶

𝑀
) → (𝐴), CipherShareGen(𝐴) → (CS, 𝐶󸀠),

and ShareDistribute(CS, 𝐶
𝐾
) → (CI,AJ) in turn to get the

ciphertext shares and attribute shares and then distributes
the shares to the DHT network. Besides, the data owner runs
the algorithm EDOGen(Attri

𝑜
, 𝐶
∗

, 𝐶
󸀠

,CI,AJ) → (EDO) to
get the EDO and then sends the EDO to the cloud.

In data reconstruction phase (Phase II), the data con-
sumer firstly runs the algorithm KeyRecover(EDO,USK) →

(𝐾) to generate the access key of ciphertext before the EDO
expires. Note that if the data consumer does not satisfy the
ABE threshold policy defined by the data owner, he can not
recover the access key successfully. Then, the data consumer
runs the algorithmPlainRecover(EDO, 𝐾) → (𝑀) to get the
ciphertext and finally recovers the sensitive data.
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Figure 2: The outline of SCSD scheme.

5. Analysis and Performance

In this section, we evaluate our SCSD scheme by modular-
izing it into two parts, namely, security analysis and scheme
performance.

5.1. Security Analysis. In the applications of our scheme,
because adversaries can not specify the particular object of
attack before the expiration timestamp, we assume that the
copies of EDO stored in the cloud are secure during this time.
Besides, because the attribute shares and ciphertext shares
stored in the DHT network will be discarded after the expiry
of EDO, once the DHT network is updated periodically, the
contents of EDO copies will be unreadable.

There are mainly two kinds of attack aiming at our
scheme. The first one is cracking the expired EDO copies
stored in the cloud through cryptanalysis attack and brute-
force attack. Despite the fact that the attribute shares and
ciphertext shares are discarded, there are still EDO copies
stored in the cloud. The other kind of attack is aiming at
collecting the attribute shares and ciphertext shares in the
DHT network before the expiration timestamp of EDO, and
these shares will be used in the tracing attack against the EDO
copies stored in the cloud.

Therefore, the security of our scheme is mainly affected
by two aspects. One is the security of encryption algorithm
used in the sensitive data encryption under the access key,
which depends on the capability of resisting the cryptanalysis
attack and brute-force attack. The other is the security of
DHT network that stored the attributes shares and ciphertext
shares, which depends on the capability of resisting sniffing
attack, hopping attack, and other DHT Sybil attacks. So, we
make the security analysis of our scheme based on these
two aspects as follows. The brief comparisons of security
properties of our SCSD scheme [5, 6] are summarized in
Table 1.

5.1.1. The Security of Encryption Algorithm. The brute-force
attack is implemented by trying any possible decryption keys
on the ciphertext to recover the plaintext. This kind of attack
is based on the integrity of ciphertext. So, adversaries should
first get the integrated ciphertext before implementing the

Table 1: Comparisons of security properties.

Characteristics Scheme
SCSD Reference [5] Reference [6]

Key destruction √ √ √

Ciphertext destruction √ × √

Cryptanalysis attack resistance √ × √

Brute-force attack resistance √ × √

Sybil attack resistance √ × ×

Asymmetric encryption √ × ×

Fine-grained access control √ × ×

Simple key management √ × ×

brute-force attack. In our scheme, however, the sensitive data
is first encrypted under the random access key and then the
ciphertext is associated and extracted. Because every block
of the associated ciphertext is correlated with each other,
once some of the blocks are extracted, the remaining blocks
will be no more integrated. Therefore, without the integrated
ciphertext, adversaries can not recover the sensitive data by
the brute-force attack.

Besides, implementing the traditional cryptanalysis
attack is also based on an integrated ciphertext. Because
the remaining ciphertext blocks stored in the cloud are
incomplete, the traditional cryptanalysis attack had no effect
on our scheme.

5.1.2. The Security of DHT Network. In the following, we will
discuss whether adversaries can crack the EDO copies by
attacking the DHT network before the expiration timestamp
of EDO. Because adversaries can not specify the particu-
lar object of attack before the expiration timestamp, the
adversaries may try to get as many attribute shares and
ciphertext shares as possible during this time. For example,
the adversaries may keep on attacking the DHT network in
order to get enough shares. However, this kind of attack will
bring expensive cost to the adversaries.

Due to the characteristic of DHT network, the method
of attacking the DHT network to get the attribute shares and
ciphertext shares is very difficult. Reference [5] has made
detailed analysis aiming at various kinds of DHT attacks by
performing simulations in the Vuze DHT network.The result
shows that it is impossible for the adversaries to get enough
shares from DHT network by implementing sniffing attack,
hopping attack, and other DHT attacks. Therefore, in the
same way, the adversaries in our scheme also can not get
enough attribute shares or ciphertext shares by attacking the
DHT network in order to crack the EDO copies stored in the
cloud.

5.2. Performance and Optimization. In this section, we first
make a performance evaluation of SCSD on the time cost in
both the data encapsulation phase and the data reconstruc-
tion phase, respectively. Then, we implement the parameter
optimization by analyzing the tradeoff between security and
availability of our scheme.
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5.2.1. Performance Evaluation. In Phase I, the communi-
cation overhead is mainly caused by the distribution of
ciphertext shares and attribute shares to the DHT network.
The computation overhead is mainly caused by the ABE
algorithm on the access key, the symmetric encryption
algorithm on sensitive data, and the association and the
shares generation algorithm on ciphertext. In Phase II,
the communication overhead is also mainly caused by the
collection of ciphertext shares and attribute shares from the
DHT network. The computation overhead is mainly caused
by the reconstruction of the access key and the ciphertext.

Based on the above analysis, we execute our SCSD scheme
and measure the times spent in the two main phases. For
the sake of simplicity, we set the total shares 𝑛 = 𝑠 and the
threshold 𝑘 = 𝑡 for the ciphertext shares and attribute shares,
respectively.The evaluation uses an Intel G2130 3.2 GHz with
4GB of RAM, Java 1.6, and a broadband network. The times
of the two main phases are shown in Figure 3.

Figure 3 shows that the data collection and reconstruction
phase is relatively fast. The time cost of data encapsulation
and distribution, however, is quite large. Fortunately, a simple
pretreatment, pregenerating the access key and prepushing
shares into theDHTnetwork, can be implemented. As shown
in Figure 3, this pretreatment can lead the time of data
encapsulation phase to a fixed 1.6 s. Thus, the performance
of SCSD scheme is relatively effective and efficient.

5.2.2. Parameter Optimization. Next, we assume that the
adversaries have comprised 5% of the nodes in a thousand-
node DHT network. We will show how the security and the
availability of our scheme are affected by the parameters 𝑛 and
the threshold 𝑘. The probability that an adversary captures
sufficient shares to reconstruct the ciphertext shares is shown
in Figure 4. It is clear that increasing the number of shares can
decrease the adversary’s success probability. Furthermore, the
security can also be enhanced as the threshold increases.

As shown in Figure 5, the availability is also affected by
the parameters. The maximum timeout gets longer as the
number of shares increases. And longer timeout can also be
supported by smaller threshold since the scheme can tolerate
more share loss. So, the choice of threshold can represent a
tradeoff between security and availability. High threshold can
provide more security and low threshold can provide longer
lifetime.Therefore, by choosing the proper share number and
threshold, we can get a tradeoff of high security and good
availability.

Besides the parameters, there are other kinds of opti-
mizations for our scheme. Because of the adoption of ABE
algorithm, our SCSD scheme can implement one-to-many
authorization and access control flexibly.Moreover, the access
key can be used repeatedly in the condition of timely pro-
cessing huge volume of data while the security requirement
is lower. And if the requirement of security is higher, the
ciphertext shares CS = (CS

1
,CS
2
, . . . ,CS

𝑠
) and the attribute

shares {𝐶
𝑖
= 𝑅
𝑖

𝛾

}
𝑖∈Attri

𝑜

can also be distributed to different
DHT networks, respectively, one to Vuze and the other
to OpenDHT [16], which will improve the security of our
scheme significantly.
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6. Conclusion

In cloud storage system, secure data destruction is one of
the problems that need to be addressed in data security.
Many data destruction schemes have been proposed in recent
years. However, there are still some limitations. In this
paper, we mainly focus on the ciphertext destruction and
propose a secure ciphertext self-destruction scheme with
attribute-based encryption called SCSD, which applies the
attribute-based encryption and the distributed hash table
technology to the process of data destruction in the cloud
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Figure 5: Parameters and availability.

storage environment. Compared with the current schemes,
our scheme can resist the traditional cryptanalysis attack
as well as the Sybil attack in the DHT network. Besides,
the performance of SCSD scheme is relatively effective and
efficient.
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Free flow speed is a fundamental measure of traffic performance and has been found to affect the severity of crash risk. However, the
previous studies lack analysis andmodelling of impact factors on bicycles’ free flow speed.Themain focus of this study is to develop
multilayer back propagation artificial neural network (BPANN) models for the prediction of free flow speed and crash risk on the
separated bicycle path. Four different models with considering different combinations of input variables (e.g., path width, traffic
condition, bicycle type, and cyclists’ characteristics) were developed. 459 field data samples were collected from eleven bicycle paths
in Hangzhou, China, and 70% of total samples were used for training, 15% for validation, and 15% for testing.The results show that
considering the input variables of bicycle types and characteristics of cyclists will effectively improve the accuracy of the prediction
models. Meanwhile, the parameters of bicycle types have more significant effect on predicting free flow speed of bicycle compared
to those of cyclists’ characteristics. The findings could contribute for evaluation, planning, and management of bicycle safety.

1. Introduction

Traffic safety and crash risk of both motorized vehicles and
bicycles are the high-priority issues to traffic engineers and
researchers [1–4]. Recently, with the rapid growth of bicycles
(including classic bicycles and electric bicycles) in developing
countries such as Vietnam, Malaysia, Indonesia, and China,
there have been many efficiency and safety problems for
bicycle traffic flow. Although there are many significant envi-
ronmental, climate, congestion, and public health benefits for
cycling, bicycle crash is still a serious issue [5]. According to
the statistical data from the Ministry of Public Security in
China [6], the percentages of deaths and injuries of cyclists
in all travel modes have been increasing, up to around 15%
and 17%, respectively. In 2012, there were nearly 9,000 people
who died in bicycle traffic crashes in China. Therefore, the
improvement of bicycle safety is very important and urgent
for both traffic engineers and researchers.

Speed is a fundamental measure of traffic performance
of a highway system and can be widely used to describe the
condition of the traffic flow and as an input for travel time,

delay, and level of service determination [7]. Meanwhile,
speed is also an important factor in road safety. There have
been lots of studies having found that speed not only affects
the severity of a crash but is also related to the risk of being
involved in a crash [8].There is a strong relationship between
crash risk of motorized vehicles and speed under free flow
conditions [9]. Similar conclusions can also be found for
bicycle traffic flow [10]. Therefore, modelling and analysis of
impact factors on bicycle free flow speed or crash risk are very
useful and will provide the basis for improved bicycle traffic
safety.

The previous studies on bicycle speed focus on the
determination of bicycle free flow speed and speed distribu-
tion. Liu et al. [11] reported the mean of observed bicycle
free flow speed was approximately 14 kph. Wei et al. [12]
reported that the peak-hour free flow speeds of bicycle with
and without separated barrier are 18.2 kph and 13.9 kph,
respectively. According to Allen et al. [13], the bicycle free
flow speed appears to be somewhere between 10 kph and
28 kph, with the majority of the observations being between
12 kph and 20 kph. Cherry [14] found free flow speeds of
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Table 1: Descriptive statistics of model parameters.

Parameters types Designation Max Min Mean SD
Cycleway features Cycleway width (m) CW 4.60 2.27 3.46 0.74
Traffic flow parameters Bicycle flow (bicycles/h/m) FB 1364 72 590 302

Bicycle types % of BSEB PBS 42.31% 3.75% 16.78% 5.79%
% of SSEB PSS 79.59% 29.61% 53.11% 10.56%

Characteristics of cyclists

% of male cyclists PMC 92.75% 43.54% 65.64% 8.48%
% of young cyclists PYC 92.02% 22.50% 64.14% 14.13%

% of middle-aged cyclists PMAC 62.38% 4.80% 28.10% 11.82%
% of loaded cyclists PLC 30.00% 1.32% 11.19% 5.67%

bicycles in Shanghai were 18.2 kph and 13.0 kph for electric
bicycles and classic bicycles, respectively; free flow speeds in
Kunming were similar, at 17.9 kph for electric bicycles and
12.8 kph for classic bicycles. Lin et al. [15] found the free
flow speeds for both electric bicycles and classic bicycles in
Kunming were 21.86 kph and 14.81 kph, respectively. Similar
results (21.86 kph for electric bicycles and 14.81 kph for classic
bicycles) have also been found in Hangzhou by Jin et al.
[16]. In terms of bicycle speed distribution, Dey et al. [17]
proposed a speed distribution curve model under mixed
traffic conditions, including both fast-moving vehicles (e.g.,
cars/jeeps, trucks/buses, two-wheelers, and three-wheelers)
and slow-moving vehicles (e.g., bicycles and tractors). Lin et
al. [15] used the lognormal distribution to fit the heteroge-
neous bicycle speed data.Wang et al. [18] analysed the impact
of various factors on the speed of heterogeneous bicycle flow
and used normal distribution to fit the bicycle speed samples.

Most studies emphasize modelling the relationships
between free flow speed and such factors as geometric
features, traffic characteristics, traffic control, environmental
features, weather conditions, and driver’s experience and
characteristics [19–23]. However, the majority of existing
models are only applicable to predict the speed for cars [23].
The impact factors on free flow speed for motorized vehicles
are significantly different compared to bicycle traffic. To the
best of our knowledge, there was little research focus on
modelling the affecting factors on bicycles’ free flow speed.
The authors believe that this research would be helpful in
evaluating and improving the safety of bicycle traffic flow,
particularly at high heterogeneous bicycle flow locations.

The contribution of this paper is to develop artificial
neural network (ANN) models to predict free flow speed for
bicycle traffic with considering some impact factors. Four
different models, namely, Model 1, Model 2, Model 3, and
Model 4, were developed considering different categories of
contributing factors. The characteristics of different models
were analysed and compared. It is expected that the devel-
oped models may be useful for future prediction of bicycles’
free flow speed or crash risk under different cycleway features,
traffic conditions, bicycle types, and/or characteristics of
cyclists.

2. Data Collection

2.1. Model Parameters. Selection of model parameters is
a critical task to model the relationship between bicycle

free flow speed and its contributing factors. Based on the
literature review and analysis of bicycle traffic flow [16],
the input parameters of the proposed models could be
divided into the following four groups: cycleway features
(e.g., cycleway width, pavement condition, and geometric
feature), traffic conditions (e.g., flow, speed, and density),
bicycle types (e.g., electric bicycles), and characteristics of
cyclists (e.g., age, gender, and alcohol consumption). Because
the cycleway conditions are good and separated with motor-
ized vehicle by barriers at the survey sites, the pavement
conditions and geometric features have little effect on cyclists.
Therefore, only cycleway width (CW) was considered in
the proposed models. The traffic conditions category only
includes bicycle flow per hour per meter (BF). Bicycle types
in China typically consist of three categories: classic bicy-
cle (CE), bicycle-style-electric-bicycle (BSEB), and shooter-
style-electric-bicycle (SSEB). The bicycle type parameters
hence include percentage of BSEBs (PBS) and percentage
of SSEBs (PSS). Considering the difficulty of bicycle data
collection, four characteristic parameters of cyclists including
percentage of male cyclists (PMC), percentage of young
cyclists (PYC), percentage of middle-aged cyclists (PMAC),
and percentage of loaded cyclists (PLC) were selected in this
paper. The selected input parameters of models are listed in
Table 1.

2.2. Data Survey. Field bicycle data used in this study were
collected from eleven cycleways in Hangzhou, China. The
widths of cycleway range from 2.27 to 4.60m. All of the
survey sites are straight and low gradient, located at least 100
meters away from intersection, and separated withmotorized
vehicle lane. The cameras were set up on the roadside of
the cycleway to record the operation of bicycle traffic. Video
surveillance application could record the movement of bicy-
cles and the flow and speed can be automatically calculated.
The other parameters (e.g., bicycle type and age and gender
of cyclists) could be recorded and coded manually. In this
paper, bicycle type consists of three categories: CE, BSEB, and
SSEB. Cyclists’ genders are easily distinguished and recorded
by investigator. According to cyclists’ age, the cyclists were
divided into three groups: the young (under 40), the middle-
aged (between 40 and 60), and the elderly (over 60). The
loaded cyclist means a cyclist who is carrying something
(including an object or a person) on his/her bicycle. From
the collected bicycle data, the descriptive statistics of model
parameters can be found in Table 1. From the table, it can



Mathematical Problems in Engineering 3

Table 2: Selected input parameters for different ANN models.

Model parameters Model 1 Model 2 Model 3 Model 4
Cycleway features WB ✓ ✓ ✓ ✓

Traffic flow parameters FB ✓ ✓ ✓ ✓

Bicycle types PSS ✓ ✓

PBS ✓ ✓

Characteristics of cyclists

PMC ✓ ✓

PYC ✓ ✓

PMAC ✓ ✓

PLC ✓ ✓

be found that average bicycle flow is 590 bicycles/h/m, and
the average percentages of BSEB, SSEB, male, young, middle-
aged, and loaded cyclists are 16.78%, 53.11%, 65.64%, 64.14%,
28.10%, and 11.19%, respectively. Each parameter has wide
range and is suitable for modelling the relationships with free
flow speed of bicycle.

2.3. Estimation of Free Flow Speed for Bicycle Traffic. The free
flow speed of bicycle flow is the speed of bicycles under low
volumes and low densities and is the most important param-
eter for cycleway capacity estimation, LOS, and speed limit.
Because it is difficult to determine which traffic conditions
are of low volumes and densities, the 85th percentile speed is
usually used as the free flow speed [24]. The 85th percentile
speed of bicycle is the speed belowwhich 85 percent of cyclists
travel and is the most frequently used for speed limit design.
The TRB special report also shows that the 85th percentile
speed is an important descriptive statistic in evaluating road
safety [25].Therefore, in this study, we use the 85th percentile
speed of bicycle flow as the free flow speed and the crash risk
indicator for the evaluation of bicycle safety.

3. Artificial Neural Network Models

Artificial neural networks are a family of statistical learning
models inspired by biological neural networks and are used
to estimate or approximate functions that can depend on
a large number of inputs and are generally unknown [26].
ANN models are widely used in modelling free flow speed
of motorized vehicles [27–31].

3.1. Description of Models. An ANN model can include
multiple input variables to predict multiple output variables.
In this study, four ANN models were developed with or
without considering different input variables such as bicycle
types and characteristics of cyclists.The purpose of including
different input variables in themodelling of bicycles’ free flow
speed and crash risk is to analyse and assess whether or not
the selection of input variables will affect the performance of
the developed ANNmodels.

Table 2 lists four categories input parameters used for
each model. Cycleway features and traffic flow parameters
have been proved to have important effect on free flow
speed; hence, these two parameters are always included
in four models. Model 2 and Model 3 include the input
parameters of bicycle types and characteristics of cyclists,
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Figure 1: Structure and notations in a three-layer BPANNmodel.

respectively; meanwhile, Model 4 selects both bicycle types
and characteristics of cyclists as the input variables. The
tick marks (✓) in Table 2 indicate that the input parameters
are included in the modelling process as input variables.
The developed four ANN models will provide selectivity
and flexibility for considering suitable input variables in the
prediction of free flow speed of bicycle flow.

3.2. Network Architectures. A back propagation ANN
(BPANN) model, as shown in Figure 1, was introduced for
modelling bicycle free flow speed. BPANN model is one
of the most well-known ANN models applied in many
areas [26]. The goal and motivation for developing the
backpropagation algorithm are to find a way to train a
multilayered neural network such that it can learn the
appropriate internal representations to allow it to learn any
arbitrary mapping of input to output.
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The three-layer BPANN architecture of this study is listed
in Figure 1.Multilayer BPANN is a layered parallel processing
system consisting of input layer, output layer, and hidden
layer [32]. According to Figure 1, 𝑖, 𝑗, and 𝑘 are subscripts for
input, hidden, and output layers, respectively. The number of
input and output parameters and hidden nodes is 𝑛,𝑚, and 𝑙,
respectively. The number of nodes in input and output layers
(𝑛 and 𝑚) corresponds to the number of input variables and
output variables. The number of nodes in the hidden layer (𝑙)
should be determined by the network designer and number
of input and output variables. The weight factors for hidden
layer and output layer are𝜔

𝑖𝑗
and𝜔

𝑗𝑘
, respectively.The values

𝑛 and 𝑚 are problem dependent. In this study, the values
of 𝑛 are 2, 4, 6, and 8 for Models 1, 2, 3, and 4. The output
parameter is free flow speed, and thus the value𝑚 is one.

The number of nodes in hidden layer has significant
effect on the performance of BPANN models. According to
the previous research, the number of nodes in hidden layer
should meet the following conditions:

𝑙 = √𝑛 + 𝑚 + 𝑎, (1)

where 𝑎 is an integer between 0 and 10. Because the four
models have different numbers of input variables, we use
the same number of nodes in hidden layer for comparison.
Therefore, in this paper, the number of nodes in hidden layer
was set as 10 for all of models.

3.3. BPANN Algorithm Process. The backpropagation learn-
ing algorithm for ANN can be divided into two phases: prop-
agation and weight update. The detailed algorithm processes
are listed as follows.

3.3.1. Initialization of BPANN. The input variables are
expressed as x = (𝑥

1
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2
, . . . , 𝑥
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where 𝑒 is the error of each output sample.
Interconnecting weights were assigned some random

numbers. The given precision 𝜀 and maximum learning
number𝑀 are set.

3.3.2. Calculating the Inputs and Outputs in Hidden Layer.
The input and output values in hidden layer could be
calculated by the following equations:
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(3)

where 𝑏
ℎ
and 𝑏
𝑜
are the critical values of neurons in hidden

layer and in output layer, respectively. 𝑓(⋅) is the logarithmic
sigmoid transfer function which is represented by the follow-
ing equation:

𝑓 (𝑥) =
1

1 + 𝑒−𝑥
0 < 𝑓 (𝑥) < 1. (4)

3.3.3. Calculating Partial Derivative of Error Function. The
partial derivative of the error function for each neuron in
output layer can be expressed as follows:
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(5)

The partial derivative of the error function for each
neuron in hidden layer can be also expressed as follows:
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3.3.4. Adjustment of InterconnectingWeights. The adjustment
of interconnecting weights for hidden layer and output layer
is expressed as
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Figure 2: Learning performance of four BPANNmodels.

where Δ𝜔
𝑖𝑗
and Δ𝜔

𝑗𝑘
are the changes of weight values for

hidden and output layers; 𝑁 is the number of iterations; 𝜂 is
the learning rate, a parameter selected for the magnitude of
change in interconnecting weights.

3.3.5. Calculating the Total Error. The total error of all
training samples can be calculated as

𝐸 =
1

2

𝑇

∑

𝑡=1

𝑚

∑

𝑘=1

[𝑑𝑜
𝑘 (𝑡) − 𝑦𝑜

𝑘 (𝑡)]
2
, (8)

where 𝑡 is the serial number of training samples and 𝑇 is the
number of training samples.

3.3.6. Iteration Termination Conditions. If 𝐸 < 𝜀 or the
number of iterations is larger than preset maximum learning

number 𝑀, then stop the ANN algorithm and output the
results. Otherwise, return to the second step and begin the
next learning iteration.

4. Results and Discussion

The BPANN codes were developed using a commercial
software namedMATLAB.The field bicycle data for training,
validation, and testing are collected from eleven bicycle paths
in Hangzhou, China [33]. 459 samples were collected, and
70%of total samples (321 samples) were used for training, 15%
(69 samples) for validation, and 15% (69 samples) for testing.
Detailed descriptive statistics of field data can be found in [16]
and Table 1. The BPANN with 2-10-1, 4-10-1, 6-10-1, and 8-
10-1 architectures for Models 1–4 are trained and validated.
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Figure 3: Regression results of model 1.

The trainedmodels were tested by 69 samples which were not
used in the training and validation stages.

Before training, in order to improve the training perfor-
mance of the BPANN, it is often useful to scale the field input
variables so that they always fall within a specified range.
Therefore, in this study, field sample data is normalized in the
range [0 1] by using the following formula:

𝑛𝑥
𝑖
=

𝑥
𝑖
−min (𝑥

𝑖
)

max (𝑥
𝑖
) −min (𝑥

𝑖
)
. (9)

The strength of each training, validation, and testing
stage was evaluated by calculating the error and regression
coefficient 𝑅. Learning performance plots of four BPANN
models are shown in Figure 2, and the regression analysis
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Figure 4: Regression results of model 2.

plots of four models for training, validation, and testing are
presented in Figures 3–6.

The performance indicators, the mean absolute percent-
age error (MAPE) and the root mean square error (RMSE),
for the testing samples were proposed [34]. These two
indicators are given by the following equations:

MAPE =
1

𝑀

𝑀

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑉̂
𝑓
(𝑗) − 𝑉

𝑓
(𝑗)

𝑉
𝑓
(𝑗)
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× 100%,

RMSE = √
1

𝑀

𝑀

∑

𝑗=1

[𝑉̂
𝑓
(𝑗) − 𝑉

𝑓
(𝑗)]
2

,

(10)
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Figure 5: Regression results of model 3.

where 𝑉̂
𝑓
(𝑗) is the predicted free flow speed of bicycle for

the 𝑗th testing sample; 𝑉
𝑓
(𝑗) is the observed free flow speed

for the 𝑗th testing sample; 𝑀 is the number of testing
samples.

The correlation coefficient (𝑅2), MAPEs, and RMSEs
of four models are listed in Table 3, and the observed
and predicted free flow speeds are illustrated in Figure 7.
From the figure and the table, we have the following
findings:

Table 3: Prediction errors for different models.

𝑅
2 MAPE RMSE (km/h)

Model 1 0.72 5.25% 1.60
Model 2 0.85 4.54% 1.21
Model 3 0.82 4.60% 1.28
Model 4 0.87 4.13% 1.09
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Figure 6: Regression results of model 4.

(1) It is seen that all four BPANN models predict free
flow speed with less errors, and the absolute speed
differences are less than 2 kph. The results indicate
that these models are all excellent in predicting the
free flow speed. Model 1 including minimum input
variables also performswell in predicting the free flow
speed.

(2) It can be also found that Model 2 and Model 3 have
higher accuracies than Model 1. It is evident that
the inclusions of bicycle types and characteristics of
cyclists greatly improves the performance of Model
2 and Model 3 compared to Model 1. Different from
motorized vehicles, characteristics of cyclists can be
observed and analysed. Model 3 shows that using the
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Figure 7: Observed and predicted free flow speed for different
models.

input variables of cyclists’ characteristics produces a
slightly higher rate of accuracy compared to Model 1.

(3) Comparing Model 2 and Model 3, it can be found
that the performance of Model 2 is better than that
of Model 3. This implies that bicycle type has more
significant effect on bicycles’ free flow speed and
crash risk than characteristics of cyclists. Due to the
higher speed of electric bicycles, the free flow speed
and bicycle crash risk have significant correlation
on the percentage of electric bicycles. Therefore, the
management and speed limit for electric bicycles are
very important to improve the safety of bicycle path.

(4) Considering both input categories of bicycle types
and characteristics of cyclists, the performance of
Model 4 for testing dataset is the best.TheMAPE and
RMSE of testing data are 4.13% and 1.09 kph, respec-
tively. This model provides us with the theoretical
foundation for analysing the impact factors on the
free flow speed and crash risk of bicycle traffic flow.

5. Conclusions

Free flow speed of bicycle traffic flow is a very important
parameter for determining the speed limit of cycleway and
evaluating the crash risk of bicycle traffic flow.The developed
BPANNmodels in this paper are expected to be a useful and
robust method to help traffic engineers improve the safety
of bicycle traffic flow. Therefore, four different models with
or without considering the impact factors (e.g., bicycle types
and characteristics of cyclists) are used to predict the free
flow speed and crash risk of heterogeneous bicycle traffic flow.

The BPANN models have been trained, validated, and tested
using MATLAB software. As mentioned in results of testing
datasets, the correlation coefficients (𝑅2) of four models by
using adaptive learning have been obtained as 0.72, 0.85, 0.82,
and 0.87, respectively, for expected outputs. The results imply
that the proposed ANN methods have acceptable accuracies
in predicting free flow speed of bicycles, and the considered
bicycle types and characteristics of cyclists will effectively
improve the accuracy of the prediction models. The study is
limited to predicting the free flow speed only considering four
categories factors. Other parameters such as percentage of
passing, geometric features, and environmental features may
be included for modelling in future work.
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Risk and resilience are important and challenging issues in complex network systems since a single failure may trigger a whole
collapse of the systems due to cascading effect. New theories, models, and methods are urgently demanded to deal with this
challenge. In this paper, a coupled map lattices (CML) based approach is adopted to analyze the risk of cascading process inWatts-
Strogatz (WS) small-world network and Barabási and Albert (BA) scale-free network, respectively. Then, to achieve an effective
and robust system and provide guidance in countering the cascading failure, a modified CML model with recovery strategy factor
is proposed. Numerical simulations are put forward based on small-world CML and scale-free CML.The simulation results reveal
that appropriate recovery strategies would significantly improve the resilience of networks.

1. Introduction

Inmodern society,many real-world systems, such as Internet,
transportation network, and power grid system [1–3], can
be described by complex networks. They have made a great
contribution to social development. However, despite the
benefits to people’s life, risk or disadvantage of complex
network system is also serious since a local failuremay trigger
a breakdown of the whole system due to cascading effect;
many real-world examples have been witnessed around the
world, for example, the power grid of North America in 2003
[4], in which a fault of three extrahigh voltage transmissions
led to a cascading effect in power system affecting about 50
million people and caused an economic loss of 4 billion to
10 billion, the 2003 SARS plague [5], and the 2008 global
financial crisis [6].

The traumatic experiences bring an urgent need of the
study of risk and safety of complex network systemwhich has
been a hot topic for scientific researchers in recent years [7–
10]. Amongst these researches, cascading failure of complex
networks has been one of the hottest topics. Numbers of
important aspects of cascading failure in complex networks

have been discussed by scholars recently. Many of them
provide a good research on the assessment and modeling of
cascading effect [11, 12].

From the perspective of risk management, safety and
resilience engineering, hazard, and risk should be identified
and controlled timely and effectively. However, with the
increasing of scale and complexity of modern complex net-
work systems, the responsibility to manage an effective and
safe system has been heavier than ever before. New theories,
models, and methods are urgently demanded to protect the
systems from an unacceptable risk condition.

Coupledmap lattices (CML) are a dynamical systemwith
discrete time, discrete space, and continuous state variables
[13] which are initially used to study spatiotemporal chaos
and then widely applied in various fields including but
not limited to biology, mathematics, and engineering. In
CML, the dynamical elements are situated at discrete spatial
points while the time is discrete and the state is continuous.
Each spatial element is coupled to its neighbors. Recently,
CML has been widely investigated to model the dynamical
behaviors and cascading failure in complex systems [14–18].
To counter the impact of cascading failure and provide an
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effective prevention of large-scale breakdown, strategies such
as redistribution and restoration have been discussed [19–22];
however there is few considering recovery strategy of failed
node in the process of cascading failure. In other words, risk
recognition and analysis are just a prime step; actions can be
taken to achieve an acceptable resilience of the whole system
[23].

The remainder of this paper is organized as follows.
Section 2 proposes the risk and resilience analysis approach
based on CML and a modified CML model with recovery
strategy factor is discussed. In Sections 3 and 4, the small-
world CML and scale-free CML are adopted, respectively,
to analyze the cascading failure and the effect of recovery
strategy. Finally, Section 5 provides a conclusion of this paper.

2. Risk and Resilience Analysis Based on
Coupled Map Lattices

2.1. Risk Analysis of Cascading Failure Based on Coupled
Map Lattices. Coupled map lattices (CML) are a dynamical
system with discrete time, discrete space, and continuous
state variables; typically, CML of 𝑁 nodes can be described
as follows:

𝑥
𝑖 (𝑡 + 1)

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

(1 − 𝜀) 𝑓 (𝑥𝑖 (𝑡)) +

𝜀∑
𝑁

𝑗=1,𝑗 ̸=𝑖
𝑎
𝑖𝑗
𝑓 (𝑥
𝑗 (𝑡))

𝑘 (𝑖)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

(1)

where 𝑥
𝑖
(𝑡) is the state variable of the 𝑖th node at the 𝑡th time

step. The connection information of the nodes is given by an
adjacency matrix 𝐴 = (𝑎

𝑖𝑗
)
𝑁×𝑁

. If there is an edge between
node 𝑖 and node 𝑗, 𝑎

𝑖𝑗
= 𝑎
𝑗𝑖
= 1; otherwise, 𝑎

𝑖𝑗
= 𝑎
𝑗𝑖
= 0. 𝑘(𝑖)

denotes the degree of node 𝑖. 𝜀 ∈ (0, 1) represents the coupling
strength. The function 𝑓 defines the local dynamics which is
chosen in this work as the chaotic logistic map 𝑓(𝑥) = 4𝑥(1−
𝑥), where 𝑓(𝑥) ∈ (0, 1) if 𝑥 ∈ (0, 1). Absolute value notation
in (1) is used to guarantee that the state of each node is always
nonnegative. The 𝑖th node is regarded to be in a normal state
at the 𝑡th time step if 0 < 𝑥

𝑖
(𝑡) < 1. In contrast, if 𝑥

𝑖
(𝑚) ≥ 1

at the𝑚th time step, the 𝑖th node is regarded to be failed and
𝑥
𝑖
(𝑡) ≡ 0, 𝑡 > 𝑚.
However, to simulate and analyze the cascading failure

based on the CML, an external perturbation 𝑅 ≥ 1 is added
to a specific node 𝑏 at the𝑚th time step as in

𝑥
𝑏 (𝑚) =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
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+ 𝑅.

(2)

Then, 𝑥
𝑏
(𝑚) ≥ 1 at the𝑚th time step; other nodes would

be impacted according to (1) afterwards and a cascading
failure would be triggered.

Topological structure (static) and restoration strategy
(dynamic) of the complex network would be fundamental to
cascading effect, spread threshold, and scope [11, 21, 23]. In

rt
i i

j jk k

p p

Figure 1: An example of the cascading process with recovery
strategy.

CML, it is the coupling strength 𝜀 and external perturbation
𝑅 that get an important impact [16]. However, coupling
strength 𝜀 is something like topological factor and external
perturbation 𝑅 is something like external attack that is not
controllable once happened. Even though restoration strategy
in weighted networks is discussed, there are few discussions
about the recovery strategy in CML; that is, the failed units
would be treated as failed evermore in the cascading process.
So a factor of recovery strategy against cascading failure
should be added in the research of cascading failure in CML.

2.2. AModified CMLModel with Recovery Strategy Factor. As
illustrated above, if the 𝑖th node got failed at the 𝑚th time
step, that is, 𝑥

𝑖
(𝑚) ≥ 1, then the state variable of the 𝑖th

node is identically equal to 0 after the 𝑚th time step; that is,
𝑥
𝑖
(𝑡) ≡ 0, 𝑡 > 𝑚. But in actual world, recovery strategies

would be implemented at proper time after the malfunction,
as illustrated in Figure 1; when the 𝑖th node got failed at the
𝑚th time step it would be recovered to normal after 𝑟𝑡 time
step while the states of its neighbors, that is, 𝑘th and 𝑝th
nodes, have been changed to failed at the (𝑚 + 𝑟𝑡)th time
step.The timeliness and effectiveness of recovery wouldmake
a critical influence on the cascading process. In cascading,
we take the reduction of failure rate and recovery number of
failed nodes as the two metric parameters of the effectiveness
of recovery.

In the following sections, three different recovery strate-
gies with certain recovery time and one hybrid strategy with
random recovery time are adopted to illustrate the effect of
recovery strategy.

(1) Strategy 1: the failed node would be recovered imme-
diately at the next time step (𝑟𝑡 = 1).

(2) Strategy 2: the failed node would be recovered after
two time steps (𝑟𝑡 = 2).

(3) Strategy 3: the failed node would be recovered after
three time steps (𝑟𝑡 = 3).

(4) Strategy 4: the failed node would be recovered after a
random time step ranging from 1 to 3 (𝑟𝑡 ∈ {1, 2, 3}).

3. Analysis in Small-World
Coupled Map Lattices

A small-world network is characterized by shorter average
path length and higher clustering coefficient; that is, most



Mathematical Problems in Engineering 3

1 2 3 4 5 6 7 8
0

0.05
0.1

0.15
0.2

0.25
0.3

0.35
0.4

0.45
0.5

k

P
(k
)

Figure 2: Node degree distribution of the small-world network
model.

nodes only connect to their nearest-neighbor nodes while
only a few nodes have long-range connections with relatively
distant nodes [24]. It is proved that there are many real-
world network systems subject to small-world feature, such as
the transportation system [25, 26] and electrical power grid
[27, 28]. In this section, analyses in small-world CML are put
forward to investigate the effectiveness of recovery strategies
in different conditions.

Firstly, the small-world network is generated according
to Watts-Strogatz (WS) model [24] by changing the rewiring
probability 𝑝 based on a 𝐾-regular network with 𝑁 nodes
arranged on a ring and 2𝐾 edges per node. It is noteworthy
that the WS network will be a random network when the
rewiring probability𝑝 = 1 andwill be a regular networkwhen
the rewiring probability 𝑝 = 0. Here we take𝑁 = 1000, 𝐾 =

2, and 𝑝 = 0.3. The node degree distribution of the generated
small-world network is depicted in Figure 2.

3.1. Cascading Failure Affected by Random
External Perturbation 𝑅

3.1.1. When No Recovery Strategy Is Considered. In the small-
world CML, the coupling coefficient of CML is given: 𝜀 = 0.3
and then a random node failure is triggered by 5 different
external perturbations 𝑅 ∈ (1, 5). As shown in Figure 3, the
cascading failure in small-world CML would be triggered
after the initial failure when 𝑅 ≥ 1, and the cascading process
could be approximately divided into 3 phases: 𝑡

1
∈ (1, 3),

the failure rate increases slowly; 𝑡
2
∈ (4, 6), the failure rate

increases rapidly; and 𝑡
3
∈ (6,∞), the number of nodes

would be stable. Noteworthily, the failure rate is just about
10% when 𝑅 = 2 and would not be over 40% for other 𝑅,
implying that a few long-range connections are enough for a
single node failure to trigger a cascading of failure on network
in a few steps, but the scale is controllable in some way.

3.1.2. When a Recovery Strategy Is Added. However, in actual
life, it is unrealistic and irresponsible to let the disaster spread
unbridledly. In contrast, a small-world CML with a recovery
strategy is simulated to illustrate the difference. Here, strategy
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Figure 3: The relationship between failure rate and time step with
different perturbations 𝑅 in small-world CML with no recovery
strategy.
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Figure 4: The relationship between failure rate and time step with
different perturbations 𝑅 in small-world CMLwith certain recovery
strategy.

2 that is introduced in Section 2.2with a certain recovery time
is employed. Simulation result is shown in Figure 4.

In comparison with the result in Figure 3, the peak failure
rates are reduced, and there is an obvious decreasing phase at
the 6th or the 7th time step and then after about 2 time steps
all of the nodes would return to normal. For each scenario,
the recovery number of failed nodes is shown in Figure 5.

As calculated, the recovery number re number = 122,
236, 267, and 273, respectively. It could be found that the
𝑟𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 is almost the same except for a little rising trend
when the external perturbation 𝑅 ≥ 3, but the recovery
number would get a sharp increasing (nearly doubled) when
the external perturbation is changed from 𝑅 = 2 to 𝑅 = 3.
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Figure 5:The relationship between recovery number of failed nodes
re number and perturbation 𝑅.
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Figure 6: The relationship between failure rate and time step
with different coupling coefficients 𝜀 in small-world CML with no
recovery strategy.

3.2. Cascading Failure Affected by Coupling Coefficient 𝜀

3.2.1.WhenNo Recovery Strategy Is Considered. Thecoupling
coefficient 𝜀 represents the coupling strength of CML. In this
part, its effect on cascading failure is discussed. Firstly, a
perturbation 𝑅 = 5 is added to a randomly selected node
to trigger the cascading process, and 𝜀 takes the values of
0.1, 0.3, 0.5, 0.7, and 0.9, respectively. As shown in Figure 6,
cascading process can also be approximately divided into 3
phases: 𝑡

1
∈ (1, 4), the failure rate increases slowly; 𝑡

2
∈

(4, 6), the failure rate increases rapidly; and 𝑡
3
∈ (6,∞),

the number of nodes would be stable. However, it is shown
that the cascading failure process is little affected by coupling
coefficient 𝜀 as the final failure rates are all about 25% (less
than 5% range) and the number of failed nodes will get into
stability at the 7th time step.Thismay be explained by the fact
that small-world model is highly coupled intrinsically with a
higher clustering coefficient, and then the effect of coupling
coefficient 𝜀ofCMLwould contribute little in the small-world
CML model.

3.2.2. When a Recovery Strategy Is Added. In contrast, to
illustrate the effect of recovery strategy in cascading failure
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Figure 7: The relationship between failure rate and time step with
different coupling coefficients 𝜀 in small-world CML with certain
recovery strategy.
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Figure 8:The relationship between recovery number of failed nodes
re number and coupling coefficient 𝜀.

of different coupling coefficients 𝜀, the small-world CML
with recovery strategy is modeled; as introduced in Section 2,
strategy 2 with a certain recovery time is applied. The
simulation result is shown in Figure 7.

In comparison with the result in Figure 6, the peak failure
rates are all reduced, and all of the nodes would return to
normal before the 8th time step. However, the result shown
in Figure 7 reflects a difference of effect degree of different
coupling coefficients 𝜀under the recovery strategy.The failure
rate would be largely reduced (more than 50%) when 𝜀 = 0.5
and 0.7. Further, as shown in Figure 8, the recovery number
𝑟𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 = 225, 258, 146, 124, and 185, respectively.

It is clear that the 𝑟𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 is also fewer when 𝜀 = 0.5

and 0.7. This would be very helpful to provide guidance for
failure prevention in small-world CML.

3.3. Cascading Failure Affected by Recovery Strategy. As
illustrated above, an added recovery strategy in small-world
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Figure 9: The relationship between failure rate and time step with
recovery strategies in small-world CML.
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Figure 10:The relationship between recovery number and recovery
strategy in small-world CML.

CML could significantly improve the robustness of network; a
further study of the effect of different recovery strategy is put
forward. As introduced in Section 2.2, four different recovery
strategies are simulated, respectively (shown in Figure 9). For
each simulation, the same perturbation 𝑅 = 5 is added to a
randomly selected node to trigger the cascading process and
coupling coefficients take the same value 𝜀 = 0.3.

Together with the recovery number re number = 2344,
2599, 3172, and 2472 (shown in Figure 10), it could be found
that the small-world CML would achieve a lowest peak of
failure rate with the lowest recovery number by adopting
recovery strategy 1 (RS1); that is, the failed node would
be recovered immediately at the next time step. This result
reveals that in small-world CML a timely recovery would be
the best prevention from cascading failure since the failure
could spread very fast due to the small-world feature of
network.

4. Analysis in Scale-Free Coupled Map Lattices

Many real-world network systems could be described by
scale-free network model, such as the Internet, WWW [29].
The scale-free networks with degree distribution 𝑃(𝑘) give
a power-law behavior; that is, 𝑃(𝑘) ∼ 𝑐𝑘

−𝛾, where 𝑃(𝑘) is
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Figure 11:Node degree distribution of the scale-free networkmodel.

the probability that the degree of a node in the network is
equal to 𝑘 and 𝛾 is scale-free networks exponent assigned
to a positive real number. Barabási and Albert (BA) argued
that the generation of networks in the scale-free structure is
based on two rules, growth and preferential attachment [29],
according to which the BA scale-free model is constructed
with the parameters 𝑛 = 1000, 𝑚

0
= 3, and Δ𝑚 = 3; 𝑃(𝑘) ∼

𝑐𝑘
−𝛾 with 𝑐 = 6.3 and 𝛾 = 2.5. The degree distribution of the

adopted scale-free network model is depicted in Figure 11 on
log-log scales.

4.1. Cascading Failure Affected by Random
External Perturbation 𝑅

4.1.1. When No Recovery Strategy Is Considered. In the scale-
free CML, a random external perturbation 𝑅 ranging from 1
to 5 (five different levels) is added to a randomnode to trigger
the cascading process and the coupling coefficient of CML is
given: 𝜀 = 0.3. As shown in Figure 12, the cascading failure
would be triggered when 𝑅 ≥ 1, and the cascading process
can be approximately divided into 3 phases: 𝑡

1
∈ (1, 3 ∼ 4),

the failure rate increases slowly; 𝑡
2
∈ (3, 6∼8), the failure rate

increases rapidly; and 𝑡
3
∈ (6∼ 8,∞), the number of nodes

would be stable. What is more, the failure rate would be 100%
when 𝑅 ≥ 4 and more than 60% even 𝑅 ≥ 2, revealing that
some nodes with high node degree are enough for a single
node failure to cause a collapse of the whole network in a few
steps.

4.1.2. When a Recovery Strategy Is Added. In contrast, the
scale-free CML with a recovery strategy is adopted to illus-
trate the difference. Here, strategy 2 with a certain recovery
time is employed. Simulation result is shown in Figure 13.

In comparison with the result in Figure 12, the peak
failure rate would be all reduced since the recovery strategy
works earlier at the second phase of cascading process when
failure rate would increase rapidly.
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Figure 12: The relationship between failure rate and time step
with different perturbations 𝑅 in scale-free CML with no recovery
strategy.
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Figure 13: The relationship between failure rate and time step with
different perturbations 𝑅 in scale-free CML with certain recovery
strategy.

As calculated in Figure 14, re number = 601, 991, 915,
and 913, respectively. It could be found that the re number is
nearly the samewhen the external perturbation𝑅 ≥ 3while it
is very few when 𝑅 = 2. It can also be explained by the earlier
work of recovery strategy effect in countering the cascading
failure.

4.2. Cascading Failure Affected by Coupling Coefficient 𝜀

4.2.1. When No Recovery Strategy Is Considered. In this
section, the effect on cascading failure of coupling coefficient
𝜀 in scale-free CML is studied. Here, 𝜀 takes the values
of 0.1, 0.3, 0.5, 0.7, and 0.9, respectively, and the external
perturbation 𝑅 = 5 to trigger the cascading failure (shown
in Figure 15). The cascading process appears to be 3 different
phases approximately: that is, 𝑡

1
∈ (1, 3), the failure rate

increases slowly; 𝑡
2

∈ (3, 6), the failure rate increases
rapidly; and 𝑡

3
∈ (6,∞), the number of nodes would be

stable. Approximately, the failure rate would be 100% when
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Figure 14: The relationship between recovery number of failed
nodes re number and perturbation 𝑅.
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Figure 15: The relationship between failure rate and time step with
different coupling coefficients 𝜀 in scale-free CML with no recovery
strategy.

𝜀 = 0.3, 0.9 and 90% ∼95% when 𝜀 = 0.5, 0.7 and only little
higher than 80% when 𝜀 = 0.1, implying that the cascading
failure process would be affected by coupling coefficient 𝜀 in
scale-free CML in some way.

4.2.2. When a Recovery Strategy Is Added. In contrast, scale-
free CML with recovery strategy 2 is modeled to illus-
trate the effect of recovery strategy with different coupling
coefficients 𝜀. The simulation result is shown in Figure 16.

In comparison with the result in Figure 15, the peak
failure rates are reduced relatively, which is obvious (about
20%) when 𝜀 = 0.3 and 0.9 and nearly did not change when
𝜀 = 0.1, 0.5, 0.7. All the nodes would return to normal before
the 8th time step. Further, the recovery number of failed
nodes is shown in Figure 17.

As calculated, re number = 993, 1015, 1008, 950, and
877, respectively. It could be found that the 𝑟𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 is
nearly the same with different coupling coefficients.
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Figure 16: The relationship between failure rate and time step
with different coupling coefficients 𝜀 in scale-free CML with certain
recovery strategy.
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Figure 17: The relationship between recovery number of failed
nodes re number and coupling coefficient 𝜀.

4.3. Cascading Failure Affected by Recovery Strategy. In this
section, a further study of effects of different recovery strategy
in scale-free CML is put forward. Four different recovery
strategies with the same perturbation 𝑅 = 5 and coupling
coefficients taking the same value 𝜀 = 0.3 are simulated,
respectively. As shown in Figure 18, recovery strategy 1 (RS1)
would extremely lower the peak failure rate by about 40%
compared with Figure 12.

Further, as calculated in Figure 19, the recovery number
re number = 1226, 1010, 900, and 990, respectively, revealing
that the 𝑟𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 would increase with the decreasing of
recovery time. So, in this way, a tradeoff between failure rate
and recovery number would be necessary in the selection of
recovery strategy in scale-free CML.

5. Conclusions

This paper analyzes the cascading failure in Watts-Strogatz
(WS) small-world network and Barabási and Albert (BA)
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Figure 18: The relationship between failure rate and time step with
recovery strategies in scale-free CML.
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Figure 19:The relationship between recovery number and recovery
strategy in scale-free CML.

scale-free network based on coupled map lattices (CML),
respectively. A modified CML model with recovery strategy
factor is proposed to manage the risk of cascading failure.
Cascading failure triggered by random external perturbation
𝑅, coupling coefficient 𝜀, and recovery strategy RS is simu-
lated and discussed, and the main findings and contributions
of this paper are as follows:

(1) For both small-world CML and scale-free CML, the
cascading failure would be triggered after the initial
failure when 𝑅 ≥ 1, and the cascading process could
be approximately divided into 3 phases; however, the
failure rate is just about 10% when 𝑅 = 2 and would
not be over 40% for other 𝑅 in small-world CML
while it would be 100% when 𝑅 ≥ 4 and 80% even
𝑅 ≥ 2 in scale-free CML.

(2) The cascading failure would be little affected by
coupling coefficient 𝜀 as the final failure rates are all
about 25% (less than 5% range) in small-world CML
but a little more in scale-free CML (about 20% range).
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(3) For both small-worldCML and scale-free CML,when
a recovery strategy is added, cascading failure would
be significantly affected with an obvious reduction of
failure rate in all conditions. But it reveals a difference
that a timely recovery in small-world CML would
be the best strategy by achieving a lowest peak of
failure rate with the lowest recovery number while
a tradeoff between failure rate and recovery number
should be considered in the selection of recovery
strategy in scale-free CML since recovery number
would increase with the decreasing of recovery time.

The findings of this paper provide important theory basis
for guidance in countering the cascading failure, managing
the hidden potential risk of networks, and helping achieve an
effective and robust system.
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