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In conventional structures, the earthquake-resistant design is based on flexibility after yielding of structural members to provide a
loss of earthquake input energy, while, using dampers, the input energy loss can be concentrated in predetermined points to
prevent the nonlinear behavior of the main members that are also in the gravity bearing path. However, near-fault earthquakes
might cause unexpected failure and severe structural damage, especially those with the pulse-like effect. A pulsed movement in the
near field records in this system will, however, result in unusual behavior. Technology advances and the creation of vibration
control systems have helped control this type of behavior since the earthquake forces are applied indirectly to the structure. For
further investigation of this issue, in this study, some traditional two-dimensional frames were modeled for 3, 8, and 12 floors.
Seven near-fault pulsed and seven far-fault nonpulsed accelerometers are applied. 'e structural behavior in four modes is
examined: (1) without damper and soil-structure interaction effect, (2) without damper and considering soil-structure interaction
effect, (3) with damper and considering soil-structure interaction, and (4) with damper without considering soil-structure
interaction. Each model is analyzed in OpenSees software under incremental dynamic analysis. 'en, the fragility curve is plotted
based on the results. 'e results indicate that frame (4) reaches the failure level at a higher spectral acceleration, which means that
the performance of the viscous damper in reducing drift between floors is one of the main criteria for predicting damages. It also
shows the effect of soil-structure interaction on increasing the drift between floors and reaching failure at lower spectral ac-
celeration in all models. Also, by comparing the fragility curves of the models under near-field and far-field records, it is found that
the probability of failure under far-field documents (without pulse) is less than that under near-field documents (with a pulse).

1. Introduction

During ground motions, much energy is applied to the
structure. If this energy exceeds the capacity, it will cause
damage to the member and eventually the entire network.
On the other hand, long-period pulses in near-field earth-
quakes weaken the performance of systems. Many re-
searchers like MacRae et al. [1], Tothong and Cornell [2],
Alavi and Krawinkler [3], Hall et al. [4], Champion and Liel
[5], and Özuygur and Noroozinejad [6] have examined the
dynamic response of the structures in the near-fault region.
'e key conclusion regarding the effect of near-fault ground
motions on structural response is that near-fault pulse-like

records tend to increase the displacement response in
structures relative to nonpulse-like movements. 'ese dis-
placement demands could increase structural and non-
structural damage. 'e pulse-like earthquake generally
imposes a high seismic need on the structure, so the damper
must resist the earthquake motion. Experiments have
demonstrated that dampers can dissipate more than 90% of
the total earthquake input energy [7].

For this purpose, an energy dissipation system transfers
some of the energy applied to the structure to this device,
thus minimizing the damage to the structure. In recent
decades, energy dissipation systems in structures have been
widely used to reduce the forces caused by earthquakes and
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reduce the lateral displacement of buildings within the limits
of the code. One type of these consumables, as passive control
systems, is viscous dampers, which have attracted the at-
tention of many researchers like Zahrai and Mohammadi [8]
and Silwal et al. [9]. A viscous damper consists of a pistonwith
some orifices inside the cylinder containing highly viscous
fluid. Energy dissipation of this damper is through pushing
viscous fluid out of the orifices. Luo et al. [10] examined the
effects of stochastic traffic loads, corrosion, and fatigue on
aging polymer composite bridges. In this study, numerical
data were used to estimate the fatigue life of a PC bridge and
to maintain it as it ages. According to Zhang et al. [11], the
time-harmonic point-, ring-, and disc-loadings of the soil at
the inner surface and the rigid foundation caused the soil layer
to exhibit three-dimensional intensity Green’s functions. Liu
et al. [12] examined 3-dimensional ground-penetrating radar
imaging to detect road cavities in urban areas. Morai-dastjerdi
et al. [13] investigated themesh-free dynamic analysis of FGM
sandwich plates resting on an elastic base. Accordingly,
Ghaffarzadeh et al. [14] analyzed the seismic response of
building frames supplemented with variable orifice dampers
under near-fault earthquakes. 'ey found out that the in-
fluence of the pulse effect on seismic performance of damper
systems has not been well understood because of the indi-
vidual differences in each near-fault earthquake record.
Prasad and Mazumder [15] investigated the seismic response
of a set of steel buildings with and without viscous dampers
installed in the inner bay for energy dissipation. Viscous
dampers were reported to reduce the displacements, which
decreased the amount of steel needed for the overall stability.
Wang et al. [16] used a gas physisorption test (CO2 and N2) to
analyze pore heterogeneity and its underlying causes in over-
mature Wufeng-Longmaxi shales and their isolated organic
matter (OM). Jiang et al. [17] studied tectonothermal histories
of the Dongpu Depression from thirteen wells to reconstruct
Cenozoic tectonothermal histories. Zhang et al. [18] inves-
tigated the progress of friction-based seismic isolation and
energy dissipation technologies.

'e study conducted by Balkanlou et al. [19] demon-
strated that the structure with dampers could be designed
optimally to justify the cost spent using dampers. Silvestri
et al. [20] proposed a five-step procedure for creating viscous
dampers to achieve target performance levels. Using viscous
dampers to mitigate the pounding of the adjacent buildings
was the subject of Milanchian and Hosseini’s research [21].
Nonlinear and linear viscous dampers interconnected the
buildings to provide vertical seismic isolation. 'e final
results did not indicate a preferable performance of non-
linear viscous dampers over linear viscous dampers. How-
ever, the authors revealed that employing appropriate link
parameters proportional to mass and stiffness ratios could
lead to satisfactory levels of seismic response reduction in
cases of both types of dampers. De Demonico et al. [22] gave
energy-based perspectives to interpret the seismic perfor-
mance in terms of the dissipated energy by the viscous
dampers out of the total earthquake-induced energy. Xu et
al. [23] constructed a model for the coupling of water, heat,
and solute transport in saline loess, taking sodium sulfate
crystallization into account. Li et al. [24] investigated the

feasibility and drawbacks of applying the PFDD technique to
combat FDI assaults on power grid state estimates. Wang et
al. [25] suggested a novel technique for bioinspired defect
diagnostics based on rough sets (RSBFDM). 'e suggested
solution outperforms existing options in experiments con-
ducted on genuine 110 kV and 750 kV substations.

Moreover, in conventional structural analysis and design,
the effect of soil beneath the foundation is mainly ignored.
However, Ghalami [26] indicates that soil flexibility may have
a significant impact on the structural response. Amiri et al.
[27] evaluated several three-dimensional steel moment-
resisting frames to investigate the effect of soil-structure in-
teraction (SSI) in structural retrofitting. 'e studied models
were considered three-dimensional models of 3-, 7-, and 13-
story steel moment-resisting frames. 'e analysis results
showed that considering the soil-structure interaction in-
creases the natural period of the structure. 'e results also
show that the number of buildings’ natural period increases in
soil-structure interaction. However, this effect can be ignored
in low-rise structures. Šago et al. [28] have identified many of
the several obstacles that occurred concurrently with the
COVID-19 epidemic and the severe earthquake in Zagreb.
'e findings indicate that quick developments broadened our
area of practice without delay during these exceedingly trying
times. Xu et al. [29] used the reactive Euler equations coupled
with a comprehensive chemical model to study the interac-
tions between two ODWs created by symmetrical finite
wedges in hydrogen-air mixtures. Arbabi and Tahghghi [30]
simulated multistory building-foundation systems through a
Winkler-based approach using OpenSees finite element
framework. Four typical 4-, 8-, 12-, and 16-story steel mo-
ment-resisting frame (MRF) buildings on three hypothetically
soft, medium, and hard soil sites with shear wave velocities
less than 600m/s subjected to actual ground motion records
of varied hazard levels are modeled with and without SSI. It is
observed that the performance level of models supported by
the flexible foundation, particularly in an intense earthquake
event, may alter significantly in comparison to fixed-base
structures. Moreover, for MRFs on soft soil, the nonlinear
foundation is found to have a significant effect on the force
and displacement demands.'e authors indicate the necessity
of considering the SSI effect to accomplish an economical yet
safe structural design.

In this study, an ordinary two-dimensional moment-
resisting steel frame of 3, 8, and 12 floors was designed under
seven near-fault pulsed records and seven far-fault non-
pulsed records. Despite the fact that ordinary moment
resisting frames are widely used, they do not comply with
special detailing requirements for ductile behavior. It is,
therefore, essential to evaluate the behavior of these frames
in the presence of dampers and SSI effects. 'e structural
behavior was examined in four modes: (1) without damper
and soil-structure interaction (SSI) effect; (2) without
damper and considering SSI effect; (3) with damper and
considering SSI; and (4) with damper without considering
SSI. OpenSees software analyzed each model under incre-
mental dynamic analysis (IDA).'en, based on the results of
a comprehensive active study, the fragility curve was drawn.
Vulnerability levels introduced in HAZUS MH-MR4 [31]
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were used to investigate different failure modes in the
models. Finally, the performance of the building-damper
system under near-fault pulsed-like earthquakes and the SSI
effect are systematically investigated.

2. Details of Steel Frames, Modeling,
and Analysis

In this research, three ordinary moments resisting steel
frames of 3, 8, and 12 stories are modeled by the LRFD

method [32]. Each frame has three openings with 5 meters
and a floor height of 3.2 meters. 'e dead load in the
structure’s design was 500 kg/m, and the live load was
200 kg/m [33]. HEB profile was used for column design, and
IPE profile was used for beam. Double channel is used for
bracing elements (see Figure 1).

Also, for Incremental Dynamic Analysis (IDA), by
assigning values of 0.1 g to 3 g for each acceleration, the
analyses were performed for four modes of the frame, frame
with damper, frame with soil-structure interaction, and
frame with damper and soil-structure interaction.

Dampers were considered as diagonal members, as part
of a chevron brace, horizontally at the top. 'e horizontal
chevron configuration is applied here, as shown in Figure 2.
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Figure 1: An analysis of model structures: (a) structural plans; (b) elevations of structures that include dampers [34].

Viscous
damper

Lead rubber isolator

Viscous
damper

Joint
strengthening

Figure 2: Configuration of viscous dampers [35].

Table 1: Basic information of studied buildings.

No.
Stories

Fundamental
period

Added
damping
ratio

Reflection
coefficient

Seismic
coefficient

3-Story 0.5454 0.1 2.75 0.165
8-Story 1.1381 0.1 1.848 0.1109
12-
Story 1.5425 0.1 1.471 0.0883

M0


0


1

K


M


C


Figure 3: Spring-dashpot-mass model with an additional internal
degree of freedom for the rotational degree of freedom [37].

Table 2: Detailed parameters for the springs used to consider the
SSI effect.

Spring stiffness c0 μ0
Vertical 4G.r0/1 − u 0.58 0.095
Horizontal 8G.r0/1 − u 0.85 0.27
Rocking 8G.r30/3(1 − u) 1+

0.3/3(1−v)m
8ro5p 0.24
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'is system was proposed by Lu and Zhou and tested on a
shaking table in 2002 [35]. Two viscous dampers are installed
in a parallel way and supported by a steel chevron brace.
Lead rubber bearings are installed at the top of the brace to
keep the brace’s stability and dissipate the energy under
minor earthquakes.

'e added damping ratio, reflection coefficient, seismic
coefficient, and entire period of the studied buildings are
summarized in Table 1. It is necessary to explain that the
additional damping ratio is an important indicator for
evaluating the damping effect of structures with energy-
dissipation devices [36].

For modeling in OpenSees software, viscous material
was used to design the damper.'eWinkler model (BNWF)
was modeled on the soil and foundation system linearly and
nonlinearly. 'e infinite underlying soil medium is modeled
using the concept of Cone Models with vertical, horizontal,
and rocking degrees of freedom, as shown in Figure 3 and
Table 2. A spring and a damper are introduced for each
degree of freedom, which shows the effect of soil on that
degree of freedom.

Selecting the appropriate seismic and failure intensity
parameters to use IDA analysis is important and influential.
Also, the selection of a proper seismic intensity parameter, in
addition to causing less scattering and thus greater generality
of the response created in the structure under the effect of
earthquake records, must include the dynamic character-
istics of a document such as frequency content and energy
(Vamvatsikos and Cornell, 2002) [38]. To enter the main
rotation time of the structure into the field of scaling records
and consider the parameters of vibration and damping time,
the spectral acceleration of the first model of the structure Sa
(T1) has been used as a measure of seismic intensity.

In this study, failure modes defined in the HAZUS MH-
MR4 guidelines were used (National Institute of Building
Sciences, 2004). Failure modes were introduced in the
HAZUS instruction for steel buildings with a moment
frame system with low and medium. In high stories, four
failure modes are considered based on the Interstory
DRIFT ratio: slight mode and moderate, extensive failure
mode, and complete failure mode. Numerical values for
each failure mode are presented in the Table 3 (see
Table 3).

'e DRIFT value obtained for each model under each
of the earthquake records is compared with the values
presented in the table above to check the arrival or passage
of each model in each PGA value to each of these failure
states.

(i) Fragility curve: to draw the fragility curve, a fragility
function is required. 'e fragility function is a
conditional probability, which expresses the possi-
bility of failure of a structure at a certain level of
failure or beyond for a given earthquake intensity.
When the seismic requirements and structural ca-
pacity follow the normal log probability distribution,
the fragility equation according to the HAZUS in-
struction is given as follows:

P[C − D≤ 0.0|IM] � φ
ln Sd/Sc( 􏼁
���������

β2DI M + β2C
􏽱

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦. (1)

Respectively, the standard logarithm deviations are in
capacity and need. 'e mean value of the limit state or
seismic capacity and the mean value of the seismic re-
quirement are the Intensity Measure (IM) function and the
normal cumulative distribution function. 'e discount is
combined according to the HAZUS instructions and con-
verted to a parameter. Finally, the fragility relationship is
written as follows:

Table 3: Interstory Drift ratio in 4 failure modes according to
HAZUS.

Type Slight Moderate Extensive Complete
S1L 0.006 0.012 0.03 0.08
S1M 0.004 0.008 0.02 0.0533
S1H 0.003 0.006 0.015 0.04
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Figure 4: Maximum probabilistic seismic requirement for the
relative displacement of floors.

Table 4: Different types of Steel moment frames in HAZUS MH-
MR4 instruction.

Models
name Type of structural system Number of stories

S1L
Steel moment

frame

Low-rise 1–3
S1M Mid-rise 4–7

S1H High-
rise +8
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Pf � φ
ln Sd/Sc( 􏼁

βs d

􏼢 􏼣. (2)

'e parameter Sd is the average value of the seismic
requirement obtained from the following equation:

ln Sd( 􏼁 � a. ln(IM) + b. (3)

In this equation, IM is the measure of seismic intensity,
considered Sa(T1) in this paper. a and b are regression
coefficients obtained through linear regression analysis with
the number of damage situations against different Sa. 'e X-
Axis is the spectral acceleration parameter corresponding to
the structure’s first mode for each step. Its Y-axis is the
logarithm of the criterion of maximum damage intensity and
the relative displacement of the floors in each step. Figure 4
shows an example of the relationship between Sa (T1) and
the Engineering Demand Parameter (EDP), which is the
maximum relative displacement of the floors in a loga-
rithmic environment.

'e values in the HAZUS MH-MR4 instruction are
given for different types of constructions and other failure
modes, which are shown in the following table (Tables
4–7).

3. Earthquake Excitations

'e earthquake record selection should be made so that the
analysis results include all the behavioral states of the

structure in the range of elastic, plastic, and complete failure
[39] although the soil type should be the same for the se-
lected records so that the documents have a good resem-
blance to each other. 'e higher the number of forms used,
the more valid the analysis results. On the other hand,
adding the number of records will increase the analysis time
and output volume. 'erefore, seven near-field acceler-
ometers and seven far-field accelerometers with the fol-
lowing characteristics have been used in this research [40].

'e selected earthquakes have the following specifications:

(i) Occur in soil type 3.
(ii) Magnitude between 6 and 9 Richter.
(iii) Epicentral distance for near-field earthquakes is

below 10 km, and for far-field earthquakes, it is
above 15 km.

(iv) To maintain the seismic parameter of near-fault
ground motions, they are not scaled [41].

4. Results

In the following, the analysis results of two-dimensional 3-,
8-, and 12-story steel moment frames in the form of IDA
curves in 16%, 50%, and 84% percentiles and fragility curves
are presented.

4.1.&ree-Story Frame. 'e summary of the IDA curve with
16%, 50%, and 84% percentiles and fragility curves in a 3-

Table 5: Values provided for Sc and βsd for Steel moment frames in HAZUS MH-MR4 instruction.

Type Sc sdβ Sc sdβ Sc sdβ Sc sdβ
S1L 1.3 0.80 2.59 0.76 6.48 0.69 17.28 0.72
S1M 2.16 0.65 4.32 0.66 10.80 0.67 28.80 0.74
S1H 3.37 0.64 6.74 0.64 16.85 0.65 44.93 0.67

Table 6: Near-field earthquakes characteristics.

Record no. Earthquake name Station Occurrence time Magnitude Epicentral distance (km)
1 Chi-chi, Taiwan TCU120 1999 7.62 9.96
2 Darfield, New Zealand Lincoln School 2010 7 5.28
3 Imperial Valley-06 El Centro Array #4 1979 6.53 4.9
4 Kobe, Japan CEOR Station 1995 6.9 3.31
5 Morgan Hill Gilroy Array #6 1984 6.19 3.45
6 Northridge-01 Pacoima Dam 1994 6.69 3.16
7 Parkfield-02, CA CSMIP station 36419 2004 6 4.81

Table 7: Far-field earthquakes characteristics.

Record no. Earthquake name Station Occurrence time Magnitude Epicentral distance (km)
8 Cape Mendocino CSMIP station 89156 1992 7.01 16.54
9 Friuli, Italy-01 Bolzano 1976 6.5 33.32
10 Imperial Valley-06 Niland Fire Station 1979 6.53 35.2
11 Landers Yermo Fire Station 1992 7.28 26.96
12 Northridge-01 LA - Saturn st 1994 6.69 27.0
13 San Fernando OWNER station 0220 1971 6.61 22.77
14 Tabas, Iran Dayhook 1978 7.35 24.07
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story frame under seven pairs of near-field and far-field
earthquakes is presented.

As can be seen, the slope of the linear region in the (a)
case, with damper and without considering SSI, is less than
that in other cases, which shows a softer behavior. In the case

of the damper, it enters the collapse region at a higher
acceleration, which indicates better performance than other
cases. Considering that the criterion of damage is interstory
drift, the results of the above diagram show that the frame
with damper reaches the level of failure at a higher spectral
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Figure 5: Summary of IDA curves for 16%, 50%, and 84% percentiles in 3-story Ordinary moment resisting frame affected by near-field
earthquakes. Examined cases: (a) with damper without considering SSI; (b) without Damper and SSI effect; (c) with damper and considering
SSI; (d) without damper but considering SSI effect.
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acceleration, respectively, compared to the frame without
soil-structure interaction, the frame with soil-structure in-
teraction, and the damper and the frame with interaction.
'is indicates the damper’s performance in reducing
interstory drift as one of the criteria for predicting damage
and shows the effect of soil-structure interaction on in-
creasing displacement between floors and reaching the level
of failure at lower spectral acceleration. 'e fragility curves
of 3-story frames under seven pairs of near-field acceleration
are shown in Figures 5 and 6.

'e fragility curve shows that the probability of struc-
tural failure in low failure mode occurs in less Sa values, and
moderate, extensive, and complete failure modes occur in
higher Sa values. In all curves, for low and moderate failure
situations, the slope of the curve is first increased and then

decreased. For extensive failure mode, the angles change
with an almost uniform slope. For complete failure mode,
the slope changes are extremely small. According to the
coefficient of acceleration scale of near field earthquakes for
3-story structures, fragility occurs at a spectral acceleration
of 1.284 g for type three soil. 'e results also show that soil-
structure interaction has a significant effect on increasing the
probability of structural failure. Also, dampers in both cases
with and without soil-structure interaction reduce the
likelihood of failure. In the following, a summary of the IDA
curve of a 3-story frame under seven pairs of far-field
earthquakes is shown in Figure 7.

'e slope of the linear region in case (a), with damper
and without SSI, is less than that in other states, which shows
a softer behavior. In the cases with the damper, it enters the
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Figure 6: Fragility curves in 3-story ordinary moment resisting frame affected by near-field earthquakes. Examined cases: (a) with damper
without considering SSI; (b) without Damper and SSI effect; (c) with damper and considering SSI; (d) without damper but considering SSI
effect.
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collapse region at a higher acceleration, which indicates
better performance than other cases. Considering that the
criterion of damage is interstory drift, the results show that
the frame with damper reaches the level of failure at a higher
spectral acceleration, respectively, compared to other
frames.'is indicates the damper’s performance in reducing
displacement between floors as one of the criteria for pre-
dicting damage and shows the effect of soil-structure in-
teraction on increasing drift between floors and reaching the

level of failure at lower spectral acceleration. 'e fragility
curves of 3-story frames under seven pairs of far-field
earthquakes are shown in Figure 8.

'e fragility curve shows that the probability of struc-
tural failure in low failure mode occurs in less Sa values, and
moderate, extensive, and complete failure modes occur in
higher Sa values. In all curves, for low and moderate failure
situations, the slope of the curve is first increased and then
decreased. For extensive failure mode, the curves change
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Figure 7: Summary of IDA curves for 16%, 50%, and 84% percentiles in 3-story ordinary moment resisting frame affected by far-field
earthquakes. Examined cases: (a) with damper without considering SSI; (b) without Damper and SSI effect; (c) with damper and considering
SSI; (d) without damper but considering SSI effect.
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with an almost uniform slope. For complete failure mode, the
slope changes are extremely small. According to the coefficient
of acceleration scale of far-field earthquakes for 3-story
structures, fragility occurs at a spectral acceleration of 1.63 g for
type three soil. 'e results also show that soil-structure in-
teraction has a significant effect on increasing the probability of
structural failure. Also, dampers in both cases with and without
soil-structure interaction reduce failure likelihood.

4.2. Eight Story Frame. 'e summary of the IDA curve with
16%, 50%, and 84% percentiles and fragility curves in an 8-

story frame under seven pairs of near-field and far-field
earthquakes is presented in Figure 9.

In an 8-story OMRF structure, like the previous models,
the slope of the linear region in case (a), with damper and
without SSI, is less than that in other states, which shows a
softer behavior. In the cases with the damper, it enters the
collapse region at a higher acceleration, which indicates
better performance than other cases. Considering that the
criterion of damage is interstory drift, the results show that
the frame with a damper reaches the level of failure at a
higher spectral acceleration than other frames.'is indicates
the damper’s performance in reducing displacement
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Figure 8: Fragility curves in 3-story ordinary moment resisting frame affected by far-field earthquakes. Examined cases: (a) with damper
without considering SSI; (b) without Damper and SSI effect; (c) with damper and considering SSI; (d) without damper but considering SSI
effect.
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between floors as one of the criteria for predicting damage
and shows the effect of soil-structure interaction on in-
creasing drift between floors and reaching the level of failure
at lower spectral acceleration. 'e fragility curves of 8-story
frames under seven pairs of near-field earthquakes are
shown in Figure 10.

'e fragility curve shows that the probability of struc-
tural failure in low failure mode occurs in less Sa values, and
moderate, extensive, and complete failure modes occur in

higher Sa values. In all curves, for low and moderate failure
situations, the slope of the curve is first increased and then
decreased. For extensive failure mode, the curves change
with an almost uniform slope. For complete failure mode,
the slope changes are extremely small. According to the
coefficient of acceleration scale of far-field earthquakes for 3-
story structures, fragility occurs at a spectral acceleration of
1.276 g for type three soil. 'e results also show that soil-
structure interaction has a significant effect on increasing the
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Figure 9: Summary of IDA curves for 16%, 50%, and 84% percentiles in 8-story ordinary moment resisting frame affected by near-field
earthquakes. Examined cases: (a) with damper without considering SSI; (b) without damper and SSI effect; (c) with damper and considering
SSI; (d) without damper but considering SSI effect.
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probability of structural failure. Also, dampers in both cases
with and without soil-structure interaction reduce failure
probability. A summary of the IDA curve of a 3-story frame
under seven pairs of far-field earthquakes is shown in Figure 11.

In the 8-story OMRF structure affected by far-field
earthquakes, like the previous models, the slope of the linear
region in the case (a), with damper and without SSI, is less
than that in other states, which shows a softer behavior. In the
cases with the damper, it enters the collapse region at a higher
acceleration, which indicates better performance than other
cases. Considering that the criterion of damage is interstory
drift, the results show that the frame with damper reaches the
level of failure at a higher spectral acceleration, respectively,
compared to other frames. 'is indicates the damper’s per-
formance in reducing displacement between floors as one of
the criteria for predicting damage and shows the effect of soil-

structure interaction on increasing drift between floors and
reaching the level of failure at lower spectral acceleration. 'e
fragility curves of 8-story frames under seven pairs of far-field
earthquakes are shown in Figure 12.

'e figures mentioned above indicate that the prob-
ability of structural failure in low failure mode occurs in
less Sa values, and moderate, extensive, and complete
failure modes occur in higher Sa values. In all curves, for
low and moderate failure situations, the slope of the curve
is first increased and then decreased. For extensive failure
mode, the curves change with an almost uniform slope.
For complete failure mode, the slope changes are ex-
tremely small. According to the coefficient of acceleration
scale of far-field earthquakes for 3-story structures, fra-
gility occurs at a spectral acceleration of 2.12 g for type
three soil. 'e results also show that soil-structure
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Figure 10: Fragility curves in 8-story ordinary moment resisting frame affected by near-field earthquakes. Examined cases: (a) with damper
without considering SSI; (b) without damper and SSI effect; (c) with damper and considering SSI; (d) without damper but considering SSI
effect.
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interaction has a significant effect on increasing the
probability of structural failure. Also, dampers in both
cases with and without soil-structure interaction reduce
the likelihood of failure.

4.3. 12-Story Frame. 'e summary of the IDA curve with
16%, 50%, and 84% fractiles and fragility curves in a 12-story
frame under seven pairs of near-field and far-field earth-
quakes is presented in Figure 13.
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Figure 11: Summary of IDA curves for 16%, 50%, and 84% percentiles in 8-story ordinary moment resisting frame affected by far-field
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In the 12-story OMRF structure affected by near-field
earthquakes, like the other models, the slope of the linear
region in the case (a), with damper and without SSI, is less
than that in other states, which shows a softer behavior. In

the cases with the damper, it enters the collapse region at a
higher acceleration, which indicates better performance than
other cases. Considering that the criterion of damage is
interstory drift, the results show that the frame with a
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Figure 12: Fragility curves in 8-story ordinary moment resisting frame affected by far-field earthquakes. Examined cases: (a) with damper
without considering SSI; (b) without damper and SSI effect; (c) with damper and considering SSI; (d) without damper but considering SSI
effect.
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damper reaches the level of failure at a higher spectral ac-
celeration than other frames. 'is indicates the damper’s
performance in reducing displacement between floors as one

of the criteria for predicting damage and shows the effect of
soil-structure interaction on increasing drift between floors
and reaching the level of failure at lower spectral acceler-
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Figure 13: Summary of IDA curves for 16%, 50%, and 84% percentiles in 12-story ordinary moment resisting frame affected by near-field
earthquakes. Examined cases: (a) with damper without considering SSI; (b) without damper and SSI effect; (c) with damper and considering
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ation. 'e fragility curves of 12-story frames under seven
pairs of near-field acceleration are shown in Figure 14.

'e fragility curve shows that the probability of struc-
tural failure in low failure mode occurs in less Sa values, and
moderate, extensive, and complete failure modes occur in
higher Sa values. In all curves, for low and moderate failure
situations, the slope of the curve is first high and then

decreased. For extensive failure mode, the curves change
with an almost uniform slope. For complete failure mode,
the slope changes are extremely small. According to the
coefficient of acceleration scale of far-field earthquakes for 3-
story structures, fragility occurs at a spectral acceleration of
1.344 g for type three soil. 'e results also show that soil-
structure interaction has a significant effect on increasing the
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Figure 14: Fragility curves in 12-story ordinarymoment resisting frame affected by near-field earthquakes. Examined cases: (a) with damper
without considering SSI; (b) without damper and SSI effect; (c) with damper and considering SSI; (d) without damper but considering SSI
effect.
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Figure 15: Summary of IDA curves for 16%, 50%, and 84% percentiles in 12-story ordinary moment resisting frame affected by far-field
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probability of structural failure. Also, dampers in both cases
with and without soil-structure interaction reduce failure
likelihood. In the following, a summary of the IDA curve of a
3-story frame under seven pairs of far-field earthquakes is
shown in Figure 15.

In the 8-story OMRF structure affected by far-field
earthquakes, like the previous models, the slope of the linear
region in the case (a), with damper and without SSI, is less
than that in other states, which shows a softer behavior. In
the cases with the damper, it enters the collapse region at a
higher acceleration, which indicates better performance than
other cases. Considering that the criterion of damage is
interstory drift, the results show that the frame with a
damper reaches the level of failure at a higher spectral ac-
celeration than other frames. 'is indicates the damper’s
performance in reducing displacement between floors as one

of the criteria for predicting damage and shows the effect of
soil-structure interaction on increasing drift between floors
and reaching the level of failure at lower spectral acceler-
ation. 'e fragility curves of 12-story frames under seven
pairs of far-field earthquakes are shown in Figure 16.

'e fragility curve shows that the probability of struc-
tural failure in low failure mode occurs in less Sa values, and
moderate, extensive, and complete failure modes occur in
higher Sa values. In all curves, for low and moderate failure
situations, the slope of the curve is first high and then de-
creased. For extensive failure mode, the curves change with
an almost uniform slope. For complete failure mode, the
slope changes are extremely small. According to the coef-
ficient of acceleration scale of far-field earthquakes for 3-
story structures, fragility occurs at a spectral acceleration of
2.12 g for type three soil. 'e results also show that soil-
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Figure 16: Fragility curves in 12-story ordinary moment resisting frame affected by far-field earthquakes. Examined cases: (a) with damper
without considering SSI; (b) without damper and SSI effect; (c) with damper and considering SSI; (d) without damper but considering SSI
effect.
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structure interaction has a significant effect on increasing the
probability of structural failure. Also, dampers in both cases
with and without soil-structure interaction reduce the
probability of failure.

5. Conclusion

In this study, three two-dimensional models of 3-, 8-, and
12-story ordinary steel moment frames were studied to
evaluate the fragility of steel frames equipped with viscous
dampers and consider SSI under near and far-field earth-
quakes. Each model was analyzed in OpenSees software. To
draw the IDE curve, Sa (T1, 5%) was considered a parameter
of seismic intensity, and interstory drift as a measure of
damage intensity was selected.'en, the HAZUS instruction
was used to draw the fragility curve based on the interstory
drift ratio in 4 modes of slight, moderate, extensive, and
complete failure. 'erefore, the seismic response of the
abovementioned structures is summarized as follows:

(1) 'e frame equipped with dampers, compared to
other models, reaches the level of failure at a higher
spectral acceleration, which indicates the damping
function in reducing interstory drift.

(2) 'e effect of soil-structure interaction on increasing
the displacement of stories and reaching the level of
failure at spectral acceleration was less evident in all
models.

(3) As the number of floors increases, the level of failure
occurs at lower spectral acceleration.

(4) 'e level of failure occurs in the lower spectral ac-
celeration in far-field earthquakes than in near-field
earthquakes.

(5) In all models, low failure probability occurs in less Sa
values (T1, 5%), and moderate, extensive, and
complete failuremodes occur in higher Sa values (T1,
5%), respectively.

'e results support that as the number of floors of the
studied structures increases, the probability of failure also
increases. By comparing the fragility curves of the studied
models under near-field and far-field accelerometers, it is
clear that the probability of failure under far-field acceler-
ometers is less than near-field [42].
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+e gear-bearing system is the most important part of integrally centrifugal compressors. According to statistics, the majority of
integrally geared compressor accidents are caused by excessive vibration of the geared rotor. However, its complicated dynamic
characteristics and inevitable vibration faults in actual operation present significant challenges throughout the analysis and design
stages. In this paper, the coupled self-excited vibration of the gear system characterized bymultipoint meshing and oil film bearing
supporting is investigated. Firstly, the structure of the gear system in an integrally geared compressor is used as a research object.
+e modeling approach of meshing excitation, including time-varying mesh stiffness, gear meshing error, and tooth backlash are
introduced. However, the variable stiffness and damping coefficient equations of journal bearing and oil film thrust bearing are
modeled and utilized to approximate the variable bearing force and simplify the vibration computation under the assumption of
Newtonian fluid. +en, a dimensionless modeling method of the gear system considering gyroscopic moment of gear disk,
variable meshing force, as well as variable stiffness and damping coefficient is proposed. Based on the dynamic model, the
influence of the bearing dynamic coefficients and load on the vibration of the entire gear system is studied. Among which, the
vibration displacement and meshing force are examined using frequency-domain and time-domain analysis methods. +e results
suggest that the flexible support can restrain the system’s nonlinear motion, whilst increasing load on the gear system can improve
gear operation stability and reduce load fluctuation.

1. Introduction

Integrally geared compressor is one of the most represen-
tative assembling units among big rotating machines, which
are widely utilized in the domains of natural gas, petroleum,
and coal chemical processing and meets the requirements,
such as higher flux and longer running time. It is charac-
terized by higher parameter, better performance and sta-
bility under various condition, extreme condition andmulti-
interference. +e dynamic stability of compressor geared
rotor system has always attracted much attention. For ex-
ample, it happened that self-excitation leads to the large
vibration of compressor, as reported by Wachel (1975),
Fulton (1984), Kirk(1985), Kuzdzal (1994), and Memmott
(2000) [1].

+e gear-bearing system is the key component in inte-
grally centrifugal compressor which is often characterized by
one helical gear meshing with many other gears at the same
time and coupled in different directions, and also the
nonlinear oil film support of rotors, which cause the vi-
bration characteristics of the rotor systems in integrally
geared compressors are different from those of the general
gear system. According to the statistics, most accidents of
integrally geared compressors are caused by excessive vi-
bration of geared rotor [2], which is resulted by rotor un-
balance, shafting coupling resonance, bearing instability,
and so on. +e rotor system in integrally centrifugal com-
pressor always runs at high speed and high load. Due to the
alternative engagement of teeth and the nonlinear film force,
the meshing state changes during the meshing process, while
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the impact among the gear teeth caused by the mesh
clearance and transmission error during the meshing pro-
cess would excite the vibration of the whole rotor system.
+e excessive vibration will not only lead to the wear be-
tween rotors and stators, but also serious damage of the
whole system. Although researchers have formed a relatively
perfect theory and technology of nonlinear dynamic analysis
and dynamic design for the main problems of the rotor
system of a single shaft centrifugal compressor, and have a
good means of prediction and control of its vibration
problems, it is still impossible to make a reasonable ex-
planation for the new vibration phenomenon of the geared
rotor system in integrally centrifugal compressor and put
forward an effective solution. In many times, the safe op-
eration of the integrally centrifugal compressor can only be
ensured by sacrificing the production capacity. +us, the
meshing characteristics and performance of the gear system
have important influences on the whole system even the
whole devices as well as the system security.

Researchers have proposed many modeling methods on
gear meshing force and oil film force. +e main modeling
methods of gear meshing force include linear meshing
model and nonlinear meshing model. In linear meshing
model, the meshing stiffness is regarded as a constant or
harmonic value, which is usually used to solve the resonance
frequency of the rotor or the vibration response of the rotor
with less influence of meshing excitation. For example, Doan
[3] presents a method for determining the resonance regions
of the gear system under different design parameters
according to the linear meshing assumption. Kang [4]
considers the dynamics of a gear system with viscoelastic
supports, in which, the gear pairs are simplified as two rigid
discs connected by springs along meshing lines. In addition,
in order to express the meshing excitation of gears, Shi [5]
proposed a dynamics model for hypoid gears, considered the
interaction between mesh stiffness and dynamic response,
and the simulations show evident impact of dynamic mesh
stiffness on hypoid gear dynamic response. Han [6] intro-
duced time-dependent mesh stiffness to realize steady re-
sponse analysis of rotor system, where meshing stiffness
fluctuates in simple harmonic form, while the influence of
various nonlinear factors on vibration is ignored, such as
tooth backlash and meshing error. In many cases, the linear
meshing model cannot describe the meshing force well,
especially when the mesh clearance and gear transmission
error to be taken into account. Feng [7] studied the increased
vibration of geared rotor system caused by gear wear, and
propose a gear wear model to describe wear process. With
the continually updated model coefficient according to the
real-time test data, the wear process of the gear mesh can be
well monitored.+en, Feng [8] demonstrated the ability and
effectiveness of the proposed vibration-based methodology
in monitoring and predicting gear wear, Inalpolat [9] an-
alyzed the influence of different gear meshing error on
dynamic meshing force of gear pair by experiment. +eo-
dossiadas [10] applied the non-linear meshing model to
identify the periodic steady response of gear system in-
volving backlash and time-dependent mesh stiffness under
torsional moments. Eritenel [11] proposed nonlinear

dynamic model to investigate the gear loads and bearing
forces of the gear system with backlash and time-varying
stiffness. Cho [12] studied the dynamics of a two-stage
differential wind generator gearbox, where the non-linear
meshing model was adopted. Guerine [13] investigated the
influence of random uncertainty of mass, damping coeffi-
cient, bending stiffness, and torsion stiffness on the dynamic
response of single-stage gear system, as well as the syn-
thetically impact of these random parameters. Luo [14]
proposed an improved analytical model to calculate the
time-varying mesh stiffness of a planetary gear set, where the
effect of sliding friction and spalling defects are considered.
Zheng [15] considered centrifugal effect and developed an
analytical-FEM framework to integrate the centrifugal field
into the mesh stiffness and nonlinear dynamics, where the
reasonable accuracy is demonstrated between the simulation
and experiment results. Wang [16] studied the bending-
torsion coupling response of spur gear system, taking into
account mesh stiffness variations, backlash, transmission
errors, and loads. +e results show that, due to the coupling
effects of bending and torsional vibrations, the system ex-
hibits a diverse range of periodic, subharmonic, and chaotic
motion. Sánchez [17] investigated the contact conditions of
modified teeth influenced by the profile modification on the
load sharing and transmission error under load. Wang [18]
suggested two approaches for determining time-varying
meshing stiffness in internal gear pairs with tiny tooth
differences, both of which were validated using the finite
element method. Ma [19] established a fractal contact model
suited for gear pair contact, where the influence of roughness
on the normal contact stiffness of gears is considered. On the
basis of modified fractal contact model, the asperity contact
stiffness and the fractal contact compliance are calculated.

Also included are two methods that are commonly used
in the numerical calculation of bearing force. +e first one is
to directly calculate the oil film force using a numerical or
analytic method, while the other is an approximation of the
dynamic coefficients of the oil film, such as stiffness and
damping coefficients. It always takes a long time to solve the
dynamic oil film force by finite element method or variation
method in the first method. +us, the Reynolds equation is
often simplified to analyzing and solving practical problems,
where the oil film force model of long bearing proposed by
Sommerfeld and the short bearing proposed by Capone is
the most representative. For example, Chang-Jian [20] and
Amamou [21] use the long bearing hypothesis to investigate
the non-linear dynamic features of a disk rotor system
supported by a circular tile bearing and the dynamic stability
of a circular tile bearing. However, Lin [22] and Soni [23]
used the short bearing hypothesis to investigate the lubri-
cation features of bearings in non-Newton ferromagnetic
fluid and the nonlinear dynamic characteristics of circular
tile bearings in thin film lubrication. Due to the complexity
of the first technique’s calculation process, the second
method is extensively utilized in engineering applications to
solve the rotor response problem due to its simple calcu-
lation procedure. Srikanth [24] ignores the degree of free-
dom of the tile thrust bearing block and solves the stiffness
and damping parameters of tile thrust bearings of various
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sizes. Furthermore, several researchers investigated the non-
linear vibration of a rotor system with oil film support from
the perspectives of external stimulation and rotor fault.
Zhang [25] investigates the change in bearing force of rotor
system due to the change of submarine position. Liang [26]
analyzes the influence of the film force in the squeeze film
damper on the nonlinear vibration suppression of the rotor
system produced by the misalignment. Cable [27] studies the
static angular misalignment of the thrust collars and the
main bull gear in integrally geared compressor induced by
manufacturing inaccuracies and poor assembly process,
which hasmajor impact on the dynamics of the rotor system.

Despite the fact that many studies have been done on the
dynamic of gear system, they have always focused on gear
systems with classical configurations. +ere are few works
concentrate on the time-varying features and non-linear
coupled vibration of gear systems with multipoint mesh.
Meanwhile, in some vibration analyses of complicated gear
systems, bearings are always treated as invariable stiffness
and damper coefficients, which would make the analysis
results lose some important information. Many compressor
manufacturing companies still lack a dynamic analysis
process of the gear system during the design phase, resulting
in many vibration problems of the gear system that cannot
be effectively solved, and the safe operation of the equipment
can only be ensured by sacrificing production capacity, such
as reducing the working speed and load.

+e modeling approach of the gear system with multipoint
mesh according to the structure of the gear system in integrally
geared compressor is proposed in this study, where the variable
meshing force and variable bearing dynamic coefficients are
taken into account. In addition, the non-linear coupled vi-
brations of the gear system and meshing properties at various
speeds and loads are investigated. +e findings of this work
could provide theoretical support for the dynamic design and
fault diagnostics of multipoint mesh gear systems aiming for
high reliability and minimal vibration.

2. Gear Bearing System with Multipoint Mesh
and Its Modelling Method

2.1. Structure of Gear System in Integral Centrifugal
Compressor. Figure 1 depicts an entire centrifugal

compressor rotor system comprised of five shafts engaged by
helical gear, including one input shaft, one middle gear
driving shaft, and three high speed output shafts, all sup-
ported by journal bearings and oil film trust bearings. +e
maximum speed of the input shaft of the rotor system is
4000r/min, and the maximum output speed of the output
shaft is 12800r/min.

+e gears are treated as rigid body and the dynamic
model of gear system is shown in Figure 2. Gears 1–5 refer to
the gears on the input shaft, center shaft, and three output
shafts. kij(t), 2bij, and eij(t) are the time-variant stiffness
parameter, gear clearance parameter, and transfer error
parameter between Gears i and Gear j, respectively.

As shown in Figure 2, each gear is located in the center of
the two supporting, and Gear i rotates around the rotation
center Oi at rotation speed ωi. kij(t)， cij， eij(t), and bij

are the meshing stiffness, meshing damping, transfer error,
and unilateral backlash between Gears i and j, respectively.
kix is axial stiffness of the thrust bearing on Gear i, kiyL, kizL
and kiyR, kizR are the vertical and horizontal stiffness of left
and right journal bearings on Gear i, respectively.

2.2. Modelling Approach of Meshing Excitation

2.2.1. Time-VariantMeshing Stiffness. Due to the alternation
of meshing teeth, the meshing stiffness changes periodically,
which result in the dynamic stiffness excitation during the
meshing process, the Ishikawa Formula shown as the fol-
lowing equation is used to describe the deformation of the
tooth under mesh force F:

δ � δBr + δBt + δs + δG, (1)

where δBr and δBt are the bending deformations of the
rectangular and trapezoid section, respectively, and δs and
δG are the shear and elasticity deformations, respectively.
+en the stiffness of the tooth can be described as

k �
F

δ
. (2)

+emeshing stiffness appears obvious periodicity during
the meshing process and can be expressed as a Fourier series:

k(t) � k0 + 􏽘
∞

j�1
aj cos jωΛt( 􏼁 + bj sin jωΛt( 􏼁􏽨 􏽩 � k0 + 􏽘

∞

j�1
kj cos jωΛt + φj􏼐 􏼑, (3)

where k0 is the average meshing stiffness; ai, bi, and ki are the
Fourier coefficients; φj is the phase angle; and ωΛ is the
meshing frequency.

If only the first order of Fourier series is preserved, Eq.
(3) can be written as

k(t) � k0 1 + ε sin ωΛt + φ( 􏼁􏼂 􏼃, (4)

where ε is the fluctuation coefficient of stiffness.

2.2.2. Gear Transfer Error. +e transfer error of the gear pair
is mainly caused by manufacture error and gear wear.
Transfer errors make the meshing tooth profile deviate from
the ideal meshing position, which destroy the correct
meshing method of gear pairs, and resulting in tooth-to-
tooth collisions and impacts during the meshing process.

Because the transfer error is of periodicity during the
transfer process, the transfer error could also be expressed in
the form of Fourier series:
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e(t) � e0 + 􏽘
∞

j�1
cj cos(jωt) + dj sin(jωt)􏽨 􏽩 � e0 + 􏽘

∞

j�1
ej cos jωΛt + φj􏼐 􏼑, (5)

Figure 1: Rotor system of integral centrifugal compressor.
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Figure 2: Dynamic model of the gear system.
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where e0 is the average transfer error and ci and di are the
Fourier coefficients.

Similarly, if only the first order of this Fourier series is
preserved, and average transfer error is equaled to zero,
Equation (3) can be written as

e(t) � es sin ωΛt + φ( 􏼁, (6)

where es is the fluctuant amplitude of transfer error.

2.2.3. Backlash. Backlash between gear pair changes the
contact state and causes continuous impact between the gear
pairs, which has a significant impact on the dynamic
characteristics of the gear system. Assuming the teeth
backlash of a gear pair is 2bn, and the relative deformation
between the meshing teeth is Δ. +erefore, the deformation
functions of the tooth along the meshing line can be
expressed as

g(Δ) �

Δ − bn, Δ> bn,

0, −bn ≤Δ≤ bn,

Δ + bn, Δ< − bn,

⎧⎪⎪⎨

⎪⎪⎩
(7)

Equation (7) is a step function, and when the meshing
point is within the scope of teeth backlash, there is no
deformation. Otherwise, the teeth begin to deform.

2.3. Modelling Approach of Bearing Dynamic Coefficients.
+e journal bearings on shafts can be modeled as Figure 3.
Here, the journal rotates at the speed ofΩ with stable load F.
O and Οb are the center of journal and bearing, respectively.
r and Rb are the radius of journal and bearing bore. φ is the
displacement angle. E is the eccentric distance.

After coordinate translation, the Reynolds equation for
oil film force analysis in journal bearing and its oil film
boundary can be shown as

1
R
2
b

z

zθ
h
3

12η
zp

zθ
􏼠 􏼡 +

z

zx

h
3

12η
zp

zx
􏼠 􏼡 �

1
2
Ω

zh

zθ
+

zh

zt
, (8)

p θ1, x( 􏼁 � p θ2, x( 􏼁 � 0,

p θ, −
L

2
􏼒 􏼓 � p θ,

L

2
􏼒 􏼓 � 0,

⎧⎪⎪⎨

⎪⎪⎩
(9)

where η is the dynamic viscosity of the oil; p is the oil film
pressure; x is the position along the width direction; θ1 and
θ2 are the starting angle boundary and end angle boundary;
and L is the width of the bearing.

Nondimensional parameters are defined as
p � p/[6ηΩ(Rb/C)2], x � x/(L/2)， λ � 2Rb/L, e � e/C,
_e � _e/(CΩ), h � h/C � 1 + e cos(θ − φ), and τ � Ωt. Equa-
tion (8)-(9) can be transferred to

z

zθ
h
3zp

zθ
􏼠 􏼡 + λ2

z

zx
h
3zp

zx
􏼠 􏼡 � −e sin(θ − φ) + 2_e cos θ − φde( 􏼁 � f(θ),

p θ1, x( 􏼁 � p θ2, x( 􏼁 � 0,

p(θ, −1) � p(θ, 1) � 0.

⎧⎪⎨

⎪⎩
(10)

To simplify the vibration calculations, stiffness and
damping coefficients can be used to approximate the bearing
force of the lubricant film, which can be calculated by
linearization of the unsteady load capacity in the vicinity of
the static position of equilibrium and developed to the first
derivative in a Taylor series as Equation (11), where the force
caused by dip angle of the journal is neglected:

Fy

Fz

􏼨 􏼩 �
Fy0

Fz0
􏼨 􏼩 +

kyy kyz

kzy kzz

⎡⎣ ⎤⎦
y

z
􏼨 􏼩 +

cyy cyz

czy czz

⎡⎣ ⎤⎦
_y

_z
􏼨 􏼩,

(11)

where

kyy kyz

kzy kzz

⎡⎢⎢⎣ ⎤⎥⎥⎦ � 􏽚
L/2

−L/2
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sin θ
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(12)

+e oil film thrust bearing on shafts can be modeled as
Figure 4, which consists of many bearing bushes. θ0, θ1, and
θ2 are the angle of bush, side oil seal lip, and thrust face,
respectively; b is the width of the outer oil seal lip; ri and ro

are the inner and outer radius of thrust face; φ is the angle of
thrust face; θ and r are the coordinates in radial and cir-
cumferential directions; h(θ) is the film thickness with radial
coordinate θ; C is the bearing clearance; and e is the relative
displacement between trust bearing and thrust runner collar.

+e Reynolds equation for each bush in oil film thrust
bearing and its oil film boundary can be shown as

1
r
2

z

zθ
h
3

12η
zp

zθ
􏼠 􏼡 +

z

zr

h
3

12η
zp

zr
􏼠 􏼡 �

1
2
Ω

zh

zθ
+

zh

zt
, (13)

p ri, θ( 􏼁 � p ro, θ( 􏼁 � 0,

p r, θ1( 􏼁 � p r, θ2( 􏼁 � 0,
􏼨 (14)

where η is the dynamic viscosity of the oil; p is the oil film
pressure; and θ1 and θ2 are the starting angle boundary and
end angle boundary.

Nondimensional parameters are defined as
p � p/[6ηΩ(ri/C)]2, r � r/ri, b � b/ri, h � h/C, e � e/C,
_e � _e/(CΩ), τ � Ωt, and κ � 1/r. Equations (14)-(15) can be
transferred to

Shock and Vibration 5



κ2
z

zθ
h
3zp

zθ
􏼠 􏼡 +

z

zr
h
3zp

zr
􏼠 􏼡 �

zh

zθ
+ 2

zh

zτ
,

p(1, θ) � p ro, θ( 􏼁 � 0,

p r, θ1( 􏼁 � p r, θ2( 􏼁 � 0.

⎧⎪⎨

⎪⎩

(15)

Similarly, the linearization result of nonlinear bearing
force can be shown as Equation (18), where the force caused
by dip angle of the thrust runner collar is neglected:

Fx ≈ Fx0 + kxxΔx + cxxΔ _x, (16)

where

z

y

F

Ob

O

hmin

e

hmax

r

Rb

θ

h (θ)

φ

Ω

Figure 3: Dynamic model of the journal bearing.

A

A

θ0
θ1 θ2

f

A - A

e

θ
Thrust runner collar

ri
r

ro
Ω

F

z C h (θ)

y

b

Figure 4: Dynamic model of the oil film thrust bearing.
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kxx � − 􏽚
ro

ri

􏽚
θ2

θ1

zp

zx
rdθdr,

cxx � − 􏽚
ro

ri

􏽚
θ2

θ1

zp

z _x
rdθdr.

(17)

2.4.DynamicModel of theGear-BearingSystem. For the shaft
of Gear i, if total length is li, average diameter is di, and
Young’s modulus is E, the supporting stiffness of the shaft to
Gear i is expressed as

ks �
3πd

4
i E

4l
3
i

. (18)

+e turnover stiffness of geared shaft to gear is expressed
as

ko �
πd

4
i E

2li
. (19)

Define kiyL and kizL as the left supporting bearing
stiffness of Gear i along axis-x, y, and define kiyR and kizR as

the right supporting bearing stiffness of Gear i along axis-x,
y. +e lateral supporting stiffness of Gear is expressed as

kiy �
kiyL + kiyR􏼐 􏼑ks

kiyL + kiyR + ks

,

kiz �
kizL + kizR( 􏼁ks

kizL + kizR + ks

.

(20)

+e tilting stiffness of Gear i is expressed as

kiθy �
li kizL + kizR( 􏼁ko

li kizL + kizR( 􏼁 + 2ko

,

kiθz �
li kiyL + kiyR􏼐 􏼑ko

li kiyL + kiyR􏼐 􏼑 + 2ko

.

(21)

Define cix, ciy, ciz, ciθy, and ciθz as the shaft damping
coefficient of Gear i along axis-x, y, z and around axis-y, z,
respectively. +e dynamic functions of gear system shown in
Figure 2 are shown in Equations (22)–(26).

+e dynamic functions of Gear 1 are shown as follows:

m1€x1 + c1x _x1 + k1xx1 − c12 _p12 + k12g12(t)􏼂 􏼃sin β � 0,

m1y1 + c1y _y1 + k1yy1 + c12 _p12 + k12g12(t)􏼂 􏼃cos β sin α − ϕ12( 􏼁 � 0,

m1z1 + c1z _z1 + k1zz1 + c12 _p12 + k12g12(t)􏼂 􏼃cos β cos α − ϕ12( 􏼁 � 0,

Ip1
€θx1 + c1θx

_θx1 + r1 c12 _p12 + k12g12(t)􏼂 􏼃cos β � T1,

Id1
€θy1 + c1θy

_θy1 + ω1Ip1
_θz1 + k1θyθy1

+ r1 c12 _p12 + k12g12(t)􏼂 􏼃sin β sin α − ϕ12( 􏼁 � 0,

Id1
€θz1 + c1θz

_θz1 − ω1Ip1
_θy1 + k1θzθz1

+ r1 c12 _p12 + k12g12(t)􏼂 􏼃sin β cos α − ϕ12( 􏼁 � 0.

(22)

+e dynamic functions of Gear 2 are shown as follows:
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m2€x2 + c2x _x2 + k2xx2 + c12 _p12 + k12g12(t)􏼂 􏼃sin β − 􏽘
5

i�3
c2i

_p2i + k2ig2i(t)􏼂 􏼃sin β � 0,

m2€y2 + c2y _y2 + k2yy2 − c12 _p12 + k12g12(t)􏼂 􏼃cos β sin α − ϕ12( 􏼁,

+ 􏽘
5

i�3
c2i

_p2i + k2ig2i(t)􏼂 􏼃cos β sin α − ϕ12( 􏼁 � 0,

m2€z2 + c2z _z2 + k2zz2 − c12 _p12 + k12g12(t)􏼂 􏼃cos β cos α − ϕ12( 􏼁,

+ 􏽘
5

i�3
c2i

_p2i + k2ig2i(t)􏼂 􏼃cos β cos α − ϕ12( 􏼁 � 0,

Ip2
€θ2 + c2θx

_θx2 − r2 c12 _p12 + k12g12(t)􏼂 􏼃cos β + r2 􏽘

5

i�3
c2i

_p2i + k2ig2i(t)􏼂 􏼃cos β � 0,

Id2
€θy2 + c2θy

_θy2 + ω2Ip2
_θz2 + k2θyθy2 + r2 c12 _p12 + k12g12(t)􏼂 􏼃sin β sin α − ϕ12( 􏼁,

+ r2 􏽘

5

i�3
c2i

_p2i + k2ig2i(t)􏼂 􏼃sin β sin α − ϕ12( 􏼁 � 0,

Id2
€θz2 + c2θz

_θz2 − ω2Ip2
_θy2 + k2θzθz2 + r2 c12 _p12 + k12g12(t)􏼂 􏼃sin β cos α − ϕ12( 􏼁,

+ r2 􏽘

5

i�3
c2i

_p2i + k2ig2i(t)􏼂 􏼃sin β cos α − ϕ12( 􏼁 � 0.

(23)

+e dynamic functions of Gear 3 are shown as follows:

m3€x3 + c3x _x3 + k3xx3 + c23 _p23 + k23g23(t)􏼂 􏼃sin β � 0,

m3€y3 + c3y _y3 + k3yy3 − c23 _p23 + k23g23(t)􏼂 􏼃cos β sin α − ϕ23( 􏼁 � 0,

m3€z3 + c3z _z3 + k3zz3 − c23 _p23 + k23g23(t)􏼂 􏼃cos β cos α − ϕ23( 􏼁 � 0,

Ip3
€θx3 + c3θx

_θx3 − r3 c23 _p23 + k23g23(t)􏼂 􏼃cos β � T3,

Id3
€θy3 + c3θy

_θy3 + ω3Ip3
_θz3 + k3θyθy3 + r3 c23 _p23 + k23g23(t)􏼂 􏼃sin β sin α − ϕ23( 􏼁 � 0,

Id3
€θz3 + c3θz

_θz3 − ω3Ip3
_θy3 + k3θzθz3 + r3 c23 _p23 + k23g23(t)􏼂 􏼃sin β cos α − ϕ23( 􏼁 � 0.

(24)

+e dynamic functions of Gear 4 are shown as follows:

m4€x4 + c4x _x4 + k4xx4 + c24 _p24 + k24g24(t)􏼂 􏼃sin β � 0,

m4€y4 + c4y _y4 + k4yy4 − c24 _p24 + k24g24(t)􏼂 􏼃cos β sin α − ϕ24( 􏼁 � 0,

m4€z4 + c4z _z4 + k4zz4 − c24 _p24 + k24g24(t)􏼂 􏼃cos β cos α − ϕ24( 􏼁 � 0,

Ip4
€θx4 + c4θx

_θx4 − r4 c24 _p24 + k24g24(t)􏼂 􏼃cos β � T4,

Id4
€θy4 + c4θy

_θy4 + ω4Ip4
_θz4 + k4θyθy4 + r4 c24 _p24 + k24g24(t)􏼂 􏼃sin β sin α − ϕ24( 􏼁 � 0,

Id4
€θz4 + c4θz

_θz4 − ω4Ip4
_θy4 + k4θzθz4 + r4 c24 _p24 + k24g24(t)􏼂 􏼃sin β cos α − ϕ24( 􏼁 � 0.

(25)

+e dynamic functions of Gear 5 are shown as follows:
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m5€x5 + c5x _x5 + k5xx5 + c25 _p25 + k25g25(t)􏼂 􏼃sin β � 0,

m5€y5 + c5y _y5 + k5yy5 − c25 _p25 + k25g25(t)􏼂 􏼃cos β sin α − ϕ25( 􏼁 � 0,

m5€z5 + c5z _z5 + k5zz5 − c25 _p25 + k25g25(t)􏼂 􏼃cos β cos α − ϕ25( 􏼁 � 0,

Ip5
€θx5 + c5θx

_θx5 − r5 c25 _p25 + k25g25(t)􏼂 􏼃cos β � T,5

Id5
€θy5 + c5θy

_θy5 + ω5Ip5
_θz5 + k5θyθy5 + r5 c25 _p25 + k25g25(t)􏼂 􏼃sin β sin α − ϕ25( 􏼁 � 0,

Id5
€θz5 + c5θz

_θz5 − ω5Ip5
_θy5 + k5θzθz5 + r5 c25 _p25 + k25g25(t)􏼂 􏼃sin β cos α − ϕ25( 􏼁 � 0,

(26)

where Ti is the load on the Gear i; mi, Ipi, and Idi are the
mass, polar moment of inertia, and diameter moment of
inertia of Gear i, respectively; pij is the length of meshing
line between Gear i and Gear j; ϕij is the position angle of
Gear j respect to Gear i; α is the pressure angle of gear; and
gij(t) is the clearance function expressed as

gij(t) �

pij − bij, pij > bij,

0, pij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ bij,

pij + bij, pij < − bij,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(27)

where 2bij is the clearance length between Gear i and j.
+e space vector of the system totally has 30 DOFs and

can be expressed as

X � x1, y1, z1, θx1, θy1, θz1, · · · , x5, y5, z5, θx5, θy5, θz5􏽨 􏽩
T
. (28)

Equations (22)-(26) can be written as

M €X + Cs + Cm + H( 􏼁 _X + KsX + KmG(p) � F, (29)

whereM, Cs, Ks, Cm, and Km are themass matrix, supporting
damping matrix, supporting stiffness matrix, meshing
damping matrix, and meshing stiffness matrix of gear sys-
tem, respectively; H is the gyro matrix of the gear system;
G(p) is a tooth gap function related to p; and F is load vector.

+rough defining that xθi � riθxi, yθi � riθyi, and
zθi � riθzi, the angle variable of space vector can be trans-
formed into the arc length turning around the basic circle.
Assume the characteristic frequency and length are ωc and
bc, and define that

τ � ωct, Xij �
Xij

bc

, eij �
eij

bc

, bij �
bij

bc

,

X � x1, y1, z1, xθ1, yθ1, zθ1, · · · , x5, y5, z5, xθ5, yθ5, zθ5􏼂 􏼃
T
,

dX

dτ
� _X,

d
2
X

dτ2
� €X,

S � diag 1, 1, 1, r1, r1, r1, · · · , 1, 1, 1, r5, r5, r5( 􏼁.

(30)

(25) can be converted into proper dimensionless indexes
and expressed as

€X + Cs + Cm + H( 􏼁 _X + KsX + KmG(p) � F, (31)

where Cs � SM− 1CsS− 1/ωc， Cm � SM− 1CmS− 1/ωc， Ks �

SM− 1KsS− 1/ωc， Km � SM− 1KmS− 1/ω2
c， Hs � SM− 1H

S− 1/ωc, and F � SM−1/bcω2
cF。

+e backlash function of each gear pair can be defined as

Gij pij􏼐 􏼑 �

Xij −
1
4
SijBijbij, pij > bij,

0, pij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ bij,

Xij +
1
4
SijBijbij, pij < − bij.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(32)

3. Self-Excited Vibration Analysis of Gear-
Bearing System

3.1. Vibration Behaviors of the Gear System by Self-Excited
Vibration. +emain parameters of gear pairs in Figure 2 are
shown in Table 1.+e backlash andmeshing error of the gear
pairs are 100 μm and 20 μm, respectively.

Rated loads on the three output shafts are T3 � 24Nm,
T4 � 20Nm, and T5 �18Nm. +e following three simulated
conditions are depicted.

Condition 1. Rated load with constant bearing damping and
stiffness at 4000 r/min.

Condition 2. Rated load and variable bearing damping and
stiffness calculated by Equations (13) and (17).

Condition 3. 1.5 times the rated load with variable bearing
damping and stiffness calculated by Equations (13) and (17).

+e Newmark-βmethod is used to analyze the dynamics
of the above three working conditions according to (31), in
which the Newmark constants are 0.25 and 0.5. In order to
describe the vibration and meshing behavior of the gear
system in the whole process of increasing speed, the vi-
bration bifurcation diagrams of Gear 4 along y-axis at
different input speeds ranging from 500r/min to 4000r/min
are obtained and presented in Figure 5 based on the dynamic
analysis of the vibration of gear system under the three
conditions.

+e nonlinear vibration characteristics of the gear sys-
tem under the impact of speed are shown in Figure 5(a).
Before the input speed reaches 1600r/min, the gear vibration
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is harmonic. +en the vibration signals begin to period
doubling bifurcate, and gradually evolve into chaos near
2280 r/min. With the increasing of the input speed, the
vibration signal of the gear begins to return to the multi
period motion, and eventually returning to harmonic mo-
tion at 3500r/min.

When bearing variable stiffness is taken into account,
nonlinear vibration of gears is reduced. Although there is no
further evolution after the vibration signal evolved to eight

periods’ motion, the non-linear speed region, which is also
from 1600r/min to 3500r/min, is not greatly reduced in
Figure 5(b). +e stiffness and the damping of the bearing are
positively correlated with the speed of the bearing, according
to Equations (13) and (17). +e dynamic stiffness of each oil
film bearing before 4000 r/min is relatively low in com-
parison to Condition 1, so the stiffness of the entire gear
system with Condition 2 is lower than Condition 1. +ese
show that the flexible support has inhibition to the nonlinear

Table 1: Parameters of gears.

Gear 1 Gear 2 Gear 3 Gear 4 Gear 5
Modulus (mm) 2.5
Face width (mm) 45
Pressure angle (deg) 20
Tooth number 80 193 41 33 25
Radius of basic circle (mm) 191.6 462.3 98.2 79.1 59.9
Mass (kg) 13 50 3.8 2.5 1.7
Polar inertia moment (kgm2) 0.07 1.6 0.007 0.004 0.003
Inertia moment (kgm2) 0.04 0.8 0.005 0.003 0.002
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Figure 5: Bifurcation diagram of y4. (a) Condition 1. (b) Condition 2. (c) Condition 3.
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motion of the system, whereas the support with greater
stiffness could aggravate the nonlinear vibration of the
system.

+e calculated result of the gear system under 1.5 times
rated load differs significantly from that shown in Figure 5(c)
under rated load. With a heavy load, the non-linear speed
interval decreases noticeably. +e vibration of the system
begins to bifurcate after 1800r/min, and there is no further
evolution after two periods’ motion and back to harmonic
motion after 3000r/min. +e gear vibration signal alternates
between two periods’ motion and on period motion
throughout the entire input speed range. +e comparison
results show that the load on the gear system has a significant
impact on the gear system’s nonlinear vibration.

Figure 6 depicts the frequency-domain characteristics of
the vibration displacement of Gear 4 along y-direction under
the three conditions. +ere is no discernible difference
between Condition 1 and Condition 2 in terms of frequency-
domain features. Except for themeshing frequency fm and its
double frequency of 2fm, the subfrequency fm/2 begins to
appear from 1500r/min to 3500r/min. Fm/4 and fm/8 can also
be found from 2000 r/min to 3000 r/min, and the peaks of
the subfrequencies are even higher than the peak of meshing
frequency at some speeds. +e peak value of meshing fre-
quency gradually decreases as the speed increases. It also
shows that if nonlinear vibration in the nonlinear speed
region is ignored, the higher the speed is, the relatively less
the effect of self-excited vibration on the system vibration is.
+e frequency-domain features of Condition 3 are quite
different from those of the first two conditions. Except for
the meshing frequency fm and its double frequency of 2fm,
only the subfrequency fm/2 can be found between 1700r/min
to 3000r/min, and no other subfrequencies are presented.
+e peak value of subfrequency fm/2 with heavy load is much
lower than in Conditions 1 and 2, due to the load effect, but
there is no discernible difference in the peak value of fm
compared to Conditions 1 and 2.

+e influence of variable bearing coefficients on the
analysis results is compared using a correlation analysis
between Condition 1 and Condition 2. Figure 7 depicts the
results of the vibration signals in the time domain and
frequency domain at various speeds. When the input speed
is below 1000 r/min or above 3200 r/min, the correlation
coefficients between time-domain and frequency-domain
data are close to 1. +e correlation coefficient of frequency-
domain data decreases slightly in the nonlinear region, but it
remains above 0.95. However, time-domain data has lower
correlation coefficients than frequency-domain data, though
there is still some correlation (above 0.6). It shows that
variable stiffness and damper of bearing have aminor impact
on the simulation results at frequency-domain features
analysis, but have a significant impact at time-domain
features analysis. Variable bearing coefficients should be
considered in vibration analysis and non-linear character-
istic analysis.

+e vibration signals of y4 under Condition 1 at different
rotational speeds are shown in Figure 8 to compare and
analyze the change of gear vibration with input speed. +e
variation of the vibration period with rotational speed can be

clearly seen from the diagram. In order to compare the
vibration information under the three conditions more
clearly. Time-domain analysis methods are adopted in
Figure 9, where the peak to peak value and standard de-
viation of vibration data in these three conditions are
analyzed.

It can be seen that the peak to peak and standard de-
viation values of the vibration data in the non-linear speed
region are much larger than the other speeds. +e vibration
will act directly on the supporting bearing, producing dis-
turbed vibration force. +e peak to peak value and standard
deviation of the central displacement of Gear 4 are nearly
identical under Conditions 1 and 2, but the result calculated
using the variable dynamic parameter of bearing is slightly
lower and smoother than constant one. Due to the influence
of heavy load, the peak to peak value and standard deviation
values are clearly reduced, while the fluctuated force of the
bearing in the non-linear speed region is also relatively small.

3.2. Meshing Force of the Gear System by Self-Excited
Vibration. Figure 10 depicts the frequency-domain features
of meshing force between Gear 2 and Gear 4 at various
speeds.

+ere is also no discernible difference between the
frequency-domain features of meshing force under Con-
ditions 1 and 2. In comparison to the results in Figure 6, the
peaks of meshing frequency are unaffected by changing
speed, and they are significantly greater than the peaks of
subfrequency fm/2 even in the non-linear speed region. fm/4
and fm/8 can also be found from 1500 r/min to 3500 r/min,
but their peaks of these subfrequencies are far smaller than
fm/2. +e frequency-domain features of meshing force differ
significantly from those shown in Figure 6(c). Except for the
meshing frequency fm and its double frequencies, the sub-
frequencies are quite small. Condition 3 has significantly
higher peaks of meshing frequency than the other conditions
due to the heavy load.

Figure 11 compares and analyzes the mean, peak to peak,
and RMS of the meshing force in these three conditions. +e
mean value of the three groups of meshing forces varies little
as the rotational speed increases. +e values under Condi-
tion 3 are roughly 1.5 times those of Conditions 1 and 2,
which are proportional to the load. +e peak to peak values
and RMS values in the nonlinear speed region are obviously
higher than the other speeds at rated load. +e result cal-
culated using a variable dynamic parameter of bearing
changes slightly smoother than constant one. When the load
have increased to 1.5 times rated load, the peak to peak
values and RMS values in the nonlinear speed region do not
increase, and are far lower than the results under rated loads.
Meanwhile, the RMS values under high load are clearly
higher than that under low load.

+e main cause of non-linear vibration in compressor
gear systems is the impact between gears. With the in-
creasing of the speed, the meshing state between the tooth
surfaces would change from continuous meshing to colli-
sion, and different non-linear meshing states could be
evolved. In the nonlinear speed region, the vibration and
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Figure 6: Frequency-domain analysis of y4. (a) Condition 1. (b) Condition 2. (c) Condition 3.
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Figure 8: Time-domain signals of y4 under Condition 1. (a) 1000r/min. (b) 2000r/min. (c) 2500r/min. (d) 4000r/min.
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Figure 9: Time-domain analysis of meshing force between Gear 2 and Gear 4. (a) Peak to peak value. (b) Standard deviation.
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Figure 10: Frequency-domain analysis of meshing force between Gear 2 and Gear 4. (a) Condition 1. (b) Condition 2. (c) Condition 3.
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Figure 11: Continued.
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meshing force will change. In general, increasing the load
and decreasing the stiffness of the bearing appropriately can
improve the stability of meshing.

4. Conclusion

+e modeling approach of the geared-rotor system in in-
tegrally centrifugal compressors considering changing
multipoint meshing force and variable bearing stiffness and
damper is proposed in this research, and the non-linear
coupled vibrations of the gear system and meshing prop-
erties are explored at different speeds and loads.

+e nonlinear vibration might appear as the meshing
frequency increases due to the effect of nonlinear parameters
such as meshing clearance and transmission error. +e
flexible support inhibits the system’s nonlinear motion,
whereas the bearing with increased stiffness may aggravate
the system’s nonlinear vibration. Considering the influence
of the rotating shaft’s dynamic stiffening effect, increasing
the driven speed will not change the peak of meshing fre-
quency of meshing force, but decrease the peak of meshing
frequency of vibration in the gear system.

+e peak to peak and standard deviation values of the
vibration data are substantially bigger in the nonlinear speed
area than in the other speeds. +is means that the distur-
bance force acting on the supporting bearing would be raised
as well. +e disrupted force in the nonlinear speed area
would plainly diminish as the load increased. +e peak to
peak and RMS values of the meshing force are greater in the
nonlinear speed area than in the other speeds at rated load.
However, when the load is increased to a certain level, this
phenomenon disappears, and the changes in peak to peak
and RMS values in the nonlinear speed area are not sig-
nificant. +e large load of the gear-bearing system can

effectively reduce nonlinear vibration and increase meshing
stability.
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,e wayside acoustic defective bearing detector system (TADS) is located on both sides of the railway, so that the acoustic signals
recorded by the microphone not only include the sound from the train bearings but also include it from the other disturbance
sources.,e heavy noise and multisource acoustic signals would badly reduce the reliability and accuracy of the detection result of
the TADS. In order to extract the useful information from the recorded signal exactly and efficiently, a novel denoising method
based on the Short-time Fourier transform (STFT) and improved Crazy Climber algorithmwas improved in this paper. Firstly, the
STFT was performed on the recorded acoustic signals in order to obtain the time-frequency distribution matrix. Based on the
original algorithm, the novel movement rule and the fitting process of the ridge lines were presented which could extract the time-
frequency ridge lines of the acoustic signal accurately and rapidly. In this way, the important information from the train bearings
could be divided from the heavy noise and other signals. Finally, the simulation and experimental verifications were carried out,
and the denoisingmethod based on the STFTand improved Crazy Climber algorithm has proved to be effective in extracting ridge
lines of the time-frequency distribution matrix and dividing the useful information form the recorded acoustic signals.

1. Introduction

,e failure of the rolling bearings has already become one for
the main reasons of the train breakdown in the past decade,
which could lead to irretrievable loss of life and property in
serious cases. ,erefore, it is essential to develop the tech-
niques of fault diagnosis and condition monitoring for the
train bearings in the transportation industry [1–4]. ,e
wayside acoustic defective bearing detector system (TADS)
[5] was developed in the 1980s to detect bearing flaws, which
could collect the acoustic signal from the bearings of trains
by monitoring microphones on the rail-mounted wayside
[6–8]. And, the service status monitoring of the train
bearings can be realized by processing and analyzing the
acoustic signals. Just one set of such systems could be used to
monitor all the trains passing through the section, which

improves the efficiency of bearing monitoring and reduces
the monitoring cost greatly [9–11]. Meanwhile, the TADS
has some unique characteristics as no-contact and no-dis-
integration versus traditional contact measurement (vibra-
tion-based methods).,erefore, the wayside acoustics-based
techniques have aroused considerable interest over the past
years in the field of train monitoring. However, some key
issues still need to be solved, such as there is serious noise in
received acoustic signals. Besides the important information
from the train bearing, the audio signals usually contain lots
of useless content like the ambient noise, the rolling noise,
the air-noise and traction noise. What is important is that
the intensity of the noise signal in the received signal is much
greater than that of the bearing signal, and the signals from
various sources are mixed together, which makes it difficult
to obtain useful signals effectively, so that it is still a great
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challenge for train bearing detecting with acoustic methods
at present.

,ere are some scholars being committed to the
problem mentioned above. Yu-xing and Long [12] pro-
posed a novel noise reduction method for underwater
acoustic signals. Such method was based on the complete
ensemble empirical mode decomposition with adaptive
noise, minimum mean square variance criterion and least
mean square adaptive filter. ,is method has a better
performance on suppression of mode mixing and also has a
better noise reduction performance. Moreover, it is ben-
eficial to the further processing of underwater acoustic
signals. Ni et al. [13] proposed a fault information-guided
variational mode decomposition method for extracting the
weak bearing information. In this method, the sensitivity to
the bearing fault signature, which was achieved through the
integration of the bearing fault cyclic period, enables early
bearing fault diagnosis competently. ,e method men-
tioned above provided a good reference for noise reduction
and bearing fault diagnosis. However, due to the special
position of TADS, the signals received by the microphone
are not repeatable, so it is still difficult to effectively detect
train bearings. And other scholar found that the ridge
energy intensity of the bearing’s time domain signal was
much higher than that of the noise and other useless
signals. In addition, the instantaneous frequency (IF) of the
bearing signal can be obtained by the ridges of the time-
domain signal, and the objects of denoise and bearings
diagnosis could be achieved. Zhang et al. [14]. proposed a
time-frequency ridge extract method based on instanta-
neous frequency estimation. By this method, the ridge lines
of the signal could be extracted completely in the case of
low noise. To some extent, this method realized the noise
cancellation and useful signals extraction. Xu et al. [15]
aiming at the problem of the ridge lines could not extract
completely, they propose to extract the instantaneous the
ridge lines of sound signal effectively by compressing and
rearranging the time spectrum in the time-frequency plane
under the low noise environment. ,e method mentioned
above provides good references and experience for
extracting time-frequency ridge lines. However, these
denoising methods based solely on frequency domain
processing have poor performance in high ambient noise
and can only extract useful information in low noise en-
vironment. However, there is a lot of noise in the sound
signal received by the microphone, which limits the ap-
plication of the above method in practical application.

Further, some researchers are looking for ways to
remove noise and extract useful information in higher-noise
environments. ,e Crazy Climber algorithm was proposed
by Carmona et al. [16], which could extract multiple in-
stantaneous frequencies at the same time under a certain
degree of strong noise interference. Such algorithm has been
demonstrated valid in extracting the ridges of the signal with
multi-ridges in higher-noise environments, which makes it
convenient to obtain the IFs based on the time-frequency
domain. So the Crazy Climber algorithm has already
attracted the attention of research institutions and detector
system equipment manufacturers at present.

Some scholars extracted the ridge lines of the time-
frequency domain with this algorithm directly in their own
research. Such as Kailiang Xu et al. [17] and Li et al. [18], in
their research, the wavelet transform method is used to
obtain the time-frequency matrix, and the ridge lines of the
time-frequency matrix is obtained through the Crazy
Climber algorithm, and finally the acoustic detection of train
bearings is realized. Chen and Xu [19] proposed a method
similar to Li et al. [18]. Unlike the research mentioned above,
they obtained the frequent-domain signal by the Fourier
transform. In addition to this, some similar strides have been
done by some other researchers [8, 20–23]. ,eir research
has achieved noise reduction in high noise environment to a
certain extent and extracted useful train bearing signals, but
there are still some problems such as incomplete extraction
of ridge lines and inconsistency between the instantaneous
frequency obtained and the actual frequency. And some
scholars consider such issues were caused by the low ac-
curacy of the frequent-domain signal. ,erefore, they fur-
ther improve the extraction method of time-frequency
matrix. Zheng et al. [24] proposed a method to improve the
accuracy of time-frequency matrix though the continuous
wavelet transform. After this, the Crazy Climber algorithm
was used to extract the ridge lines from the high-precision
frequent-domain signal. Hu et al. [25] and Wang et al. [26]
came up with a similar approach that was used to extract the
ridge lines. What’s different is that they improved the ac-
curacy of the frequent-domain signal with the method of the
short-time Fourier transform (STFT). Although the accu-
racy of time-frequency matrix is quite improved effectively,
it is still difficult to identify the whole ridge lines when
extracting it with Crazy Climber algorithm. As a result, there
is still a deviation between the extracted ridge line and the
actual ridge line. Meanwhile, the effect of noise removal is
not obvious, and it is difficult to accurately extract useful
information. ,erefore, some scholars recognize that may
the Crazy Climber algorithm exist defects which lead to it
being deficient in ridge lines recognition among higher
noise. So they try to improve the ridge extract ability of the
algorithm itself. For example, Lin and Zhang [27] and Peng
et al. [28] attempted to make changes to the metric matrix of
the Crazy Climber algorithm. ,ey changed the counting
function of the metric matrix and the move frequency of the
climbers, which improved the speed of the algorithm greatly,
but had little effect on the accuracy.

In summary, the Crazy Climber algorithm still has some
disadvantage at present. ,e particles have disordered
phenomena in the process of moving and unable to effec-
tively avoid the low energy points, which will be resulting in
particles cannot be accurately reach high frequency energy
region. In addition, because the starting point is randomly
selected during the extraction of ridge line, it takes a long
time to extract ridge line, and it also causes the extracted
ridge line to be not smooth, and even some high energy
points are omitted. ,ese problems lead to the low recog-
nition accuracy of ridge line extraction in high noise en-
vironment. And simultaneous extraction of multiple signals
requires a variety of complex processing, resulting in in-
complete and inefficient extraction of ridges.
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Aiming at the difficulties and present situation of noise
reduction in acoustic diagnosis of train bearing defects with
multi-source separation, a denoising method based on
short-time Fourier transform (STFT) and an improved
Crazy Climber algorithm is proposed. Firstly, the short-time
Fourier transform is used to extract the time-frequency
matrix from the received acoustic signal. ,en, the crazy
climber algorithm is improved. By changing the motion law
of the particles (climbers) in the metric matrix, it can actively
avoid the low energy point it has passed under any cir-
cumstances, and then can reach the high energy point more
accurately and faster. ,e extraction rule of local optimal
peak value was changed. ,e center time of time-frequency
matrix is taken as the starting point of ridge line extraction
and the location of local optimal peak value is determined by
multiple points. ,is can make the extracted ridge line more
smooth and accurate. Finally, the performance of the
method is verified by simulation and experiment.,e results
show that this method can extract ridge effectively and
accurately in high noise environment.

2. The Crazy Climber Algorithm and
Improve Method

2.1. %e Crazy Climber Algorithm. ,e Crazy Climber al-
gorithm is a ridge lines extraction method based on Markov
chain. ,e main idea of this algorithm is as follows: Firstly, a
large number of points are scattered in the time-frequency
randomly, and each of them could be regarded as the density
distribution. ,en each particle moves in the region
according to the transition mechanism of the Markov chain.
And they are gradually attracted to the position of ridges
which distribution on the plane of the time-frequency. ,e
rule of the motion on the horizontal axis is the standard
symmetric random walk, and it on the vertical axis is like
climbing a mountain, so that, these randomly distributed
points also could be called climbers. ,e processing of
climbers reaching the ridges is also like the simulated
annealing algorithm, and according to this algorithm, all the
ridges of the time-frequency curve could be finally found.
,e system needs to set an initial temperature Ttemp, and as
the temperature drops, the particles that can move stabilize
and eventually converge into the high energy area where the
ridge is located.

,e processing of this algorithm as shown in Figure 1,
and it could be divided into two parts, the one is the
movement process of the Climbers and the other one is
looking for the appropriate ridge lines. ,ere are four steps
in the first part and three steps in the second part. Assume
the discussed time-frequency domain is T(j, k) which size is
B×A, and it represents the value at position (j, k) in time-
frequency distribution. In the horizontal axis j � 1, 2, . . . , B,
and in the vertical axis k � 1, 2, . . . , A.

,e operational process of the Crazy climber algorithm
is described as follows, and each climber is independent of
each other. Create and initialize the metric matrix D, the
Times of move n, and the number of the climbers N, And the
N is determined by the size of the domain T. ,e climbers

are evenly distributed on grid S, which could described as
follow: S � 1, 2, . . . , B{ } × 1, 2, . . . , A{ }

,e maximum number of Climbers N will not be more
than B × A. ,e initial position of the particle is Xa(0), and
a � 1, 2, 3, . . . , N.

(1) After setting the necessary parameters, assuming that
the initial temperature of the system is Ttemp, and a
particle stays at the position Xa(t) � (j, k) at some
time t, then its next position (j′, k′) will be deter-
mined by two conditions. Firstly, the particle moves
horizontally. If j is between 2 and B− 1, then j′ �
j − 1 or j′ � j + 1 both of which have the same
probability of 50%. If the particle is exactly on the
boundary, then it will move one space in the opposite
direction, that is, if j� 1, then j′ � j + 1, and if j�B,
then j′ � j − 1. After horizontal movement, the
particle moves vertically. ,e movement rule in the
vertical direction is similar to that in the horizontal
direction, with a 50% probability of moving up or
down (the same rule at the boundary as in the
horizontal direction), but it is also possible to make
no movement, but if the particle must move, i.e.
Xa(t + 1) � (j′, k′). ,e probability of particle
movement is pk. pk can be expressed by the fol-
lowing formula.

Start

Initially seed particles: N
Set the initial temperature: Ttemp
The number of movement: n

Move right or left with ½ probability and
bounced off at the boundary

Prepare to move up or down with ½
probability and bounced off at the boundary

Update metric matrix D

Decrease Ttemp and n

n=0 ?

Iteration end T

F

Obtained the metric matrix D

Fit the points in the metric matrix D

Obtained the ride lines

End

Figure 1: Flowchart of the Crazy Climber algorithm.
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pk � exp
T j′, k′( 􏼁 − T j′, k( 􏼁􏼂 􏼃

Tk

􏼨 􏼩, (1)

where Tk � [max(T) − min(T)]/logk
2.

In this case, the probability of not moving is 1 − pk.
And after the move, the temperature of the system is
update to Ttemp+1. When the temperature of the
system falls below a certain threshold, the iterative
moving process ends.

(2) After the iteration has been completed, each point
on the metric matrix D needs to be measured. At
time t, a particle moves to a certain position Xa(t),
and the point corresponding to this position in the
metric matrix D needs to be added by 1. Assuming
that each Climber corresponds to a mass of 1/N, it
can be considered that the metric of the metric
matrix and the metric of the final metric matrix at
time t are

D(t) �
1
N

· 􏽘
N

a�1
δ Xa(t) − S( 􏼁. (2)

In order to further improve the accuracy of extracted
ridge line and make the change of ridge line parameters
more close to the change of parameters on the original time-
frequency plane, it is necessary to weight the measurement
values, so the weighted measurement value is

De(t) � 􏽘
N

a�1
E · δ Xa(t) − S( 􏼁. (3)

Meanwhile, since the movement of each moving point is
a random process, the measurement value is also a random
quantity. ,erefore, in order to make the final measurement
to each grid point, the mean value of the measurement value
is needed to represent the measurement value. And, the
mean value of the measurement value is expressed as

D
I

�
1

Ttime
􏽘

Ttime

t�1
D(t),

D
I
e �

1
Ttime

􏽘

Ttime

t�1
De(t),

(4)

where Ttime is the total length of time.
After all the ridge lines are obtained, the length of each

ridge line is calculated and the length threshold value is
determined.,e ridge lines which are shorter than threshold
value will be eliminated and the remaining ones will be
extracted.

What should be noticed is that take into account the
effect of noise a threshold value e should be decided before
step 5 in order to pull the ridge lines out from low mea-
surement value inDn. And the threshold should be set as the
integral multiple of the mean value or the decimal multiple
of the maximum value of the metric matrix. ,is process
could be written as the following equation:

Dn(i, j) �
Dn(i, j) Dn(i, j)≥ e

0 Dn(i, j)< e
.􏼠 (5)

After the process mentioned above, the ridge points are
clearly visible. Since the instantaneous frequency is a curve
slowly changing along the time axis. So, the algorithm will
start at the left end of the grid and extract the ridge point
along the time axis that is close to the frequency coordinate
of the ridge point at the previous point as the ridge point
frequency value at the next point. And connect the two
points to form a ridge line and repeat the process until all
ridge lines are found.

2.2. Evolutionary Rules. As described about the Crazy
Climber algorithm in Section 2.1, it could be found that
although such an algorithm could extract multiple ridge
lines at the same time, what should be noticed is that, the
processing speed of the algorithm depends on the number of
the climbers. When the magnitude of climbers is very huge,
it will take up so much time to compute. But on the contrary,
the accuracy of the algorithm will be declining. ,erefore, it
is very important to improve the accuracy under the con-
dition of finite particles. It is necessary to improve the rules
of particle movement and ridge extraction. In the traditional
Crazy Climbing algorithm, the movement of particles is
random, and it takes several iterations to make the particles
reach the high energy position, or even repeatedly reach the
position that the particles have already passed through,
which leads to the low efficiency of obtaining the metric
matrix. At the same time, the process of fitting the ridge after
obtaining the ridge point is also accompanied by random-
ness. ,e ridge starts fitting from the zero point of the time
axis. In this process, it is difficult to find the maximum value
and effective value of the metric matrix quickly and accu-
rately, so the extracted ridge is not necessarily the real matrix
of the system.

Aim such problems, an improved crazy climber algo-
rithm was put forward in this part. ,e rules of particles
movement and the fitting process of ridge lines are improved
based on the original algorithm. ,e basic implementation
process is as follows:

(1) In order to improve the accuracy and efficiency of the
metric matrix, a novel movement rule of the climbers
in time-frequency domain is proposed which makes
it could move towards the ridge lines faster. Assume
that the position corresponding to particle at tk is
Xa(tk) � (j, k), then the position corresponding to
the particle at tk+ 1 is Xa(tk+1) � (j′, k), and at tk+ 2
is Xa(tk+2) � (j′, k′).

As shown in Figure 2, each block represents where the
particle is likely to move in. It is assumed that the particle is
at A5 (j, k) at t� tk, According to the movement rule of the
algorithm, the particle will move left and right at t� tk+ 1
(A2 and A8, (j′, k)). And the probability of movement at
this time will be affected by the corresponding frequency
amplitude of the particle at t� tk and t� tk+ 1. Zu is as-
sumed to be the increment between the amplitude of two
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positions, and the larger the increment is, the greater the
probability of moving to the position of this point is. ,e
movement probability is calculated by the following
formula:

Pz �
Zu

􏽐
2
1 Zu + min S Xa tk( 􏼁( 􏼁( 􏼁 − S Xa tk+1( 􏼁( 􏼁( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑

,

Zu � S Xa tk( 􏼁( 􏼁( 􏼁 − S Xa tk+1( 􏼁( 􏼁( 􏼁.

(6)

Assuming the particle move to A8 at t� tk+ 1. In the
following movement, the traditional algorithm is used to
determine whether the particle moves or does not move. If it
moves, then at t� tk+ 2, the particle moves toward A7 or A9
according to the above probability. If it does not move, at
t� tk+ 3, the particle is still at A8, and at t� tk+ 4, the
particle starts to move left and right. Since A5 is the point
that the particle has passed, the probability of moving to A5
is 0, and the probability of moving to the right is 100%.

,e rules for particle movement at the boundary are
slightly different. It can be explained as follows: assume the
particle at the location B5 at t� tk as shown in Figure 1, it
could only in block B2 or B8 in the next movement. It will
follow the rules of movement above if the particle in the
block B2. Assume that the particle in the block B8 at
t� tk+ 1. If it moves, then the particle may appear at B7 or
B9, and at the next moment, the iteration starts again. If it
does not move, If the particle does not move, the frequency
increment of B4∼B9 relative to B8 should be calculated and
the probability of movement also should be recalculated.
According to the new movement rules, particles can effec-
tively avoid passing through a point repeatedly, and can
quickly reach the high energy region. In this way, the effi-
ciency and accuracy of extracting the ridge lines could be
improved sharply.

(2) On the condition of actual working, there is not only
noise or multi-source signal in the acoustic signal
received bymicrophone but also be influenced by the
Doppler effect, which results in distorting. It is worth
noting that, after eliminating the distortion through
STFT, it can be found the situation of distortion at
the center time of signal (the straight-line distance
between the train and the microphone is the
shortest) is the minimum. ,at is, the difference
between the received signal and the actual signal
generated by the bearing is the minimum at that

time. ,erefore, it can be judged that the ridge lines
through the center time in the time-frequencymatrix
must belong to the useful signals. So that, taking the
center time as the starting position can be more
accurate and rapid than taking random point as the
starting position for fitting the ridge lines. In addi-
tion, the process of fitting ridge lines will also be
improved.

,e selection fitting point at a certain time will be af-
fected by the points at the previous two times. For example,
the fitting point is C1 at tk, and C2 at tk+ 1, then the di-
rection of the selected fitting point at time t is the connecting
line direction of C1 and C2. If the connecting line direction
is pointing the C3 at time tk+ 2, and the C4 and C5 are the
nearest points to C3 in the vertical direction.,en the fitting
point at time t should be the peak value among C3, C4 and
C5, as shown in Figure 3. It can be found that the
smoothness and accuracy of the ridge lines can be improved
by the improved fitting method mentioned above.

3. Simulation Signal Analysis

3.1. Simulation Signal Construction. Effects of the improved
denoise method on extracting ridge lines were verified by
simulation and experimental. An acoustic signal with
Gaussian white noise is built as follows:

sig1(t) � 0.5 sin(40 sin(4πt) + 1600πt),

sig2(t) � 0.5 cos(700πt),

sig � sig1(t) + sig2(t) + η(t),

⎧⎪⎪⎨

⎪⎪⎩
(7)

where η(t) is a Gaussian white noise signal, sig is the
simulation signal with noise.

,ere are two parts in instantaneous frequency of (7),
which could be described by mathematization as (8):

f1(t) � 800 + 80 cos(4πt),

f2(t) � 350,
􏼨 (8)

where t is the program running time, which values is [0, 1/fs,
1]. And fs is the sampling frequency in this simulation, and
fs� 1024Hz.

Before analysis the time-frequency of the simulation
acoustic signal, the Gaussian white noise with signal-to-
noise ratio of 10 dB was added which make the signal image
more confusing, and closer to real situation, Doppler sim-
ulation is also carried out according to the method of ref-
erence [26]. ,e time-domain waveform with and without
Gaussian white noise is shown in Figures 4 and 5,
respectively.

3.2. Ridge Lines Extracting. ,e established simulation
signal eliminated the Doppler distortion through the STFT,
used by the method same as reference [14]. Figure 6 shows
the time-frequency matrix after transform. As shown in
Figure 6, the situation of time-frequency distribution reflects
the change low between the instantaneous frequencies of the
signal with time. According to (8), the instantaneous
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A4 A7

A5 A8

A6 A9

B1

B2

B3
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B5

B6

B7

B8

B9

Figure 2: Schematic diagram of Climber movement.
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frequency of the analog signal should be a straight line and a
sinusoid, and it could be found that the highlighted in
Figure 6. And this proves the correctness of the simulation
signal and the validity of the short-time Fourier transform.

,e original algorithm and the improved algorithm are
used to extract the time-frequency ridge of the established
simulation signal, respectively. ,e number of movement(n)
in both algorithms is 134. Figure 7 is the actual frequency

ridge lines of the signal, and the Figure 8(a) and Figure 8(b)
are the metric matrix and the ridge lines obtained by the
improved Crazy Climber algorithm respectively. Figure 9(a)
and Figure 9(b) are the metric matrix and the ridge lines
obtained by the traditional algorithm. It can be found that
the two ridge lines are significantly highlighted compared to
other positions in Figure 8(a), but this situation is not
obvious in Figure 9(a). ,ough the ridge line of frequency f2
has a higher metric value, the one of frequency f1 is not quite
clear. And this may lead to an inability to extract the ridge
line effectively. What’s more, compare the measurement
value in Figure 8(a) with the one in Figure 9(a), it can be
found that the maximum measurement value on the ridge
lines obtained by the improved Crazy Climber algorithm
almost reached 700, but there is only 300 in Figure 9(a)
which is obtained by the ordinary one. Meanwhile, by
comparing Figures 8(b) and 9(b), it can be found that the
traditional algorithm cannot extract the ridge line of sig1(t),
while the improved algorithm can clearly display the ridge
lines of both signals. So that, the improved algorithm had
better performance in extracting ridge lines compare with
the ordinary one in the same number of movement.
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C4

C3

C5

Figure 3: Schematic diagram of local optimal peak extraction.
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Figure 4: ,e time-domain waveform without noise of the analog
signal.
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Figure 5: ,e time-domain waveform with 10 dB noise of the
analog signal.
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,e number of moves is continuously increased until the
extraction accuracy of the traditional algorithm is close to
that of the improved algorithm, and the number of moves of
the traditional algorithm is close to 300. Compare the op-
erating speed of two algorithms with the situation of same
extraction accuracy. In order to minimize the influence of
other factors as much as possible, ten tests were carried out
for each algorithm, and the average results of ten tests were
taken as the final result.,e average operation time as shown
in Table 1. It can be found that in Table 1, the average
operation time of improved algorithm is about 0.87 s, while
the traditional one will take more than 1.1 s ,erefore, the
amelioration of the algorithm can improve the operation
speed to a certain degree.

In order to further verify the accuracy of the improved
crazy climbing algorithm, the average deviation between the
actual ridge line and the extracted ridge line was taken as the

evaluation standard to evaluate the two algorithms. ,e
calculation formula of this index is as follows:

λ �
􏽐

a
r�1 Yr − yr

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

a
, (9)

where a is the length of the extracted ridge line, Yr is the
frequency value of the extracted ridge line at point r, and yr is
the frequency value of the actual ridge line at point r.

,e average deviation of two algorithms as shown in
Table 2, and from the algorithm’s accuracy, the average
deviation is as small as possible. It can be found that the
average deviation of the modified algorithm is close to zero
and much smaller than it of the traditional algorithm, es-
pecially in the signal of the sig2(t). So that it can prove the
accuracy, operation speed and integrity of the improved
Crazy Climber algorithm are better than that of the original
algorithm.
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Figure 8: Metric matrix and the ridge lines obtained by the improved algorithm.
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Figure 9: Metric matrix and the ridge lines obtained by the traditional algorithm.
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4. Experimental Verification

,e accuracy and efficiency of the algorithm are verified by
simulation analysis, and the superiority of the proposed
method is further verified by experiments. An experimental
platform was designed to obtain the acoustic signals of train
bearings in static states. In this experiment, the bearings of
the railway locomotive were taken as the experiment subject.
,e outside diameter of the wheel is 840mm and the di-
ameter of the wheel bearing is 165mm. ,ere are 16 rollers
in the bearing and the diameter is 25mm. ,ere is only one
microphone in the experiment system which takes as signal
acquisition equipment, the train speed in simulation is 25m/
s, therefore the spindle speed experiment is 1400 r/min.

,e motor used in this experiment is Realland VFG,
which the maximum revolving speed is 8000 rpm. ,e
connection between the train bearing and the motor is rigid.
,e rotational movement of the bearing is driven by the
motor, which could simulate the working state of the bearing
when the train is running. In order to ensure the safety of the
experiment, there is a protective device installed outside the
bearing. And there is a cooling device and a lubricating
device in the experiment system. Moreover, an operating
data acquisition system is added to detect the running status
of the experimental equipment. After the experiment star-
ted, themicrophone began to collect the signal data when the
bearing and motor ran smoothly. ,e schematic of the
experimental equipment as shown in Figure 10.

Figure 11 represents the time domain waveform of the
train bearing outer-ring in experiment, and the time-fre-
quency matrix as shown in Figure 12. 4000 sample points
were selected from the signal data which was collected by the
microphone, and the STFT was used for time-frequency
transformation to obtain the time-frequency matrix of the
acoustic signal. ,e time-frequency spectrum of fault signal
as shown in Figure 13.,e improved and the ordinary Crazy

Climber algorithm were used for extracting the ridge lines of
the time-frequency matrix, respectively. Some key param-
eters were set as follows in the calculation process, the
number of Climber movement is 200, the threshold value of
the metric matrix is 0.1 times of the maximummeasurement
value, the length threshold value of the ridge lines is 0.5 times
the width of the time-frequency matrix. ,e ridge lines
obtained by improved and ordinary algorithms were shown
in Figures 13(a) and 13(b), respectively.

As shown in the image, both algorithms could extract the
ridge lines of the time-frequency matrix, but the ridge lines
obtained by the ordinary Crazy Climber algorithm are not
quite clear and exact relative to the improved one. On the
other hand, the ridge lines extracted by the improved al-
gorithm are more smooth and complete, and much closer to
the ridge lines in reality. ,erefore, the improved Crazy
Climber algorithm is better than the original one overall.

According to (9), the average deviation between actual
ridge line and extracted ridge line of the two algorithms
under experimental conditions was calculated, as shown in
Table 3. It can be seen fromTable 3 that the average deviation
of the improved algorithm is close to 0Hz, while that of the
traditional algorithm is around 1.5Hz, which indicates that
the ridge line obtained by the improved algorithm is closer to
the real situation, and this also shows the accuracy of the
improved algorithm to a certain extent. In order to further
verify the deviation between the two algorithms, the number
of movement of the traditional algorithm is constantly
improved. When the accuracy of the traditional algorithm
reaches that of the improved algorithm, the number of
movement is 378. In the case of the same accuracy, the time
consumption of the traditional algorithm is 1.12 s, and the
time consumption of the improved algorithm is 0.83 s.
,erefore, it can be judged that the improved algorithm is
better than the traditional algorithm in accuracy and
efficiency.

Table 2: ,e average deviation of two algorithm.

Algorithm Average deviation for sig1(t) Average deviation for sig2(t)
Improved 2.45Hz 0
Ordinary — 1.32

Table 1: ,e average operation time of both algorithms.

Algorithm t1 (s) t2 (s) t3 (s) t4 (s) t5 (s) t6 (s) t7 (s) t8 (s) t9 (s) t10 (s) t (s)
Improved 0.87 0.86 0.88 0.88 0.86 0.85 0.86 0.90 0.88 0.85 0.87
Ordinary 1.14 1.12 1.10 1.11 1.11 1.13 1.14 1.15 1.12 1.11 1.12

Cooling
system

Lubricating
system

Bearing and
cage

Microphone
Record
system

Motor

Figure 10: ,e schematic Figure of the experimental equipment.
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Figure 13: Time-frequency spectrum of fault signal adopted by two algorithms.
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Furthermore, in order to verify whether the established
algorithm can realize bearing fault diagnosis, the order of the
ridge line proposed in Figure 12 is extracted. And the order
of bearing outer ring fault is calculated according to (10).

Oo � 0.5z 1 −
d
D
cos α􏼠 􏼡, (10)

where z is the number of the rollers. d is the diameter of the
rolling body, D is the nodal diameter of the bearing, and the
α is the contact angle.

According to the (10), the fault order of the outer ring
can be obtained, which is 6.83. And the order of the ridge
line also could be obtained by further calculation. However,
there is no obvious fundamental ridge lines in the time-
frequency diagram, so that, the extracted ridge line is not the
corresponding fundamental frequency ridge line. What
should be noticed is that, the fundamental frequency of the
train bearing in this condition is 74.11Hz. By calculating, it
can be found that the average value of order is 6.787, which is
close to the calculated order of the outer ring fault. And it
can be judged that the outer ring is faulty, and the diagnosis
result is consistent with the reality. ,e results show that the
improved Crazy Climber algorithm proposed in this paper
can realize the diagnosis of bearing faults in practical
applications.

5. Conclusion

,is paper proposes a novel denoise method based on the
STFT and improved Crazy Climber algorithm. ,e time-
frequency of the received acoustic signal was obtained by
STFT. And for the Crazy Climber algorithm, the movement
rule of Climber in the metric matrix and the fitting method
of the ridge lines are improved.,en, the ridge lines in time-
frequency domain are extracted accurately and efficiently.
,e effectiveness of the proposed method is verified by
simulation and experiment on actual train bearing signals.
,e results show that the method proposed in this paper can
effectively detect the train bearing, and the detection results
are reliable and feasible. ,e features of this method are
apparent as follows: (1) the movement law of the particle
(climber) is improved, so that the particle can move to the
high-energy area actively during the movement process, and
can actively avoid the point already passed or low energy
point, so that the particle can reach the high energy point
more accurately and faster. (2) ,e ridge line fitting method
in metric matrix is improved and the local optimal peak
extraction method is proposed. In order to improve the
speed, precision and smoothness of ridge line extraction, the
center time of time-frequency curve is taken as the starting
point and the point with higher height value is selected as the
line point during the fitting process. (3) ,rough simulation

and experiment, compared with the improved algorithm and
the common algorithm, the proposed crazy climber algo-
rithm has obvious advantages in calculation accuracy and
efficiency, and can realize acoustic detection of train
bearings.

It should be noted that the method proposed in this
paper is mainly applied to noise reduction and detection of
single bearing, and the effectiveness of the method is verified
by theory and experiment. ,is provides some theoretical
and technical support for ,e Wayside Acoustic Defective
Bearing Detector System. However, according to the run-
ning process and detection results of the algorithm, it can be
found that the algorithm can be applied to noise reduction
and detection of multiple bearings. ,erefore, in further
work, the potential application of the proposed method in
noise reduction and detection of two or more bearings will
be involved and discussed.
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Finger seals are a new type of seal with good sealing performance and long service life. *e noncontacting feature relies on the gas
film force. However, when the seal works in an unsuitable environment or its design parameters are not reasonable, the lifting pad
may not be able to generate sufficient air film force. *is causes contact between the fingers and the rotor, resulting in a reduced
service life of the seal. In view of this situation, this paper proposes a method that can quickly determine whether there is enough
gas film force to lift the sealing finger at the design stage. *e aeroelastic coupling characteristics of the noncontacting finger seal
are studied in conditions where contact exists between the fingers and the rotor. *e influences of various environmental and key
structural parameters on the number of contact fingers, leakage, bearing force, and friction moment are studied. *e results show
that the pressure difference, eccentricity, and key design parameters have important effects on the number of contact fingers. *e
effect of rotation speed is relatively small. *is paper provides a time-efficient tool for the design of noncontacting finger seals,
which can quickly predict the performance of the sealing system.

1. Introduction

Gas turbines are widely used for high-power and high-ef-
ficiency applications. To ensure the proper operation of gas
turbines, stringent requirements are made on their internal
components. As essential components, advanced and well-
designed seal equipment can effectively reduce the leakage of
gas turbines. In recent years, many researchers have widely
studied a new adaptive seal, namely, finger seal [1], due to its
low cost and good sealing performance. A spring-mass-
damper equivalent dynamic model is used to obtain the seal
performance. Braun et al. [2] studied the effects of the fluid
stiffness, fluid damping, and finger stiffness on the phase
shift and displacement transmissibility. Chen et al. [3]
studied the displacement responses, leakage clearances, and
contact pressures of finger elements through a distributed
mass model. *e calculation results agree well with the
experimental data. Experimental tests [4] show that the
sealing performance of the finger seal is acceptable for
engines, but the seal exhibits some hysteresis, and wear

occurs at the beginning of the test. Guoqing et al. [5] ex-
perimentally studied the leakage and wear characteristics of
finger seals in hot/cold states. One interesting finding is that
double-laminate finger seals can achieve lower leakage in
cold conditions, while triple-laminate finger seals perform
better in hot conditions. A pressure-balanced finger seal [6]
is proposed, which can reduce the hysteresis. To reduce wear
and obtain a long-life application, a noncontacting finger
seal was presented by Proctor MP and Steinetz BM [7],
which has hydrodynamic lifting capabilities and a non-
contacting nature.

Dynamic models have been proposed to study non-
contacting finger seals. Braun et al. [8] studied the ther-
mofluid and dynamic behavior of a two-laminate finger seal.
Marie [9] provided theoretical supports for finger seal design
by parametrically studying a noncontacting finger seal as-
sembly. Du et al. [10] developed a semianalytical model that
can save computation time. *e dynamic properties of
noncontacting finger seals were found through the model. In
order to have an excellent sealing performance, the ratio of
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friction force to finger stiffness and the rotor excitation
amplitude should be as small as possible; the finger natural
frequency should be as large as possible [11]. *e fluid-solid
interaction method is another commonly used way to study
noncontacting finger seals. Yue et al. [12] used commercial
software to analyze the leakage, the pressure distribution
under lifting pads, the fluid flow through the finger seal, and
the displacement of lifting pads. Braun et al. [13] developed
solid models to study the deformations, stress of fingers, and
lifting capabilities for a better parametric design of a finger
seal. Zhang et al.[14] used a two-way fluid-structure inter-
action method to study the deformations of fingers and the
flow field through seal assembly. *e effects of different
groove structure lifting pads on leakage flows and the lifting
force on the finger were also studied. Studies show the
possibility of fingers contacting the rotor [15]. Jia et al. [16]
proposed a three-layer finger seal with grooved lifting pads.
A numerical method was used to investigate the effects of the
grooved structures on lifting and leakage performance. *e
grooved structure can significantly increase the lifting ca-
pacity of the finger seal and does not increase leakage too
much. Temis et al. [17] proposed a two-way fluid-solid
interaction method to calculate the seal characteristics of a
noncontacting finger seal. *e results of the method are very
close to those obtained by finite element software. Zhao et al.
[18] considered the side leakage flow into the seepage flow
through a porous medium to analyze the total leakage of
finger seals. Leakage is increased by 3 to 6% when con-
sidering side leakage. Fleming [19] presented an approxi-
mate solution to account for fluid inertia in gas flow through
rectangular seal pads. *e results show that fluid inertia has
beneficial influences on noncontacting finger seals. Proctor
et al. [20] tested a noncontacting finger seal with a grooved
rotor, and the noncontacting operation was achieved. Smith
and Braun [21] tested four-finger seal configurations whose
lifting properties and structure compliance were investigated
through parametric studies.

Above all, we can see that the leakage performance,
lifting ability, and effects of the structure and environmental
parameters of noncontacting finger seals are widely studied.
However, the noncontacting feature requires specific op-
erating conditions to be achieved because the lifting forces
generated by gas films are limited. When the rotor is at high
eccentricity or the seal is operating in an unsuitable working
condition, the lifting forces may not be enough to keep the
fingers noncontact with the rotor. It results in contact during
an operating rotor system. *e contact is inconsistent with
the original purpose and should be avoided at the design
stage. *us, how to determine if there is contact and the
effect of this contact should be studied.

In this paper, a method to determine whether there is
contact between the fingers and the rotor is proposed. *e
effects of contact on the static characteristics of the non-
contacting finger seal are studied. First, a basic analysis unit
is divided to calculate the finger deformation.*e formula of
gas films between the lifting pads and the rotor is deduced by
considering the deflection, rotation angle, and torsion of the
fingers. *e film forces and pressure distributions of the
lifting pads are obtained through gas lubrication theory.

*en, the proposedmethod is used to determine whether the
fingers are in contact with the rotor. Based on the judgment
results, the static characteristics of each finger are calculated.
For fingers not in contact with the rotor, an aeroelastic
model is used. For fingers in contact with the rotor, a
Coulomb friction model is used. Finally, the static charac-
teristics of the entire seal can be obtained by summing the
previous results of each finger. *e effects of structural
parameters, working conditions, and the number of contact
fingers are parametrically studied. Compared with the three-
dimensional finite element method, the method presented in
this paper can judge whether the designed noncontacting
finger seal can achieve the noncontacting feature under
specified working conditions at the design stage. Static
characteristics under various operating conditions when the
contact exists can be quickly calculated, thus providing a
time-efficient approach for the design of noncontacting
finger seals.

2. Method

2.1. Basic Analysis Units. As shown in Figure 1, the non-
contacting finger seal studied in this paper consists of one
high-pressure laminate, one low-pressure laminate, and
one backplate with a pressure-balanced design. Uniform
cuts of the laminates form flexible elements, which are
called fingers. *e gaps of the laminate are covered by the
fingers of the other laminate. Each low-pressure laminate
finger has a lifting pad to generate film force by the gas
film between the lifting pad and the rotor. *e film forces
lift the fingers, resulting in no contact between the fingers
and the rotor. However, film forces are limited, and it may
not be possible to keep the finger out of contact with the
rotor in some cases. For example, the fingers need a much
larger film force to generate enough deformation when the
rotor is under large eccentricity conditions. To better
investigate the static performance of the noncontacting
finger seal, the finger model and the fluid model need to be
built first.

*e structure of both laminates is periodically sym-
metrical, and the basic unit is divided according to the
structural characteristic. As shown in Figure 2, each basic
unit consists of two split high-pressure fingers and one low-
pressure finger. During the calculation, it is assumed that
there is no relative displacement between the fingers of the
same basic unit. *e backplate provides support for the
fingers and greatly reduces their axial deformation.*us, the
axial deformations of fingers are neglected during the
analysis.

2.2. Forces Calculation under Fluid Lubrication Condition.
Based on the assumptions above, the deformation of the
basic units can be obtained by the low-pressure finger.
Figure 3 shows the schematic of a low-pressure finger under
fluid lubrication. *e finger is subject to three forces in the
y-z plane. Fk represents the force acting on the low-pressure
finger by the high-pressure finger. *e direction of Fk is
shown in Figure 3. *e magnitude of Fk is

2 Shock and Vibration



Fk � k · u, (1)

where k is the stiffness of the high-pressure finger and u is
the deformation of the high-pressure finger.

*e stiffness of the finger can be obtained by applying a
radial unit force at the end of the high-pressure finger and
calculating the corresponding deformation. *e

deformation is calculated in the same way as the defor-
mation of the low-pressure finger is obtained in equation (9).

Ff represents the friction force between the low-pressure
finger and the backplate. It is greatly reduced by the pres-
sure-balanced dam and is much smaller than Fk and the film
force (Fh) which means it has little effect on the deformation.
Ff always hinders the finger deformation. *us, the direction

Low-pressure
Laminate

High-pressure
LaminateBack Plate

Rs

Rcc

Rs

Rr

R f

R b
R 0

αr

Sg Sp

b

L

Figure 1: Structure of noncontacting finger seal.

HP finger

LP finger

Fixed

Figure 2: Basic unit of the noncontacting finger seal.

Back
Plate

Rotor

x

y

z

Ω

Fh

Fk

Ff

OO' 

Rs Rb

R s

R f

Li� Pad

Figure 3: Schematic of the low-pressure finger.

Shock and Vibration 3



of Ff is considered downward during the calculation. *e
magnitudes of Ff are calculated by the following equation:

Ff � μlb · Plb · Alb, (2)

where μlb is the friction coefficient between the low-pressure
fingers and backplate, Plb is the pressure that pushes the
finger laminate against the backplate, and Alb is the contact
area between the low-pressure laminate and the backplate.

Fh represents the film force generated by the film be-
tween the lifting pad and the rotor surface. *e film consists
of four parts: the rotor eccentricity, finger deformations,
wedge shape of the lifting pad, and initial installation gap. As
shown in Figure 4, the film thickness of a basic unit can be
deduced:

hif
(θ) � −e · cos(θ − ϕ) + T uif

+ hrif
(θ) + hw(θ)􏼒 􏼓 + hinit,

αrif ≤ θ≤ αrif + θp, if � 1, 2, 3 . . . nf,

(3)

where uif is the finger radial deformation, e is the rotor
eccentricity, φ is the attitude angle, hrif is the film change due
to rotation angle of fingers, hw is the wedge under lifting

pads, T is the film change due to the torsion of fingers, hinit is
the initial installation gap, αr is the finger repeat angle, and nf
is the number of fingers.

*e wedge under each lifting pad is shown in Figure 5.
*e dashed line represents the original shape of the lifting
pad, and hwmin and hwmax are the minimum and maximum
values of the wedge, respectively.

*e film force and pressure distribution under lifting
pads are determined by the nonlinear compressible Rey-
nolds equation:
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*e static compressible dimensionless form is as follows:
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where δ � pξ+1 − pξ , n � 0, 1, 2, . . ., and ξ is the number of
iterations.

*e finite difference method is used to discretize the
linearized equation. *e iterative formula can be obtained:

ai,jδi−1,j + bi,jδi+1,j + ci,jδi,j + di,jδi,j−1 + ei,jδi,j+1 � Si,j, (7)

where i, j are indices for the grid in the circumferential and
radial directions, respectively, and ai,j, bi,j, ci,j, di,j, ei,j, Si,j

are coefficients shown in the appendix.
*e boundary condition of the calculation area is defined

in this way: among the four sides of the lifting pad, the
pressure of the high-pressure side is related to the axial
thickness of the laminate and the axial length of the lifting

pad. *e pressures of the other three sides are equal to the
downstream pressure. *e boundary conditions can be
obtained as follows:

p(1: n + 1, 1) � Lph/(b + L)pl

p(1, 2: m + 1) � p(n + 1, 2: m + 1) � p(1: n + 1, m + 1) � pl,
􏼨

(8)

where b is the axial width of the finger laminate, L is the axial
length of the lifting pad, and n and m are the numbers of
grids.

*en, the deformation of the low-pressure finger is
calculated by using Mohr’s integrals [23], and the torsional
deformation is obtained using elasticity theory:
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uh � 􏽚
αul

0

NNh

EA
+

MMh

EI
+ η

QQh

GA
􏼠 􏼡Rsdα,

τ �
MT

bsh
3
s GβT

,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

where uh, Nh, Mh, and Qh are finger deformation in the
radial direction, the axial force, bending moment, and shear
force under the fluid lubrication condition, respectively; N,
M, and Q are the internal forces due to the unit load, and A
and I are the area and moment inertia of a cross section; E
and G are Young’s modulus and shear modulus of elasticity,
for rectangular cross section η� 1.2, αul is the curvature of
the fingers, τ is the twist angle,MT is the torque, bs and hs are
the cross-sectional parameters, and βT is the factor deter-
mined by bs and hs.

2.3. Forces Calculation under Contact Condition. When the
finger is in contact with the rotor, the film force is replaced
by the contact force applied by the rotor. Due to the small
circumferential length of the lifting pad, the surface of the
rotor can be considered a plane with respect to the lifting pad
during the contact judgment. Since the axial deformation is
neglected, the torsion does not affect the judgment of the

contact position, which means that T in equation (3) is taken
as a unit matrix in the process of judgment. *us, it can be
seen from Figure 5 that the rotor first contacts the finger at
position 1 or 2.

When the rotation angle is small, it has little effect on the
film thickness, which means that the first contact is at po-
sition 1. From (3), the finger deformation under this con-
dition can be obtained:

u1 � −e · cos θ1 − φ( 􏼁 − hrif
− hwmin − hinit, (10)

where θ1 is the angle of position 1.
Similarly, the first contact position is at position 2 when

the rotation angle is large. *e finger deformation is

u2 � −e · cos θ2 − φ( 􏼁 − hrif
− hwmax − hinit, (11)

where θ2 is the angle of position 2.
*e process for determining the contact position is

shown in Figure 6. Take the direction of the green arrow in
Figure 4 as the positive direction. For each finger, the
possible deformation (u1 or u2) when contact occurs can be
calculated by equations (10) and (11). Due to the pressure
difference, the finger deformations should be positive. If u1
and u2 are negative, it means that the finger needs to produce
a negative displacement to contact the rotor. *is is in-
consistent with the above conclusion. In other words, there
is no contact between the finger and the rotor. If u1 and u2
have positive and negative values, the contact is at the
position corresponding to the positive value. If both u1 and
u2 are positive, the contact is assumed to be at position 1, and
then the film thickness is calculated. If contact does occur at
position 1, the film thickness at position 1 (h1) should be less
than that at position 2 (h2). *en, contact is considered to
occur at position 1; otherwise, contact occurs at position 2.
*e deformation of the contact finger (uc) is obtained.

Using uc, Fk is determined by equation (1). When there is
contact between the rotor and the finger, the force acting on
the finger is denoted by Fc. Fc satisfies the condition that the
deformation of the finger under the forces of Fk, Ff, and Fc is
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equal to uc. Figure 7 shows the process of finding Fc. After
entering the initial values, the finger deformation when the
finger contacts the rotor (ucnew) is calculated by

ucnew � 􏽚
αul

0

NNc

EA
+

MMc

EI
+ η

QQc

GA
􏼠 􏼡Rsdα, (12)

where Nc, Mc, and Qc are the axial force, bending moment,
and shear force of the finger under the contact condition,
respectively.

Compare uc and ucnew. If the absolute value of the relative
error is greater than 10−6, update the value of Fc according to
the formula shown in Figure 7. Calculate ucnew again with
new Fc (Fcnew). *is process is repeated until the relative
error is less than 10−6. *en, the contact force Fc is obtained.

To judge whether a finger contacts the rotor, the rela-
tionship between the film force and the film thickness should
be obtained first. *e film thickness ratio describes the re-
lationship between the minimum film thickness and surface
roughness [24]:

c �
hmin

R
2
ar + R

2
ap􏼐 􏼑

1/2, (13)

where c is the film thickness ratio and Rar and Rap are the
surface roughness of the rotor and the lifting pad,
respectively.

When the lifting pad is not in fluid lubrication, a gas film
between the lifting pad and the rotor cannot be formed,
which results in contact. *is paper does not consider the
mixed lubrication state. *e value of c is taken as 3 to
determine the minimum film thickness. As shown in

Figure 8(a), the film force is larger than the contact force to
the left of the dotted line, which means that the film can
generate enough film force to lift this finger. As shown in
Figure 8(b), the film between the lifting pad and the rotor is
divergent due to the large rotation angle of the fingers. *e
film force increases with increasing film thickness. *e
contact force is always larger than the film force over the
entire range of film thicknesses. *e film force is not great
enough to lift this finger.*us, the finger is judged to contact
the rotor.

*e comparison between the previous simulation results
and the results calculated using this paper’s data and
methods is shown in Figure 9. *e figure shows the force
acting on the rotor in the z-direction (shown in Figure 4) at
different attitude angles of the rotor. It can be seen that the
variation trend of the forces is in good agreement. When
contact exists between the lifting pads and the rotor, the
force acting on the rotor increases significantly.

2.4. Static Performance. *is paper calculates four static
characteristics of noncontacting finger seals: leakage, lift
force, friction moment, and bearing force. Leakage under
fluid lubrication is defined as follows:

Q � 􏽘

nf

if�1
− 􏽚

αif+θp

αif−θp

ρp

h
3
p

12μ
zpp

zy
Rdθ⎛⎝ ⎞⎠. (14)

When the average axial flow velocity is larger than the
local sound velocity, the gap between the lifting pad and
rotor is considered chocked. *e local sound velocity is used
to simplify and replace the average axial velocity of gas flow.
*e leakage when chocked flow occurs is defined as
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Q � ρVAs, (15)

where ρ is the density of the upstream gas, V is the average
axial flow velocity, and As is the sectional film area.

After the finger contacts the rotor, its deformation is
complex to predict. On the other hand, the thickness under
the contacting finger is much smaller than that under the
noncontacting finger. *us, the leakage of the fingers under
contact conditions is ignored.

*e lift force of each gas film is defined as

FL � B
Ap

p(θ, y) − pL( 􏼁Rdθdy, (16)

where Ap is the area of the lifting pads and pL is the
downstream pressure.

For the fingers under fluid lubrication, the bearing force
and the friction moment acting on the rotor by each finger
are defined as follows:
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For the fingers under the contact condition,
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contacts the rotor.

Numerical results[15]
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Fhc � Fc cos θ,

Fvc � Fc sin θ,
􏼨

Mfc � μfrFcRr,

(18)

where μfr is the friction coefficient between the fingers and
rotor.

*us, the bearing force and friction moment acting on
the rotor are

W �
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i

Mfh􏼐 􏼑 + 􏽘

nc

i

Mfc􏼐 􏼑,

(19)

where nh and nc are the number of fingers under the fluid
lubrication and contact conditions, respectively.

*e aeroelastic coupling calculation flow is shown in
Figure 10. *e convergence conditions are as follows:

max abs
p
λ+1

− p
λ

p
λ􏼠 􏼡􏼠 􏼡< 1e

−6
,

max abs
h
λ+1

− h
λ

h
λ􏼠 􏼡􏼠 􏼡< 1e

−6
,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(20)

where λ is the number of iterations.

3. Results

*e parameters of the noncontacting finger seal in this paper
are given in Table 1.

Figure 11 shows the effects of eccentricity at different
pressure differences. As shown in Figure 11(a), the leakage
decreases first and then increases at 50 kPa pressure dif-
ference. As the eccentricity increases, some of the clearances
are reduced, resulting in a decrease in leakage. *e clear-
ances under the other lifting pads are increased, resulting in
an increase in leakage. Figure 11(d) shows the leakage of
each finger at different eccentricity and pressure differences
(fingers 1 to 80 are numbered according to the circumfer-
ential direction). *e reduced leakages through fingers 1 to
20 and 61 to 80 are less than the increased leakages through
fingers 40 to 60 at 0.16 eccentricity and 50 kPa pressure
difference. *us, the total leakage is reduced. *e leakages
through clearances are reduced because of the contact
(fingers 1 to 14 and 70 to 80) and the eccentricity (fingers 15
to 20 and 61 to 69) at 0.64 eccentricity and 150 kPa pressure
difference. However, the total leakage is still greater than that
at 0 eccentricity due to the increased film thickness caused by
the increased eccentricity. When the pressure difference is
equal to 50 kPa, a slight decrease in leakage with increasing
eccentricity appears in the eccentricity range of 0.08 to 0.24.
When the pressure difference is equal to 150 kPa, this change

occurs in the eccentricity range of 0.32 to 0.56. *is is due to
the larger finger deformations and the greater clearance
between the lifting pads and the rotor under the high-
pressure difference.

Figures 11(b) and 11(c) show the friction moment and
bearing force for various eccentricities at different pressure
differences. *ey increase with increasing eccentricity and
are greater at 50 kPa pressure difference than at 150 kPa
pressure difference. *is is because the film forces are
smaller at low-pressure differences, resulting in more fingers
in contact with the rotor. As shown in Figure 11(e), when
there is no contact between the rotor and the fingers, the
pressure distributions are similar for most gas films, making
the bearing force, that is, the combined force acting on the
rotor, small. When contact occurs between the fingers and
the rotor, the contacting force is greater than the film force,
resulting in a significant increase in the bearing force. *e
higher the eccentricity is, the higher the number of sealing
fingers in contact is, and the higher the bearing force and
friction moment are.

Figure 12 shows the effects of rotation speed at 100 kPa
pressure difference and different eccentricities. As shown in
Figure 12(a), the leakage decreases with increasing rotation
speed. *e rotation angles of the fingers are large at 100 kPa
pressure difference, which means that the gas films are
divergent.*e higher the rotation speed is, the lower the film
force is and the smaller the clearance is, resulting in de-
creased leakage. When the rotor is at high eccentricity, the
decrease in the film force leads to contact between the finger
and the rotor. From Figure 12(b), the friction moment
increases with increasing rotation speed. At 0.2 eccentricity,
the increase in friction moment is continuous because there
is no contact between fingers and the rotor. Negative friction
moments occur at a low rotation speed, which means that
the direction of the friction moment is the same as the
rotation speed. For a divergent gas film at 100 kPa pressure
difference, the friction moment generated by the pressure
difference is in the same direction as the rotating speed
(expressed as the negative direction in this paper). When the
rotating speed is low, the friction moment is mainly gen-
erated by the pressure difference. With increasing rotation
speed, the friction moment generated by rotation increases,
and the friction moment becomes positive (opposite to the
direction of rotation). At 0.6 eccentricity, the friction mo-
ment consists of two types: the friction moment caused by
contact and the friction moment caused by the gas film. *e
higher the rotation speed is, the bigger the number of contact
fingers is and the greater the Coulomb friction of all contact
fingers is. As shown in Figure 12(c), the rotation speed has
no significant effect on the bearing force at 0.2 eccentricity,
which means that the film force is mainly generated by the
pressure difference. *ere is no contact between the fingers
and the rotor. At 0.6 eccentricity, the bearing force increases
and then does not change significantly with increasing ro-
tation speed. *is is because the increase in the number of
contact fingers at 0.6 eccentricity leads to an increase in
bearing force.

Figure 13 shows the effect of pressure difference. As
shown in Figure 13(a), the leakage increases, and the number
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of contact fingers decreases as the pressure difference in-
creases. *e increase in pressure difference results in in-
creased film forces, which reduces the number of contact
fingers. Figure 13(d) shows the leakage of each finger at
different pressure differences and eccentricities. Leakage at
high eccentricity is not always high, which corresponds to
the discussion of eccentricity above. As shown in
Figure 13(b), the friction moment decreases with increasing
pressure difference. However, the reasons for the decreases
are different. At 0.2 eccentricity, all the fingers are under
fluid lubrication. With increasing pressure difference, the
film thickness increases, which means that the friction
moment caused by the rotation speed decreases. At 0.6

eccentricity, the decrease is due to the reduction in the
number of contact fingers. As shown in Figure 13(c), the
bearing force decreases with increasing pressure difference.
*is is because the forces acting on the rotor by each finger
are gradually the same. *is phenomenon is further illus-
trated in Figure 13(e), which shows each finger’s force acting
on the rotor at different pressure differences and eccen-
tricities. When the pressure difference is 13 kPa, the bearing
force is the combined force of the film forces at 0.2 ec-
centricity; the bearing force is the combined force of the film
forces and the contact forces at 0.6 eccentricity. When the
pressure difference is 200 kPa, the forces acting on the rotor
by each finger are almost the same.

Input initial
values

Contact
check

Determine the
contact position 

Calculate
contact force

Static
characteristics

Calculate film
thickness

Calculate
pressure results

Convergence
condition

Update film
thickness

Yes

No

No

Yes

Figure 10: Calculation flow of bearing characteristic.

Table 1: Parameters of noncontacting finger seal.

Parameters Symbol Value Units
Finger base radius Rb 114.12 mm
Stick arc radius Rs 110.00 mm
Number of fingers Nf 80 —
Rotor radius Rr 107.92 mm
Foot upper radius Rf 109.22 mm
Radius of circle of centers Rcc 25.20 mm
Gap width Gp 0.38 mm
*ickness of finger laminate b 1.00 mm
Pad axial length B 0.64 mm
Minimum height of the wedge hwmin 18 μm
Maximum height of the wedge hwmax 36 μm
Initial installation gap hinit 30 μm
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Figure 14 shows the effect of the number of fingers at a
100 kPa pressure difference, eccentricity of 0.6, and rotation
speed of 8000 rpm. *e average film force decreases with an
increasing number of fingers because the circumferential
length of the lifting pad (B) decreases. L/B in Figure 14

represents the ratio of the axial length to the circumferential
length of the lifting pads. As shown in Figure 14, the leakage
increases with the number of fingers; the friction moment
and bearing force decrease with the number of fingers. *e
leakages of the square pads (L/B� 1) are greater than those of
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Figure 11: Effect of eccentricity. (a) Leakage for various eccentricities. (b) Friction moment for various eccentricities. (c) Bearing force for
various eccentricities. (d) Leakage of each finger. (e) Pressure distribution of each finger.
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Figure 12: Effect of rotation speed. (a) Leakage for various rotation speeds. (b) Friction moment for various rotation speeds. (c) Bearing
force for various rotation speeds.

Q ε=0.2
Nc ε=0.2

Q ε=0.6
Nc ε=0.6

0.0

0.5

1.0

1.5

Le
ak

ag
e (

10
-1

 k
g/

s)

50 100 150 2000
Pressure difference (KPa)

0

10

20

N
um

be
r o

f c
on

ta
ct

 fi
ng

er
s

(a)

Mf ε=0.2
Nc ε=0.2

Mf ε=0.6
Nc ε=0.6

-0.5

0.0

0.5

1.0

1.5

Fr
ic

tio
n 

m
om

en
t (

N
·m

)

50 100 150 2000
Pressure difference (KPa)

0

10

20

N
um

be
r o

f c
on

ta
ct

 fi
ng

er
s

(b)

Figure 13: Continued.
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the wider pads (L/B� 0.5) because the square pads can
generate more film force to lift the fingers, resulting in a
higher increase in the clearances. *e finger stiffness de-
creases with the increase in the number of fingers, and the
finger deformations increase with the number of fingers
under the same working environment. *us, the clearances
are increased, and the pressure distributions of each finger
are almost the same, which results in the increase in the
leakage and the decrease in the bearing force and friction
moment.

4. Conclusion

In this paper, the static characteristics of noncontacting
finger seals are studied when the seal works in an inap-
propriate environment or its design is unreasonable, which
means contact may exist between the fingers and the rotor. A
method to judge whether the fingers contact the rotor is
proposed. *e effects of various structural and environ-
mental parameters are studied. Detailed conclusions are
summarized as follows:

(1) *e contact between the fingers and the rotor re-
duces the leakage and significantly increases the
bearing force and friction moment.*is reduction or
increase is proportional to the number of contact
fingers.

(2) *e higher the pressure difference is and the lower
the eccentricity is, the less likely the finger is to
contact the rotor. *e effect of rotation speed on the
number of contact fingers is significantly smaller
than pressure difference and eccentricity. *erefore,
the pressure difference and rotor vibration

amplitude should be considered the main environ-
mental parameters in the design phase.

(3) As the number of fingers increases, the film force,
friction moment, and bearing force decrease, and the
leakage increases.Wider pads can generate more film
force than square pads. *e square pads have smaller
bearing forces and friction moments but have higher
leakages than the wider pads.*e greater the number
of fingers is or the longer the axial length of the lifting
pads is, the less likely the fingers come into contact
with the rotor. *e noncontacting feature is easier to
achieve.
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A: Cross-sectional area
b: Axial thickness of seal laminate
e: Eccentricity distance
Ff: Friction force between low-pressure finger laminate

and backplate
Fhc,
Fvc:

Horizontal and vertical components of contact
force

Fh: Film force
h: Local film thickness
hif: Film thickness of the i-th finger
hrif: Film change due to rotation angle
hwmin: Minimum pad wedge
I: Moment of inertia
L: Axial length of lifting pad
M: Unit bending moment
Mh: Bending moment of noncontact finger
N: Axial force
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Figure 14: Effects of the number of fingers. (a) Leakages for various numbers of fingers. (b) Frictionmoment for various numbers of fingers.
(c) Bearing force for various numbers of fingers.
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nf: Number of fingers
O: Diameter center of seal outer diameter
k: Stiffness of high-pressure finger
p: Pressure
ph: Upstream pressure
Rs: Stick arc radius
Rf: Foot upper radius
Rcc: Radius of circle of centers
uc: Finger deformation of contact finger
uh: Finger deformation under fluid lubrication
αul: Curvature of the finger
μfr: Friction coefficient between finger and rotor
θ1, θ2: Circumferential angles of the contact position
θ: Circumferential angle
φ: Attitude angle
As: Sectional film area
Alb: Contact area between the low-pressure laminate

and the backplate
E: Young’s module
W: Bearing force
Fk: Force between two laminates
Fhh,
Fvh:

Horizontal and vertical components of film force

Fc: Contact force
h: Dimensionless film thickness
hinit: Initial installation gap
hw: Wedge under lifting pad
hwmax: Maximum pad wedge
if: Finger number
M: Bending moment
m: Number of circumferential grids
Mc: Bending moment of contact finger
N: Unit axial force
n: Number of axial grids
O2: Diameter center of rotor
Plb: Pressure that pushes the finger laminate against the

backplate
p: Dimensionless pressure
pl: Downstream pressure
Rr: Rotor radius
Rb: Finger base radius
u: Deformations of fingers
u1, u2: Finger deformations of positions 1 and 2
αr: Finger repeat angle
μ: Gas viscosity
μlb: Friction coefficient between low-pressure laminate

and backplate
ε: Eccentricity
θp: Arc degree of lifting pad
Λx: Compressibility number.

Appendix

*e coefficients of equation (7) are as follows:
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Amodel of a segmented electrode multilayer cantilever piezoelectric actuator was established to predict its actuation performance,
and then, theoretical and numerical analyses of the strain nodes were performed based on normalized deflection and strain
distributions. +e segmented electrodes instead of the continuous electrodes are applied in a multilayer cantilever piezoelectric
actuator which can avoid the modal displacement offsets at the high vibration modes, thereby enhancing the tip deflection. +e
theoretical analysis and simulation results show that the tip deflection of the segmented electrode at the second mode was almost
100% larger than that of the continuous electrode. At the second mode, the maximum error between the theoretical calculation
value of the tip deflection and the simulation result is 6.8%. It is because the segmented electrode is optimally designed at the strain
node, which avoids the modal displacement offsets of a multilayer cantilever piezoelectric actuator at the high vibration modes;
meanwhile, the theoretical results are closer to the FEM simulation results. It reveals that the tip deflection of a multilayer
cantilever piezoelectric actuator can be precisely estimated by the proposed model. +is research can provide some useful
guidance improving the actuation performance and optimizing the design of a multilayer cantilever piezoelectric actuator.

1. Introduction

Piezoactuators are widely used in microelectromechanical
systems (MEMS) because of the characteristics of small size,
thinness, and high displacement, such as atomic force mi-
croscopes [1], biosensors [2], microelectromechanical
switches [3], and micropositioning platforms [4], etc. +e
actuation performance improvement and design optimiza-
tion of such devices have always been the main focus of
many researchers. In particular, there are many reports in
the theoretical research of piezoelectric actuators. Based on
the Euler model, Wang et al. [5] and Zhang et al. [6] pre-
sented the governing equations for the piezoelectric actu-
ators with a sandwich layer. In a study conducted by Zhang
et al. [7], a simple MCPAs distributed parameter model is
developed to simulate the fundamental wave of

piezoelectricity in thickness-extension mode. In order to
reduce the poor piezoelectric effect caused by the damage of
piezoelectric materials, some researchers have designed
multilayer piezoelectric actuators to improve the flexibility
and compactness of the structure. Afonin [8] constructed a
generalized structural parameter model of nano-
mechatronics multilayer electromagnetic elastic actuators.
Shivashankar and Gopalakrishnan [9] reported a d33 mode
surface-bondable multilayer actuator that can provide large
braking force and stroke for driving large, thick, and stiffer
structures. Peng et al. [10] proposed a piezoelectric multi-
layer actuator considering buffer layers and analyzed the
dependence of the resonance frequency at the first mode and
tip deflection on different layer thicknesses (buffer layer,
electrode layer, and substrate layer).+e contributions of the
above research mainly focused on the first mode while
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ignoring the other higher-frequency modes, because the tip
deflection of the cantilever beam at higher modes is smaller
than the tip deflection at the first mode. However, piezo-
electric cantilever beams can also provide superior perfor-
mance at higher modes [11], which is more common in
energy harvesters [12]. Ly et al. developed a 31-effect pie-
zoelectric bending cantilever based on the Euler-Bernoulli
beam theory. +eir results indicated that the voltage and
bandwidth at the second mode of resonant frequency were
much larger than those at the first mode [13]. Except for the
first mode, the cantilevered piezoelectric energy harvester
(PEH) has fixed strain nodes in other vibration modes, and
there are dynamic strain distributions with opposite strain
signs on both sides of the node. +eoretical and experi-
mental results demonstrate that covering the strained nodes
with continuous electrodes may lead to a strong cancelation
of the electrical output [14]. In order to improve the pie-
zoelectric performance, Zizys et al. investigated the seg-
mentation of a vibration-shock cantilevered PEH working in
higher transverse vibration modes [15]. Rafique et al. used
segmented electrodes to enhance the output power of the
PEH [16]. Liu et al. employed the first and second bending
vibration modes to design a novel bonded-type piezoelectric
actuator, which obtained higher power density than pre-
vious designs [17]. Although segmented electrodes could be
applied to MCPAs at the high vibration modes, there is
currently no complete electromechanical equation that can
describe MCPA with segmented electrodes (MCPA-S).

In this paper, by optimizing the structure of segmented
electrodes, a MCPA with segmented electrodes based on the
strain nodes is designed to improve the actuation perfor-
mance [18]. +e strain nodes are determined by the nor-
malized deflection and strain distribution [14]. Based on
Euler-Bernoulli beam theory and piezoelectric constitutive
equation, a complete electromechanical coupling model is
developed for the MCPA-S. Here, the electrodes are con-
nected in series at the first mode and in parallel at the second
mode, which is different from those reported in [11]. It can
prevent the displacement offset in the electric potential,
increase the modal electromechanical coupling term, and
improve the applied capacity. In order to understand
whether segmented electrodes can eliminate the influence of
strain node at higher modes, we have studied the rela-
tionship of tip deflection of segmented and continuous
electrodes MCPAs with excitation frequency, excitation
voltage, and beam length under different modes. In addition,
the structural parameters of the MCPAs were optimized by
simulating different thicknesses of the substrate, piezo-
electric, and buffer layers, as well as the different Young’s
modulus ratios. +e proposed model and prediction results
can provide useful guidance for optimizing the construction
and efficiency of MCPAs.

2. Design and Modeling

2.1. Design. Except for the fundamental modes, the dy-
namic strain distribution of the cantilevered beam changes
direction at fixed strain nodes. +e modal actuation ca-
pability of a cantilevered beam is closely related to the

position of the piezoelectric actuators. To increase the
driving force, the use of segmented actuators to control
adaptive structures is proposed by avoiding the position of
dynamic strain phase changes. At high modes, when the top
surface of the entire piezoelectric layer was covered by
continuous electrodes, the actuation capability had been
significantly reduced. +erefore, we apply electrode seg-
mentation at the nodes to a multilayer actuator (consid-
ering buffer and electrode layers), which is different from
the traditional sandwich structure. +is paper takes the
MCPA in the second mode as an example to analyze the
actuation capability.+ere is one strain node in the second-
order mode, and the electrode is cut at the node and divided
into two sections of electrodes.

Figure 1 depicts a two-dimensional schematic diagram
of the MCPA-S. One end of the multilayer cantilever pi-
ezoelectric actuator is attached to the base composed of five
different layers from bottom to top: the substrate, the
buffer, the second electrode, the piezoelectric layer, and the
first electrode as shown in Figure 1(a). +e first electrode
and the piezoelectric layer are cut at the strained node to
form segmented electrodes for the MCPA. +e contact
between the second electrode and the lower surface of the
piezoelectric film is continuous, but the contact between
the first electrode and the upper surface of the piezoelectric
layer is discontinuous. +e polarization direction is re-
versed after passing through the strain node, and the split
position is the strain node position L1. +e different
electrode connections are adopted under the different
modes of the cantilever beam. At the first mode, the strain
distribution is in the same phase for the MCPA, because
there is no strain node [10]. Here, the electrode directions
in the L1 and L1-L regions are opposite, and the electrode
wires are connected in series with the applied voltage, as
shown in Figure 1(b). At the second mode, there is a strain
node and the strain distributions in L1 and L1-L regions are
180 degrees out of phase. +e connection of the electrodes
is described in Figure 1(c), which is arranged in parallel to
prevent modal displacement in the electric potential. And
then the applied voltage should be applied on the L1 and L1-
L regions of the cantilever beam to generate the deflection
for the MCPA.

Z1, Z2, Z3, and Z4 depict the vertical coordinates of the
bottom-surface of substrate, buffer, piezoelectric layer, and
the first electrode, respectively. Zi and Z5 indicate the vertical
coordinates of the top surface of buffer and the second
electrode. +e length and width of the cantilever beam are
denoted by L and b. In Cartesian coordinate system, the x-
and z-axes are consistent with the directions 1 and 3, re-
spectively, and the z-axis represents the polarization di-
rection of the piezoelectric layer. +e coordinate origin of
the x-z plane corresponds to the leftmost point of theMCPA.
+e mid-plane of the substrate is denoted by the dotted line.
+e neutral plane is located at z0 from the mid-plane of the
substrate. Moreover, h is used to describe the thickness of
each layer, and its subscripts p, s, i, and e indicate the pie-
zoelectric, substrate, buffer, and electrodes layers, respec-
tively. +e transverse deflection w(x, t) of the MCPA occurs
along the z-axis and is a function with the x value and time t.
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2.2. Modeling

2.2.1. Electromechanical Coupling Equation. +e constitu-
tive equation for piezoelectric materials can be described in
the form [10]

T1,p � c11,pS1 − ep31E3, (1)

where stress, strain, and electric field are denoted by T, S, and
E, respectively, elastic constant of the piezoelectric material
is described by c, and piezoelectric coupling coefficient
under steady electric field is depicted by ep. Here, the axial
strain and polarization direction are marked as subscripts 1
and 3, respectively. +e elastic stiffness component can be
calculated by c11,p � 1/s11,p according to the plane-stress
presumption of the MCPA. Under a constant electric field,
s11,p denotes the elastic compliance. In addition, e31 can be
expressed as ep31 � d31/s11,p with the commonly used pie-
zoelectric constant d31. +e constitutive equations applied to
the substrate layer and the buffer layer can be given as [19]

T1,s � c11,sS1,

T1,i � c11,sS1.
(2)

+e constitutive equation for the electrode layer is [19]

T1,e � c11,eS1, (3)

and the axial strain S1 at value x and time t can be obtained
by [20]

S1(x, t) � −z
z
2
w(x, t)

zx
2 . (4)

According to our previous research [7], the position of
the neutral plane z0 can be given by z0 � [(c11,ehe2 + c11,p

hp)(2he1 + 2hi + hs + hp) + c11,ehe2
(he2

+ hp)c11,ehe2
(he2

+

hp) + (c11,ehe1
+ c11,ihi) (hs + hi) + c11,ehe1

(he1
+ hi)]/(c11,shs

+c11,ihi + c11,ehe1
+ c11,ehe2

+ c11,php)

According to the moment balance equation (the beam’s
cross section), the bending moment is given by

M(x, t) � −b 􏽚
z2

z1

T1,szdz + 􏽚
zint

z2

T1,izdz + 􏽚
z3

zint

T1,e1
zdz + 􏽚

z4

z3

T1,pzdz + 􏽚
z5

z4

T1,e2
zdz􏼠 􏼡. (5)

At the first mode, the polarization and electric field are
consistent along the entire beam length; thus, the uniform
electric field E3(t) can be given in terms of voltage v(t) across
the piezoelectric layer and the thickness hp as
E3(t) � −v(t)/hp. At the second mode, the polarization

direction and electric field of the two segmented piezo-
electric layers are different.+erefore, for the 0-L1 area (same
direction) the electric field can be obtained by
E3(t) � −v(t)/hp; and for the L-L1 area (opposite direction),
E3(t) � v(t)/hp.

Z

Z5
Z4
Z3

Z2

Z0
x

w (L, t)

Z1

ZintBase

0

L1

x

3

1 Electrodes Piezoelectric thin film Buffer layer

Substrate Poling direction

L

(a)

The first mode

V(t) V(t)

(b)

�e second mode

V(t)

(c)

Figure 1: (a) Schematic illustration of the deflection of MCPA-S; (b) electrode wire connection at the first mode (series connection) and (c)
at the second mode (parallel connection).
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By substituting equations (1)–(4) into equation (5) and
integrating equation (5), it can be further simplified to

M(x, t) � EI
z
2
w(x, t)

zx
2 − v(t)Γ(x). (6)

EI represents the bending stiffness of the composite
structure’s cross section, which is expressed by the following
equation:

EI �
b

3
c11,s z

3
2 − z

3
1􏼐 􏼑 + c11,i z

3
i − z

3
2􏼐 􏼑 + c11,e z

3
3 − z

3
i􏼐 􏼑 + c11,p z

3
4 − z

3
3􏼐 􏼑 + c11,e z

3
5 − z

3
4􏼐 􏼑􏽨 􏽩. (7)

Γ(x) represents the spatial distribution of the electric
potential and is related to the modes and the structure of the
piezoelectric cantilever beam. For the MCPA with contin-
uous electrodes (MCPA-C), Γ(x) is expressed as [21]

Γ(x) � ϑ[H(x) − H(x − L)]0≤x≤ L. (8)

For the MCPA with segmented electrodes (Figure 1), the
uniform electric fields are applied at different modes by
conducting the different electrode lines.+e potential spatial
distribution can be regarded as the sum of the two electrode
regions. At the first mode, the electric field is exerted to the
segmented electrodes in series, and the Γ(x) can be derived
by

Γ(x) � Γ1(x) + Γ2(x) � ϑ[H(x) + H(x − L)]. (9)

At the second mode, the electric field is exerted to the
segmented electrodes in parallel, and the Γ(x) can be derived
by

Γ(x) � Γ1(x) + Γ2(x) � ϑ H(x) + H(x − L) − 2H x − L1( 􏼁􏼂 􏼃,

(10)

whereH(x) denotes the Heaviside function and the coupling
term ϑ is given as

ϑ �
be31 z

2
4 − z

2
3􏼐 􏼑

2hp􏼐 􏼑
. (11)

+e configurations of the microcantilever conform to the
Euler-Bernoulli beam hypothesis, which have been pre-
sented in our previous research [10]. Considering viscous air
(medium) damping and Kelvin-Voigt (or strain rate)
damping, the governing equation of the cantilever beam can
be written as [21]

z
2
M(x, t)

zx
2 + csI

z
5
w(x, t)

zx
4
zt

+ m
z
2
w(x, t)

zt
2 + ca

zw(x, t)

zt
� 0.

(12)

Here, the viscous damping coefficient is denoted by ca,
the inertia moment of the cross section area is described by I,
the strain rate damping term is expressed as csI, and the mass
per unit length of the MCPA is represented by m, which is
obtained by

m � b pshs + pehe1 + pphp + pehe2 + pihi􏼐 􏼑, (13)

where the uniform densities of the different layers are ps (Si
substrate), pi (buffer), pe (electrodes), and pp (piezoelectric),
respectively. +e mass per unit length of the different layers
is bps (Si substrate), bpi (buffer), bpe1 (electrodes), bpp (pi-
ezoelectric), and bpe2 (electrodes), respectively. Finally, by
inserting equation (6) into equation (11), the electrome-
chanical coupling equation of the MCPA at the first two
modes can be obtained:

EI
z
4
w(x, t)

zx
4 + csI

z
5
w(x, t)

zx
4
zt

+ m
z
2
w(x, t)

zt
2 + ca

zw(x, t)

zt
� v(t)

d
2Γ(x)

dx
2 . (14)

2.2.2. Modal Analysis. Based on the standard modal ex-
pansion approach, a series of the absolutely uniformly
convergent eigenfunctions are used to describe the trans-
verse deflection of the cantilever beam [11]:

w(x, t) � 􏽘
∞

r�1
ϕr(x)ηr(t). (15)

+e mass normalized eigenfunction and modal coor-
dinate of the clamped-free beam at the rth vibration mode

are, respectively, given by ϕr(x) and ηr(t). +e deflection of
the cantilever beam can be exactly obtained from this
equation. ϕr(x) is written as [11]

ϕr(x) �

���
1

mL

􏽲

cosh
λr

L
x − cos

λr

L
x􏼠 􏼡 − σr sinh

λr

L
x − sin

λr

L
x􏼠 􏼡􏼢 􏼣,

(16)

and it satisfies the orthogonality conditions [9].
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􏽚
L

0
mϕr(x)ϕs(x)dx � δrs,

􏽚
L

0
EIϕs(x)

d4ϕr(x)

dx
4 dx � ω2

rδrs.

(17)

Here, λr (dimensionless frequency number) of the rth
vibration mode can be expressed as follows:

1 + cos λ cosh λ � 0, (18)

and σr is given by

σr �
sinh λr − sin λr

cosh λr + cos λr

. (19)

Bending strain distribution can be measured directly by
the curvature eigenfunction that is the second derivative of
the displacement eigenfunction (equation (16)). For a
positive definite system (λr > 0), the positions of the strain
nodes can be determined by calculating the roots of equation
(20) at 0<x< 1

cosh λrx + cos λrx( 􏼁 − σr sinh λrx + sin λrx( 􏼁 � 0, (20)

where x � x/L denotes the length position (dimensionless)
for the MCPA. By combining equation (20) with equations
(18) and (19), the strain nodes positions (dimensionless) of
the first three modes can be obtained in Table 1.

In addition, ωr is the undamped natural frequency of the
rth mode, which is written as

ωr �
λ2r
L
2

���
EI

m

􏽲

. (21)

Equation (16) is simplified by using the orthogonal
condition of equation (17) and then substituted into
equation (15). +e mechanical motion equation in modal
coordinates can be derived as follows:

d2ηr(t)

dt
2 + 2ξrωr

dηr(t)

dt
+ ω2

rηr(t) − χrv(t) � 0, (22)

where ξr denotes the modal mechanical damping ratio. +e
coupling term (modal electromechanical) is defined as

χr � 􏽚
L

0
ϕr(x)

dΓ(x)

dx
2 dx. (23)

(23) can be further rewritten as [11]

χr � ϑ􏽚
L

0
ϕr(x)

dδ(x)

dx
dx􏼠 􏼡,

χr � ϑ􏽚
L

0

dϕr(x)

dx
δ(x)dx,

(24)

where δ(x) is the Dirac function.
By substituting equation (8) into equation (23), χr for the

continuous electrodes can be rewritten as

χr � ϑ
dϕr(x)

dx

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌x�L

􏼠 􏼡. (25)

For the segmented electrodes, χr is related to the spatial
distribution of the electric potential at the vibration modes.

By substituting equation (9) into equation (25), χr at the first
mode can be expressed as

χ1 � ϑ
dϕr(x)

dx

􏼌􏼌􏼌􏼌􏼌􏼌x�L
􏼠 􏼡. (26)

At the second mode, it can be obtained by

χ2 � ϑ 2
dϕ2(x)

dx

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌x�L1

−
dϕ2(x)

dx

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌x�L

􏼠 􏼡. (27)

Employing the separating variables method, we record
ηr(t) � Nre

jwt and v(t) � Vejwt, where Nr and V represent
the amplitudes. By substituting them into equation (22), ηr
can be calculated by

ηr(t) � 􏽘
∞

r�1

χrϕrVe
jwt

ω2
r − ω2

+ j2ξrωrω
. (28)

By substituting equation (28) into equation (15), the
transverse deflection can be redescribed as the following
formula:

w(x, t) � 􏽘
∞

r�1

χrϕr(x)Ve
jwt

ω2
r − ω2

+ j2ξrωrω
. (29)

Finally, the tip deflection that occurred at the free end of
the cantilever is expressed as

w(L, t) � 􏽘
∞

r�1

χrϕr(L)Ve
jwt

ω2
r − ω2

+ j2ξrωrω
. (30)

3. Verification by FEM Simulation

3.1. Material Properties and Structural Parameters. +e
MCPA finite element model consists of Si substrate, SiO2
buffer, Pt first electrode, piezoelectric, and Pt second elec-
trode. +e geometrical dimensions of the segmented elec-
trodeMCPA include length L, width b, thicknesses hs, hi, he1,
hp, he2, and segmented length L1. All dimensions are listed in
Table 2. At the first and second mode, the mechanical
damping ratios were ξ1 � 0.01 and ξ2 � 0.013, respectively.
Poisson’s ratio υ � 0.3 was set in this paper, and other
material property parameters are shown in Tables 3 and 4.

3.2. Strain Distribution of the Cantilevers with MCPA. In the
simulations, the piezoelectric material is modeled by “solid5”
composed of 3D 8-node hexahedral coupled-field elements,
and the nonpiezoelectric materials are modeled by “solid45”
including 8-node linear structural elements. At the beam’s
fixed end, the freedom degree of displacement is limited to be
zero. +e electrode connection of the first and second elec-
trodes is implemented using coupling commands. For the
upper surface of the second electrode layer and the lower
surface of the piezoelectric layer, the voltage is coupled and
constrained to be zero. +e applied voltage is coupled to the
upper surface of the first electrode layer. Figures 2(a), 2(b),
3(a) and 3(b) show the raw and finemesh of the finite element
(FEM); the circled area marks the position of the strain node.
+e strain distributions of the continuous and segmented
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electrode MCPAs at the first two modes are, respectively,
presented in Figures 2(c), 2(d), 3(c), and 3(d). +e black line
of MCPA is the cutting position of the segmented electrode
(L1), as shown in Figure 3. It can be observed that, at the first
mode, the strain of the continuous and segmented electrodes
decreases monotonously from the fixed end to the free end in
the strain contours of the MCPAs. However, at the second
mode, there is a minimum strain magnitude at a certain
region of the beam, which is much lower than at the fixed end,
indicating the presence of a strain node.

4. Results and Discussion

4.1. Determination of Strain Nodes. Figure 4 shows the de-
pendence of normalized deflection and normalized strain
distribution of the MCPAs with continuous and segmented
electrodes on the dimensionless position along the beam axis
x � x/L. Here, the normalized deflection curve is mono-
tonically decreasing, and there is no zero point at the first
mode, as shown in Figure 4(a). At the second mode there is a
zero point on the normalized deflection curve, indicating the
existence of strain nodes. In Figure 4(b), at the first mode, the
strain distribution curve is monotonically increasing without
strain node. At the second mode, there is a strain node at
x � x/L � 0.216, which is similar to the reported result [11].
+erefore, the existence of strain nodes at the second mode is
analyzed by both the theoretical and simulation models.

4.2. Effect of Segmented Electrode Length on Tip Deflection.
To verify the influence of the segmented electrode length L1
on the tip deflection of the MCPA, the L1-tip deflection
curves under different resonance frequency were simulated
when V� 1–5V, L1 � 0–1.0mm, and L� 1mm, as shown in
Figure 5. Figure 5(a) shows that tip deflection at the first
mode does not change with the increase of L1 under constant
applied voltages. Figure 5(b) indicates that, at the second
mode, as L1 increases from 0 to 0.216mm, the tip deflection

increases monotonically, but as L1 increases from 0.216 to
1mm, the tip deflection decreases nonmonotonically. +e
tip deflection increases and reaches a peak at L1 � 0.216mm
(strain node); then the tip deflection decreases and reaches
the lowest value at L1 � 0.620mm.Meanwhile, the maximum
value of tip deflection increases as the applied voltage in-
creases. At different modes, the electrode is segmented at the
strain node and the electrodes are connected in different
ways, in which the modal electromechanical coupling co-
efficient can reach a large value. For the modal displacement
in the spatial potential, the cancelation is prevented to in-
crease the tip deflection at the second mode. It indicates that
the mechanism of the segmented electrode to avoid the
modal displacement offsets at the high modes has been
verified for the MCPAs. By adjusting the length of the
segmented electrode and positioning segmentation location
at the strain node, the larger tip deflection value can be
obtained to improve the actuation performance.

4.3. Tip Deflections with the Segmented Electrode under Dif-
ferent Excitation Frequencies. Under different excitation fre-
quencies, the tip deflection at the first and second modes of the
MCPA with continuous and segmented electrodes is described
in Figures 6 and 7. +e tip deflection reaches a peak at the
resonance frequency, and the peak value increases with the
growth of the applied voltages, as shown in Figure 6. For
continuous electrodes and segmented electrodes MCPAs, the
tip deflections at the first mode are almost the same. At the
second mode, the tip deflection of the MCPA-S at the second
mode is almost 100% larger than that of the MCPA-C, as
depicted in Figure 7.+emaximum error of the tip deflection at
the secondmode is 6.8% between the theoretical and simulation
results, and the theoretical calculation results of tip deflection
are close to its simulation results. It reveals that, under different
excitation frequencies, there is zero/one strain node at the first/
second mode for the MCPAs, which has different degrees of
influence on the tip deflection. Furthermore, the series/parallel
connection is valid forMCPA-S at the first/secondmode. At the
second mode, the dynamic strain distribution of the beam can
change the strain direction on both sides of the strain node [11].
When the strain nodes are covered by the continuous elec-
trodes, the tip deflection of the beam is canceled. +erefore, the
optimized segmented electrode is cut at the strain node, and the
wires of the segmented electrodes are connected in series at the
first mode and in parallel at the secondmode. It can prevent the
modal displacement in the electric potential from canceling out
[21] and improve the actuation performance of MCPA-S.

4.4. Dependence of Tip Deflection on Applied Voltage. To
perceive the dependence of tip deflection on applied voltage,
theoretical calculations and simulations are carried out on
the tip deflection of MCPA-C and MCPA-S under different
applied voltages. Here, the tip deflection increases linearly
with the increase of the applied voltage from 1 to 5V, as
indicated in Figure 8. +e theoretical slope of the applied
voltage-tip deflection curve at the first mode is 12.85 μm/V at
24 kHz in Figure 8(a). In Figure 8(b), at 150 kHz, the the-
oretical slopes of the applied voltage-tip deflection curves at

Table 1: Frequencies and strain node positions (dimensionless) of
a cantilevered beam for the first three modes.

Mode λr

Strain node positions on
the x-axis (x � x/L)

1 1.87510407 — —
2 4.69409113 0.2165 —
3 7.85475744 0.1323 0.4965

Table 2: +e geometrical dimensions.

b
(μm)

L
(μm)

L1
(μm)

hs
(μm)

hi
(μm)

he1
(μm)

hp
(μm)

he2
(μm)

200 1000 216 20 1 1 2 1

Table 3: Mechanical properties of the different materials.

Material Si SiO2 Pt Piezoelectric
Density (kg/m3) 2330 2200 21400 7550
Young’s modulus (GPa) 170 72 168 81
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the second mode are 0.88 μm/V and 1.73 μm/V, respectively,
for MCPA-C and MCPA-S. +e theoretical and simulation
tip deflections of the MCPA-S are 97% larger than that of
MCPA-C, and the maximum relative error is 7.8%. Obvi-
ously, the theoretical values are in good agreement with the
simulation values. It shows that the presented theoretical
model can correctly estimate the dynamic tip deflection of
the MCPA under the applied voltage.

4.5. Dependence of the Tip Deflection on the Beam Length.
In order to investigate the relationship between the tip de-
flection and the beam length [18], the values of tip deflection of
the MCPA were obtained when L� 0–2.0mm and V� 1–5V.
+e theoretical/simulation results of the L-tip deflection curves
ofMCPA-C andMCPA-S at first and secondmode are given in
Figures 9 and 10. Under different constant voltages, as the beam
length L increases from 0 to 2mm, the tip deflections at the first
and second modes increase nonlinearly, which is consistent

with [22]. At the second mode, the tip deflection of the seg-
mented electrode is obviously greater than that of the con-
tinuous electrode, as shown in Figures 10(a) and 10(b). By
analyzing the relative deviations of the tip deflection when
V� 1V (low applied voltage), the theoretical and simulation
results are expressed by lines and dots, respectively, as shown in
Figure 10(c). +e maximum deviations of the tip deflections
between the theoretical and simulation results are 4.9% for the
MCPA-S and 4.1% for theMCPA-C. It is similar to the reported
results [21].+e validity of the proposedmodel has been verified
for segmented electrodeMCPA.+erefore, it is a useful strategy
to improve the actuation performance by adjusting the beam
length L, which can be used to drive microelectromechanical
switches [3].

4.6. Dependence of Tip Deflection on the Substrate/Piezo-
electric LayerDickness Ratio. In this section, r � Es/Ep and
h � hs/hp are defined to describe Young’s modulus ratio

Table 4: Materials properties of the piezoelectric layer.

Piezoelectric constant d (pm V-1) Dielectric constant Elastic constant (GPa)

d31 � −123 ε11 � 730ε0
c11 � 139
c12 � 77.8

d33 � 289 ε33 � 635ε0
c13 � 74.3
c33 � 115

d15 � 496 c44 � 25.6
c66 � 30.6

NODAL SOLUTION
STEP=1
SUB=1
FREQ=24091.9
EPTOINT (AVG)
DMX=13725.6
SMN=206.486
SMX=.103E+07

206.486
115053

229900
344746

459593
574440

689286
804133

918980
.103E+07

NODAL SOLUTION
STEP=1
SUB=2
FREQ=150433
EPTOINT (AVG)
DMX=13728.5
SMN=7289.51
SMX=.604E+07

7289.51 .135E+07
.202E+07 .336E+07

.403E+07
.470E+07 .604E+07

.537E+07.269E+07
677339

(a)

(c) (d)

(b)

Figure 2: (a) +e FEM mesh and (b) local view of the mesh at the strain node and the stress contours of the MCPA-C at the first (c) and
(d) second mode.
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and thickness ratio between the substrate and the pie-
zoelectric layer [23]. In order to investigate dependence
of tip deflection on the thickness ratio between the
substrate and piezoelectric layer, when V � 1 V, he � 1 μm,
L � 1mm, b � 200 μm, and hi � 1 μm, the h-tip deflection
curves of MCPAs at the first two modes under different

Young’s modulus ratios were simulated and analyzed.
+ey are shown in Figures 11 and 12. Two monotonously
changing regions are formed on two sides of the maxi-
mum point of each curve. At the first and second modes,
as h and r increase, the tip deflections increase/decrease in
the upward/downward region. In particular, when the

NODAL SOLUTION
STEP=1
SUB=1
FREQ=24081.2
EPTOINT (AVG)
DMX=13724.1
SMN=157.492
SMX=.103E+07

157.492
115067

229976
344885

459794
574703

689612
804521

919430
.103E+07

5537.5
681.541

.136E+07
.203E+07

.271E+07
.339E+07

.406E+07
.474E+07 .609E+07

.541E+07

NODAL SOLUTION
STEP=1
SUB=2
FREQ=150339
EPTOINT (AVG)
DMX=13725.7
SMN=5537.5
SMX=.609E+07

(a)

(c) (d)

(b)

Figure 3: (a) +e FEMmesh and (b) local view of the mesh at the strain node and the stress contours of the MCPA-S at the first (c) and
(d) second mode.
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Figure 4: +e (a) normalized deflection and (b) normalized strain distribution of the first two modes are simulated by MATLAB and FEM.
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thickness ratio is constant (h � 0–2.3), the tip deflection
increases with the increase of Young’s modulus
(r � 0.8–2.4). In the downward region, when h is constant

(h � 2.3–5), the tip deflection decreases as r increases
(r � 0.8–2.4). For MCPAs at the first and second mode, the
change tendencies of tip deflections with h and r are
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Figure 5: Effect of the segmented electrode length L1 on tip deflection for the first (a) and second (b) modes under different applied voltages.
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Figure 6: Tip deflection of the MCPA with the continuous and segmented electrodes for the first mode under different excitation fre-
quencies at (a) V� 1V, (b) V� 2V, (c) V� 3V, (d) V� 4V, and (e) V� 5V.
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similar through theoretical calculation and simulation.
+e tip deflection of MCPA-S is good with that of MCPA-
C at the first mode. Obviously, with a smaller thickness
ratio and a larger Young’s modulus ratio, the curve in the
upward region has a larger slope; i.e., in this region the tip
deflection is more sensitive to the thickness change,

which is beneficial for position sensing [24]. At the
second mode, the slopes of the tip deflection curves for
MCPA-S are significantly larger than that of the curves
for MCPA-C, as shown in Figure 12. It indicates that the
tip deflection of MCPA-S is more sensitive to change of
thickness ratio and Young’s modulus ratio. A smaller
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Figure 7: Harmonic response of the MCPA with the continuous and segmented electrodes for the second mode at (a) V� 1V, (b) V� 2V,
(c) V� 3V, (d) V� 4V, and (e) V� 5V.
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thickness ratio and larger Young’s modulus ratio can
achieve the maximum tip deflection, thereby improving
the actuation performance of the MCPAs [25].

5. Conclusions

In summary, by considering the influence of the strain node
on the beam at the high modes for the MCPAs, the optimal
position of segmented electrode should be at the strain node.
At the high modes of MCPAs, the tip deflections of the
MCPA-S are larger than that of the MCPA-C, so the ac-
tuation performance can be improved.+e strain node of the
MCPA-S is 0.216mm at the secondmode, and the developed
complete electromechanical coupling model can predict the
tip deflection at the first twomodes.+e results of theoretical
calculation and simulation indicate that the tip deflections of
the MCPA-S are consistent with the MCPA-C at the first
mode. +e tip deflection of the MCPA-S is almost 100%
larger than that of the MCPA-C at the second mode, and the
tip deflection at the second mode has a maximum error of

6.8% between the theoretical and simulation results. Ob-
viously, the theoretical values and the simulation results are
relatively close, indicating that the proposed model can
precisely estimate the tip deflection of MCPAs. +e reliance
of tip deflection on segmented electrode length, actuation
frequency, voltage, beam length, substrate/piezoelectric
thickness, and Young’s modulus ratio are also discussed.+e
results indicate that, for the MCPA-S, under a certain beam
length and high voltage pressure, a smaller thickness ratio
and a larger Young’s modulus ratio of the substrate/pie-
zoelectric layer are beneficial to gain a larger tip deflection.
+e proposed model verifies the mechanism of MCPA-S to
avoid the modal displacement offsets at the high modes, and
predicted results can provide valuable guidance for opti-
mizing the construction and efficiency of MCPAs.

Data Availability

+e data that support the findings of this study are available
from the corresponding author upon reasonable request.
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Figure 12: +eoretical (a) and FE simulation (b) results of the dependence of tip deflection on thickness ratio h at the second mode under
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.is study investigates how to obtain the natural frequency of functionally graded porous beams simply supported on an elastic
substrate in thermal surroundings by the theory of third-order shear deformation. Temperature constantly changes in the beam
thickness direction and step with the distribution of volume fraction power law of the ingredient has been affected on the material
attributes. .e distribution of uniform porosity at the pass phase is examined. To achieve the equations of governing, Hamilton’s
principle was carried out. To discretize these equations, the generalized differential quadrature method has been used. First, the
approach’s convergence is shown. Comparison with the results of other articles was performed for validation. Here, the impacts of
numerous factors like index of power law, heat field type, temperature difference, slenderness ratio, and porosity coefficient and
elastic substrate factors of a functionally graded porous beam on the natural frequencies were studied for simple boundary
conditions. In addition to displaying these parameters’ impact on the beam’s thermomechanical evaluation, the conclusions also
confirm the accuracy of the numerical technique used.

1. Introduction

Laminated composites are widely utilized in diverse
equipment and structure, especially thermomechanical
loads, due to their mechanical and thermal suitability. Due
to the discontinuity of the material and many changes in the
location of the layers, the stress concentration is created in
this region, which will eventually lead to the separation of
the layers from each other. In addition, many changes in the
plastic in the boundary layer cause cracks and growth in the
material [1]. Here, functionally graded (FG) materials are a
suitable alternative to these materials. .e development and
expansion of FG materials in recent years have attracted the
attention of engineers and researchers. .ese materials are
used due to their multiple applications in the aerospace
industry, aerospace engineering, and heat shields; therefore,

it is necessary to have a detailed analysis of the dynamic
behavior of FG materials. .is need led to research on FG
graded structures and beams and their free vibrations using
various beam theories.

Several researchers like Alshorbagy et al. [2], Pradhan
and Chakraverty [3], and Jin and Wang [4] have utilized the
classical beam theory for FG beams with a large slenderness
ratio. For FG beams with a medium slenderness ratio, this
theory considers the deformation to be less than the actual
value and ignores the transverse shear deformation effects
and estimates the natural frequencies to be larger than the
actual value. Timoshenko’s theory overcomes this classical
theory limitation in research by researchers, for example, Li
[5], Wu et al. [6], and Katili et al. [7]. A correction parameter
is required in this theory because of the zero shear stress
violation at the top and bottom of the beam.
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.e high-order shear deformation theory is applied for
better predicting the behavior of the beam and other
structures. As mentioned before, this research was directed
towards the analysis of the vibrations of FG beams using
these theories. Wen and Zeng analyzed the vibrations of the
beams utilizing the high-order finite element [8]. Şimşek
evaluated the principle frequencies of FG beams making use
of the theories of various high-order and different boundary
conditions [9]. Kazemzadeh-Parsi et al. investigated free
vibration of FG plates applying the theory of high-order
shear deformation [10].

In engineering issues and applications, beams are usually
supported along their length on a substrate and interact with
that substrate. Studies about the impact of elastic substrate
parameters on the free vibrations of isotropic beams were
carried out by Chen [11] and Malekzadeh and Karami [12].
Additionally, several studies have been conducted by
Aghazadeh et al. [13], Akbaş [14], and Mohseni and Sha-
kouri [15] on the bending and free vibration of FG beams
depending on one- and two-parametric elastic substrates
and based on different theories and solution methods.

As we can see, there are few studies on the FG beams in
thermal surroundings. Several studies were done with the
thermal behavior approach for showing the advantages of
FG materials. Vibrations of an FG beam located in a thermal
surrounding were considered by Mahi et al. utilizing high-
order shear deformation theory and analytical method [16].
An analytical technique was used by Trinh et al. for in-
vestigating the behaviors of buckling and vibration FG
beams under thermal loads [17]. .om and Kien studied the
free vibrations of two-directional FG beams in thermal
surroundings [18].

With rapid progression in structure technology, the
latest achievements in the field of FG materials can be the
porosity of these materials..erefore, the effect of porosity is
of special importance. .ese porous structures have inter-
esting mechanical attributes like excessive rigidity related to
very low determined weight. So far, some studies have been
done about the vibrational behavior of this porous structure.
Linear and nonlinear studies on vibrations of FG permeable
beams depending on an elastic substrate were investigated
by Wattanasakulpong and Ungbhakorn [19]. Ebrahimi and
Jafari studied the temperature impact on vibrations of FG
beams with two porosity types and Timoshenko’s theory
[20]. Ait Atmane et al. checked out the thickness and
permeable effect on FG beam’s mechanical responses on
elastic substrates [21]. Heshmati and Daneshmand inves-
tigated the vibration analysis of nonuniform porous beams
with porosity distribution in FG state [22]. Akbaş et al.
presented a dynamic analysis of thick beams with porous
layers in FG and viscoelastic support [23].

Often, numerical approximation methods have to be
sought to solve vibration problems due to the complexity of
the problems. Classical techniques such as finite element and
finite differencemethods are well developed and well known.
.ese methods can provide very accurate results by using a
large number of grid points; thus, they are computationally
expensive. In a large number of cases, only a limited number
of frequencies and mode shapes or a dynamic response at

only a limited number of points needs to be found. Also, due
to the difficulties with the shear deformation theory of third
order, to solve the equations of governing, powerful tech-
niques are required; therefore, the differential quadrature
method (DQM) was used in this research. .e DQM dis-
cretizes any derivative at a point by a weighted linear sum of
functional values at its neighboring points. In the general-
ized differential quadrature method (GDQM), by consid-
ering the cosine division function, the number of nodes at
the border increases, the calculations decrease, and the speed
of convergence to the answers increases. For the free vi-
bration analysis of FG panels, shells, plates, and beams, this
method was applied by Bert and Malik [24], Farid et al. [25],
Malekzadeh and Heydarpour [26], Ersoy et al. [27], Wang
et al. [28], Wang et al. [29], Wang et al. [30], Al-Furjan et al.
[31], Al-Furjan et al. [32], Shariati et al. [33], Huang et al.
[34], Al-Furjan et al. [35], Huang et al. [34], and Al-Furjan
et al. [36]. Zahedinejad investigated the free vibrations of FG
beams depending on a two-parameter elastic foundation in a
temperature-rise environment with DQM [37].

.e novelty of this paper is the simultaneous FG porous
beam analysis using the theory of third-order shear de-
formation on the elastic substrate in the temperature-de-
pendent environment by GDQM. .e motivation of this
research is a thermomechanical analysis of thick FG porous
structures under different thermal loads and also to eval-
uate the accuracy of GDQM. For example, hot section
blades of gas turbine and plasma-facing components in
divertor of a nuclear reactor are exposed to thermal loads.
In this research, analysis of the free vibration FG porous
beams with uniform porosity distribution is studied
according to the theory of third-order shear deformation.
.e porosity distribution is considered through the beam
thickness direction. Additionally, the effect of thermal
loads and elastic substrate impact was considered on the
frequency parameters. Hamilton’s principle is used to
obtain boundary conditions and equations of motion, and
the GDQMwas used to solve them..e materials attributes
are a function of temperature and differ over the beam
thickness direction with the distribution of power law. .e
behavioral convergence method was applied and the ac-
curacy of the consequences was investigated with other
solutions due to the articles. .is research considered the
geometric parameters impact, various temperature distri-
butions and elastic substrate stiffness coefficients, and
porosity volume fraction, according to FG porous beam
natural frequencies.

2. Kinematics

Figure 1 showed uniform porosity of FG porous beam, width
b, length L, and height h depending on an elastic substrate.
.e displacement field is selected through the beam theories
of third-order shear deformation with the following as-
sumptions: (1) Shear components and bending are com-
ponents of the transverse and axial displacements. (2) .e
bending component of the classical beam theory and the
axial displacement in this theory are similar. (3) Shear axial
displacement and the third-degree variation of shear strain
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in the beam depth direction are different and the shear stress
in upper and lower beam planes is zero.

According to these assumptions [38], the field of the
displacement is

u1(x, z, t) � u(x, t) − z
zwb

zx
− f(z)

zws

zx
,

u2(x, z, t) � 0,

u3(x, z, t) � wb(x, t) + ws(x, t),

(1)

where ui(i � 1, 2, 3), ws, and wb represent the axial dis-
placement, shear, and bending components of horizontal
displacement on the beammidpoint..e shear stress and the
horizontal shear strain distribution at the beam depth satisfy
the boundary conditions of stress-free up and low beam
planes represented by the shape function f(z). According to
Reddy’s shear deformation theory [39], this function can be
shown as

f(z) �
4z

3

3h
2.

(2)

.e present field of displacement and Reddy’s theory are
different from each other. Two components of the horizontal
displacement are the displacements due to bending and
shear. Strains can be defined as

εxx �
zu

zx
− z

z
2
wb

zx
2 − f(z)

z
2
ws

zx
2 ,

cxz � 1 −
df(z)

dz
􏼠 􏼡

zws

zx
≡ g(z)

zws

zx
.

(3)

3. FG Porous Materials Properties

.e beammaterial composition changes from the metal-rich
lowest surface (z � − h/2) to the ceramic-rich upper surface
(z � h/2), following a simple power law relating to the
volume fractions of the constituents; that is,

Vc �
1
2

+
z

h
􏼒 􏼓

p

,

Vm � 1 − Vc,

(4)

where − h/2≤ z≤ h/2 and p is the material index of power
law, which is greater than or equal to zero. .e case where p

is equal to zero shows a completely ceramic beam, while the
approaching infinity shows an almost fully metallic beam.
Parameters Vm and Vc denote the fractions of the metal and
ceramic volume. .e main attributes Peff, such as Poisson’s
ratio υ, Young’s modulus E, and thermal expansion coef-
ficient, are specified as

Pasternak layer

Winkler layer

x

y

z

b

h

L

Figure 1: FG porous beam schematic depending on an elastic substrate.
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Peff(z, T) � Pc(T) − Pm(T)( 􏼁Vc + Pm(T) − Pc(T) + Pm(T)( 􏼁
a

2
, (5)

where a is the porosity coefficient.
FG materials are often applied in high-temperature

surroundings with unavoidable changes in material at-
tributes. Here position and temperature are important
factors in the FG beam material attributes, so accurately
predicting the structural response should be considered in
accordance with the temperature. Material properties are
stated as environmental nonlinear function at tempera-
ture T(K) as

P(T) � P0 P− 1T
− 1

+ 1 + P1T + P2T
2

+ P3T
3

􏼐 􏼑, (6)

whereas T(z) � T0 + ΔT(z), T0 � 300K, and P0, P− 1, P1, P2,
and P3 are unique temperature-dependent coefficients for
the materials of constituent. It is assumed that, in the
thickness direction, the temperature varies with upper and
lower surfaces temperatures being known. Due to this case,
to calculate the temperature function along the thickness
direction, the following steady-state heat transfer equation
can be solved:

−
d

dz
k

dT

dz
􏼢 􏼣 � 0. (7)

Imposing the boundary conditions solved this equation:
T � Tc in z � h/2 and T � Tm in z � − h/2.

.e equation solution in [40] is as follows:

T(z) � Tc −
Tc − Tm

􏽒
h/2
− h/2 dz/k(z, T)

􏽚
z

− h/2

dz

k(z, T)
, (8)

where k(z,T) is thermal conductivity.

4. Equations of Governing

Hamilton’s principle is determined for the FG beam
equations of the motion.

􏽚
t2

t1

δK − δU − δVef􏼐 􏼑dt � 0, (9)

where t, t1, and t2, respectively, are the time and the initial
and end times; δK, δU, and δVef are the kinetic and the total
strain energy variations and the potential energy of the
elastic substrate variations. .e total beam strain energy can
be shown as

U � Ud + UT, (10)

where Ud and UT are, respectively, the strain energy because
of mechanical stresses and the initial stresses of the strain
energy as a result of temperature rise. .ese strains are
represented by the following equations [41]:

Ud �
1
2

􏽚
L

0
􏽚

A
σxxεxx + σxzcxz( 􏼁dAdx,

σxx � E(z, T)εxx,

σxz �
E(z, T)

2(1 + υ(z, T))
,

(11)

UT �
1
2

􏽚
L

0
􏽚

A
σT

xxdxx􏼐 􏼑dAdx, (12)

dxx �
zu1

zx
􏼠 􏼡

2

+
zu3

zx
􏼠 􏼡

2

. (13)

.e thermal stress in (12) is presented by

σT
xx � −

E(z, T)α(z, T)

1 − υ(z, T)
ΔT(z). (14)

.e potential energy and the kinetic energy in the elastic
substrate can be given by

K �
1
2

􏽚
L

0
􏽚

A
ρ(z) _u

2
1 + _u

2
3􏼐 􏼑dAdx, (15)

Vef �
1
2

􏽚
L

0
􏽚

b

0
kwu

2
3 + kp

zu3

zx
􏼠 􏼡

2
⎡⎣ ⎤⎦|z�0dy dx, (16)

where the Winkler and shearing-layer elastic coefficients of
the substrate are kw and kp depending on the soil and
underlayer properties, like elastic modulus, Poisson’s soil
ratio, and the soil length. By replacing equations (10)–(16) in
(9) and integrating by components according to space and
time, the motion equations of FG beam are considered as

δu: I0€u − I1
z€wb

zx
− J1

z€ws

zx
�

zN

zx
+

zN
T

zx
, (17)

δwb: I0 €wb + €ws( 􏼁 + I1
z€u

zx
− I2

z
2
€wb

zx
2 − J2

z
2
€ws

zx
2 �

z
2
Mb

zx
2

+
z
2
M

T
b

zx
2 + A

T
+ kp􏼐 􏼑

z
2
wb

zx
2 +

z
2
ws

zx
2􏼠 􏼡 − kw wb + ws( 􏼁,

(18)

δws: I0 €wb + €ws( 􏼁 + J1
z€u

zx
− J2

z
2
€wb

zx
2 − K2

z
2
€ws

zx
2 �

z
2
Ms

zx
2

+
z
2
M

T
s

zx
2 + A

T
+ kp􏼐 􏼑

z
2
wb

zx
2 +

z
2
ws

zx
2􏼠 􏼡 +

zQ

zx
− kw wb + ws( 􏼁,

(19)

Where N, NT،Mb،MT
b ،Ms،MT

s , and Q parameters are
defined as
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N � A
zu

zx
− B

z
2
wb

zx
2 − Bs

z
2
ws

zx
2 , (20)

N
T

� A
Tzu

zx
− B

Tz
2
wb

zx
2 − B

T
s

z
2
ws

zx
2 , (21)

Mb � B
zu

zx
− D

z
2
wb

zx
2 − Ds

z
2
ws

zx
2 , (22)

M
T
b � B

Tzu

zx
− D

Tz
2
wb

zx
2 − D

T
s

z
2
ws

zx
2

(23)

Ms � Bs

zu

zx
− Ds

z
2
wb

zx
2 − Hs

z
2
ws

zx
2 , (24)

M
T
s � B

T
s

zu

zx
− D

T
s

z
2
wb

zx
2 − H

T
s

z
2
ws

zx
2 , (25)

Q � As

zws

zx
. (26)

.e estimations of coefficients are as follows:

I0, I1, J1, I2, J2, K2( 􏼁 � 􏽚
A
ρ(z) 1, z, f(z), z

2
, zf(z), f

2
(z)􏼐 􏼑dA,

A, B, Bs, D, Ds, Hs( 􏼁 � 􏽚
A

E(z, T) 1, z, f(z), z
2
, zf(z), f

2
(z)􏼐 􏼑dA,

As � 􏽚
A

E(z, T)

2(1 + υ(z, T))
g
2
(z)dA,

A
T

, B
T
, B

T
s , D

T
, D

T
s , H

T
s􏼐 􏼑 � 􏽚

A
σT

xx 1, z, f(z), z
2
, zf(z), f

2
(z)􏼐 􏼑dA.

(27)

.e motion equations of the substation parts are esti-
mated by replacing relations (20)–(26) with (17)–(19) as
follows:

δu: I0€u − I1
z€wb

zx
− J1

z€ws

zx
� A + A

T
􏼐 􏼑

z
2
u

zx
2 − B + B

T
􏼐 􏼑

z
3
wb

zx
3 − Bs + B

T
s􏼐 􏼑

z
3
ws

zx
3 . (28)

δwb: I0 €wb + €ws( 􏼁 + I1
z€u

zx
− I2

z
2
€wb

zx
2 − J2

z
2
€ws

zx
2 � B + B

T
􏼐 􏼑

z
3
u

zx
3 − D + D

T
􏼐 􏼑

z
4
wb

zx
4 − Ds + D

T
s􏼐 􏼑

z
4
ws

zx
4 + A

T
+ kp􏼐 􏼑

z
2
wb

zx
2 +

z
2
ws

zx
2􏼠 􏼡

− kw wb + ws( 􏼁,

(29)
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δws: I0 €wb + €ws( 􏼁 + J1
z€u

zx
− J2

z
2
€wb

zx
2 − K2

z
2
€ws

zx
2 � Bs + B

T
s􏼐 􏼑

z
3
u

zx
3 − Ds + D

T
s􏼐 􏼑

z
4
wb

zx
4 − Hs + H

T
s􏼐 􏼑

z
4
ws

zx
4

+ A
T

+ kp􏼐 􏼑
z
2
wb

zx
2 +

z
2
ws

zx
2􏼠 􏼡 + As

z
2
ws

zx
2 − kw wb + ws( 􏼁.

(30)

5. Conditions of Boundary

.ese parameters are determined due to the FG beam
conditions of the boundary:

N + N
T

􏼐 􏼑 � 0 or u � 0, (31)

Qb ≡
zMb

zx
+

zM
T
b

zx
+ A

T zwb

zx
+

zws

zx
􏼠 􏼡 − I1€u + I2

z€wb

zx

+ J2
z€ws

zx
� 0 orwb

� 0,

(32)

Qs ≡
zMs

zx
+

zM
T
s

zx
+ A

T zwb

zx
+

zws

zx
􏼠 􏼡 + Q − J1€u + J2

z€wb

zx

+ K2
z€ws

zx
� 0 orws

� 0,

(33)

Mb + M
T
b􏼐 􏼑 � 0 or

zwb

zx

� 0,

(34)

Ms + M
T
s􏼐 􏼑 � 0 or

zws

zx

� 0.

(35)

x � 0 and x � L are different conditions which can be
obtained by combining the conditions in (30)–(35). .e
simple soft support conditions of boundary in this research
are examined as follows:
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A + A
T

􏼐 􏼑
zu

zx
− B + B

T
􏼐 􏼑

z
2
wb

zx
2 − Bs + B

T
s􏼐 􏼑

z
2
ws

zx
2 � 0 or N + N

T
􏼐 􏼑 � 0,

B + B
T

􏼐 􏼑
zu

zx
− D + D

T
􏼐 􏼑

z
2
wb

zx
2 − Ds + D

T
s􏼐 􏼑

z
2
ws

zx
2 � 0 or Mb + M

T
b􏼐 􏼑 � 0,

Bs + B
T
s􏼐 􏼑

zu

zx
− Ds + D

T
s􏼐 􏼑

z
2
wb

zx
2 − Hs + H

T
s􏼐 􏼑

z
2
ws

zx
2 � 0 or Ms + M

T
s􏼐 􏼑 � 0,

wb � 0, ws � 0.

(36)

For substitution components, these answers apply to
analyze free vibrations:

u(x, t) � u(x)e
Iωt

,

wb(x, t) � wb(x)e
Iωt

,

ws(x, t) � ws(x)e
Iωt

,

(37)

where I �
���
− 1

√
and ω is natural frequency.

6. Differential Quadrature Separation

.e DQ separation rules based on Gauss-Lobatto-Cheby-
shev sampling points known as Generalized Differential
Quadrature (GDQ) are attained to transfer the constitutive
equations and related boundary conditions into algebraic
equations [24].

xi �
1
2

1 − cos
i − 1

Nx − 1
􏼠 􏼡π􏼨 􏼩, i � 1, 2, . . . , Nx − 1 . (38)

.e nth-order partial derivative of f(x) with respect to x
at the discrete point xi is

f
(n)
x xi( 􏼁 � 􏽘

Nx

i�1
C

(n)
ij f xi( 􏼁, (39)

where Nx is the number of the differential quadrature
separation items in the direction of length. C

(n)
ij are

weighting coefficients associated with the nth-order partial
derivative of f(x) with respect to x at the discrete point xi..e
first one is

C
1
ij �

M xi( 􏼁

xi − xj􏼐 􏼑M xj􏼐 􏼑
, (40)

where

M xi( 􏼁 � 􏽙

Nx

j�1 j≠ i

xi − xj􏼐 􏼑. (41)

.e weighting coefficients of higher-order derivatives
can be obtained through the following recurrence relation:

C
(n)
ij � n C

(n− 1)
ij C

1
ij −

C
(n− 1)
ij

xi − xj􏼐 􏼑
⎛⎝ ⎞⎠ i, j � 1, 2, . . . Nx,

C
(n)
ij � − 􏽘

Nx

j�1j≠ i

C
n
ij n � 1, 2, . . . Nx − 1.

(42)

Based on this method, the partial derivatives of a
function can be given as

zf(x, t)

zx
|x�xi

� 􏽘

Nx

j�1
Aijf xj, t􏼐 􏼑i � 1, 2, ..., Nx,

z2f(x, t)

zx2 |x�xi
� 􏽘

Nx

j�1
Bijf xj, t􏼐 􏼑,

z3f(x, t)

zx3 |x�xi
� 􏽘

Nx

j�1
Cijf xj, t􏼐 􏼑,

z4f(x, t)

zx4 |x�xi
� 􏽘

Nx

j�1
Dijf xj, t􏼐 􏼑,

(43)

where Aij, Bij, Cij, and Dij are the first-, second-, third-,
and fourth-order weighting coefficients of the DQM,
respectively.

.e conditions of boundary and the motion equations
are converted to DQM as the equations related algebra. .e
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differential equations of governing and conditions of
boundary are considered as separation use for derivatives
(24) and relations (28)–(30) and (36) and DQM as follows:

A + A
T

􏼐 􏼑 􏽘

Nx

j�1
Bijuj − B + B

T
􏼐 􏼑 􏽘

Nx

j�1
Cijwbj − Bs + B

T
s􏼐 􏼑 􏽘

Nx

j�1
Cijwsj + ω2

I0ui − I1 􏽘

Nx

j�1
Aijwbj − J1 􏽘

Nx

j�1
Aijwsj

⎛⎝ ⎞⎠ � 0,

B + B
T

􏼐 􏼑 􏽘

Nx

j�1
Cijuj − D + D

T
􏼐 􏼑 􏽘

Nx

j�1
Dijwbj − Ds + D

T
s􏼐 􏼑 􏽘

Nx

j�1
Dijwsj + A

T
+ kg􏼐 􏼑 􏽘

Nx

j�1
Bij wbj + wsj􏼐 􏼑⎛⎝ ⎞⎠ − kw wbi + wsi( 􏼁

+ ω2
I0 wbi + wsi( 􏼁 + I1 􏽘

Nx

j�1
Aijuj − I2 􏽘

Nx

j�1
Bijwbj − J2 􏽘

Nx

j�1
Bijwsj

⎛⎝ ⎞⎠ � 0,

Bs + B
T
s􏼐 􏼑 􏽘

Nx

j�1
Cijuj − Ds + D

T
s􏼐 􏼑 􏽘

Nx

j�1
Dijwbj − Hs + H

T
s􏼐 􏼑 􏽘

Nx

j�1
Dijwsj + A

T
+ kg􏼐 􏼑 􏽘

Nx

j�1
Bij wbj + wsj􏼐 􏼑⎛⎝ ⎞⎠ − kw wbi + wsi( 􏼁

+ As 􏽘

Nx

j�1
Bijwsj + ω2

I0 wbi + wsi( 􏼁 + J1 􏽘

Nx

j�1
Aijuj − J2 􏽘

Nx

j�1
Bijwbj − K2 􏽘

Nx

j�1
Bijwsj

⎛⎝ ⎞⎠ � 0,

(44)

A + A
T

􏼐 􏼑 􏽘

Nx

j�1
Aijuj − B + B

T
􏼐 􏼑 􏽘

Nx

j�1
Bijwbj − Bs + B

T
s􏼐 􏼑 􏽘

Nx

j�1
Bijwsj � 0,

B + B
T

􏼐 􏼑 􏽘

Nx

j�1
Aijuj − D + D

T
􏼐 􏼑 􏽘

Nx

j�1
Bijwbj − Ds + D

T
s􏼐 􏼑 􏽘

Nx

j�1
Bijwsj � 0,

Bs + B
T
s􏼐 􏼑 􏽘

Nx

j�1
Aijuj − Ds + D

T
s􏼐 􏼑 􏽘

Nx

j�1
Bijwbj − Hs + H

T
s􏼐 􏼑 􏽘

Nx

j�1
Bijwsj � 0,

wbi � 0, wsi � 0.

(45)

Boundary conditions based on this method are written in
relation (45).

.e boundary degrees and domain of freedom separate
parts of the freedom degrees for obtaining the eigenvalue
system of equations as

d{ } �

u{ },

wb􏼈 􏼉,

ws􏼈 􏼉,

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
domain

, b{ } �

u{ },

wb􏼈 􏼉,

ws􏼈 􏼉,

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
boundary

. (46)

In the matrix form, using (46), the motion equations
separated form can be arranged differently as

Sdb􏼂 􏼃 b{ } + Sd d􏼂 􏼃 d{ } − ω2
i [M] d{ } � 0. (47)

[M] is the mass matrix where [Sdb] and [Sd d] are the
rigid matrices. Similarly, the separated form condition of the
boundary is

Sbb􏼂 􏼃 b{ } + Sb d􏼂 􏼃 d{ } � 0. (48)

.e rigid matrices are [Sbb] and [Sb d]. For removing the
freedom boundary degree b{ } from (47), (48) is applied
resulting in

[S] − ω2
i [M]􏼐 􏼑 d{ } � 0, (49)

where [S] � [Sd d] − [Sdb][Sbb]− 1[Sb d]. To find the natural
frequencies, the former eigenvalue equation can be solved.

7. Results and Discussion

First, the method convergence is considered for simply
supported conditions of boundary. .e conclusion accuracy
is confirmed by comparing other available solutions. A beam
containing aluminum (Al) and alumina (Al2O3) is con-
sidered for temperature-independent states. Table 1 shows
the FG material characteristics.

A beam concluding stainless steel (SUS304) and silicon
nitride (Si3N4) is estimated for the temperature-dependent
cases. In Table 2, the temperature-dependent material at-
tributes for somemetals and ceramics are listed, according to
the data given in [40].

.e natural frequency of nondimensional (λn) are
explained as

λn �
ωnL

2

h

���ρm

Em

􏽲

. (50)
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.e metallic layer density and Young’s modulus are ρm

and Em . Parameter values at the reference temperature of
T0 � 300K are used for temperature-dependent FG beam.
.e dimensionless elastic substrate constants are defined as

Kw �
kwL

4

E0I
,

KP �
kPL

2

π2E0I
.

(51)

Parameter I is defined as

I �
bh

3

12
. (52)

Here, the number of differential quadrature grid points
along the length was investigated for frequency convergence.
However, the elastic substrate and porosity effects were
ignored. Table 3 presents the natural frequency converging
for simply supported conditions. In this table, it is clear that
the results converged with Nx � 29.

In Table 4 the parameters of frequency were estimated
and compared with those by Ebrahimi and Jafari [20] and
Şimşek [9]. .e good agreement was observed.

Further confirming the results obtained from the
GDQM, Zahedinejad, in an article [37], investigated the
isotropic beam frequencies depending on an elastic layer and
in comparison with Matsunga [34]. .e impacts of elastic
substrate and slenderness ratio parameters are considered.
.e method accuracy was observed between the presented
results in close agreement.

In Table 5, the first nondimensional frequency computed
under the temperature-dependent environments with
conditions of the simply supported boundary is compared
with those by Ebrahimi and Jafari [20]. Here, three thermal
states are considered: (1) uniform temperature rise (UTR),

(2) linear temperature rise (LTR), and (3) nonlinear tem-
perature rise (NLTR). .ere is a good agreement between
the two solutions. .e validity of using the GDQM is
confirmed because of the above consequences comparison
and the good agreement of these results and other articles. In
the following, the various factors’ impacts on the first fre-
quencies are investigated.

For considering the elastic substrates impact on FG beam
nondimensional natural frequencies, studies were per-
formed on both parameters of the elastic substrates. A beam
with uniform porosity distribution applies a uniform
thermal load. By canceling Pasternak’s parameter, for po-
rosity coefficient values, the dimensionless frequencies
variation versus the Winkler’s parameter can be figured in
Figure 2. Also, by canceling Winkler’s parameter for various
porosity coefficients, these variations are plotted versus
Pasternak’s parameter in Figure 3. From these figures, for the
porosity coefficient value, enhancing Winkler’s and Pas-
ternak’s parameters causes the natural frequencies to in-
crease. Because of enhancing both elastic substrate factors,
the complete system stiffness increases, and therefore the
dimensionless frequencies increase. .e higher frequencies
can be obtained by the larger porosity coefficient values. As

Table 1: Properties of alumina and aluminum.

Properties Metal (Al) Ceramic (Al2O3)

E(GPa) 70 38
υ 0.3 0.3
ρ(kg/m3) 2702 3960

Table 2: .e temperature-dependent coefficients in metals and ceramics.

Material Properties P0 P− 1 P1 P2 P3

Si3N4

E(Pa) 348.43e+ 9 0 − 3.070e − 4 2.160e − 7 − 8.946e − 11
α(1/K) 5.8723e − 6 0 9.095e − 4 0 0

k(w/mK) 13.723 0 − 1.032e − 3 5.466e − 7 7.876e − 11
υ 0.24 0 0 0 0

ρ(kg/m3) 2370 0 0 0 0

SUS304

E(Pa) 201.04e+ 9 0 3.079e − 4 − 6.534e − 7 0
α(1/K) 12.330e − 6 0 8.086e − 4 0 0

k(w/mK) 15.379 0 − 1.264e − 3 2.092e − 6 − 7.223e − 10
υ 0.3262 0 − 2.002e − 4 3.797e − 7 0

ρ(kg/m3) 8166 0 0 0 0

Table 3: First three frequencies of nondimensional converging
(p� 5).

L/h n
(Nx) number of grid points

5 9 15 21 25 29 33

5
1 2.995 3.373 3.392 3.396 3.398 3.399 3.399
2 19.546 11.512 11.482 11.511 11.521 11.526 11.526
3 35.921 19.789 19.788 19.787 19.786 19.785 19.785

20
1 3.273 3.646 3.648 3.648 3.648 3.648 3.648
2 78.673 14.558 14.364 14.369 14.370 14.372 14.372
3 143.686 36.194 31.522 31.551 31.559 31.565 31.565
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shown in Figure 4, natural frequencies versus different
temperature differences are in the range of 4 to 7 for different
values of Winkler’s parameter, and those are in the range of
25 to 40 for different values of Pasternak’s parameter.

Pasternak’s parameter has a greater effect on natural fre-
quencies than Winkler’s parameter; also, combining both
elastic substrate factors caused higher frequencies. In other
words, Pasternak’s parameter and combining both elastic

Table 4: Comparing frequency of first nondimensional FG beam simply supported conditions (Tc � Tm � 300, a � 0, Kw � Kp � 0).

L/h Source and solution method Material power law index (p)
0 0.2 0.5 1 2

5
Ebrahimi Navier solution 5.152 4.808 4.410 3.990 3.626
Şimşek Lagrange’s equations 5.152 4.806 4.408 3.990 3.634
Present DQM 5.149 4.804 4.407 3.988 3.624

20
Ebrahimi Navier solution 5.460 5.081 4.651 4.205 3.836
Şimşek Lagrange’s equations 5.460 5.082 4.651 4.205 3.836
Present DQM 5.460 5.081 4.651 4.205 3.836

Table 5: Comparison of the first nondimensional frequency for simply supported FG porous beam with various thermal loads and material
power law index ( L/h � 20).

a .ermal loads Reference
(p) power law index

0 0.1 0.2 0.5 25 29 33
ΔT � 20

0

UTR Ebrahimi 6.303 5.558 5.072 4.278 3.727 3.331 3.014
Present 6.301 5.556 5.071 4.276 3.726 3.330 3.014

LTR Ebrahimi 6.358 5.615 5.132 4.340 3.389 3.390 3.071
Present 6.337 5.595 5.129 4.320 3.781 3.388 3.074

NLTR Ebrahimi 6.358 5.616 5.134 4.343 3.792 3.394 3.074
Present 6.346 5.609 5.131 4.341 3.791 3.393 3.073

0.1

UTR Ebrahimi 6.889 5.911 5.308 4.369 3.744 3.308 2.968
Present 6.880 5.907 5.303 4.366 3.741 3.306 2.966

LTR Ebrahimi 6.937 5.962 5.361 4.424 3.779 3.361 3.020
Present 6.929 5.958 5.358 4.420 3.796 3.359 3.018

NLTR Ebrahimi 6.937 5.963 5.363 4.427 3.803 3.365 3.022
Present 6.930 5.957 5.359 4.423 3.799 3.362 3.021

0.2

UTR Ebrahimi 7.824 6.418 5.627 4.478 3.758 3.274 2.908
Present 7.821 6.416 5.625 4.477 3.757 3.274 2.908

LTR Ebrahimi 7.865 6.463 5.675 4.527 3.807 3.321 2.953
Present 7.859 6.458 5.670 4.523 3.805 3.319 2.953

NLTR Ebrahimi 7.894 6.464 5.676 4.530 3.810 3.324 2.955
Present 7.884 6.458 5.670 4.525 3.797 3.321 2.953

ΔT � 40

0

UTR Ebrahimi 6.033 5.292 4.810 4.022 3.476 3.084 2.772
Present 6.029 5.289 4.808 4.021 3.475 3.084 2.772

LTR Ebrahimi 6.213 5.480 5.002 4.218 3.671 3.276 2.959
Present 6.207 5.475 4.994 4.213 3.667 3.273 2.957

NLTR Ebrahimi 6.213 5.482 5.006 4.224 3.678 3.283 2.964
Present 6.205 5.475 5.001 4.219 3.675 3.280 2.962

0.1

UTR Ebrahimi 6.641 5.671 5.073 4.140 3.521 3.090 2.755
Present 6.638 5.669 5.070 4.137 3.519 3.088 2.753

LTR Ebrahimi 6.801 5.838 5.243 4.314 3.695 3.260 2.920
Present 6.792 5.830 5.236 4.308 3.689 3.256 2.917

NLTR Ebrahimi 6.801 5.840 5.247 4.320 3.702 3.267 2.925
Present 6.792 5.833 5.241 4.314 3.697 3.264 2.923

0.2

UTR Ebrahimi 7.595 6.602 5.418 4.277 3.563 3.084 2.723
Present 7.590 6.197 5.415 4.275 3.561 3.082 2.721

LTR Ebrahimi 7.736 6.349 5.568 4.430 3.715 3.232 2.867
Present 7.728 6.334 5.564 4.426 3.711 3.229 2.865

NLTR Ebrahimi 7.736 6.351 5.572 4.437 3.722 3.239 2.871
Present 7.727 6.346 5.566 4.433 3.718 3.236 2.869
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substrate parameters increase the stiffness and thus increase
the natural frequency.

Figure 5 shows the temperature impact on frequencies,
the variation of nondimensional natural frequency versus
temperature for different power law indexes, and a constant
slenderness ratio. A uniform temperature rise is subjected by
the beam with a uniform porosity distribution. For power
law indexes smaller than one, first, the natural frequency
decreases with increasing temperature and then further
natural frequency increases with rising temperature. But,

always for indexes of power law greater than one, decreasing
the natural frequencies of the beam concurred with in-
creasing temperature. In the case of porous beams, given the
modulus of elasticity, density, coefficients of inertia, and
other mechanical properties in addition to the observance of
temperature and porosity, it can also be affected by the
power law index. .e natural frequency with increasing
temperature depending on the value of the power law index
and porosity coefficient has been down to a point, and, from
there, with the predominance of the effects of the power law

a = 0
a = 0.1
a = 0.2

0
4

4.5

5

5.5

λ1

6

6.5

20 40
Kw

60 80 100

Figure 2: Winkler’s parameters impact on the first nondimensional FG porous beam frequency with the simply supported condition.
p � 0.5, ΔT � 100, and L/h �5.

a = 0
a = 0.1
a = 0.2

0
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5
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15λ1

20

25

30
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60 80 100

Figure 3: Pasternak’s parameters impact on the first nondimensional FG porous beam frequency with the simply supported condition.
p � 0.5, ΔT � 100, and L/h �5.
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index and the porosity coefficient, this trend will increase. In
this case, by approaching the ceramic material, this issue will
be more evident. Also, with enhancing the power law index,
the frequency decreases for a certain temperature variation.

Figure 6 shows the frequency consequences contrary to
the different porosity parameters temperature at fixed values
of the slenderness ratio and index of power law to display the
porosity coefficient impact with a uniform porosity distri-
bution on the natural frequency. Higher natural frequencies

are required for a higher value of the porosity coefficient. As
shown in Figure 6, for the nonporosity mode, with in-
creasing temperature variation for a thick beam, the natural
frequency decreases because of the change in beam stiffness
and greater flexibility with increasing temperature. In the
case of porous beams, given that porosity can affect all the
elasticity modulus, coefficients of inertia density, and other
mechanical attributes with observing temperature and

0
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8
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∆ T (°K)

600500 800700 1000900 0
25

30

λ1

35
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200100 400300
∆ T (°K)

600500 800700 1000900

Kw = 0 Kp = 0
Kw = 40 Kp = 0

Kw = 0 Kp = 0
Kw = 40 Kp = 0

Figure 4: Winkler’s and Pasternak’s parameters impact on the first nondimensional FG porous beam frequency with the rise in uniform
temperature with the simply supported condition. p � 0.5, a � 0.2, and L/h �5.
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Figure 5: Various temperatures differences impact on the first
nondimensional FG porous beam frequency with the simply
supported condition. a � 0.2 and L/h �5.
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Figure 6: Porosity index impact on the first nondimensional FG
porous beam frequency with the simply supported condition and
various temperatures differences. p � 0.5 and L/h �5.

12 Shock and Vibration



power law index, the natural frequency with increasing
temperature depending on the power law index value and
coefficient of porosity to a point and, from there, with the

predominance of the index of power law impact and the
coefficient of porosity, can cause this trend increase. For a
larger porosity coefficient, this will occur at lower temper-
ature differences.

In Figure 7, the thermal load’s effect on frequencies is
presented. .e uniform porosity distribution of the beam is
displayed in three uniform, linear, and nonlinear thermal
loads for fixed values coefficient of porosity, slenderness
ratio, and index of power law. .e frequencies are higher
than the other two states for the uniform temperature
distribution with various temperatures differences, and the
slope of the frequency decreasing variations is smaller. .is
is due to the greater flexibility of the beam due to the higher
temperature of different points in the beam thickness
direction.

For different slenderness ratio values and constant values
coefficient of the porosity and the index of power law, the
differences of the dimensionless natural frequencies of FG
beam with the temperature versus a uniform porosity dis-
tribution are presented in Figure 8. .e beam is exposed in a
uniform temperature rise. As shown in the figure, at a high
slenderness ratio, thermal buckling occurs at a lower tem-
perature difference. .erefore, the comparison of frequen-
cies should be made below the critical temperature. It is
clear, in the figure, that the natural frequencies were higher
at a given temperature difference for a smaller slenderness
ratio, and this is due to the greater geometric stiffness of the
beam with a smaller slenderness ratio.

8. Conclusion

.is research studies functionally graded beams dynamic
behavior with an elastic substrate of two parameters in a
temperature-dependent environment and uniform porosity.
Temperature-dependent and constant variation in the di-
rection of the beam thickness and the distribution of power
law of the material constituents’ volume fraction are the
material attributes. Uniform, linear, and nonlinear thermal
loads are carried out in the direction of beam thickness. For
considering the thick beam’s vibrational behavior, the theory
of third-order shear deformation is used. For the motion
equations, Hamilton’s principle was administered. For solving
the equations of governing, generalized differential quadra-
ture method has been used. .e impacts of power law index,
type of thermal load porosity coefficient, and beam slen-
derness ratio on natural beam frequencies were investigated.
We can conclude the numerical consequences as follows:

(i) the decrease in frequency, there is an increase in
the material index (p).

(ii) .e shorter (or thicker) beam has a higher natural
frequency.

(iii) the increase in temperature, there is a decrease in
natural frequency for nonporous beam, because
high temperatures can reduce the material stiffness
with fixed mass.

(iv) In the case of porous beams, given the modulus of
elasticity, density, coefficients of inertia, and other
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Figure 7: .ermal field type impact on the first nondimensional
FG porous beam frequency with the simply supported condition
and various temperatures differences. p � 0.5, a � 0.2, and L/h �5.
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Figure 8: Slenderness ratio effect on the first nondimensional FG
porous beam frequency with the simply supported condition and
various temperatures difference. p � 0.5 and a � 0.2.
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mechanical properties in addition to the obser-
vance of temperature and power law index, it can
also be affected by porosity. .e natural frequency
with increasing temperature depending on the
value of the power law index and porosity coef-
ficient has been down to a point, and, from there,
with the predominance of the effects of the power
law index and the porosity coefficient, this trend
will increase.

(v) .e natural frequency under the uniform increase
in temperature for thick functionally graded po-
rous beam is greater than those under the linear
and nonlinear increase in temperature.

(vi) .e porosity increase will enhance the natural
frequency in the distribution of uniform porosity
and a certain thermal variation.

(vii) .ere is a significant effect on the natural fre-
quency by changes in the elastic substrate rigidity.
.e total system stiffness and, accordingly, the
natural frequency are enhanced by increasing both
elastic substrate factors. In other words, combining
both elastic substrate parameters increases the
stiffness and thus increases the natural frequency.

(viii) .e presented numerical method is in good
agreement with the solution methods in other
articles. In other words, generalized differential
quadrature method provides very accurate results,
and, with fewer divisions, the answer can be
reached faster.
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(e precise detection of building vibration signals is a crucial problem for the identification of building vibration sources and
characteristics. However, the building vibration signal is usually accompanied by complex high-frequency noise. (e present
study proposed a novel building vibration signal denoising method based on improved empirical modal decomposition coupled
with interwoven Fourier decomposition (IEMD-IWFD). (e noise-embed building vibration signal is first decomposed by the
IEMD-IWFD. (en, the intrinsic mode function (IMF) components with useful information are extracted from the original
building vibration signal using the energy criterion of the autocorrelation function. After that, the building vibration signal is
formed by reconstructing the IMF component using the Hilbert transform. Based on the comparison of similarity coefficient and
mean square error between the reconstructed signal from IEMD-IWFDM and EMD and target signal, it is indicated that the
IEMD-IWFDM exhibits a better denoising performance for the simulated building vibration signal induced by trains.

1. Introduction

Building vibration signal processing is an indispensable part
of vibration source identification and feature extraction.
Poston et al. [1] reported on measurements from an
instrumented, public building and examined the viability of
conventional localization algorithms for locating persons
moving within a building. Field measurements of vibration
and noise on the ground and inside a nearby 3-story building
subjected to moving subway trains were conducted by Zou
et al. [2]. A general synthesis of identification and vibration
control of building structures under unknown excitations
was proposed by Lei et al. [3], which has been proven to be
cost-effective and beneficial for developing smart building
structures.

(e key role of signal processing is to extract the desired
section of the signal and remove the high-frequency noise.
Some time, frequency and time-frequency domain-based

methods have been proposed to suppress interference
during vibration signal collection [4]. Traditional averaging
approaches in the time domain are more suited to periodic
signals [5]. (eir denoising performance is limited to vi-
bration signals with varying frequency and amplitude.
Frequency domain methods such as Butterworth filtering
and homomorphic filtering provide a better insight into the
stability of a system, which can remove noise within the
frequency band of interest [6]. (e model frequency and its
changing range caused by the variation of working condi-
tions and surroundings are required when using frequency
domain methods. (erefore, their application is limited [7].
Since characteristics such as time and frequency are taken
into account, wavelet transform and other time-frequency
domain techniques can be used on both static and nonstatic
signals [8]. Nonetheless, some proper thresholds and opti-
mal parameters should be manually selected and adjusted to
avoid the elimination of useful information [9]. Other
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denoising methods based on global projection [10], artificial
neural network [11], and singular value decomposition [12]
have also been proposed to carry out the denoising tasks.
Among the methods mentioned above for denoising vi-
bration signals, the denoising performance depends on the
selection and optimization of key parameters, which heavily
rely on the researchers’ empirical experiences.

Empirical mode decomposition (EMD) is an interesting
and paramount direction in the field of signal processing.
Lots of the works in the existing literature focus on nonlinear
unsmooth signal analysis. For instance, a novel data-driven
technique for the detection and isolation of faults was built
upon pseudo-fault signal (PFS)-assisted EMD [13]. Ahn
et al. [14] investigated fault detection of a roller bearing
system using a wavelet denoising scheme and proper or-
thogonal values of an intrinsic mode function covariance
matrix. Liu et al. [15] applied EMD-entropy to extract
characteristic parameters from vibration signals of high
voltage circuit breakers. EMD has been widely used in the
engineering field owing to its adaptability. As the key point
of the EMD, the screening process has a major influence on
signal decomposition. (e upper and lower envelopes, on
the other hand, generated from cubic spline interpolation
(CSI) in the EMD always lead to undershoots [16], over-
shoots [17], and edge effects [18], hence yielding unsatis-
factory results. Li et al. [19] proposed an improved empirical
modal decomposition (IEMD) algorithm. (e latter is based
on the modification of the envelope algorithm by repacking
the CSI with C2 piecewise rational cubic spline interpolation
(PRCSI) and C2 monotonic piecewise rational cubic spline
interpolation (MPRCSI), which presented the superiority,
especially for those nonlinear and unstable signals. However,
the IEMD algorithm is not good when decomposing those
signals with the overlapped spectra [20]. As an auxiliary
measure to the IEMD, interwoven Fourier decomposition
(IWFD) can extract signals by optimizing bandwidths in the
frequency domain. (e IWFD is a digital information time-
frequency analytical technique that is adaptable. Quasi-
bandpass filters with zero phase are used to decompose the
signal into a few Fourier intrinsic band functions guaran-
teeing the signal’s complete rebuilding in the IWFD [21].

As mentioned above, although extensive investigations
have been conducted in the field of building vibration

signals, research report in the denoising of building vibra-
tion signals, which remains a challenging task, is limited.
Moreover, it becomes more difficult when signals disturbed
by noise have nonlinear and nonsteady characteristics.
(erefore, the authors of this study evaluated the denoising
performance for the building vibration signal using the
IEMD coupled with the IWFD (referred to as IEMD-IWFD).

2. Strategy for Building Vibration
Signal Denoising

Figure 1 shows the procedure flowchart for building vi-
bration signal denoising. (e IEMD-IWFD is employed to
decompose the real building vibration signal into intrinsic
mode functions (IMFs). After that, the IMFs are extracted
using the energy criterion of the autocorrelation function
(ACF). After the determination of IMFs, the target building
vibration signal is formed by IMFs reconstruction by the
Hilbert transform. (e details of the algorithms used in the
current denoising method are described as follows.

2.1. Description of IEMD-IWFD

2.1.1. IEMD Algorithm. Many researchers have employed
the EMDmethod, which is an adaptive algorithm to perform
the reconstruction [22], classification [23], and denoising
[24] of a signal. However, the use of CSI to generate peak and
lowest envelopes has some disadvantages such as overtones
and subtones. EMD encountered difficulties in fitting signals
with the local extremum of CSI. Some methods have been
proposed to improve the adaptability of cubic spline [25].
One of these methods is the Hermite cubic spline with a
shape controlling parameter developed by Li et al. [19]. (e
shape controlling parameter is more flexible than the CSI,
but it still cannot satisfy the flexibility and smoothness si-
multaneously. (ere has been lots of research on the C2
cubic spline, which can interpolate the monotone, positive,
and convex data [25].

For a given dataset ((xi, fi), i� 0, 1, . . ., n) with
x0< x1< . . .< xn, let hi� xi+ 1 – xi, Δi� (fi+ 1 – fi)/hi and
θ� (x − xi)/hi (0< θ< 1). A well-advised cubic spline for
interpolating Ii� [xi, xi+ 1] is defined as follows:

Si(x) �
Mi(x)

Ni(x)
�

Pi0(1 − θ)
3

+ Pi1θ(1 − θ)
2

+ Pi2θ
2
(1 − θ) + Pi3θ

3

(1 − θ)
2αi + θ(1 − θ) 2αiβi + ci( 􏼁 + θ2βi

. (1)

An unknown Pik (k� 0, 1, . . ., n) has the following form:

Pi0 � αifi,

Pi1 � 2αiβi + αi + ci( 􏼁fi + αihidi,

Pi2 � 2αiβi + βi + ci( 􏼁fi+1 − βihidi,

Pi3 � βifi+1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

where the parameters αi> 0, βi> 0, and ci≥ 0 are used to
adjust the interpolation curve shape. For instance, the data
range, monotonicity, positivity, and convexity over the
complete gap can be controlled. Based on the C2 continuity,
the following linear system can be described:

aidi− 1 + bidi + cidi+1 � ei, i � 1, 2, . . . , n − 1, (3)
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where

ai � hiαi− 1αi,

bi � hiαi ci− 1 + 2αi− 1βi− 1( 􏼁 + hi− 1βi− 1 ci + 2αiβi( 􏼁,

ci � hi− 1βi− 1βi,

ei � hiαi ci− 1 + αi− 1 + 2αi− 1βi− 1( 􏼁Δi− 1 + hi− 1βi− 1 ci + βi + 2αiβi( 􏼁Δi,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

Clearly, the first derivative variable di can be calculated
with good approximation based on the aforementioned
linear system and coupled with two more equations such as
s(t) (x0)� d0 and s(t) (xn)� dn, and the first derivative
parameter di can be calculated through a unique solution

from this linear system. Two options for end-point deriv-
atives were explored by Karim and Pang [25], d0 and dn.
(ere is only one option in this case, which takes into ac-
count the equation.

d0 � Δ0 + Δ0 − Δ1( 􏼁
h0

h0 + h1
􏼠 􏼡 anddn � Δn− 1 + Δn− 1 − Δn− 2( 􏼁

hn− 1

hn− 1 + hn− 2
􏼠 􏼡. (5)

For the choice of the parameters, they have tested some
cases to guarantee the smoothness of curves with different
interpolation shapes, and the C2 PRCSI has been extensively
validated. In the comparison between the simulated results
from [25, 26], it is proved that the performance of the C2 cubic
spline performed well. Nevertheless, there is no useful infor-
mationmentioned for themonotonicity, and thus, a monotone
version for the C2 PRCSI will be further introduced.

Abbas et al. [26] investigated the shape-preserving C2
PRCSI for monotone data. It can be seen that it appears
with the original form of C2 PRCSI at every span Ii � [xi,
xi + 1].

Si(x) �
Pi(θ)

Qi(θ)
, (6)

where

Noise Signal

Noise eliminated

Signal
Decomposition

Signal
Extraction

Signal
Reconstruction

IEMD-IWFDM

Energy criterion of ACF

Hilbert transform

Original building
vibration signal

IMFs

Dominant IMFs

Reconstructed
radar signal

Figure 1: Procedure flowchart of building vibration signal denoising.
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Pi(θ) � αifi(1 − θ)
3

+ fi 2αi + βi + ci( 􏼁 + αihidi( 􏼁θ(1 − θ)
2

+ fi+1 αi + 2βi + ci( 􏼁 − βihidi+1( 􏼁θ2(1 − θ) + βifi+1θ
3
,

Qi(θ) � (1 − θ)
2αi + θ(1 − θ) ci + αi + βi( 􏼁 + θ2βi .

(7)

At the same boundary conditions as mentioned above,
such as the variables that keep the shape of αi> 0, βi> 0,
ci≥ 0 and the dataset ((xi, fi), i� 0,1, . . ., n) with xi< xi+ 1
and fi< fi+ 1, etc., two cases for the monotonical series are
presented as follows.

Case 1. Δi � 0, di � di+1 � 0 and Si(x) � fi,∀x ∈ Ii,

i � 0, 1, . . . , n − 1;

Case 2. Δi > 0, S
(1)
i (x) � 􏽐

4
k�0 (1 − θ)4− kθkMki/(qi(θ))2,

where

M0i � α2i di,

M1i � 2αi αi + 2βi + ci( 􏼁Δi − βidi+1( 􏼁,

M2i � M1i + M3i − M0i + M4i( 􏼁 + ci αi + βi + ci( 􏼁Δi − 2αiβi di + di+1( 􏼁,

M3i � 2βi 2αi + βi + ci( 􏼁Δi − αidi( 􏼁,

M4i � β2i di+1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

(e C2 curve for monotone data is preserved by the
rational cubic function when the shape parameters meet the
following requirements:

αi > 0,

βi > 0,

ci � mi + max 0,
di+1βi − Δi αi + 2βi( 􏼁( 􏼁

Δi

,
diαi − Δi 2αi + βi( 􏼁( 􏼁

Δi

􏼨 􏼩,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

where mi is a constant larger than 0,
(e interpolation error was investigated in [18], whereby

the minimum interpolation error is lower than 0.064.
Compared to other alternative approaches, it is very di-
minutive, and this implies that the C2 MPRCSI with the
parameter choice schemes presented in [26] is computa-
tionally economical and pictorially appealing in comparison
with the local and global schemes [27] and the scheme
developed in Ref. [28].

2.1.2. IWFD Algorithm. (e Fourier decomposition algo-
rithm with adaptability characteristics is an adaptive data-
driven signal decomposition technique that generates the
signal’s analytic illustration and Hilbert transform [29].
Compared to the EMD algorithm, the main advantage of the
Fourier decomposition algorithm is that it has more detailed
mathematical expressions. As a result, there is no need to
predefine the parameters such as iterations, window lengths,

and termination criteria. When using the Fourier decom-
position algorithm, a signal can be considered as a series of
zero-mean orthosecting functions known as analytical
Fourier intrinsic band functions.

In the Fourier decomposition algorithm, a real-valued
N-point signal x[n] is represented by the weighted sum of
Fourier bases based on the discrete Fourier transform
(DFT):

x[n] � 􏽘
N− 1

k�0
X[k]W

− kn
N , (10)

where WN � e − j(2π/N) and x[k] denotes the N-point DFT
coefficients of the signal x[n]. (ese coefficients can be
achieved in a numerically effective way using fast Fourier
transform (FFT) techniques.

(eN-point signal x[n] can be rewritten by the following
two forms:
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x[n] � X[0] + 􏽘
N/2− 1

k�1
X[k]W

− kn
N + X

N

2
􏼔 􏼕W

− Nn/2
N + 􏽘

N− 1

k�N/2+1
X[k]W

− kn
N , (11)

x[n] � X[0] + 􏽘

(N− 1)/2

k�1
X[k]W

− kn
N + 􏽘

N− 1

k�(N− 1)/2+1
X[k]W

− kn
N . (12)

Due to x(n) being a real-valued signal, 􏽐
N/2− 1
k�1 X[k]W− kn

N

and 􏽐
N− 1
k�N/2+1X[k]W− kn

N are a pair of complex conjugates.
(e same holds true for 􏽐

(N− 1)/2
k�1 X[k]W− kv

N and
􏽐

N− 1
k�(N− 1)/2+1 X[k]W− k

N in equation (12). Two definitions are
made as follows:

z[n]≜ 2 􏽘
N/2− 1

k�1
X[k]W

− kn
N , (13)

v[n]≜ 2 􏽘

(N− 1)/2

k�1
X[k]W

− kn
N . (14)

(e N-point signal x[n] can be expressed in a simpler
form as

x[n] �
X[0] + Re z[n]{ } +(− 1)

n
X[N/2], N: even ,

X[0] + Re v[n]{ }, N: odd ,
􏼨

(15)

where the real parts of z[n] and v[n] signals are stated by
Re(z[n]) and Re(v[n]), respectively. To reduce the com-
plexity in Fourier decomposition equations, signals with
even values of N are only considered. (e z[n] signal is
factorizable as in

2 􏽘
N/2− 1

k�1
X[k]W

− kv
N � 􏽘

M

i�1
ai[n]e

jϕi[n]
, (16)

where φi[n] and ai[n] are the real-time scenario and in-
stantaneous frequency, respectively, and M is the total
number.

Equation (16) expressed the decomposition process
which can be performed under the following conditions for
each analytic Fourier intrinsic band function:

fi[n] �
1
2π

ϕi[n + 1] − ϕi[n]( 􏼁≥ 0, (17)

ai[n]≥ 0, n � 0, 1, 2, . . . . . . N − 1, (18)

where fi[n] is the instantaneous frequency of the analytic
Fourier intrinsic band function.

In a forward search, i.e., the scanning from low to high
frequency, the decomposition process in equation (17) is
carried out by [29]

ai[n]e
jϕi[n]

� 2 􏽘

Ni

k�Ni − 1+1
X[k]W

− kn
N , (19)

where N0 � 0 and NM�N/2–1. In a backward search, i.e., the
scanning from high to low frequency, the decomposition
process in equation (17) is carried out by

ai[n]e
jϕ[n]

� 2 􏽘

Ni− 1− 1

k�Ni

X[k]W
− kn
N . (20)

(e key points of (19) and (20) aim to confirm the
frequency N1, N2, . . ., NM− 1. When the Ni is used, the right-
hand side of equation (15) and its corresponding instan-
taneous phase and instantaneous frequencies are calculated
for n� 0, 1, . . ., N − 1. (e minimum amount of possible Ni
for all n is determined by the frequency index Ni.

2.1.3. IEMD Coupled with IWFD. (e envelope algorithm
based on C2 piecewise rational cubic spline interpolation
(PRCSI) and C2 monotone piecewise rational cubic spline
interpolation (MPRCSI) was employed to decompose the
building vibration signal corrupted by noise. (e zero-phase
nonrectangular bandpass filters contained in the IWFDwere
coupled into the IEMD to analyze signals with multiple
components and intersecting instantaneous frequencies. We
first structured the upper envelope and lower envelope using
the C2-PRCSI method. Considering the presence of un-
dershoots, we further iteratively modified the original en-
velope using C2 MPRCSI technology to eliminate
undershoots as accurately as possible. With the assistance of
IWFD, filter parameters were evaluated in order to ensure
that the sum of all Fourier intrinsic band functions can
reconstruct the entire signal, which effectively improves the
compatibility of multicomponent building vibration signal
processing. Figure 2 presents the construction flowchart of
the IEMD-IWFDmethod. As it can be noticed and based on
the traditional EMD method, modified cubic spline inter-
polations are inserted to optimize the envelopes of the
original building vibration signal. (is is done so that a
relatively high accuracy and efficiency decomposition for the
extremely nonlinear and nonstationary building vibration
signals is achieved. (e determination of the IFM signal
refers to the decomposition process of the original signals in
IWFD. In a bid to analyze the signals of intersecting in-
stantaneous frequencies, the zero-phase nonrectangular
bandpass filters referred from IWFDwere employed to assist
the IEMD method. (e features of these filters are deter-
minate, and as a result, the sum of all FIBFs ensures a full
rebuilding of the signal. When compared with EMD, the
IEMD-IWFD is expected to be more competitive for the
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denoising of nonlinear and nonstationary building vibration
signals and more compatible for analyzing the intersecting
instantaneous frequencies of building vibration signals.

2.2. Description of Energy Criterion of ACF. (e correlation
function is an average measure of signal time-domain
characteristics, which describes the similarity degree be-
tween signals at different times.(e time average-based ACF
is calculated as follows:

Rx(m) �
1

N − |m|
􏽘

N− 1− |τ|

n�0
xN(n)xN(n + m), (21)

where m represents the time delay. In order to ensure the
consistency between the sequence length of ACF and the
length of signal xN(n), the time delay m should satisfy (–N/
2) − 1<m<N/2.(is sequence energy is expressed as follows:

E(n) � 􏽘
N− 1

n�0
x
2
(n). (22)

(e ACF of each component of the decomposed signal
can be calculated, and the distribution characteristics of the
ACF can be obtained. Due to weak correlation and strong
randomness at each moment of the random noise, the ACF
reaches its maximum value at the zero point, while the value
of the ACF rapidly decreases to a small value at other points.
Since there is a correlation between general signals at dif-
ferent times, the autocorrelation function value outside of
zero cannot quickly decay to very small values, but changes
with the varying time difference, especially for the periodic
signal. (e ACF is still a periodic signal and its change law is
different from the changing rule of the noise ACF obviously.
(e dominant IMFs can be determined according to the
ACF characteristics of each component.

2.3. Description of Signal Reconstruction Based on Hilbert
Transform. (e IMFs of the original signal can be regarded
as a set of multidimensional components closely related to
the information of the source signal. By calculating the
correlation between time-frequency characteristics, the
original signal can be recovered from these components.
Based on the signal decomposition, the basic flowchart of
target signal recovery is shown in Figure 3. (e Hilbert
transformation is used in multichannel IMFs to solve the
instantaneous frequency of signal components and obtain
the time-frequency characteristics of the signal. (e noise
and/or invalid signals can be filtered out based on the time-
frequency distribution of signal components. Based on
IMF’[n] and coefficient matrix A, the source signal S in the
mixed signal is separated, which can be expressed as

A · IMF’[n] � S. (23)

To explore the time-frequency behavior of each IMF
component, the Hilbert spectrum analysis was used in this
study to process the signals. Unlike FFT time-frequency
analysis, the Hilbert spectrum analysis is performed without
using the basic variable frequency to represent the behavior
of the signal. It analyzes the signal from the perspective of
instantaneous frequency and expands the signal into a time-
frequency plane. (e Hilbert spectrum analysis is derived by
applying Hilbert transform to any signal x(t), t ∈ (–∞,+∞),
stated as

y(t) � H[x(t)] � 􏽚
+∞

− ∞

x(τ)

π(t − τ)
dτ. (24)

Due to the integral singularity τ � t, the formula
expressed by Cauchy principal value integrals is given as

y(t) � H[x(t)] �
1
π
P.V􏽚

+∞

− ∞

x(τ)

t − τ
dτ, (25)

Construct the upper and
lower envelopes employing
C2 PRCSI

Subtract IMF

Zero-phase
non-rectangular
bandpass filters

Analysis of intersecting
instantaneous
frequencies signals

Updated signal Extract the local
extremum points

Form the upper and
lower envelops

Calculate the mean
value of envelopes

Extract the data that
satisfy the

conditions of IMF

IMF determined

Original signal

Constraint condition
of IMF determined

Modify the original envelopes
iteratively with C2 MPRCSI

IEMD
method

IWFDM
method

Figure 2: Procedure of IEMD-IWFD construction.
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where P.V represents the generalized Cauchy principal
valued integral.

Considering y(t) is the convolution of signal x(t) and 1/
πt, the above relationship also exists as

y(t) � x(t) ·
1
tπ

. (26)

It is known by the property of Fourier transform that

F(y) � F[1/tπ]F[x(t)], (27)

F[1/tπ] � − jsgn(f) �
− j, f> 0
j, f< 0

�
e

− j
π
2 , f> 0.

e
j
π
2 , f< 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(28)

To understand the meaning of the Hilbert transform,
expressed as type

z(t) � x(t) + jy(t) � a(t)e
jθ(t)

, (29)

where a(t)�(x2 + y2)1/2 is the amplitude of the signal and
θ(t)� tan− 1(y/x) is the instantaneous response signal.

(e frequency at any instance is expressed as

ω(t) �
dθ(t)

dt
. (30)

(e instantaneous frequency of the signal represents the
aggregation degree of signal energy in a certain frequency
band. Based on the Hilbert transform on IMF components,
the original signal is given as

x(ω, t) � 􏽘
n

j�1
aj(t)exp i 􏽚ωjdt􏼒 􏼓. (31)

After the transformation in the above steps, the am-
plitude and frequency of the original signal are given as a
function of time. If the signal is represented on the time-
frequency-energy three-dimensional distribution, the Hil-
bert spectrum H(ω, t) of the signal can be obtained as

H(ω, t) � 􏽘 Hi(ω, t). (32)

3. Results and Discussion

A model was proposed by Rossi and Nicolini [30] to predict
the building vibration induced by trains, as shown in
equation (3), in which the train’s quality and velocity, the

rail’s displacement, the soil’s characteristics, and the
sleeper’s spacing were considered as

Pmax � 􏽚
T/2

− T/2

MgsvtKe
− α

����
x2+d2

√

T2πi
������
x
2

+ d
2

􏽰 dx, (33)

Lv � 20 log
��������
Pmax/ρscR

􏽰

vref

􏼠 􏼡, (34)

where Pmax is the largest time-average power, M the total
train mass, s the longest vertical rail displacement, vt the
velocity of train, K the constant depended on model cali-
bration, α the dissipation constant of soil, d the distance
between power and train, T the length of train, i the spacing
between adjoining sleepers, Lv the level of vibration, ρs the
surface density of soil, and cR the velocity of wave’s prop-
agation, and vref equals 2.54×10–8m/s.

Developing a reliable prediction model for noise is
necessary to prevent the interference of environmental
noise. Some noise prediction models have been developed
and codified into industrial standards based on test con-
ditions and industrial circumstances. A model was proposed
by Nassiri et al. [31] to assess the noise induced by the train,
which is related to the velocity of the train, vt, and the
distance between power and train d, as shown in equation
(35). However, the impact of the curve, joint, and turnout of
the train were not considered, and thus, this model can only
be used to predict the noise caused in the testing line.

Ln � L0 − Kllg
d

d0
􏼠 􏼡 + Kslg

v

v0
􏼠 􏼡, (35)

where Ln is the equivalent sound level, Kl and Ks are the
correction factors of length and speed, and L0, d0, and v0 are
the reference values of sound level, distance, and speed,
respectively.

(e simulated building vibration signal without and with
the noise are given in Figures 4(a) and 4(b), respectively.

(e denoising of building vibration signals requires
signal decomposition first. Figure 5 shows the decomposed
IMF components based on the method of IEMD-IWFD.(e
synthetic building vibration signal is decomposed into 7
IMFs, which are ordered according to frequency. IMF1 and
IMF2 are obviously high-frequency components, while
IMF5–IMF7 are relatively low-frequency components.

(e decomposed results of synthetic building vibration
using the EMD are presented in Figure 6. As can be seen, two
fewer IMF components are obtained from the EMD

A·IMF’ [n] = S

Time frequency characteristic analysis

Time-frequency
distribution

Extract signal
information

Solving
coefficient matrix

Hilbert transform
IMFs

S

Figure 3: Procedure of target signal recovery.
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compared to the IEMD-IWFD. And the frequency change in
IMFs is distinct: high-frequency IMF components are
mainly concentrated in IMF1, while IMF2 and IMF3 show
relatively high-frequency signals.

Many experimental studies revealed many statistical
characteristics of noise after decomposition. In fact, each
IMF component complies with the normal distribution.
After the signal mixed with noise is decomposed, the IMF
component with a small ordinal number mainly contains the
highest frequency part of the noise, while the IMF com-
ponent with a large ordinal number mainly contains the
lowest frequency part of the noise. (e frequency-domain
characteristic of noise is destroyed. (e noise in each IMF
component is no longer the real noise, but still has the

statistical features of noise. With the similar distribution of
the general noise autocorrelation function, the autocorre-
lation function of the noise in each IMF component reaches
its maximum value at zero and rapidly decays to zero at
other points.

Figure 7 shows the autocorrelation function calculated
for the decomposed IMFs by IEMD-IWFD. According to the
distribution characteristics of the signal autocorrelation
function, the high frequency part of the noise, useful in-
formation components, and low frequency part of the noise
are mainly contained in IMF1-3, IMF4-5, and IMF6-7, re-
spectively. (e energy variation curve of the autocorrelation
function calculated by IMFs obtained by EMD decompo-
sition is shown in Figure 8. It can be seen that the
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Figure 4: Simulated building vibration signal without and with noise.
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autocorrelation function of IMF1-2 has low energy, while
the autocorrelation function of IMF3-4 has high energy.
(us, it is indicated that the decomposed IMFs dominated
by useful information by IEMD-IWFD and EMD are IMF4-
5 and IMF3-4 components, respectively.

After obtaining the IMF components dominated by
useful information, their weight coefficients were obtained
by solving the coefficient matrix based on the Hilbert
transform, and the target signal was reconstructed as follows.
(e transformation process of signal extraction time-fre-
quency characteristics is represented by F[·], and the rela-
tionship between the mixed signal and an IMF part is
represented as

A · F[IMF] � F[􏽢S],

F[IMF] � A− 1
· F[􏽢S],

(36)

where A is the coefficient matrix related to the time change
and 􏽢S represents the time domain estimate of the source
signal. By applying the Hilbert transform to both sides of the
equation, the time-frequency relationship of the signal can
be transformed into the relationship between time and
energy, which can be expressed as

H
− 1

[F[IMF]] � H
− 1

A
− 1

· F[􏽢S]􏽨 􏽩. (37)

In the process of using the time-frequency behavior of
each IMF component to reconstruct the time-frequency
characteristics of the source signal, the coefficient matrix A
essentially represents the weight value of each component at
each time node, i.e., the component with the larger A
corresponds to the larger correlation with the reference
value.

(e reconstructed building vibration signal based on
IEMD-IWFDM and EMD is shown in Figure 9. It is clear

from Figure 9(a) that the reconstructed building vibration
signal recovers well which benefits from the good separation
of the synthetic building vibration signal. And the signal
amplitude slightly changes after the reconstruction because
the building vibration signal mainly uses frequency mod-
ulation, which leads to the amplitude changes having a
relatively small impact on the separation performance.
However, it is observable in Figure 9(b) that the noise in-
terference was not exhaustively eliminated in the recon-
structed building vibration signal, which indicates that the
signal decomposition method of EMD has poorer perfor-
mance on building vibration signal denoising compared
with IEMD-IWFDM.

Figure 10 shows an experimental building vibration
signal collected from the high-speed rail station of
Changsha, in which the abscissa and ordinate represent
frequency and sound level, respectively. (e setup was built
to maintain the working of train and staff. (e vibration of
buildings mainly comes from the running of trains. (e
noise from rails, aerodynamic, and machinery are the major
noise sources.

Figure 11 shows the denoised building vibration signal
by EMD and the IEMD-IWFD methods. (e signal is
reconstructed after removing the recognized high-fre-
quency IMF component, which is regarded as a noise
signal. As seen, the denoised signal by the conventional
EMD method has a serious distortion. Especially at the
distance from 0 to 1 km, the signal cannot be effectively
recovered. (e denoised data from 1 to 6 km is similar to
the original echo signal, but still has large fluctuations.(e
denoised result obtained by the IEMD-IWFD method is
much better than the EMD method since the noise can be
effectively separated and eliminated and the signal details
can be kept to a certain extent.
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(e similarity coefficient and the mean square error have
been used to assess the degree of denoising performance of
the mixed signal based on IEMD-IWFD and EMD.

(e similarity coefficient is defined as

εi �
􏽐

N
n�1 si(n)yi(n)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

������������������

􏽐
N
n�1 s

2
i (n) 􏽐

N
n�1 y

2
i (n)

􏽱 , (38)

where s(n) represents the target signal, i.e., the reference
value, and y(n) represents the restricted signal, i.e., the
comparison value.

(e mean square error of signal is defined as

σi �

�����������������

1
N

􏽘

N

n�1
zi(n) − si(n)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

􏽶
􏽴

. (39)

(e similarity coefficient, mean square error, and time-
consuming between the reconstructed signal based on
IEMD-IWFDM and EMD and the target signal are enu-
merated in Table 1. (e similarity coefficient and mean
square error for the IEMD-IWFDM are higher and lower
compared to those for the EMD, respectively, which reveals
that the target signal can be effectively separated from the
building vibration signal corrupted by noise based on the
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IEMD-IWFD. (e time-consuming performances of EMD
and IEMD-IWFDM methods are compared for computa-
tional complexity assessment. Obviously, the total CPU time

of those methods depends on “the number of extrema
points, the length of the signal, the number of IMFs
decomposed, and other system setup expenses,” which are
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Figure 9: Reconstructed building vibration signal based on decomposed IMFs by IEMD-IWFD and EMD.
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set as the same value to keep the comparability in the
simulation. It can be seen from Table 1 that the IEMD-
IWFDM is slightly slower than the EMD, but it can achieve a
more complete decomposition than the EMD.

4. Conclusion

In this study, a novel signal decomposition method was
proposed by coupling the algorithms of IEMD and IWFD,
which can be used in the denoising of building vibration
signals. A synthetic building vibration was simulated by the
combination of a target building vibration signal and a noise
signal. It was first decomposed into some IMF components
using the novel IEMD-IWFD and traditional EMDmethods.
(e energy criterion of ACF was then employed to deter-
mine the IMFs dominated by useful information. Subse-
quently, the weight coefficient of each useful IMF was
obtained by solving the coefficient matrix through the
Hilbert transform. And the building vibration signal
denoising was finally carried out by reconstructing the useful
IMFs. (e denoising effects for the IEMD-IWFD and EMD
methods were compared by calculating the mean square
error and similarity coefficient. (e findings portrayed that
the new method (IEMD-IWFD) can effectively extract the
target signal from the signal corrupted by noise and achieve a
better building vibration signal denoising performance.
Next, we can make use of these clean signals to carry out
statistical classification of feature information extracted
from different types and scales and to realize multisource
and multiparameter diagnoses of building vibration signals.
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.e rotary platform is the load-bearing substrate of a hydraulic excavator. .e dynamic characteristics of the rotary platform
directly affect the reliability and safety of the whole machine of a hydraulic excavator. In this work, the characteristics of the main
external excitations acting on the hydraulic excavator such as the engine excitation, pressure pulsation excitation of the piston
pump, inertial excitation of the working device, and road excitation are analyzed. .e vibration transmission paths under the
action of external excitations are ascertained. A vibration test method for the rotary platform of the hydraulic excavator is
proposed. .e vibration characteristics of the rotary platform under complex working conditions are researched, and the internal
relationships between the vibration characteristics of the rotary platform and the engine excitation, pressure pulsation excitation
of the piston pump, and road excitation are analyzed experimentally. .e results show that the rotary platform is subjected to
different excitations when it is under different working conditions. Moreover, the internal relationships between the dynamic
characteristics of the rotary platform and the external excitation characteristics can be discovered by analyzing the vibration
signals of the rotary platform, and the dynamic characteristics of the whole machine of the hydraulic excavator can be deeply
studied based on the vibration characteristics of the rotary platform.

1. Introduction

Hydraulic excavators are widely used in many fields and play
a very important role in reducing manual labor and im-
proving labor production efficiency [1]. .ey are not only
used in the field of mining [2] but also in earthwork con-
struction, such as farmland transformation and demolition
[3]. .e hydraulic excavator is mainly composed of the
rotary platform, cab, working device, engine, hydraulic
system, and walking device. .e main components are in-
stalled on the rotary platform of the hydraulic excavator,
which means that the rotary platform is not only the load-
bearing substrate of the hydraulic excavator but also an
indispensable intermediate link in the vibration transmis-
sion path. Obviously, there is a coupling relationship be-
tween the rotating platform and the main devices of the
hydraulic excavator, such as the power device, working

device, and walking device. .us, the dynamic performance
of the rotary platform can effectively reflect the internal
relationships between the rotary platform and other devices
within the hydraulic excavator. .erefore, to ensure the safe
and reliable operation of the hydraulic excavator, it is
necessary to analyze the vibration characteristics of the
rotary platform.

At present, research works on the dynamics of the rotary
platform of hydraulic excavators have mainly focused on
theoretical and simulation studies. For example, Li et al. [4]
calculated the natural frequencies and mode shapes of the
rotary platform of the hydraulic excavator and proposed a
method to avoid the resonance of the rotary platform by
modifying its structure. .e result showed that the root
mean square value of the vibration acceleration of the im-
proved prototype cab is 0.12m/s2, which is lower than the
value of 0.25m/s2 before improvement. Zhang et al. [5]
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found the weak points of the structure of the rotary platform
of the hydraulic excavator using the finite element method,
allowing its stability and overall performance to be en-
hanced. .e result showed that the maximum composite
stress in the fatigue failure area under all working conditions
decreased from 172.46MPa to 123.82MPa. Yang et al. [6]
established a coupled lateral-torsional vibration model of the
rotary mechanism of the hydraulic excavator by considering
the rotary platform as an equivalent rotational inertia unit.
Jovanović et al. [7] developed software to enable the de-
termination and detailed analysis of the slewing bearing load
in the entire working range of the excavator. Qin et al. [8]
proposed a hydraulic-electric hybrid excavator swing drive
system. .ey verified that the energy consumption of the
proposed system was reduced by 37.26%∼53.29% within a
swing working cycle compared with the original system, and
the backswing phenomenon of the swing system is sup-
pressed. However, there have been few theoretical research
studies on the vibration response of the rotary platform of a
hydraulic excavator under complex working conditions.

Experimental investigations are an important method
for studying the dynamic characteristics of mechanical
structures. .erefore, increasing attention has focused on
experimental research studies. For example, Wei et al. [9]
undertook experiments to investigate the vibration response
performances of a rotating beamwith respect to the intensity
of the electric field, rotation speed, and acceleration. .ey
found that the vibration of the beam caused by the rotating
motion at different rotating speeds and acceleration could be
quickly suppressed by applying the electric field to the ER
beam and evaluated the feasibility of ER fluid in attenuating
the vibration of rotating beams. Zheng et al. [10] dealt with
the modeling and analysis of random vibration tests with six
degrees of freedom, involving an advanced multi-input/
multioutput system in which three translational and three
rotational motions could be simultaneously controlled. Jiang
et al. [11] provided an alternative method for testing the low-
frequency vibration of a huge bucket-wheel excavator and
obtained accurate estimates of the low natural frequencies of
the bucket-wheel excavator. Hydraulic excavators are a
complex vibration system; therefore, experimental investi-
gations are important to reveal their vibration characteris-
tics. At present, experimental investigations of the vibration
characteristics of hydraulic excavators are mainly focused on
the vibration characteristics of the cab. For example, Alphin
et al. [12] regarded whole-body vibration to be a major
health hazard among operators, so they conducted field
measurements of the whole-body vibration in tracked ex-
cavators with a breaker by using a standard vibration
measurement system. .e experimental result showed that
the vibration dose value recorded was 17.6–62.72m/s1.75,
and whole-body vibration exposure of the breaker operator
was much higher and lies beyond the upper limit as given in
ISO 2631-1. Lu and Zhou [13] processed the measured seat
vibration responses of a hydraulic excavator and identified
the vibration signals corresponding to different excitation
sources through the time-frequency analysis method com-
bined with ensemble empirical mode decomposition and a
continuous wavelet transform. Wang et al. [14] proposed

measures to improve the vibration characteristics of the cab
following vibration testing of hydraulic excavators. .e result
showed that the vibration isolation performance of the im-
proved prototype cab was obviously improved below 40Hz
and above 200Hz. Pang et al. [15] built an operational transfer
path analysis model of vibration from the engine to the cab
seat using the vibration test data of an excavator under
working conditions. .e result showed that the frequency-
domain features of the synthesized output signal agree well
with those of the test output signal; thus, the model is proved
valid. Dąbrowski and Dziurdź [16] present the proposition of
a simple estimation of noise and vibration propagation paths
of the machine and verify the effectiveness of a proposed
procedure on the basis of the analysis of hydraulic excavator.
.ey found that this procedure helped to minimize the
transfer of vibrations of power units in selected frequency
ranges that led to the change of overall noise level in oper-
ator’s cab about 5 dB. However, few experimental studies have
investigated the vibration characteristics of the rotary plat-
form under complex working conditions.

In this study, the vibration characteristics of the rotary
platform of a hydraulic excavator are tested and studied
under complex working conditions. .e aim of this study is
to comprehensively analyze the influence of various exci-
tations on the dynamic characteristics of the rotary platform
and to provide a useful basis for discovering the coupling
relationships between the rotary platform and other related
devices of the hydraulic excavator.

.e CLG906D tracked hydraulic excavator is taken as
the research object in this study, as shown in Figure 1.

2. Analysis of Vibration Characteristics of
Rotary Platform

2.1. Vibration Characteristic. Using the finite element
method, the dynamic equation of the rotary platform of the
hydraulic excavator can be established in the form:

M €U + C _U + ΚU � F, (1)

whereM, K, and C are the mass matrix, stiffness matrix, and
damping matrix of the rotary platform of hydraulic exca-
vator, respectively; €U, _U, and U are the generalized accel-
eration vector, generalized velocity vector, and generalized
displacement vector, respectively; F is the excitation acting
on the hydraulic excavator, including the engine excitation,
pressure pulsation excitation of the piston pump, inertial
excitation of the working device, and road excitation [17].

According to the dynamic equation (1), the frequency
equation of the rotary platform of the hydraulic excavator
can be expressed as

K − ω2M
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 � 0, (2)

where ω is the natural frequency of the rotary platform of
hydraulic excavator.

According to equation (2), the natural frequencies of the
rotary platform of the hydraulic excavator can be calculated
and the modes of the rotary platform of the hydraulic ex-
cavator can also be determined.
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According to the dynamic equation (1), the dynamic
response of the rotary platform is calculated by the modal
superposition method, which can be expressed as

U � 􏽘
N

i�1
ηi(t)φ(i)

, (3)

where φ(i) is the i-th order modal vector of the regular modal
matrix; ηi(t) is the response of the rotary platform under the
i-th canonical coordinate; and N is the number of degrees of
freedom of the rotary platform.

2.2. Analysis of Main Excitations. Under complex working
conditions, the excitations affecting a hydraulic excavator
are very complicated..e excitations that impact a hydraulic
excavator mainly include the following: the engine excita-
tion, the pressure pulsation excitation of the piston pump,
the inertial excitation of the working device, and the road
excitation.

2.2.1. Engine Excitation. .e engine excitation of a hydraulic
excavator mainly comes from the internal cylinder gas
pressure during engine operation and the unbalanced inertia
forces and moments of inertia caused by the moving mass.
For an in-line four-cylinder Yanmar engine, as is often used
in hydraulic excavators, the second-order unbalanced inertia
force F1 can be expressed as [18]

F1 � −4mbλRw πfF1( 􏼁
2 cos fF1t( 􏼁, (4)

where mb is the mass of the moving parts; Rw is the crank
radius; λ� Rw/l, l is the rod length; t is the time; and fF1 is the
frequency of the engine excitation (Hz) and can be expressed
as

fF1 �
nF

30
, (5)

where nF is the engine speed.

2.2.2. Pressure Pulsation Excitation of Piston Pump. .e
piston pump is an important part of the hydraulic system of
hydraulic excavator. When a piston pump operates, the
pressure pulsation excitation occurs [19]. .is is one of the

main sources of vibration and noise for the hydraulic ex-
cavator. According to the working principle of the piston
pump, the pressure pulsation excitation of the piston pump
F2 can be expressed as [20]

F2 � AK B0 + 􏽘
∞

n�1
Bn sin nfF2t + ψn( 􏼁⎛⎝ ⎞⎠, (6)

where AK is the area of the bottom surface of the plunger, B0
is the pressure pulsation constant term of the piston pump,
Bn is the pressure pulsation amplitude of the piston pump,
ψn is the pressure pulsation phase angle of the piston pump,
and B0, Bn, and ψn are related to the structural parameters
and material parameters of the piston pump, which can be
obtained from reference [20]; fF2 is the pressure pulsation
excitation frequency of the piston pump (Hz) and can be
expressed as

fF2 �
znF

60
, (7)

where z is the number of pistons in the piston pump.

2.2.3. Inertial Excitation of Working Device. In the working
process of the hydraulic excavator, the working device often
starts and stops. .us, the working device will generate inertial
excitations [21]. As the working device is installed on the rotary
platform of the hydraulic excavator, the inertial excitation of
the working device is transmitted to the rotary platform
through the fixed devices. According to reference [22], the
inertial excitation of the working device F3 can be expressed as

F3 � mc

Δv
Tc

(1 + τ) 1 − cosfF3t( 􏼁, (8)

where mc is the mass of the working device in the excitation
process; Δv is the velocity variation in the excitation process;
Tc is the excitation time; τ is the excitation recovery coef-
ficient; and fF3 is the inertial excitation frequency of the
working device (Hz) and can be expressed as

fF3 �
2π
Tc

. (9)

2.2.4. Road Excitation. .e excavator considered in this study
is a tracked hydraulic excavator. When the tracked hydraulic
excavator moves along an uneven road, the road excitation
produces a large low-frequency vibration. .us, it is necessary
to analyze the influence of road excitation on the vibration
characteristics of the tracked hydraulic excavator [23].

Let Z (x) be the pavement unevenness function for a
pavement length of x. When the tracked hydraulic excavator
is traveling at a speed of v, the road excitation can be
expressed as [24]

s(t) � Z(vt), (10)

where x� vt and t is the time; the vertical road excitation
frequencies are mainly distributed in the range 8–10Hz and
integer multipliers of this frequency range [24].

a

b

c

d

Figure 1: CLG906D tracked hydraulic excavator. (a) Working
device. (b) Cab. (c) Rotary platform. (d) Walking device.
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2.3. Analysis of Vibration Transmission Path. .e essence of
vibration transfer is the transfer of energy [25]. To distin-
guish the vibration characteristics under different excita-
tions, it is necessary to analyze the vibration transmission
paths under different excitation types.

.e engine is the power source of the hydraulic ex-
cavator and the piston pump. .e engine output shaft end
and the piston pump input shaft end are connected by a
rigid coupling, so the engine and the piston pump can be
taken as a single system when analyzing the vibration
transmission paths. .e system composed of the engine
and the piston pump is named the engine-piston pump
system. .e engine-piston pump system has two excita-
tions, namely, engine excitation and pressure pulsation
excitation of the piston pump. According to the working
principle and structural characteristics of the hydraulic
excavator, the engine is fixed on the rotary platform by the
connecting bolts. One end of the piston pump shaft is
connected to the engine output shaft by the coupling, and
the other end of the piston pump shaft is joined by the
pipe joint to the hydraulic hoses that are linked with the
hydraulic components and the fixed devices [26], that is,
the hydraulic components and the fixed devices are di-
rectly or indirectly connected with the rotary platform.
.erefore, the engine excitation and the pressure pulsa-
tion excitation of the piston pump produced by the en-
gine-piston pump system are transmitted to the rotary
platform through two paths: (i) the engine excitation and
the pressure pulsation excitation of the piston pump are
transmitted to the rotary platform through the engine
connecting bolts; (ii) the excitations are transmitted to the
rotary platform through the hydraulic components and
the fixed devices.

When the working device starts and stops, the inertial
excitation of the working device can be transmitted to the
rotary platform through the fixed devices..is is because the
working device is installed on the rotary platform of the
hydraulic excavator by the fixed devices. Similarly, according
to the structural characteristics of the hydraulic excavator,
when the tracked hydraulic excavator moves along an un-
even road, the road excitation is transmitted to the rotary
platform through the guide wheel, support wheel, driving
wheel, and so on. In summary, the main vibration trans-
mission paths of the rotary platform of the hydraulic ex-
cavator are shown in Figure 2.

2.4. Analysis of Vibration Transfer Characteristics. Using
equation (1), the vibration characteristics of the rotary
platform of the hydraulic excavator can be studied. By the
Fourier transform of dynamic equation (1), the corre-
sponding displacement frequency response function can be
obtained [27]..e rotary platform of the hydraulic excavator
is generally a steel structure. For steel structures, the am-
plitudes of the frequency response function decrease as the
distance from the source increases. .e location of the
excitation source is recorded as x0, and the amplitude of the
frequency response function at the excitation source is
recorded as U (x0). .us, the amplitude of the frequency

response function at a distance of x from the excitation
source can be expressed as [28]

U(x) � U x0( 􏼁e
−βx

, (11)

where β is the attenuation coefficient.
Equation (11) implies that increasing the distance be-

tween the measuring point on the rotary platform and the
excitation source will produce a smaller amplitude of the
frequency response function and enhance the amplitude of
vibration attenuation.

2.5. Modal Simulation. .e vibration modes of the rotary
platform of the hydraulic excavator can be analyzed by using
the ANSYS Workbench software. .e three-dimensional
model of the rotary platform is shown in Figure 3. Here, the
first four modes of the rotary platform are analyzed by
simulation. .e simulation results of the first four-order
natural frequencies of the rotary platform are listed in
Table 1.

3. Vibration Test of Rotary Platform

3.1. Vibration Test System. Electric measurement methods
have many advantages, such as a wide range of testing
frequencies and high sensitivity [29]. .us, an electric
measurement method was adopted to collect the vibration
signals of the rotary platform..e vibration test site is shown
in Figure 4. .e instruments used in the vibration test in-
clude an ICP three-way acceleration sensor, LMS Test.LAB
signal collector, and a notebook computer.

3.2. Measuring Points. .e vibration characteristics of
measuring point 1 and measuring point 2 on the rotary
platform were analyzed experimentally. Measuring point 1 is
located at the connection between the engine and the rotary
platform, and measuring point 2 is located below the left-
hand door of the cab, as shown in Figure 5. Obviously,
measuring point 2 is farther away from the engine-piston
pump system (the excitation source) thanmeasuring point 1.

3.3. Vibration Signal Acquisition and Processing. In this
study, the vibration signals of the rotary platform were
collected by an ICP three-way acceleration sensor.
According to the sampling theorem, the sampling frequency
is selected to be 2,000Hz because the vibration signals of the
rotary platform are generally concentrated below 1,000Hz.

.e frequency-domain analysis method is often used
for vibration signal processing because the frequency-do-
main signals are more intuitive than time-domain signals
[30]. As the vibration signals acquired by the acceleration
sensor are usually time-domain signals, the FFT trans-
formation function in the LMS Test.Lab system was used to
convert the acquired time-domain signals into frequency-
domain signals for the analysis of the vibration
characteristics.
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4. Analysis of Vibration Test Results of
Rotary Platform

4.1. Vibration Test under Fixed Collecting Bucket Condition.
.e fixed collecting bucket condition provides a modal test
of the rotary platform of the hydraulic excavator. Under the

fixed collecting bucket condition, the working device of the
hydraulic excavator is taken back and the collecting bucket
test is carried out. As the working device is installed on the
rotary platform of the hydraulic excavator, the rotary
platform will be impacted by the inertial excitation of the
working device as it retracts, which means that the rotary
platform is subjected to a hammer excitation. .erefore, the
impact on the rotary platform due to the retraction of the
working device is equivalent to a swept-sine vibration test of
the rotary platform. In this case, the vibration test under the
fixed collecting bucket condition can be regarded as a modal
test of the rotary platform.

According to the test data, the first four-order natural
frequencies of the rotary platform are obtained as shown in
Table 2. By comparing the test results of the first four-order
natural frequencies of the rotary platform with the simu-
lation results of the first four natural frequencies of the
rotary platform (see Table 1), it can be seen that the modal
simulation results are basically consistent with the test re-
sults. .erefore, it is feasible to obtain the modal of the
rotary platform by experiments under the fixed collecting
bucket condition. .is provides a novel idea for testing the
modal of the rotary platform of hydraulic excavator.

4.2. Vibration Test under Fixed Idle Speed Condition.
According to the working principle and structural charac-
teristics of the hydraulic excavator, when it is under the fixed
idle speed condition, the engine is in the working state while
the hydraulic system is not working. .us, the excitation

Table 1: Simulation results of the first four-order natural fre-
quencies of the rotary platform.

Order Frequency (Hz) Mode shape
1 10.06 Bending
2 15.43 Torsion
3 16.52 Torsion
4 26.21 Bending

Engine–piston pump system
(Excitation source)

Working device
(Excitation source)

Road surface
(Excitation source)

Guide wheel, support
wheel, support wheel,

driving wheel and so on

Hydraulic components
and fixed devices Fixed devices

Rotary platform

Engine connecting bolts

Figure 2: Vibration transmission paths of the rotary platform of hydraulic excavator.

Figure 3: .ree-dimensional model of the rotary platform.

Figure 4: Vibration test site diagram.

1

2

Figure 5: Measuring point positions on the rotary platform.
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acting on the hydraulic excavator is mainly engine excita-
tion, and the excitation source is the engine-piston pump
system.

In Figure 5, measuring point 1 is located between the
engine and the rotary platform, and measuring point 2 is
the point on the rotary platform located below the left-
hand door of the cab. Measuring point 2 is farther away
from the engine-piston pump system (the excitation
source) than measuring point 1. .erefore, according to
the vibration characteristics of measuring points 1 and 2,
the vibration characteristics of the rotary platform excited
by the engine excitation can be studied and the vibration
transmission characteristics of the rotary platform can be
analyzed.

Under the fixed idle speed condition, the engine speed is
nF � 1050 r/min, and according to equation (5), the engine
excitation frequency is fF1 � 35Hz. .e vibration signals
along the direction perpendicular to the rotary platform
were obtained under the fixed idle speed condition. .e
experimental frequency-domain dynamic response charac-
teristic curves of measuring points 1 and 2 under the fixed
idle speed condition are shown in Figures 6 and 7, re-
spectively. It can be seen from Figures 6 and 7 that there are
obvious vibration peaks at the engine excitation frequency
(35Hz). .e experimental results show that the rotary
platform is excited by the engine excitation under the fixed
idle speed condition, which is consistent with the theoretical
analysis.

According to the experimental frequency-domain dy-
namic response characteristic curves in Figures 6 and 7, the
values of the vibration peaks corresponding to the engine
excitation frequency at measuring points 1 and 2 are listed in
Table 3. It can be seen from Table 3 that the vibration peak
value at measuring point 2 is 2.12% of that at measuring
point 1. .e main reason why the vibration peak value at
measuring point 2 is smaller than that at measuring point 1
is that measuring point 2 is farther away from the engine-
piston pump system than measuring point 1. According to
the vibration transmission characteristics, measuring points
farther away from the excitation source will observe greater
vibration attenuation.

.e above results showed that the vibration signals of the
rotary platform revealed the inherent relationship between
the vibration characteristics of the rotary platform and the
engine excitation under the fixed idle speed condition. .us,
the dynamic characteristics of other related devices of the
hydraulic excavator can be analyzed based on the vibration
characteristics of the rotary platform because the rotary
platform is the indispensable intermediate link in the vi-
bration transmission path of a hydraulic excavator.

4.3. Vibration Test under Fixed Working Condition.
According to the working principle and structural charac-
teristics of the hydraulic excavator, under the fixed working
condition, both the engine and the hydraulic system are in
the working state. .erefore, the excitations acting on the
hydraulic excavator are mainly the engine excitation and the
pressure pulsation excitation of the piston pump under the
fixed working condition, that is, the sources of excitations
are all from the engine-piston pump system.

In Figure 5, measuring points 1 and 2 are on the rotary
platform of the hydraulic excavator, and measuring point 2
is farther away from the excitation source than measuring
point 1. .erefore, based on the vibration characteristics of
measuring points 1 and 2, the vibration characteristics of the
rotary platform simultaneously excited by the engine exci-
tation and the pressure pulsation excitation of the piston
pump can be studied and the vibration transmission
characteristics of the rotary platform can be analyzed.

Under the fixed working condition, the engine speed is
nF � 2250 r/min; according to equation (5), the engine
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Figure 6: Experimental frequency-domain dynamic response
characteristic curves of measuring point 1 in the vertical direction.
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Figure 7: Experimental frequency-domain dynamic response
characteristic curves of measuring point 2 in the vertical direction.

Table 2: Test results of the first four-order natural frequencies of
the rotary platform.

Order Frequency (Hz) Mode shape
1 10.16 Bending
2 15.31 Torsion
3 16.23 Torsion
4 26.06 Bending
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excitation frequency is fF1 � 75Hz. As the number of pistons
in the plunger pump is z� 10, equation (7) implies that the
pressure pulsation excitation frequency of the piston pump
is fF2 � 375Hz.

.e vibration signals along the direction perpendicular
to the rotary platform were obtained by the experiments
under the fixed working condition. .e experimental fre-
quency-domain dynamic response characteristic curves of
measuring points 1 and 2 under the fixed working condition
of constant speed rotation are shown in Figures 8 and 9,
respectively. It can be seen from Figures 8 and 9 that there
are obvious vibration peaks at the pressure pulsation exci-
tation frequency (375Hz) and the engine excitation fre-
quency (75Hz). .e experimental results show that the
rotary platform is simultaneously excited by the engine
excitation and the pressure pulsation excitation under the
fixed working condition, which is consistent with the the-
oretical analysis results.

According to the experimental frequency-domain dy-
namic response characteristic curves in Figures 8 and 9, the
values of vibration peaks corresponding to the pressure
pulsation excitation frequency (375Hz) and the engine
excitation frequency (75Hz) at measuring points 1 and 2 are
listed in Table 4. It can be seen from Table 4 that the vi-
bration peak value corresponding to the pressure pulsation
excitation frequency (375Hz) at measuring point 2 is 67.13%
of that at measuring point 1, that is, when the vibration
excited by the pressure pulsation excitation of the piston
pump is transmitted from measuring point 1 to measuring
point 2, the vibration amplitude suffers an attenuation of
32.87%. Moreover, the vibration peak value corresponding
to the engine excitation frequency (75Hz) at measuring
point 2 is 22.92% of that at measuring point 1, that is, the
vibration excited by the engine excitation suffers an atten-
uation of 77.08% from measuring point 1 to measuring
point 2.

According to the above results, the rotary platform is
simultaneously excited by the engine excitation and the
pressure pulsation excitation under the fixed working
condition. When different excitations are acting on the
rotary platform, the vibration characteristics and the vi-
bration transfer characteristics of the rotary platform are not
identical. Moreover, the above results also showed that the
vibration signals of the rotary platform revealed the inherent
relationship between the vibration characteristics of the
rotary platform and the engine excitation and pressure
pulsation excitation of the piston pump under the fixed
working condition. Because the rotary platform is the load-
bearing substrate of the hydraulic excavator, the dynamic
characteristics of other related devices can be studied by
analyzing both the vibration characteristics of the rotary
platform and the coupling relationship between the rotating
platform and other devices of the hydraulic excavator.

4.4. Vibration Test under Walking Condition. According to
the working principle and structural characteristics of the
hydraulic excavator, when the hydraulic excavator is under
the walking condition, both the engine and the hydraulic
system are in the working state, that is, under the walking
condition, the hydraulic excavator is not only subject to the
road excitation but also receives the engine excitation and
the pressure pulsation excitation of the piston pump. .us,
the vibration characteristics of the rotary platform will be
very complicated.

.e vibration transmission characteristics of the rotary
platform of the hydraulic excavator have been analyzed in
Sections 4.2 and Sections 4.3 under the fixed idling con-
ditions and the fixed working conditions, respectively. Here,

Table 3: Comparative analysis of vibration test results under fixed idle speed condition.

Measuring point Frequency corresponding to vibration peak (Hz) Vibration peak value (m/s2)
1 34.81 8.51
2 35.46 0.18
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Figure 8: Experimental frequency-domain dynamic response
characteristic curves of measuring point 1 in the vertical direction.
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Figure 9: Experimental frequency-domain dynamic response
characteristic curves of measuring point 2 in the vertical direction.
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based on the experimental vibration signals at measuring
point 2, the vibration characteristics of the rotary platform
are analyzed when the rotary platform is simultaneously
excited by the road excitation, the engine excitation, and the
pressure pulsation excitation of the piston pump.

Under the walking condition, the engine speed is
nF � 2250 r/min; according to equation (5), the engine ex-
citation frequency is fF1 � 75Hz. As the number of pistons in
the piston pump is z� 10, equation (7) gives the pressure
pulsation excitation frequency to be fF2 � 375Hz. Moreover,
the road excitation must be considered when the hydraulic
excavator is under the walking condition. According to
equation (10) and reference [24], the road excitation fre-
quencies are mainly distributed in the range 8–10Hz and its
integer multipliers.

.e vibration signals along the direction perpendicular to
the rotary platform were obtained by experiments under the
walking condition. .e experimental frequency-domain dy-
namic response characteristic curves of measuring point 2
under the rabbit speed walking condition is shown in Fig-
ure 10. It can be seen that there is an obvious vibration peak
near the pressure pulsation excitation frequency (375Hz),
where the peak value is 1.77m/s2, and there is a vibration peak
near the engine excitation frequency (75Hz), where the peak
value is 0.68m/s2, that is, the rotary platform of the hydraulic
excavator is affected by the pressure pulsation excitation of the
piston pump and the engine excitation. Figure 10 also in-
dicates that there are very dense frequencies in the low-fre-
quency range of the vibration signal, and these are mainly
caused by road excitation. According to these results, it is clear
that under the walking condition, the hydraulic excavator is
not only excited by the road excitation but also by the engine
excitation and the pressure pulsation excitation of the piston
pump. Moreover, the above results also showed that the
vibration signals of the rotary platform revealed the inherent
relationship between the vibration characteristics of the rotary
platform and the engine excitation, pressure pulsation exci-
tation of the piston pump, and road excitation under the
walking condition. .us, according to the vibration charac-
teristics of the rotary platform, the dynamic characteristics of
other related devices can also be analyzed.

In summary, under complex working conditions such as
a fixed idle speed, fixed working conditions, and walking
conditions, the internal relationships between the vibration
characteristics of the rotary platform and the external ex-
citation characteristics can be analyzed by observing the
vibration signals of the rotary platform. As the rotary
platform is the indispensable intermediate link in the vi-
bration transmission path of a hydraulic excavator, the
dynamic characteristics of the whole machine of the hy-
draulic excavator can be effectively analyzed based on the

vibration characteristics of the rotary platform. .is pro-
vides a new idea for deeply studying the dynamic charac-
teristics of the whole machine of the hydraulic excavator
under complex working conditions.

5. Conclusions

.e hydraulic excavator was taken as the research object in
this study. .e vibration characteristics of the rotary plat-
form of the hydraulic excavator were studied theoretically
and experimentally. .e studies show that

(1) .e vibration of the rotary platform can be excited
effectively by the inertial excitation of the working
device as it retracts, which is equivalent to a swept-
sine vibration test of the rotary platform. By the
vibration test, the first four natural frequencies of the
rotary platform are obtained, and the results are
verified by the corresponding simulation results. It is
found that the vibration test under the fixed col-
lecting bucket condition can provide a novel and
effective method for testing the modal of the rotary
platform.

(2) .e vibration signals of the rotary platform revealed
the inherent relationship between the vibration
characteristics of the rotary platform and the main
excitations under complex working conditions.
Moreover, the dynamic characteristics of other re-
lated devices can be studied by analyzing both the
vibration characteristics of the rotary platform and
the coupling relationship between the rotating
platform and other devices of the hydraulic
excavator.

(3) Under the fixed working condition, the vibration
peak values at measuring points 1 and 2 that are

Table 4: Comparative analysis of vibration test results under fixed working condition.

Measuring point Frequency corresponding to vibration peak (Hz) Vibration peak value (m/s2)

1 375.86 6.51
75.14 2.40

2 374.49 4.37
74.99 0.55
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Figure 10: Experimental frequency-domain dynamic response
characteristic curves of measuring point 2 in the vertical direction.
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excited by the pressure pulsation excitation of the
piston pump are 6.51m/s2 and 4.37m/s2, respec-
tively, and the corresponding vibration peak values
that are excited by the engine excitation are 2.40m/s2
and 0.55m/s2, respectively. .e results show that the
influence of the pressure pulsation excitation of the
piston pump on the dynamic characteristics of the
rotary platform is much greater than that of engine
excitation under the fixed working condition.
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In this paper, the nonlinear dynamic analysis of the cutting process of composite cutting tool is performed. (e cutting tool is
simplified to a nonplanar bending rotating shaft. (e higher-order bending deformation, structural damping, and gyroscopic
effect of cutting tool are considered. It is assumed that cutting tool is subjected to a regenerative two-dimensional cutting force
containing the first and second harmonic components. Based on the Hamilton principle, the motion equation of nonlinear chatter
of the cutting system is derived. (e nonlinear ordinary differential equations in the generalized coordinates are obtained by
Galerkin method. In order to analyze the nonlinear dynamic response of cutting process, the multiscale method is used to derive
the analytical approximate solution of the forced response for the cutting system under periodic cutting forces. In the forced
response analysis, four cases including primary resonance and superharmonic resonance, i.e., Ω � ω1, Ω � ω2, 2Ω � ω1, and
2Ω � ω2, are considered.(e influences of ratio of length to diameter, structural damping, cutting force, and ply angle on primary
resonance and superharmonic resonance are investigated. (e results show that nonlinearity due to higher-order bending
deformation significantly affects the dynamic behavior of the milling process and that the effective nonlinearity of the cutting
system is of hard type. Multivalued resonance curves and jump phenomenon are presented.(e influences of various factors, such
as ratio of length to diameter, ply angle, structural damping, cutting force, and rotating speed, are thoroughly discussed.

1. Introduction

As a high-efficiency, high-quality, low-cost machining
method, high-speed cutting technology has been widely used
in aerospace and mold manufacturing. However, chatter
reduces the cutting stability during machining operations,
causes a decrease in the machining quality and cutting ef-
ficiency of the workpiece, damages the tool, and shortens the
service life of the machine.

(e passive chatter control methods are mainly based on
various types of dynamic vibration absorbers [1, 2] and
impact dampers [3]. However, composite materials are
known to have higher static stiffness, damping, and specific
stiffness. It has been found that the dynamic stiffness and
fundamental natural frequency of cutter bar may be im-
proved simultaneously if composite is employed [4–6]. (is
is very beneficial for the stability of high rotational speed
machining for deep holes.

Within the framework of linear chatter theories and
based on different theories, several of chatter phenomena as
well as their stability boundary in different cutting processes
were discovered [7–14]. Tobias [8] introduced the time-delay
instability in the cutting force and proposed the regeneration
theory, which is considered to provide a complete expla-
nation of the chatter phenomenon so far.

However, because linear theory cannot predict some
important dynamic behaviors of cutting process, nonlinear
modeling of cutting systems has received more attention.
(e nonlinearity in cutting systems is mainly caused by
structural nonlinearity, delayed nonlinearity of cutting force,
etc. [15–18]. Hanna and Tobias [15] first proposed a time-
delay nonlinear model with quadratic and cubic structural
stiffness and cutting forces, which has inspired great interest
in analyzing the global dynamics of the cutting system. (e
effective mathematical methods for the nonlinear theory of
cutting systems include center manifold theory, bifurcation
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theory, perturbation analysis, phase portraits, and Poincaré
sections.

Pratt [19] used the multiscale method, harmonic balance
method, and Floquet theory to study the models of Hanna
and Tobias [18]. (e results showed that subcritical Hopf
bifurcation may occur due to the existence of cubic struc-
tural nonlinearity. Moradi et al. [20] studied the existence of
different types of bifurcation in the cutting process con-
sidering the tool wear and process damping. (ey developed
a 2-dof linear model of the tool and a polynomial nonlinear
model of the cutting force. In addition, the multiscale
method was used to obtain the approximation analysis
solution of primary resonance. Moradi et al. [21] used a
model similar to that in literature [20] to analyze the forced
vibration of the milling process. In the study, not only the
primary resonance but also the superharmonic resonance
and the internal resonance were investigated. Moradi et al.
[22] investigated the internal resonance and regenerative
chatter of the milling process considering both the cutting
force and the structural nonlinearity.

However, in the above studies, the tool structure was
simulated with 1-dof or 2-dof vibration system, in which the
concentration parameters such as mass and stiffness were
obtained through experiments or empirical method.(ere is
no obvious correlation between these simplified models and
the continuous system equations of the tool.

In order to investigate the dynamic characteristics of
cutting system and the stability mechanism of machining
process, it is necessary to conduct a comprehensive analysis
on various influencing factors. In this case, if the empirical
method is used to establish the model of the tool structure, a
large number of repetitive tests are needed to obtain the
dynamic parameters of the tool structure of different sizes,
geometries, and materials, which is very time consuming
and of low effectiveness. (erefore, as a more effective
modeling method for cutting tool, the continuous parameter
dynamics modeling of cutting tool based on analytical
method, has received great attention [23–33].

However, in most of the existing continuous system
dynamics models, the influence of the nonlinearity of the
tool structure has not been considered. (erefore, the
existing dynamic model is only suitable for analyzing the
linear dynamics of the natural frequency, chatter frequency,
dynamic deformation, and chatter stability of the cutting
system. In addition, the current continuous system dynamic
studies are mainly focused on the tool structure made of
isotropic metal materials. Nevertheless, there is no research
about the nonlinear dynamics of the process with anisotropy
composite tool structures.

(e structural nonlinearity is essentially arisen by the
flexible nature of the cutting tools with small diameter or
long extension part. (e structural nonlinearity of the
cutting tools may be described using higher-order large
deformations [34] or geometric nonlinearity [35].

In this paper, the nonlinear dynamics of the cutting
process with a composite cutting tool are investigated. (e
composite tool structure is simplified to a nonplanar can-
tilever rotating shaft. (e structural nonlinearity is intro-
duced by considering the higher-order deformation of
cutting tool. It is assumed that the cutting tool is subjected to
a regenerative cutting force containing harmonic compo-
nents. Based on the Hamilton principle, the nonlinear
chatter equation of the cutting system is derived. (e
Galerkin method is used to obtain the nonlinear ordinary
differential equations in the generalized coordinates. (e
multiscale method is used to obtain the approximate so-
lution of the forced vibration response of the cutting process
subjected to periodic cutting forces. Nonlinear dynamics of
the system are studied for four cases of primary and
superharmonic resonances; i.e., Ω � ω1, Ω � ω2, 2Ω � ω1,
and 2Ω � ω2 are studied. (e numerical calculation is
conducted to investigate the effect of various parameters on
the frequency response of the cutting system.

2. Mathematical Model and Solution

2.1. Kinetic Energy and Potential Energy. (e structural
sketch of composite cutting tool with nonplanar bending is
shown in Figure 1. (e kinetic energy of the rotating cutting
tool without considering torsional deformation is as follows:

T �
1
2

􏽚
l

0
ρA _v

2
+ _w

2
􏼐 􏼑 + ρI _ψ2

y + _ψ2
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_ψy􏽨 􏽩dx,

(1)

where v and w represent the displacement at any point on
the neutral axis along the y and z directions, respectively. ψz

and ψy represent bending rotation angles of the cross section
around the y and z axes, respectively. ρA represents the mass
per unit length, and ρI represents the mass moment of
inertia of the cross section. (e superposed dots represent
derivatives with respect to the time t.

Using the expression of the displacement fields for
Euler–Bernoulli beam and the stress-strain displacement
relations of the composite cutting tool, as shown in Ap-
pendix A, one can obtain the following expression for the
potential energy of the rotating composite cutting tool with
the higher-order deformation:
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where Q11 refers to the off-axis stiffness coefficient of the kth
layer for the composite cutting tool.

Regardless of the influence of shear deformation, based
on the Euler–Bernoulli beam theory, the bending rotation

angles and the displacements have the following
relationship:

ψz � −
zw

zx
,ψy �

zv

zx
. (3)

2.2. Damping Dissipative Energy Function and Virtual Work
of Cutting Force. Rayleigh dissipative energy function of the
cutting tool can be expressed as follows:

Wc �
1
2

􏽚
L

0
c _v

2
+ _w

2
􏼐 􏼑dx, (4)

where c is structural damping coefficient.
(e virtual work of the cutting force δW can be

expressed as

δW � 􏽚
L

0
Lvδv + Lwδw( 􏼁dx, (5)

where Lv � FyδD(x − L), Lw � FzδD(x − L), and δD(x − L)

is the delta function.
(e linear regenerative cutting forces Fy and Fz can be

obtained by [20]
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(6)

where

α0 � 0.5ς1 + 0.25πη1, β0 � 0.5η1 + 0.25πς1,

α0′ � − 0.5η1 + 0.25πς1, β0′ � 0.5ς1 − 0.25πη1,

c0 � η2 + ς2, c0′ � ς2 − η2,

ς1 � Ktca, ς2 � Ktea,

η1 � Krca, η2 � Krea,

v � v(x, t), vτ � v(x, t − τ), w � w(x, t), wτ � w(x, t − τ),

(7)

in which τ � 2π/NΩ is the delay time of milling process;N is
the number of teeth; (Ktc, Kte) and (Krc, Kre) are the cutting

force coefficients in the tangential and radial directions,
respectively; a is the axial cutting depth; and cf is the feed per
tooth per revolution.

2.3.DynamicModel ofMilling Process. In order to obtain the
equation of motion of the cutting system, the principle of
Hamilton is used as follows:

􏽚
t2

t1

δU + δWc − δT − δW( 􏼁dt � 0. (8)

Substituting (1), (2), (4), and (5) into (8), the equations of
motion in both y and z directions can be obtained:
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Figure 1: Composite cutting tool with nonplanar bending.
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Here, (EI)equiv and (EA)equiv represent the equivalent
bending and tensile stiffness of the cutting tool, respectively;
(ρI)equiv and (m)equiv represent the equivalent diametrical
mass moment of inertia and the equivalent mass per unit
length, respectively; ρk represents the density of the kth layer;
and rk and rk+1 represent the inner diameter and outer
diameter of the kth layer, respectively. (e detailed ex-
pression of Q11 can be found in Appendix B. In (9), the
primes denote differentiation with respect to x.

(e following nondimensional quantities are defined:

x �
x

L
, v �

v

L
, w �

w

L
, t �

���������

(EI)equiv

(m)equivL
4

􏽶
􏽴

t � ct, τ � cτ, c �
cL

2
��������������
(m)equiv(EI)equiv

􏽱 ,

ρI �
(ρI)equiv

(m)equivL
2

􏼐 􏼑
,Ω �

���������

(m)equivL
4

(EI)equiv

􏽶
􏽴

Ω, λ �
(EA)equivL

2

2(EI)equiv
,

α0 �
L
3α0

(EI)equiv
, β0 �

L
3β0

(EI)equiv
, c0 �

L
2
c0

(EI)equiv
, cfς1 �

L
2
cf

(EI)equiv
ς1, cfη1 �

L
2
cf

(EI)equiv
η1,

�α0′ �
L
3α0′

(EI)equiv
, β0′ �

L
3β0′

(EI)equiv
, c0′ �

L
2
c0′

(EI)equiv
, ς2 �

L
2ς2

(EI)equiv
, η2 �

L
2η2

(EI)equiv
.

(11)

Using the above dimensionless variables, (9) is rewritten
as

€v +c _v − 2ρ IΩ _w″ − ρI€v″ +
z
4
v

zx
4 + λ v′

2

+ w′
2

􏼒 􏼓w′􏼔 􏼕′ � FyδD(x − 1),

€w +c _w + 2ρIΩ _v″ − ρI€w″ +
z
4
w

zx
4 + λ v′

2

+ w′
2

􏼒 􏼓w′􏼔 􏼕′ � FzδD(x − 1), (12)

where

Fy � −
N

2π
α0 v − vτ( 􏼁 + β0 w − wτ( 􏼁 + c0􏽨 􏽩 +

1
2

cfς1 cos(2Ωt − π/2) − cfη1 cos 2Ωt + cfη1􏽨 􏽩 + η2 cos(2Ωt − π/2) + ς2 cosΩt􏽨 􏽩,

Fz �
N

2π
α0′ v − vτ( 􏼁 + β′ w − wτ( 􏼁 + c0′􏽨 􏽩 −

1
2

cfη1 cos(2Ωt − π/2) + cfς1 cos 2Ωt − cfς1􏽨 􏽩 + ς2 cos(2Ωt − π/2) − η2 cosΩt􏽨 􏽩.

(13)
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In (12), the primes denote differentiation with respect to
x, and the superposed dots denote derivatives with respect to
the time t.

(e solution of (12) can be written as

v(x, t) � ϕ1(x)V(t), w(x, t) � ϕ1(x)W(t). (14)

For cantilever beams, ϕ1(x) has to meet the following
boundary conditions:

ϕ1(0) � ϕ1′(0) � ϕ1″(1) � ϕ‴1 (1) � 0. (15)

(e mode function that satisfies the boundary condition
in (12) can be expressed as follows:

ϕ1(x) � cos β1Lx − coshβ1Lx −
cos β1L + coshβ1L
sin β1L + sinhβ1L

sin β1Lx − sinhβ1Lx( 􏼁, x ∈ (0, 1), (16)

where β1L � 1.875.
Substituting (14) into (9), simplifying the equation by the

Galerkin method, and dropping the constant cutting force

terms, the following ordinary differential equations can be
obtained.

A1
€V + A2

_V − A3
_W + A4V + A5V V

2
+ W

2
􏼐 􏼑 � −

N

2π
α0 V − Vτ( 􏼁 + β0 W − Wτ( 􏼁􏽨 􏽩ϕ21(1) + Fy2ϕ1(1),

A1
€W + A2

_W + A3
_V + A4W + A5W V

2
+ W

2
􏼐 􏼑 �

N

2π
α0′ V − Vτ( 􏼁 + β0′ W − Wτ( 􏼁􏽨 􏽩ϕ21(1) + Fz2ϕ1(1),

(17)

where

A1 � 􏽚
1

0
ϕ21(x)dx − ρI 􏽚

1

0
ϕ1(v)ϕ1″(x)dx, A2 � c 􏽚

1

0
ϕ21(x)dx, A3 � 2ρIΩ􏽚

1

0
ϕ1(x)ϕ1″(x)dx,

A4 � 􏽚
1

0
ϕ1(x)ϕ(4)

1 (x)dx, A5 � λ􏽚
1

0
ϕ1′(x)

3
􏼐 􏼑′ϕ1dx.

(18)

Here, the superscript (4) means the fourth-order partial
derivative of x.

2.4. Perturbation Analysis of Milling Process Using Multiple
Scales Method. In order to solve (17) using the multiscale
method, the structural damping and nonlinear and ex-
citing force terms are scaled using small parameters ε as
follows:

A2⇒ε
2
A2,

N

2π
α0⇒ε

2N

2π
α0,

N

2π
β0⇒ε

2N

2π
β0,

N

2π
α0′⇒ε

2N

2π
α0′,

N

2π
β0′⇒ε

2N

2π
β0′, F y2⇒ε

3
Fy2, Fz2⇒ε

3
Fz2. (19)

V(t) and W(t) are expanded in the form

V(t) � εV1 T0, T2( 􏼁 + ε3V3 T0, T2( 􏼁 + · · · ,

W(t) � εW1 T0, T2( 􏼁 + ε3W3 T0, T2( 􏼁 + · · · ,
(20)

where T0 � t, T2 � ε2t.
Taking the derivative of (20), one obtains the following

equations:

_V � ε
zV1

zT0
+ ε3

zV3

zT0
+

zV1

zT2
􏼠 􏼡 + · · · ,

€V � ε
z
2
V1

zT
2
0

+ ε3
z
2
V3

zT
2
0

+ 2
z
2
V1

zT0zT2
􏼠 􏼡 + · · · ,

_W � ε
zW1

zT0
+ ε3

zW3

zT0
+

zW1

zT2
􏼠 􏼡 + · · · ,

€W � ε
z
2
W1

zT
2
0

+ ε3
z
2
W3

zT
2
0

+ 2
z
2
W1

zT0zT2
􏼠 􏼡 + · · · . (21)

Substituting (20) and (21) into (17) and considering (19),
one can obtain the following equations by comparing the
coefficients of ε and ε3:

O(ε):

A1
z
2
V1

zT
2
0

− A3
zW1

zT0
+ A4V1 � 0,

A1
z
2
W1

zT
2
0

+ A3
zV1

zT0
+ A4W1 � 0.

(22)
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O(ε3):

A1
z
2
V3

zT
2
0

− A3
zW3

zT0
+ A4V3 � − 2A1

z
2
V1

zT0zT2
− A2

zV1

zT0
+ A3

zW1

zT2
− A5V1 V

2
1 + W

2
1􏼐 􏼑 −

N

2π
α0 V1 − V1τ( 􏼁 + β0 W1 − W1τ( 􏼁􏽨 􏽩

ϕ21(1) + λV + Fy2ϕ1(1),

A1
z
2
W3

zT
2
0

+ A3
zV3

zT0
+ A4W3 � − 2A1

z
2
W1

zT0zT2
− A2

zW1

zT0
− A3

zV1

zT2
− A5W1 V

2
1 + W

2
1􏼐 􏼑 +

N

2π
α0′ V1 − V1τ( 􏼁 + β0′ W1 − W1τ( 􏼁􏽨 􏽩

ϕ21(1) + λW + Fz2ϕ1(1).

(23)

Assume the solution of (22) is as follows:

V1 T0, T2( 􏼁 � F1 T2( 􏼁e
iω1T0 + F2 T2( 􏼁e

iω2T0 + F1 T2( 􏼁e
− iω1T0 + F2 T2( 􏼁e

− iω2T0 ,

W1 T0, T2( 􏼁 � − iF1 T2( 􏼁e
iω1T0 + iF2 T2( 􏼁e

iω2T0 + iF1 T2( 􏼁e
− iω1T0 − iF2 T2( 􏼁e

− iω2T0 ,

V1τ T0, T2( 􏼁 � F1 T2( 􏼁e
iω1 T0− τ( ) + F2 T2( 􏼁e

iω2 T0− τ( ) + F1 T2( 􏼁e
− iω1 T0− τ( ) + F2 T2( 􏼁e

− iω2 T0− τ( ),

W1τ T0, T2( 􏼁 � − iF1 T2( 􏼁e
iω1 T0− τ( ) + iF2 T2( 􏼁e

iω2 T0− τ( ) + iF1 T2( 􏼁e
− iω1 T0− τ( ) − iF2 T2( 􏼁e

− iω2 T0− τ( ),

(24)

where i �
���
− 1

√
represents the imaginary unit, F1(T2) and

F2(T2) are the complex functions to be determined, and
F1(T2) and F2(T2) represent the complex conjugate. ω1 and
ω2 refer to the forward and backward whirling frequencies,
respectively, which are expressed as follows:

ω1 �
A3 +

����������

A
2
3 + 4A1A4

􏽱

2A1
,ω2 �

− A3 +

����������

A
2
3 + 4A1A4

􏽱

2A1
.

(25)

Substituting (24) into (23) and dropping the constant
terms λV and λW, one obtains the following equations:

A1
z
2
V3

zT
2
0

− A3
zW3

zT0
+ A4V3 � P3e

iω1T0 + Q3e
iω2T0 + Fy2 ,

A1
z
2
W3

zT
2
0

+ A3
zV3

zT0
+ A4W3 � P4e

iω1T0 + Q4e
iω2T0 + Fz2

,

(26)

where

P3 � Γ1 − iΛ1F1′ − iA2ω1F1 − ϕ21(1)
N

2π
α0 − iβ0􏼒 􏼓 1 − e

− iω1τ􏼐 􏼑F1,

Q3 � Γ2 − iΛ2F2′ − iA2ω2F2 − ϕ21(1)
N

2π
α0 + iβ0􏼒 􏼓 1 − e

− iω2τ􏼐 􏼑F2,

P4 � − iΓ1 − Λ1F1′ − A2ω1F1 + ϕ21(1)
N

2π
α0′ − iβ0′􏼒 􏼓 1 − e

− iω1τ􏼐 􏼑F1,

Q4 � iΓ2 + Λ2F2′ + A2ω2F2 + ϕ21(1)
N

2π
α0′ + iβ0′􏼒 􏼓 1 − e

− iω2τ􏼐 􏼑F2,

Λ1 � 2A1ω1 + A3, Γ1 � − 4A5 F
2
1F1 + 2F1F2F2􏼐 􏼑,

Λ2 � 2A1ω2 − A3, Γ2 � − 4A5 F
2
2F2 + 2F1F2F1􏼐 􏼑,

Fy2
� Fy2

ϕ1(1),

Fz2
� Fz2

ϕ1(1). (27)
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In this paper, four cases of primary and superharmonic
resonances, i.e., case I: Ω � ω1, case II: Ω � ω2, case III:
2Ω � ω1, and case IV: 2Ω � ω2, are studied.

2.4.1. Case I: Primary Resonance (Ω � ω1). Assume

Ω � ω1 + ε2σ, (28)

where σ represents the detuning parameter.
Substituting (24) into (26), one can obtain the following

equations:

A1
z
2
V3

zT
2
0

− A3
zW3

zT0
+ A4V3 � P3e

iω1T0 + Q3e
iω2T0 ,

A1
z
2
W3

zT
2
0

+ A3
zV3

zT0
+ A4W3 � P4e

iω1T0 + Q4e
iω2T0 ,

(29)

where

P3 � P3 + ϕ1(1)q1e
iσT2 ,

P4 � P4 − iϕ1(1)q1e
iσT2 ,

Q3 � Q3,

Q4 � Q4,

(30)

where q1 � (ς2 − iη2)/2.
(e particular solutions of (29) are

V3 T0, T2( 􏼁 � F11 T2( 􏼁e
iω1T0 + F12 T2( 􏼁e

iω2T0 ,

W3 T0, T2( 􏼁 � F21 T2( 􏼁e
iω1T0 + F22 T2( 􏼁e

iω2T0 .
(31)

Substituting (31) into (29) and equating the coefficient of
eiω1T0 and eiω2T0 in both sides of (29), one has

A4 − A1ω
2
1􏼐 􏼑F11 − iA3ω1F21 � P3,

iA3ω1F11 + A4 − A1ω
2
1􏼐 􏼑F21 � P4.

(32)

A4 − A1ω
2
2􏼐 􏼑F12 − iA3ω2F22 � Q3,

iA3ω2F12 + A4 − A1ω
2
2􏼐 􏼑F22 � Q4.

(33)

Equations (32) and (33) constitute systems of two inho-
mogeneous algebraic equations for F11, F21 and F12, F22,

respectively. (eir homogeneous parts have a nontrivial
solution.(en their solvability conditions can bewritten as [36]

P3 − iA3ω1

P4 A4 − A1ω
2
1

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
� 0,

A4 − A1ω
2
1 P3

iA3ω1 P4

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
� 0.

(34)

Q3 − iA3ω2

Q4 A4 − A1ω
2
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
� 0,

A4 − A1ω
2
2 Q3

iA3ω2 Q4

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
� 0.

(35)

After simplification, the solvability conditions are re-
duced to two independent governing equations in the fol-
lowing form:

4A5 F
2
1F1 + 2F1F2F2􏼐 􏼑 − iΛ1F1′ − iA2ω1F1 + ϕ2

1(1)
N

4π

β0′ − α0 + i α0′ + β0􏼐 􏼑􏽨 􏽩 1 − e
− iω1τ􏼐 􏼑F1 + ϕ1(1)q1e

iσT2 � 0,

(36)

4A5 F
2
2F2 + 2F1F2F1􏼐 􏼑 − iΛ2F2′ − iA2ω2F2 −

1
2
ϕ21(1)

N

2π
α0 + β0′ + i α0′ − β0􏼐 􏼑􏽨 􏽩 1 − e

− iω1τ􏼐 􏼑F2 � 0.

(37)

Assume that the solutions of (36) and (37) are

F1 �
1
2
a1 T2( 􏼁e

iθ1 T2( ),

F2 �
1
2
a2 T2( 􏼁e

iθ2 T2( ),

(38)

where aj(T2) and θj(T2) (j� 1,2) refer to the amplitudes and
phase angles of the response, respectively.

Substituting (38) into (36) and (37), separating the real
and the imaginary parts, one can obtain the following
equations:

Λ1a1′ � − A2ω1a1 + ϕ21(1)
N

4π
α0′ + β0􏼐 􏼑 1 − cosω1τ( 􏼁 + β0′ − α0􏼐 􏼑sinω1τ􏼐 􏼑a1 + ϕ1(1) ς2 sinψ1 − η2 cosψ1( 􏼁,

Λ1a1ψ1′ � Λ1σa1 − A5 a
3
1 + 2a1a

2
2􏼐 􏼑 + ϕ21(1)

N

4π
β0′ − α0􏼐 􏼑 1 − cosω1τ( 􏼁 − α0′ + β0􏼐 􏼑sinω1τ􏼐 􏼑a1 + ϕ1(1) η2 sinψ1 + ς2 cosψ1( 􏼁.

(39)

Λ2a2′ � − A2ω2a2 − ϕ21(1)
N

4π
α0′ + β0􏼐 􏼑 1 − cosω2τ( 􏼁 + α0 − β0′􏼐 􏼑sinω2τ􏼐 􏼑a2,

Λ2ψ2′a2 � − A5 a
3
2 + 2a

2
1a2􏼐 􏼑 − ϕ21(1)

N

4π
α0 − β0′􏼐 􏼑 1 − cosω2τ( 􏼁 − α0′ + β0􏼐 􏼑sinω2τ􏼐 􏼑a2,

(40)
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where σT2 − θj � ψj (j� 1,2).
To determine the steady-state forced response, the time

derivatives in (39) and (40) are set to zero. It can be im-
mediately concluded from (40) that only solution for a2 is
zero. (is shows that under the primary resonance Ω ≈ ω1,

only the first mode, i.e., the forward mode, can be excited,
while the second mode, i.e., the backward mode, does not
participate in the primary resonance and remains stationary.

Substituting a2 � 0 into (39) and solving for σ, one
obtains

σ � − ϕ21(1)
N

4πΛ1
β0′ − α0􏼐 􏼑 1 − cosω1τ( 􏼁 − α0′ + β0􏼐 􏼑sinω1τ􏽨 􏽩 +

A5

Λ1
a
2
1

±
1
Λ1

�����������������������������������������������������������������

ϕ21(1) ς22 + η22􏼐 􏼑

a
2
1

− A2ω1 − ϕ21(1)
N

4π
α0′ + β0􏼐 􏼑 1 − cosω1τ( 􏼁 + β0′ − α0􏼐 􏼑sinω1τ􏽨 􏽩􏼔 􏼕

2
.

􏽶
􏽴 (41)

To study the stability of the steady-state response of case
I, the nature of steady-state response can be investigated
numerically by linearizing (39) (with a2 � 0) around (a0, ψ0).

2.4.2. Case II: Primary Resonance (Ω � ω2). According to
(26), under such conditions, one introduces detuning pa-
rameters as

Ω � ω2 + ε2σ. (42)

Using their solvability conditions (which are not shown)
and (38) leads to

Λ1a1′ � − A2ω1a1 + ϕ21(1)
N

4π
α0′ + β0􏼐 􏼑 1 − cosω1τ( 􏼁 + β0′ − α0􏼐 􏼑sinω1τ􏼐 􏼑a1,

Λ1a1ψ1′ � Λ1σa1 − A5 a
3
1 + 2a1a

2
2􏼐 􏼑 + ϕ21(1)

N

4π
β0′ − α0􏼐 􏼑 1 − cosω1τ( 􏼁 − α0′ + β0􏼐 􏼑sinω1τ􏼐 􏼑a1,

Λ2a2′ � − A2ω2a2 − ϕ21(1)
N

4π
α0′ + β0􏼐 􏼑 1 − cosω2τ( 􏼁 + α0 − β0′􏼐 􏼑sinω2τ􏼐 􏼑a2 − ϕ1(1) ς2 sinψ2 − η2 cosψ2( 􏼁,

Λ2ψ2′a2 � − A5 a
3
2 + 2a

2
1a2􏼐 􏼑 − ϕ21(1)

N

4π
α0 − β0′􏼐 􏼑 1 − cosω2τ( 􏼁 − α0′ + β0􏼐 􏼑sinω2τ􏼐 􏼑a2 − ϕ1(1) ς2 cosψ2 + η2 sinψ2( 􏼁.

(43)

By using steady-state condition (i.e., set a1′ � 0, ψ1′ � 0, a2′
� 0, and ψ2′ � 0), the following steady-state response of case II
can be obtained:

σ � ϕ2
1(1)

N

4πΛ2
α0 − β0′􏼐 􏼑 1 − cosω2τ( 􏼁 − α0′ + β0􏼐 􏼑sinω2τ􏽨 􏽩 +

A5

Λ2
a
2
2

±
1
Λ2

���������������������������������������������������������������

ϕ21(1) ς22 + η22􏼐 􏼑

a
2
2

−
2
A
ω2 + ϕ21(1)

N

4π
α0′ + β0􏼐 􏼑 1 − cosω2τ( 􏼁 + α0 − β0′􏼐 􏼑sinω2τ􏽨 􏽩􏼔 􏼕

2

􏽶
􏽴

.

(44)

From (44), it can be seen that a1 � 0 and a2 ≠ 0, in-
dicating that only the forced vibration response of
backward mode is excited, while forward mode remains
stationary.

2.4.3. Case III: Superharmonic Resonance (2Ω � ω1). For
this case, the formulation of steady-state response is the
same as case I, but in (41), ς2 and η2 are replaced with cfς1/2
and cfη1/2, respectively.
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2.4.4. Case IV: Superharmonic Resonance (2Ω � ω2). For
this case, the formulation of steady-state response is the
same as case II, but in (43), ς2 and η2 are replaced with cfς1/2
and cfη1/2, respectively.

3. Numerical Results and Discussions

In this study, the composite material of carbon fiber/epoxy
resin is selected as the material of the cutting tool. (e
mechanical properties of the material are shown in Table 1.
Coefficients of cutting forces for simulation are given in
Table 2. (e cutting tool has a hollow structure, the outer
diameter of the cross section isD� 8mm, the inner diameter
isD� 4mm, the thickness of the section is h� 2mm, and the
length L is determined by the given ratio of length to di-
ameter. (e composite cutting tool has 16 layers with
identical thickness, and the stack sequence is [±θ]8. In all
cases, Ω � 200, except where other values are mentioned.

Figure 2 shows the natural frequency versus rotating
speed, which is generally known as a Campbell diagram. In
vibration of gyroscopic systems, there are two natural fre-
quencies associated with forward and backward whirling
motions. In forward natural frequency, the natural fre-
quency is measured when the rotating cutting tool whirls in
direction of the rotation. However, in backward natural
frequency, the natural frequency is measured when the
cutting tool whirls in the opposite direction of the rotation.
(e forward natural frequency (black solid line) increases
with the increase of the rotating speed, while the backward
natural frequency (blue dashed line) decreases with the
increase of the rotating speed.(e intersections of the curves
related to the natural frequencies with the straight line ωn �

Ω determine the critical rotating speeds of the rotating
cutting tool.

3.1. Stability LobeDiagram. By removing the nonlinear term
and the harmonic cutting force in the right-side term of (17),
the stability of the cutting system can be investigated. Fig-
ure 3 shows a stability lobe diagram where the Ω versus alim
curve separates the space into two regions. Any (Ω, alim) pair
that appears above the collective boundary indicates un-
stable milling process where regenerative chatter or self-
excited vibration occurs, while any pair below the boundary
is a stable milling process.

3.2. Primary Resonance Response

3.2.1. Case I. (e numerical solutions for the forced vi-
bration responses of the cutting system with composite
cutting tool are presented in Figure 4. As shown in Figure 4,
by increasing detuning parameters at point A, the amplitude
a1 gradually increases until reaching point B. a1 jumps
downward from point B to point C. Afterward, a1 gradually
drops to point D while continuing increasing the detuning
parameter. On the other hand, as the detuning parameter
decreases from point D to point E, a1 increases and jumps
upward from point E to point F. As the detuning parameter
further decreases, a1 drops until arriving at point A. By

considering the nonlinearity of higher-order bending de-
formation, the forced response curve of the cutting system
deviates toward the right, suggesting hard spring vibration

Table 1: Mechanical properties of carbon fiber/epoxy composite
[37].

ρ(kg/m3) E11 (GPa) E22 (GPa) G12 (GPa) G23 (GPa) ]12
1672 25.8 8.7 3.5 3.5 0.34

Table 2: Coefficients of cutting forces [21].

Cf (mm/rev-
tooth)

ς1 (N/
mm)

η1
(N)

ς2 (N/
mm)

η2
(N)

ac

(mm) N

0.2 620 208 43 52 3 4
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Figure 2: Natural frequency versus rotational speed (L/d� 10,
θ � 0°).
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Figure 3: Stability lobe diagram of the cutting system with
composite cutting tool (L/d� 10, c � 0.3, θ � 0°).
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behavior of Duffing type oscillator. As the detuning pa-
rameter varies between σF and σB, the cutting system has
three steady-state vibration amplitudes, p1, p2, and p3,
among which p1 and p3 are stable and p2 is unstable. (is
means that the cutting system works in an unstable cutting
state. (erefore, cutting conditions and consequently initial
conditions should be adjusted such that the stable branch
with less vibration amplitudes is realized in practice.

Figures 5–9 show the effects of ratio of length to di-
ameter, structural damping, cutting force, ply angle, and
rotating speed on frequency response curve, respectively, for
the case Ω � ω1. As shown in Figure 5, when ratio of length
to diameter increases, vibration amplitudes decrease and
frequency response curve bends more strongly toward left.
(is is physically expected, because the nonlinear stiffness
coefficient λ � (EA)equivL

2/2(EI)equiv is proportional to
ratio of length to diameter according to (12). As is observed
and physically expected from Figure 6, the increase in the
structural damping leads to the decrease in vibration am-
plitudes. In order to study the effect of cutting force coef-
ficients, we define ς2 � Kfς2, η2 � Kfη2, with the parameters
ς2 and η2 given in Table 2. As is shown in Figure 7, by
increasing cutting forces, vibration amplitudes increase.
Figure 8 shows that the primary resonance amplitude in-
creases with the increase of the ply angle because the elastic
modulus E11 along the longitudinal direction of the fiber is
significantly larger than the transverse elastic modulus E22
(as shown in Table 1). (erefore, as the ply angle is greater,
the equivalent bending stiffness (EI)equiv of the composite
cutting tool is smaller; thus, the nondimensional cutting
force coefficients are greater (as shown in (11)). As a result,
the amplitude of the primary resonance response is larger.

Figure 9 shows that vibration amplitudes decrease with
the decrease of rotating speed. (is is physically expected,
because the equivalent damping of the cutting system (which
will be introduced in the subsequent section) increases with

the decrease of rotating speed due to the damping effect from
regenerative chatter mechanism.

Figures 10–14 show the amplitude versus damping
coefficient with different ratios of length to diameter,
detuning parameter values, cutting force coefficients, ply
angles, and rotating speeds, respectively, for the case
Ω � ω1. From these figures, it can be seen that for some
values of L/d, σ, Kf, or θ, there are multivalued curves. For
example, when L/d � 10 and c ＜0.45, as is shown in
Figure 10, the system has two stable and one unstable
branches, but for L/d � 10 and c ＞0.45, there exists only
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Figure 4: Frequency response curve in case I.
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one stable branch. For large values of c and large values of
L/d, curves are always single-valued.

Figures 15–19 show the amplitude versus ply angle with
different ratios of length to diameter, detuning parameter
values, cutting force coefficients, damping coefficients, and
rotating speeds, respectively (Ω � ω1). Similar to the cases in
Figure 10～14, again, for some values of L/d, σ, Kf, or c,
multivalued curves can be observed.

Figures 20–24 show the amplitude versus cutting force
coefficient with different ratios of length to diameter,
detuning parameter values, ply angle, damping coefficients,

and rotating speeds, respectively. Again, when cutting force
coefficient is less than the specified value, multivalued curves
can be obtained for some values of L/d, σ, θ, c, or Ω.

Figures 25–27 show the effects of ply sequences (see
Table 3) on the frequency response curve, the amplitude
versus dumping coefficient, and the amplitude versus cutting
force coefficient, respectively. It can be seen from Figure 25
that the configuration A leads to the largest vibration am-
plitude, while the configuration C leads to the smallest vi-
bration amplitude. (is phenomenon can also be found in
Figure 8 where the vibration amplitude increases with the
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Figure 7: (e effect of cutting force coefficient on frequency re-
sponse curve (L/d� 10, c � 0.01, θ� 0°, case I).
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ply angle when using the same configuration. Again, it can
be seen from Figures 26 and 27 that multivalued curves can
be observed for some values of L/d, σ, Kf, or c.

3.2.2. Case II. Figures 28–33 show the effects of ratio of
length to diameter, structural damping, cutting force, ply
angle, ply sequence, and rotating speed on frequency
response curve, respectively, for the case Ω � ω2. As is
observed, the frequency responses and effect of various
parameters for the cutting system are similar to those in

case I; as ratio of length to diameter and structural
damping increase, vibration amplitudes decrease. Fur-
thermore, as cutting force coefficient, ply angle, and ro-
tating speed increase, vibration amplitudes increase.
However, for this case, vibration amplitudes are less than
those of case I.

It should be noted that the equivalent damping of the
cutting system is composed of the structural damping and
the damping from regenerative chatter mechanism.
(e equivalent damping coefficient of case I can be
expressed as
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cequiv1 � c − ϕ21(1)
N

4π
α0′ + β0􏼐 􏼑 1 − cosω1τ( 􏼁􏽨

+ β0′ − α0􏼐 􏼑sinω1τ􏽩/ ω1 􏽚
1

0
ϕ21(x)dx􏼢 􏼣.

(45)

In addition, the equivalent damping coefficient of case II
can be expressed as

cequiv2 � c + ϕ21(1)
N

4π
α0′ + β0􏼐 􏼑 1 − cosω2τ( 􏼁􏽨

+ α0 − β0′􏼐 􏼑sinω2τ􏽩/ ω2 􏽚
1

0
ϕ21(x)dx􏼢 􏼣.

(46)

Figures 34–38 show the effect of different parameters on
the equivalent damping coefficients. As is observed, the
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equivalent damping coefficients of case I are always larger than
those of case II. (is explains the reason why vibration am-
plitudes of case I are larger than those of case II. It can be also
seen that the equivalent damping coefficients increase with
ratio of length to diameter, ply angle, cutting force, and

structural damping but decrease with rotating speed.(erefore,
the increase of rotating speed leads to large vibration ampli-
tudes, as shown in Figures 9 and 32. When rotating speed
approaches infinity, the equivalent damping coefficient ap-
proaches the structural damping c (see Figure 38).
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Moreover, for some values of L/d, σ, Kf, c, θ, or Ω,
multivalued solutions can be found from the amplitude
versus damping coefficient with different ratios of length to
diameter, detuning parameter values, cutting force coeffi-
cients, ply angles, and rotating speeds, respectively (not
shown).
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Table 3: Configuration of composite.

Configuration Sequence
A [90°/90°/0°]s
B [0°/90°/0°/0°/90°/0°]
C [0°]6
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Figure 39 shows the frequency response curve for the
four cases. As is observed, the curves of cases I and III are
very similar, except that the amplitude in case I is larger than
that in case III. Likewise, the curves of cases II and IV are
very similar, except that the amplitude in case II is larger
than that in case IV.

3.2.3. Case III. For this case, the equivalent coefficient is
identical with that in case I, but the amplitude of excitation
force (c2fς1

+ c2fη1
)/4 in this case is lower than (ς22 + η22) in

case I (e.g., using the same parameters L/d� 10, θ� 90°, and
Kf � 3, the amplitudes of excitation force are 0.2695 and
0.2532 for cases I and III, respectively). (erefore, generally,
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the behavior of nonlinear forced vibration in this case
(see Figure 39) is similar to case I, despite having less
vibration amplitudes compared with case I.

3.2.4. Case IV. For this case, the equivalent coefficient is
identical with that in case II, and the amplitude of excitation
force in this case is lower than that in in case II. (us, under
the same conditions, vibration amplitudes are generally

lower than those in case II. (e results of case IV are not
shown to save space.

In order to validate the calculated approximate solution
using multiscale method, the numerical simulation results
according to (17) are also displayed in Figures 40 and 41.
(ese two calculated results using different methods are in
good consistency.
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4. Conclusions

In this paper, a nonlinear dynamic model of the milling
process with composite rotational cutting tool is presented.
(e cutting tool is simplified to a nonplanar bending
Euler–Bernoulli beam, and the structural nonlinearity is
attributed to the higher-order bending deformation of the
cutting tool. A linear cutting force model considering re-
generative mechanism, which includes time-delay terms and
the first and second harmonic terms, is used. In addition,
structural damping and gyroscopic effect are also consid-
ered. Nonlinear ordinary differential equations in the gen-
eralized coordinates are derived using the Hamilton
principle and the Galerkin method. (e lobe diagram of the
cutting system is obtained. (e multiscale method is used to
construct the analytical approximate solutions of the forced
vibration frequency response. It is found that, for all cases of
primary resonance and superharmonic resonance, excita-
tion of the forward (backward) mode does not produce the
vibration responses in the backward (forward) mode be-
cause of not taking into account internal resonance in the
proposed model. For primary and superharmonic resonance
conditions, the effective nonlinearity of the cutting system
with higher-order bending deformation rotating composite
cutting tool is of a hard type. Jump phenomenon and
multivalued solutions can be observed.

(e influence of higher-order bending deformation
causes the frequency response curve to bend more strongly
toward right when ratio of length to diameter increases.(e
study also finds that the vibration amplitudes of the cutting
tool increase with cutting force or ply angle. It can be seen
that the damping of the cutting system has a significant
influence on the vibration amplitude of the composite
cutting tool. (e damping capacities of the cutting system
can be measured by the two different equivalent damping

coefficients cequiv1 and cequiv2 which include the structural
damping and the damping from regenerative chatter
mechanism. Cases I and III have the same equivalent
damping coefficient cequiv1, and cases II and IV have the
same equivalent damping coefficient cequiv2. It has been
found that cequiv2 is larger than cequiv1, so the vibration
amplitudes of case I are larger than those of case II. In
addition, for all resonant cases, as rotating speed decreases
or structural damping increases, the equivalent damping
coefficient is strengthened, and consequently less vibration
amplitudes are observed. (erefore, from this point of
view, low rotating speeds are preferable to keep vibration
amplitudes small. [38].

Abbreviations

T: Kinetic energy
L: Length of the cutting tool
t: Time
ρ: Density
A: Cross-sectional area
I: Second moment of area of the beam cross

section
v, w: Transverse deflections of the shaft element
x, y, z: Variable coordinates
ψy,ψz: Rotation angles of the cross section around

the y and z axes
Ω: Rotating speed of the shaft
Q11: Off-axis stiffness coefficient of the kth layer

for the composite cutting tool
U: Potential energy
Wc: Rayleigh dissipative energy function of the

cutting tool
c: Structural damping coefficient
δ: Variational operator
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Figure 41: Comparison of results between the method of multiple scales and the numerical simulation (case II, L/d� 10, c � 0.03, θ� 0°, Ω
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δW: Virtual work of the cutting force
Fy, Fz: Linear regenerative cutting forces
τ: Delay time of milling process
N: (e number of teeth
Ktc: Cutting force coefficients in the tangential

directions
Kte: Edge force coefficients in the tangential

directions
Krc: Cutting force coefficients in the radial

directions
Kre: Edge force coefficients in the radial

directions
a: Axial cutting depth
cf: Feed per tooth per revolution
(EI)equiv,
(EA)equiv:

Equivalent bending and tensile stiffness of
the cutting tool

(ρI)equiv,
(m)equiv:

Equivalent diametrical mass moment of
inertia and equivalent mass per unit length

ρk: Density of the kth layer
rk, rk+1: Inner diameter and outer diameter of the kth

layer
ϕ1(x): Mode function
ω1, ω2: Forward and backward whirling frequencies
ε: Small parameter
i:

���
− 1

√
.

Appendix

A. The Stain Energy of the Composite
Cutting Tool

If the torsional deformation is negligible, the bending dis-
placements of the composite cutting tool in x, y, and z
directions are as follows:

ux � − zψy + yψz, uy � v, uz � w. (A.1)

(e strain in the x direction is

εxx � εl + εnl, (A.2)

where

εl � − z
zψy

zx
+ y

zψz

zx
, εnl �

1
2
ψ2

y +
1
2
ψ2

z, (A.3)

where εl and εnl are the linear strain and the nonlinear strain
generated in high-order bending deformation, respectively.

Bending energy for the composite cutting tool can be
expressed as

U �
1
2

􏽚
L

0
B

A
σxxεxx( 􏼁dAdx. (A.4)

(e elastic stress-strain relations of the laminate cutting
tool can be expressed as

σxx � Q11εxx. (A.5)

Employing (A.2), (A.3), and (A.5), (A.4) can be rewritten
as

U �
1
2

􏽚
L

0
B

A
Q11 z

2 zψy

zx
􏼠 􏼡

2

+ y
2 zψz

zx
􏼠 􏼡

2

− 2yz
zψy

zx

zψz

zx
+
1
4
ψ4

y +
1
4
ψ4

z +
1
2
ψ2

yψ
2
z − 2 z

zψy

zx
+ y

zψz

zx
􏼠 􏼡

1
2
ψ2

y +
1
2
ψ2

z􏼒 􏼓⎛⎝ ⎞⎠

2

dAdx.

(A.6)

Due to the symmetry of the cross section, the third and
seventh terms in the above equation are equal to zero.

(erefore, the strain energy of the composite cutting tool
can be reduced as follows:

U �
(EI)equiv

2
􏽚

L

0

zψy

zx
􏼠 􏼡

2

+
zψz

zx
􏼠 􏼡

2
⎛⎝ ⎞⎠dx +

(EA)equiv

2
􏽚

L

0

1
4
ψ4

y +
1
4
ψ4

z +
1
2
ψ2

yψ
2
z􏼒 􏼓dx. (A.7)

B. The Expression of the Off-Axis
Stiffness Coefficient

(e off-axis stiffness coefficient of the kth layer for the
composite cutting tool is defined as

Q11 � C11cos
4θ(k)

+ C22sin
4θ(k)

+ 2 C12 + 2C66( 􏼁sin2θ(k)cos2θ(k)
,

(B.1)

where θ(k) is the layer angle of each layer of the material.
(e expressions of C11, C12, C22, and C66 are as follows:

C11 �
E11

1 − ]12]21
, C12 �

]12E11

1 − ]12]21
�

]21E22

1 − ]12]21
, C22 �

E22

1 − ]12]21
, C66 � C12, (B.2)
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where

]21 �
]12E11

E22
. (B.3)
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Wheel polygonal wear has long been a problem that confused the safety of railway operation which has important theoretical value
and research significance. In this paper, the conditions of polygonal wear of high-speed wheel are analyzed based on the wear
model and verified by the field measured data. Considering the wheel track interaction caused by rotation, a finite element model
of wheelset rotor dynamics is established. (e effects of rotor speed, mass eccentricity, wheelset, and track flexibility on the
vibration characteristics of wheelset rotor system andwheel polygonal wear characteristics are analyzed by beam element and solid
element, respectively. (e results show that the wheel longitudinal vibration is the main reason of wheel polygonal wear, and the
wheel polygonal wear follows the law of “constant frequency and divisible.” Its “constant frequency” comes from the wheel track
contact vibration, which stimulates the third-order vertical bending vibration of wheelset and the eighth-order coupled bending
vibration of track, and the order is equal to the ratio of “constant frequency” to the wheelset rotation frequency.

1. Introduction

Polygonal wear of high-speed wheel has long troubled the
safe operation of railway [1]. It not only arouses harmful
vibration to the vehicle track system, causing damage or
failure of vehicle and track components, but also increases
vibration and noise during operation which can reduce the
comfort of passengers and disturb the lives of residents along
the line. At present, researchers have carried out relevant
research on the wheel polygon problem by means of sim-
ulation or field test.

Meywerk [2] established a flexible wheelset model
running on a flexible track, considering wheel track vibra-
tion in simulation. It was found that the first and second
bending modes of the wheelset played an important role in
the growth of polygon. Johansson and Andersson [3] found
through a large number of field tests and numerical simu-
lation that the fixed wavelength range of noncircular wheels
is the vertical resonance zone of the vehicle track coupled

system, which has high dynamic track stiffness. Wu et al. [4]
established the multibody dynamics model of vehicle/track
coupled and found that the high frequency vibration of
wheel track contact may be the main reason for the gen-
eration of wheel polygon, and the main reason for the high
frequency vibration in the frequency range of 500–800Hz is
the bending vibration modes of the track segment of two
wheelsets. Ye et al. [5] pointed out that the wheel defects can
cause or exacerbate wheel polygonization. Torstensson et al.
[6] established the structural dynamics model of rotating
flexible wheelsets considering the inertia effect of wheel
rotation and found that more accurate results could be
obtained by using the flexible rotating wheelset model to
study high frequency contact forces. Brommundt [7] pro-
posed that the evolution mechanism of wheel out of round is
the result of interaction between initial wheel OOR (out of
round) and the moment of inertia. Meinke [8] adopted the
elastic beam element as the axle to establish a wheelset
dynamics model with 40 degrees of freedom connecting the
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rigid wheel and brake disc and proposed that the dynamics
of high-speed wheelset is determined by the gyroscopic
moment and the inertial moment, which is different from
the traditional wheelset. Jin et al. [9] made statistics on the
polygonal wear test results of hundreds of wheels shortly
after rotary cutting and found that eccentric wear occurred
in 96% of wheels, and the proportion of other harmonic wear
was 69% of 11th order, 58% of 6th order, and 35% of 3rd
order, respectively.

Most of the existing studies are based on statistical analysis
of field measured data or theoretical simulation from the
perspective of wheel track or vehicle track coupled dynamics,
and some conclusions related to wheelset bending or track
bending modes have been found. However, the polygonal
problem of wheel is prominent under high-speed operation
increasingly, so the essence of the problem should be in the
structure or characteristics of wheelset itself. Literature [6–8]
all had put forward the necessity of considering flexible ro-
tation to study wheel OOR, but few studies have been carried
out based on rotor dynamics theory.(e factors that affect the
generation and development of polygon are very complicated,
and there is no consistent understanding so far.

(erefore, this paper studies the generation and evolution
mechanism of high order polygon wear of high-speed railway.
Based on the wear model, the conditions of polygon wear of
wheels were analyzed by theoretical analysis and field data
verification. (e finite element model of wheel-rotor dy-
namics considering mass eccentricity was established.
(rough the simulation and verification of beam element and
solid element, the evolution law of “constant frequency and
integer multiple” was found.(e influence of wheel speed and
wheel track flexibility on the generation and evolution of
polygonal wear of wheels was studied. It provides an inno-
vative perspective and theoretical basis for understanding the
mechanism of generation and evolution of polygonal wear.

2. Theoretical Analysis and Verification

Firstly, based on the measured data of polygonal wear of
wheel and the material wear model of wheel, the circular
wear depth model of wheel was determined, from which the
generation conditions of polygonal wear of wheel were
found. (en, the wheelset rotor dynamic model was
established to verify the vibration characteristics of polyg-
onal wear of wheel, and combined with the established
circumferential wear depth model, the evolution conditions
and influencing factors of polygonal wear of wheel were
studied. Figure 1 shows the research process of the gener-
ation and evolution conditions of wheel polygonal wear.

2.1. Circumferential Wear Model of the Wheel. Archard
model and work model are usually used in polygonal wear
prediction. (e research shows that the trend of wheel
polygonal generation and evolution corresponding to
Archard model and wear work model are the same basically,
but the wear coefficient in Archard model is relatively large,
while the results of wear work model are closer to the field
measured data, and the calculation efficiency is higher [10].

(erefore, the wear work model is adopted in the calculation
of wheel wear in this paper.

(e model based on wear work assumes that the wear
mass Δm is proportional to the wear energy that is dissipated
in wheel track contact due to friction. (e basic calculation
principle is as follows.

Based on the wear work model, it is assumed that the
wear mass of wheel contact spot is proportional to the
friction work in the contact spot.

Δm � Kw · Ww, (1)

where Δm and Kw are the wear mass of the wheel and the
wear coefficient which is related to the wear energy per unit
contact area in the contact spot and Ww is the wear work in
the contact spot.

(e most realistic simulation of wheel wear is in the 3D
and real time, which means that the 3D geometry of the
wheel tread should change with each wheel rotation.
However, this is either difficult in technology or time-
consuming. Moreover, polygonal wear of wheel mainly
occurs in the circumferential direction. In order to simplify
the simulation, some assumptions are listed as follows:

(1) Assuming that the lateral profile of the wheel is
unchanged, only the change of the circumference
profile of the wheel is concerned

(2) Assuming that the instantaneous wear of each
contact spot on the tread is evenly distributed, cal-
culate the average wear depth

(3) In short-term calculation, the change of wheel and
track profile can be ignored

Literature [11] points out that wheelset longitudinal
vibration has a significant impact on the profile and wear
depth of wheel tread, and the wear is mainly concentrated
near the rolling circle. If the radii of the wheel rolling circle θ
are R (θ− 2π) and R (θ), respectively, the wear depth is
Δr � R(θ − 2π) − R(θ). In addition, the ware mass Δm is the
product of the wear depth Δr, the wear area Aw, and the
material density ρ. (e wear work Ww is the product of the
longitudinal creep force Fx and the relative sliding distance
between wheel and track sw. Combined with (1), the cal-
culation formula of wear depth Δr can be obtained as

Δr � R(θ − 2π) − R(θ)

�
Δm
ρAw

�
Kw.Ww

ρ · Aw

� Kw

Fx · sw

ρ · bw · sw

� Kw

Fx

ρ · bw

,

(2)

where bw is the average width of the wear zone.
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2.2. Conditions ofWear. It can be seen from formula (2) that
wheel wear is related to longitudinal creep force Fx. When
the longitudinal creep force changes periodically according
to a certain frequency, it will lead to circumferential non-
uniform wear with periodic change of wear depth Δr,
resulting in polygon. When the longitudinal creep force is at
its maximum, the wear occurs only once in a cycle of
longitudinal wheel vibration.

If the longitudinal vibration frequency of the wheel is f1
and the wheel rotation frequency is f2, then the time interval
between the two adjacent wear peaks is 1/f1 and the wheel
rotation cycle is 1/f2, and the number of wear peaksmwithin
one rotation of the wheel is

m �
f1

f2
. (3)

(e relation between wheel rotation frequency f2 and
train running speed is f2 � v/(π D); then it can be known
from equation (3) that the longitudinal wheel vibration
frequency f1 meets

f1 �
mv

π D
, (4)

where v is the speed of vehicle and D is the nominal
diameter.

2.3. Test Verification. Field measurement of a certain type of
EMUwheel shows that when the speed is 300 km/h, there are
three high wear periods in the wheel diameter life cycle from
920mm to 830mm, corresponding to the wheel diameters of
915mm, 875mm, and 830mm, respectively. In these three
wheel diameter stages, the measured wheel polygonal wear
order is 20, 19, and 18, respectively [9].

Based on formula (4), wheel angular velocity ω, rotation
frequency f2, and longitudinal vibration frequency f1 can be
calculated from the above data. (e result can be seen in
Table 1.

It can be seen from Table 1 that the longitudinal vi-
bration frequency corresponding to wheel polygonal wear is
around 580Hz; that is, longitudinal vibration of wheel is the
basic condition for generating wheel polygon wear, and its
vibration frequency is fixed. (is result verifies the research
conclusion that wheel polygon wear has “constant fre-
quency” mechanism [11].

3. Polygonal Wear Model of the Wheel

3.1.Wheelset RotorDynamicsModel. (e above analysis and
related literature show that the longitudinal creep vibration
of wheelset is the main reason for the generation and
evolution of polygonal wear of wheel. It is necessary to
analyze the state of longitudinal vibration of wheel and
determine the range of parameters leading to longitudinal
vibration of wheel.

(e nonlinear problem of vehicle is very complicated
due to its large structure and many degrees of freedom.
Modeling is often conducted according to the research needs
with specific focus, and the nonfocus items can be appro-
priately simplified in general. (erefore, wheelset axle box
device is selected as the analysis object in this paper, as
shown in Figure 2. (e dynamics model of wheelset rotor
system includes wheel 1, wheel 2, and axle 3, as well as two
large diameter axle disks 4 which are used to simulate track.

To analyze the basic characteristics of the rotor, it is
assumed that

(1) (e wheels are rigid disk

�eoretical anlysis

Rotor dynamics simulation

Wheelset vibration characteristics

Polygon wear
evolution characteristics

Modal analysis

Transient analysis

Wheelset rotor system
dynamics model

Wheel rail rolling contact theory

Verification of measured data Wheel material wear model

Generation conditions
(Fx periodic vibation)

Evolution conditions
(Frequency constant and

intergal multipule)

Constant frequency source
(Natural frequency of wheel

rail coupling bending)

Wheel circumference
wear depth model 

Δr = kw
Fx
ρ·bw

Figure 1: Research process of the generation and evolution conditions of wheel polygonal wear.

Shock and Vibration 3



(2) (e axle is hollow with equal diameter, with a certain
bending stiffness and infinite torsional stiffness, and
both ends are supported by two identical bearings

(3) (e bearing is simplified as hinged, and the mass is
not considered

(4) (e spring mass is equivalent to the track prepressure

As the left and right wheels are the same, one of them in
Figure 2 is selected.Oxyz is taken as the fixed coordinate(e
intersection O between the plane where the disk is located
and the supporting points at both ends of the elastic axis is
the origin of the fixed coordinate system, and x axis is along
the axis of the rotor, and the plane where the disk is located is
the Oxz coordinate reference plane, as shown in Figure 3.

In the figure, O1 and C are the disk center of shape and
mass, and the distance O1C is the eccentricity e. (e mass of
the disk is m, and we select x (t) and z (t) as the generalized
coordinates of the disk center of shape O1.

(e wheelset use centralized mass element to simulate,
and the shaft segment is simulated by Timoshenko beam
element, and only two end nodes (A and B) in the beam
element are used. Wheel track contact force is used to
simulate wheel track contact. Figure 4 is a schematic diagram
of Timoshenko beam element.

(e nodes A and B in the Timoshenko beam element
have 6 degrees of freedom, respectively, which are the
displacement and rotation angles of the nodes in the x, y, and
z directions. (e degree of freedom arrangement of beam
elements is u� [xA, yA, zA, θxA, θyA, θzA, xB, yB, zB θxB θyB, θzB]
T. Since the radial deformation of the joints in the model is
much larger than its axial deformation, the axial and tor-
sional deformation are ignored, and the degree of freedom of
beam elements is simplified as u� [xA, zA, θxA, θzA, xB, zB,
θxB, θzB]T. (e dynamic equation of the whole rotor system
can be expressed as

M €u +(C + G) _u + Ku � Fe + Fr, (5)

where M, C, G, K, Fe, and Fr are the mass matrix, damping
matrix, gyro matrix, stiffness matrix, unbalanced force
vector, and wheel track contact force vector, respectively,
and €u, _u, u are acceleration, velocity, and displacement
vectors of nodes in the model, respectively.

3.2. Wheel Track Rolling Contact Force. (ere are many
theoretical models that have been studied and developed of
wheel track rolling contact, including Kalker linear theory,
Kalker simplified theory, Kalker three-dimensional accurate
theory, and Shen’s theory, among which Kalker’s simplified
theory is most widely used in railway field. (erefore, this

Table 1: Calculation parameters of wheelset rotor system.

Diameter D (mm) Angular velocity ω (rad.s−1) Rotation frequency f2 (Hz) Order (N) Longitudinal frequency f1 (Hz)
915 182.1 29.0 20 580.1
875 190.5 30.3 19 576.3
830 200.8 32.0 18 575.6

m m x

y

z

e1 e2ω k

1 3

4

kR
fst

cR

c

2

Figure 2: Dynamic model of wheelset rotor system.
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Figure 4: Timoshenko beam element.
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paper carries out simulation analysis of wheel track rolling
contact based on Kalker linear theory. (e wheel track
rolling contact force Fr can be decomposed into longitudinal
creep force Fx and wheel track contact positive pressure Fz,
which can be expressed as

Fx � −GabC11ξ,

Fz � kR fst − z( 􏼁,
ξ �

v − ω · R

v
,

⎧⎪⎨

⎪⎩
(6)

where G, a, and b are shear elastic modulus of material, long
and short half axes of contact spot, respectively, and C11, ξ,
kR, and fst are Kalker coefficient, longitudinal creep rate,
support stiffness, and precompression amount of elastic
support, and v, R, and ω are speed of elastic support, radius
of disk, and rotational angular velocity of wheelset.

According to the eccentricity of the contact ellipse and
the integral of the first and second complete ellipses, the
contact spot length and the short semiaxis length can be
determined as [12]

a � mc

3π δ1 + δ2( 􏼁

2β
Fz􏼢 􏼣

1/3

,

b � nc

3π δ1 + δ2( 􏼁

2β
Fz􏼢 􏼣

1/3

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(7)

We have

mc �
2Ep

π 1 − e2c( 􏼁
􏼢 􏼣

1/3

,

nc �
2Ep

�����
1 − e2c

􏽰

π
􏼢 􏼣

1/3

,

δi �
1 − ]2

πEi

,

β �
1

R11
+

1
R12

+
1

R21
+

1
R22

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

where Ep is the complete elliptic integral of the second kind;
Ec is eccentricity of contact ellipse; ]i, Ei are Poisson’s ratio
and elastic modulus of contact i (i� 1, 2), respectively. R11,
R12, R21, R22 are the longitudinal and transverse principal
radius of curvature of wheel and track along the contact
coordinate system, respectively.

Zhao et al. found that the saturated creep force between
wheel and track easily leads to the generation of polygon
wear of wheel [13].(erefore, the creep force saturation state
is analyzed in this paper.

4. Simulation of Wheel Polygonal Wear

(e shear modulus of wheel G � 7.9×1010 Pa, the Kalker
coefficient C11 � 5.10, the longitudinal half-axle length of
contact spot a� 10mm, and the lateral half-axle length of
contact spot b� 5mm. Main parameters of wheelset rotor
system were selected by referring to [14, 15] measured in 1.3,
as shown in Table 2.

4.1. Verification of Generation Conditions of Polygonal Wear.
In order to verify the conclusion that wheelset longitudinal
vibration based on the wear work model found in Section 1 is
the basic condition for the generation of polygonal wear of
wheels, the wheelset rotor dynamic finite elementmodel in (5)
is established. (e wheelset rotation system is separated into
13 nodes, which are divided into 12 beam elements and 2
particle elements with 91 degrees of freedom in total. Bearing
constraints are applied to nodes 1 and 13 corresponding to the
left and right bearings, respectively. We also added the node
function load corresponding to formula (6) of wheel track
contact force on key points 2 and 4 corresponding to left and
right wheels.We set the wheel mass and its eccentricity on key
points 2 and 4 corresponding to the left and right wheels and
added rotation frequency f2 on the beam rotor.

In order to observe the influence of rotor speed and
eccentricity on the vibration characteristics, transient
analysis was conducted when f2 � 25.2∼58Hz and eccen-
tricity e� 0.01mm, 0.10mm, 0.50mm, and 1.00mm. (e
three-dimensional spectra of the vertical displacement at the
left wheel of the wheelset rotor system (Figure 5) and the
spectra of the rotation frequency of 30Hz (equivalent to
300 km/h) were obtained (Figure 6).

Figure 5 shows that wheelset vibration displacement is
mainly composed of rotation frequency and high frequency
under different eccentricity and rotor speed. With the in-
crease of rotor speed, the degree of dynamic unbalance is
aggravated due to the influence of flexibility and eccentricity
of wheelsets, so the amplitude of both frequencies increases.
(e value of rotation frequency increases with the increase of
rotor speed and eccentricity, but the high frequency value is
always the same (approximately equal to 580Hz).(e results
of this study confirm that the “constant frequency” char-
acteristics of polygonal wheel wear found in theoretical
analysis and field tests.

When the rotation frequency is 30Hz, the spectrum of
different eccentricity is shown in Figure 6. With the decrease
of eccentricity, the amplitude of the rotation frequency
gradually decreases until it disappears. (e reason is that the
degree of wheelset dynamic unbalance is improved. How-
ever, the constant frequency is 579.56Hz, and the corre-
sponding amplitude changes little with the change of
eccentricity, indicating that this frequency component is the
“constant frequency” mentioned in the previous test and
theoretical analysis.

Table 2: Calculation parameters of wheelset rotor system.

Parameter Values Unit
(e inner diameter of axle 60 mm
(e outer diameter of axle 190 mm
Journal center distance 1956 mm
Rolling circle distance 1493 mm
Track stiffness kR 20 MN.m−1

Wheel track creep factor μ 0.25
Material density 7860 kg/m3

Elastic modulus 2.059×1011 Pa
(e wheel radius D 920 mm
Poisson’s ratio 0.3
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(e amplitude of both components is increased. (e
rotation frequency value increases with the increase of
rotor speed, while the high frequency value is about
580 Hz, which has nothing to do with rotor speed. (e
results of this study confirm the “frequency fixed” char-
acteristics of polygonal wear found in theoretical analysis
and field tests.

As can be seen from Figure 6, when the rotation fre-
quency is 30Hz, with the decrease of eccentricity, the am-
plitude corresponding to the rotation frequency gradually
decreases until it disappears. However, the constant fre-
quency is 579.56Hz, and its amplitude is almost unchanged;
that is, the constant frequency has nothing to do with the
eccentricity.

4.2.DeterminationofEvolutionConditionsofPolygonalWear.
(e above finite element simulation analysis verifies that the
longitudinal vibration of wheel is the basic condition for
generating polygonal wear of wheel and determines the
longitudinal creep force Fx. By substituting it into (2), the
characteristics of wheel polygonal wear can be drawn, and
then the conditions for the evolution of wheel polygonal
wear can be determined.

In order to study the influence of rotor speed on po-
lygonal wear of wheels, transient analysis was carried out at
250 km/h∼350 km/h, respectively, and the circumferential
wear of wheels was drawn by combining with the formula of
wear depth Δr in formula (2).(e wear shapes near the order
N� 18 and 23 are shown in Figure 7.

According to Figure 7, when the speeds are 240 km/h
and 260 km/h, the wheel wear will be gradually uniform after
a long run. However, when the speed is 262 km/h and
335 km/h, the wheels have obvious polygonal wear of 18th
order and 23rd order, respectively. By analyzing the fre-
quencies at different speeds, it is found that polygonal wear
occurs when the “constant frequency” 580Hz is an integer
multiple of the rotation frequency, and uniform wear occurs
when the wheel is not an integer multiple. It can be seen that
when the longitudinal vibration frequency of the wheel is an
integer multiple of the wheel rotation frequency, the po-
lygonal wear of the wheel will evolve rapidly.(erefore, if the
relationship is destroyed, the generation and development of
polygon can be effectively suppressed, and if it can be run at
constant speed within the life cycle of wheel diameter, it will
be considered as one of the methods.

So far, we have found that the condition for the evolution
of polygon wear of wheel is that the longitudinal vibration of
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Figure 5: Spectrum diagram under different eccentricity. (a) e� 0.01mm. (b) e� 0.10mm. (c) e� 0.50mm. (d) e� 1.00mm.
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wheelset and the wheel rotation frequency follow the law of
“constant frequency and divisible.”

5. Determination of Constant Frequency Source

(rough the statistical analysis of the measured data and the
verification of the theoretical simulation, it is found that the
wheel polygonal wear follows the rule of “constant frequency
and integer multiple,” but the source of this constant fre-
quency remains to be further studied. (erefore, we use
beam element and solid element to conduct modal analysis,
respectively, and try to find the source of constant frequency
around 580Hz.

(e beam element finite elementmodel established in (5) is
used for modal analysis, and the first 10 order modal natural
frequencies are obtained. (e vibration mode of the wheelset
system at about 580Hz is shown in Figure 8 which shows that

the natural frequency of this order is 581.6Hz, and the cor-
responding vibration mode is third-order wheelset bending.

In order to study the relationship between constant fre-
quency and track, wheelset, and their coupling effect, we take
60 kg track section, the length of 6.0m, sleeper spacing of
625mm, fastener width of 170mm, fastener vertical stiffness
of 20MN/m, bogie fixed wheelbase of 2.5m, and wheel track
wear coefficient μ� 0.25. (e solid finite element model of
wheel track coupling is established for modal analysis. (e
influence of rotation effect on the natural frequency of wheel
track coupling system is studied under three conditions:
flexible wheelset and rigid track, rigid wheelset and flexible
track, and flexible wheelset and flexible track. (e specific
analysis results are shown in Table 3 and Figure 9.

As Table 3 shows, it can be seen from contrasting the
natural frequencies of rigid wheelset and flexible track and
flexible wheelset and rigid track which do not consider the
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Figure 7: Wheel wear shape at different speeds. (a) v � 240 km/h, N� 25.22. (b) v � 260 km/h, N� 23.2. (c) v � 262 km/h, N� 23. (d)
v � 335 km/h, N� 18.

Frequency = 581.6 Hz

Figure 8: Vibration mode of third-order wheelset bending.

Table 3: Natural frequency of rotor system of wheelset (Hz).

Rotation effect is not considered Rotation effect is considered
Rigid wheel flexible track Flexible wheel rigid track Flexible wheel flexible track Flexible wheel flexible track
519.4 567.16 565.42 565.42
559.49 567.19 580.73 580.56
574.77 577.74 583.07 582.93
593.11 578.03 584.48 584.33
605.9 585.43 585.47 585.7
608.93 585.45 586.78 587
622.27 748.22 591.33 591.36
648.97 769.92 621.8 621.81
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rotation effect that flexible wheelset and rigid track show
more natural frequency close to the constant frequency of
580Hz. It can be shown that the track flexibility has little
effect on the natural frequency near the constant fre-
quency, while the wheelset’s contribution to the constant
frequency is greater than that of the track. (is can also be
seen in the analysis of flexible wheelset and flexible track.
Although the contribution of track flexibility to “constant
frequency” is little, it is more realistic to consider both
wheelset and track as flexible. (erefore, when we study
the influence of different rotor speeds on the natural
frequency of the wheel track coupling system, we consider
wheel track as flexible. Considering the rotation effect, the
natural frequencies of the wheel track coupling system at
different rotor speeds all show five values close to “con-
stant frequency.” It shows that the rotor speed has little
influence on the natural frequency, which is consistent
with the previous simulation analysis.

(e vibration modes of flexible wheelset and track at
speed of 180 rad/s are shown in Figure 9. (e flexible wheel

track vibration near the “constant frequency” corresponds to
the third-order vertical bending of the wheelset, while the
track presents 8th-order lateral bending, 8th-order lateral
bending torsion coupling, and 8th-order vertical bending,
respectively.

To sum up, the reason for the “constant frequency”
phenomenon of about 580Hz is mainly the third-order
vertical bending of wheelset and the 8th-order coupling
bending of track. (e track flexibility and speed have a little
effect on the “constant frequency” of wheel track coupling
system.

6. Conclusion

(e theoretical analysis and measured verification of the
generation and evolution conditions of wheel polygonal
wear are carried out based on the wear work model, and the
wheelset rotor dynamics model considering wheel eccen-
tricity is established for numerical simulation verification.
(e following conclusions are obtained:
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Figure 9: Vibrationmode of wheel track coupling systemwithω� 180 rad/s. (a)Wheelset 3rd vertical bending and track 8th lateral bending.
(b) Wheelset 3rd vertical bending and track 8th lateral bending. (c) Wheelset 3rd vertical bending and track 8th lateral bending and vertical
bending. (d) Wheelset 3rd vertical bending and track 8th vertical bending.
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(1) (e generation and evolution of wheel polygon wear
present the characteristics of “constant frequency
and integer multiple.” (e longitudinal vibration of
wheelset is the basic condition for the generation of
wheel polygonal wear, and its vibration frequency is
constant.When the frequency is the integral multiple
of wheel rotation frequency, the wheel polygonal
wear evolves rapidly.

(2) (e “constant frequency” of wheel polygonal wear is
consistent with the natural frequency of the third-
order vertical bending of wheelset excited by wheel
rotation and the eighth-order coupled bending vi-
bration of track.

(3) Constant rotor speed operation in the life cycle of
wheel diameter can relieve the wheel polygon fault.
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