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In order to solve the problem on optimal selection of old bridge reinforcement schemes, a decision-making method of gray
relation analysis based on fuzzy-AHP weights is proposed. Firstly, the fuzzy-AHP is used to develop the decision index system of
old bridge reinforcement schemes and determine the weight of decision indexes. )e 0.1–0.9 scale method is introduced as the
index judgment criterion, and the weight judgment matrix is established. )rough the consistency test, the relative weight vector
of each decision index in the index layer is calculated. Secondly, according to the gray relation model of the old bridge rein-
forcement schemes, the decision matrix is constructed, and the gray relation coefficient matrix is calculated to obtain the gray
relation coefficient corresponding to the ideal optimal scheme. Finally, the optimal scheme is determined.)rough an engineering
example, the reinforcement scheme of a concrete-filled steel tube arch bridge deck system is calculated and analyzed, and the best
reinforcement scheme is selected. )e optimal selection result is consistent with the actual reinforcement scheme available for the
bridge. )e decision-making method of gray relation analysis based on fuzzy-AHP weights make the evaluation system more
organized and systematic and the index weight more operable and quantitative, reduce the subjective evaluation impact, andmake
the evaluation result more objective and reliable. Considering the fuzzy and gray information of comparison and selection, the
optimal scheme with high feasibility and applicability is selected by the gray relation method.

1. Introduction

With the operation of in-service bridges, due to the in-
crease of traffic volume and vehicle load, the influence of
unfavorable factors in the surrounding environment, and
the natural aging of materials, the bridge structure is faced
with performance degradation during its life cycle,
resulting in the weakening of its function. In order to meet
the traffic development needs, ensure the safety of bridge
structure, satisfy the use function, and extend the service
life, it is necessary to reconstruct and reinforce the old
bridges. Many bridge reinforcement methods are now
available, such as reinforcing the main girder cross section,
reducing the dead load, and changing the structural system.
)ese methods comprehensively consider the bearing ca-
pacity, durability, impact of traffic interruption, economic

rationality of reinforcement cost, and complexity of re-
inforcement technology. )e determination of the rein-
forcement scheme is the key to the success of the
reconstruction and reinforcement, especially the feasibility,
reliability, and economy of the reinforcement scheme. )e
optimal selection process of the old bridge reinforcement
scheme is a multiobjective decision-making process. )e
multiobjective decision-making is characterized by the
conflicting objectives, inconsistent objective dimensions,
and adjustable “optimal solution,” making the decision-
making process more complicated [1]. Dağdeviren and
Yüksel developed the evaluation index system of bridge
reinforcement schemes based on the analytic hierarchy
process (AHP) and performed the optimal selection
analysis [2]. Nguyen et al. established a two-level fuzzy
optimal selection model and used the nonstructural fuzzy
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decision-making theory for the bridge scheme comparison
and selection [3]. Maghrabie et al. proposed a multilayer
and multiobjective fuzzy optimal selection model and
applied it to the comparison and optimal selection of bridge
schemes [4]. )akur and Ramesh combined the AHP
method and the entropy method to weigh the evaluation
indexes and established the gray relation method based on
the combined weight for the optimal selection of bridge
reinforcement schemes [5]. Li and Chen proposed to
improve the fuzzy belief structure method to determine the
weight and established the gray relation optimal selection
model for the optimal selection research of bridge rein-
forcement schemes [6]. Kalemci et al. used the combined
weight method to establish a simplified gray wolf opti-
mization algorithmmethodmodel for the optimal selection
of bridge reinforcement schemes [7]. For this reason,
according to the characteristics of the old bridge rein-
forcement scheme evaluation, this paper organically
combines the fuzzy theory [8–11] with AHP, proposes a
method to determine the index weight, and adopts the gray
relation method [12] to realize the comprehensive evalu-
ation of each reinforcement alternative and thus the se-
lection of optimal scheme, making the optimal selection
process more simple, objective, reasonable, and reliable.
)erefore, it is necessary to carry out the optimal selection
of bridge reinforcement schemes in order to achieve the
basic objectives in technical feasibility, reliability, eco-
nomic rationality, construction simplicity, and quality
assurance.

In this paper, four bridge reinforcement schemes for
an old bridge are carried out. Many factors need to be
considered, such as the aging and disease degree of the
original structure, the technical feasibility, and the impact
of traffic interruption, which are more risky and difficult
compared with the new bridge construction. In order to
solve the problem on optimal selection of old bridge
reinforcement schemes, a decision-making method of
gray relation analysis based on fuzzy-AHP weights is
proposed.

2. Evaluation Index System

Since several optimal selection indexes need to be com-
prehensively considered in the decision-making process for
optimal selection of old bridge reinforcement schemes, the
fuzzy-AHP [13] shall be firstly used to organize and hi-
erarchize the optimal selection problem, thus developing a
hierarchy-based optimal selection index system, as shown
in Table 1. )e system is divided into three layers: the first
layer mainly includes the optimal selection purpose or
desirable result, that is, to determine the optimal rein-
forcement scheme; the second layer includes the subor-
dinate indexes of the upper layer, which represent the
optimal selection index factors to be satisfied before the
optimal selection purpose is achieved; the third layer is the
basic index layer, which includes the most basic decom-
position indexes of the optimal selection problem and
directly reflects the comprehensive attribute information of
each reinforcement scheme.

3. Decision IndexWeightDetermined by Fuzzy-
AHP

3.1. Construction of Fuzzy Complementary Judgment Matrix.
Based on the principle of fuzzy-AHP, the mutual priority
relationship among the decision indexes is determined, and
the 0.1–0.9 scale method [14] is used as the judgment cri-
terion for the pairwise comparison of the indexes to establish
the weight judgment matrix C � (cij)n×n:

C �

c11 c12 ... c1n

c21 c22 ... c2n

... ... ...

cn1 cn2 ... cnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (1)

where cij is the relative weight vector based on the jth de-
cision index than the ith decision.

3.2. Consistency Check of Judgment Matrix. )e weight
vector of matrix C is obtained by solving the judgment
matrix with the formula derived in [15]
W � w1 w2 · · · wn 

T:

wi �


n
j�1 cij +(n/2) − 1

n(n − 1)
. (2)

Set

wij �
wi

wi + wj

, (i, j � 1, 2, . . . , n). (3)

)en, the N-order matrix S � (wij)n×n is taken as the
characteristic matrix of the judgment matrix C. )e com-
patibility index of C and S is

I(C, S) �
1
n
2 

n

i�1


n

j�1
cij + wij − 1



. (4)

With regard to the attitude α of the decision maker,
when the compatibility index I(C, S)≤ α, the judgment
matrix is considered to be satisfactorily consistent. )e
smaller the α, the higher the consistency requirement for the
matrix, which is generally taken as α � 0.2.

Assuming there are k experts, then the fuzzy judgment
matrix Ck � (ck

ij)n×n; when k � 1, 2, . . . , t, the corresponding
weight vector set Wk � W1 W2 ... Wt  [15], and the
characteristic matrix Sk � (wk

ij)n×n. If t judgment matrices
B(k) and other judgment matrices are of satisfactory con-
sistency, the fuzzy-AHP weight is

W �
1
t



t

k�1
Wk. (5)

3.3. Total Hierarchical Sorting. Assuming that, in a decision
index system with r layers, the relative weight vector based

on the hth decision index is P
(r)
h � p

(r)
1h p

(r)
2h ... p

(r)
nrh 

T

;

when h � 1, 2, . . . , nr−1, thenr × nr−1 order matrix is
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P
(r)

� P
(r)
1 P

(r)
2 ... P(r)

nr− 1
 

T
, (6)

where p
(r)
n h is the relative weight vector based on the hth

decision index than the hth decision.
If the comprehensive weight vector matrix of all decision

indexes from the r − 1 layer to the decision layer is W(r− 1) �

W
(r−1)
1 W

(r−1)
2 ... W(r− 1)

nr− 1
 

T
[16], then the comprehensive

weight of all decision indexes from the r layer to the decision
layer is

W
(r)

� W
(r)
1 W

(r)
2 ... W(r)

nr
 

T
� P

(r)
W

(r− 1)
. (7)

Generally,

W
(r)

� P
(r)

P
(r− 1)

· · · P
(3)

W
(2)

, (8)

where W(2) is actually the same as the relative weight vector
under the single hierarchical sorting.

4. Gray Relation Analysis Model

It is difficult to obtain the optimal scheme by a gray system
composed of known information and nondeterministic
information. )e gray relation analysis method [17] is a
method to measure the relation degree among factors based
on their similarity or dissimilarity in the development trend
[18], which is suitable for solving the problem on multi-
objective optimal selection decision-making of old bridge
reinforcement design schemes.

4.1. Construction of Decision Matrix. Assuming that there
are a total ofm old bridge reinforcement schemes and a total
of n decision indexes and xij represents the attribute value of
the jth index of the ith beam design scheme, then the initial
decision matrix is

X �

x11 x12 ... x1n

x21 x22 ... x2n

... ... ...

xm1 xm2 ... xmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9)

In the decision-making objectives of the old bridge re-
inforcement design schemes, for the decision index value
corresponding to the bearing capacity, the higher is better,
while for the decision index value corresponding to the
economic indexes such as construction period and cost, the
lower is better. Moreover, the different dimensions and
orders of magnitude among decision indexes have a large
impact on the evaluation and optimal selection of the beam
design scheme. )erefore, in order to facilitate the gray
relation analysis, all decision indexes of the beam design
scheme are normalized [19].

4.1.1. Quantitative Index Processing. In the evaluation index
system of old bridge reinforcement scheme, some evaluation
indexes can be expressed by numerical values and directly
used as quantitative indexes of the scheme, such as the
reinforcement cost and construction period. Quantitative
indexes can be processed as follows. For benefit indexes (the
larger the attribute value is, the better), the dimensionless
value is

yij
′ �

0, yij ≤yimin,

yij − yimin

yimax − yimin
, yimin <yij <yimax,

1, yij ≥yimax.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

For cost indexes (the smaller the attribute value is, the
better), the dimensionless value is

yij
′ �

0, yij ≥yimax,

yimax − yij

yimax − yimin
, yimin <yij <yimax,

1, yij ≤yimin,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

where yij is the index value of the ith index for the jth
scheme to be evaluated, yij

′ is the normalized value, yimin is

Table 1: Evaluation index system of old bridge reinforcement scheme.

Decision set Factor set Index set

Optimal selection of bridge reinforcement scheme C

Structural functionality S

Satisfaction of bearing capacity
Satisfaction of durability
Satisfaction of vibratility
Satisfaction of safety

Economic rationality E

Reinforcement cost
Reinforcement period

Subsequent maintenance cost
Utilization degree of original structure

Technical feasibility F

Reliability of reinforcement technology
Applicability of reinforcement technology
Complexity of reinforcement technology

Degree of impact of reinforcement on traffic

Structural aesthetics A

Structural aesthetics
Environmental friendliness
Environmental impact

Traffic impact
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the minimum index value in the ith evaluation index of each
scheme, i.e., yimin � min yi1 yi2 . . . yim( , and yimax is the
maximum index value in the ith evaluation index of each
scheme, i.e., yimax � max yi1 yi2 . . . yim( , where
i � 1, 2, 3, . . . , n and j � 1, 2, 3, . . . , m.

4.1.2. Qualitative Index Processing. Some evaluation indexes
in the evaluation index system of old bridge reinforce-
ment scheme belong to qualitative indexes which can
only be used for qualitative estimation and judgment.
According to the needs of old bridge reinforcement, a 9-
level factor set [20] is adopted, E � (worst, very poor,
poor, relatively poor, medium, relatively good, good, very
good, best), and the qualitative index language gray
number is quantified by the linear gray number whitening
weight function [21]. )e quantification results are shown
in Table 2.

4.2. Construction of Gray Relation CoefficientMatrix. Due to
the relativity of bridge reinforcement scheme decision
during comparison, an ideal reference scheme [22] is firstly
constructed as y0 � y01 y02 . . . y0n , where

y0j � max y1j, y2j, . . . , ymj , (12)

where ym j is the relative vector based on the jth decision
index than the ith decision.

)e ideal reference scheme can be understood as taking
the best value of the corresponding evaluation index in all
candidate design schemes as the reference sequence. )e
attribute values of decision indexes ofm design schemes are,
respectively, taken as the comparison sequences, and the
relation coefficient is used to measure the closeness of the
data relationship between the reference sequence and the
comparison sequence. )e calculation formula of the rela-
tion coefficient of each decision index under different design
schemes is

εij �
miniminj y0j − yij



 + ρmaximaxj y0j − yij





y0j − yij



 + ρmaximaxj y0j − yij




, (13)

where εij is the relation coefficient between the ith com-
parison sequence and the jth index in the reference sequence
y0, i � 1, 2, . . . , m and j � 1, 2, . . . , n, and ρ is the identifi-
cation coefficient (ρ ∈ [0, 1]) and is generally taken as
ρ � 0.5.

4.3. Calculation of Gray Relation Degree. Combined with
the fuzzy-AHP, the comprehensive weight vector matrix
of all decision indexes at the third layer of the
decision index system of the old bridge reinforcement
scheme is determined as W(3) � W

(3)
1 W

(3)
2 . . . W

(3)
n3 

T
,

and the comprehensive weight vector of n decision in-
dexes to the decision layer in the decision index system is

W
(3)

� w
(3)
1 w

(3)
2 . . . w(3)

n
 

T
, (14)

where w(3)
n is the relative vector based on the nth decision

index than all decision indexes at the third layer of the
decision.

Let wk be the combined weight of the kth index, and


n
k�1 W3

k � 1 [23]. So, the gray relation degree ci0 between
the old bridge reinforcement scheme and the ideal scheme is

ci0 � 
n

j�1
εijw

(3)
j , (15)

where εij is the calculation formula of the relation coefficient
of each decision index under different design schemes and
w

(3)
j is the relative vector based on the jth decision index

than all decision indexes at the third layer of the decision.

4.4. Determination of Optimal Scheme. Firstly, according to
the gray correlation degree, the evaluation schemes are
sorted and optimized: the larger the relation degree is, the
closer the reinforcement scheme is to the ideal scheme, and
thus, the better the reinforcement scheme is, so as to de-
termine the optimal scheme in the old bridge reinforcement
schemes.

According to the gray relation axiom, gray relation
degree ci0 satisfies

(1) Normative 0< ci0 ≤ 1, ci0 � 1⇐i � 0
(2) )e smaller the proximity |i − 0|, the greater the

c(i, 0)

Normativeness limits the value of gray correlation degree
within the interval of [0, 1]. Proximity indicates that the
closer the two behaviors are, the more similar their changing
trends are.

)e evaluated schemes are sorted for optimal selection
according to the gray relation degree: the larger the relation
degree, the closer the reinforcement scheme is to the ideal
scheme, and thus the better the reinforcement scheme, so as
to determine the optimal scheme in the old bridge rein-
forcement schemes.

5. Example of Decision-Making for Optimal
Selection of Old Bridge
Reinforcement Schemes

5.1. General Situation and Reinforcement Schemes of Old
Bridge. )is paper takes the deck system reinforcement
design schemes of a certain reinforced concrete ribbed arch
bridge as an example, uses the fuzzy-AHP to determine the
weight and gray relation analysis model for the optimal
selection, and obtains the optimal reinforcement scheme, as
well as verifies the effectiveness and practicability of the gray
relation analysis method for the optimal selection of bridge
reinforcement schemes based on fuzzy-AHP weights.

)e bridge is a concrete-filled steel tube arch bridge,
which was completed in July 1997, as shown in Figure 1.
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With the development of the city and the increase of traffic
volume, the original design has approached the bearing ca-
pacity limit; the structure vibration is more obvious in actual
use. Later, the bridge has been reinforced, with a hope to
improve the dynamic characteristics and reduce the structural
vibration response, but the reinforcement effect was not
obvious. A total of four bridge deck reinforcement schemes
are proposed this time: scheme 1, replace the overall bridge
deck; scheme 2, add longitudinal concrete beams; scheme 3,
add longitudinal steel beams; scheme 4, add longitudinal steel
box-concrete composite beams, as shown in Figure 2.

5.2. Determination of Comprehensive Weight of Decision
Indexes. As for determination on the relative weight of
decision indexes at each layer of the old bridge reinforce-
ment scheme, the pairwise comparison of structural func-
tionality S, economic rationality E, technical feasibility F,
and structural aesthetics A are conducted according to the
0.1–0.9 scale method, to obtain the fuzzy complementary
judgment matrix, see Table 3, for details.

According to formulas (1) and (2), the relative weight
vector of the factor set is calculated as

W1 � (0.308, 0.242, 0.258, 0.192). (16)

According to formulas (3) and (4), the compatibility
index of C1 and S1 is obtained as I(C1, S1) � 0.104< 0.2, and
the distribution of the relative weight vector W1 of the
corresponding objective layer is reasonable. )erefore, it is
believed that the fuzzy judgment matrices are satisfactorily
compatible. In conclusion, it is reasonable and reliable to use
the mean value of the relative weight set as the relative
weight vector of the objective layer. )e relative weight
vector of the objective layer is W � (0.308, 0.242, 0.258,
0.192).

Similarly, by constructing the fuzzy judgment matrix of
the index layer, the relative weight vector of each decision
index of the index layer is calculated, and thus, the com-
prehensive weight is calculated by formulas (6)∼(8), as
shown in Table 4.

5.3. Calculation of Gray Relation Degree. According to
formulas (9)∼(11), a decision matrix is established to select
the optimal value of each index and determine the optimal
scheme:

127

127

127

Unit: m

148

(a)

3250
180 180180180 415 41540 401620

Unit: cm

(b)

Figure 1: Bridge structure diagram. (a) Bridge elevation. (b) Bridge section view.

Table 2: Quantification results of qualitative index.

Level Worst Very poor Poor Relatively poor Medium Relatively good Good Very good Best
Value 0 0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000
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Steel beams

(a)

Concrete beams

(b)

Steel beams

(c)

Steel concrete composite beam

(d)

Figure 2: Bridge reinforcement schemes. (a) Scheme 1: replace the overall bridge deck. (b) Scheme 2: add longitudinal concrete beams.
(c) Scheme 3: add longitudinal steel beams. (d) Scheme 4: add longitudinal steel box-concrete composite beams.

Table 3: Factor set importance evaluation matrix.

Factor set Structural functionality S Economic rationality E Technical feasibility F Structural aesthetics A
Structural functionality S 0.5 0.7 0.7 0.8
Economic rationality E 0.3 0.5 0.4 0.7
Technical feasibility F 0.3 0.6 0.5 0.7
Structural aesthetics A 0.2 0.3 0.3 0.5

Table 4: Relative weights and comprehensive weights of decision indexes at various layers.

Objective layer Relative weight Index layer Relative weight Comprehensive weight

Structural functionality S 0.308

Bearing capacity 0.258 0.080
Durability 0.208 0.064
Vibratility 0.283 0.087
Safety 0.250 0.077

Economic rationality E 0.242

Reinforcement cost 0.267 0.064
Reinforcement period 0.275 0.066
Maintenance cost 0.242 0.058

Utilization degree of original structure 0.217 0.052

Technical feasibility F 0.258

Reliability 0.267 0.069
Practicality 0.233 0.060
Complexity 0.233 0.060
Traffic impact 0.267 0.069

Structural aesthetic A 0.192

Structural aesthetics 0.267 0.051
Environmental friendliness 0.233 0.045
Environmental impact 0.233 0.045

Traffic impact 0.267 0.051
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y0 � 1 0.875 1 1 0.75 1 0.875 0.75 0.875 0.875 0.75 0.875 1 0.875 0.5 0.875 . (17)

)e gray relation coefficient matrix is calculated by
formulas (12) and (13):

εij �

0.400 0.500 0.400 0.333 0.500 1.000 0.667 0.400 0.400 1.000 1.000 0.500 1.000 1.000 0.667 0.400

0.500 1.000 0.500 0.333 0.500 0.286 1.000 1.000 0.500 0.667 0.500 0.400 1.000 1.000 0.667 0.400

0.667 0.500 0.400 1.000 1.000 0.500 0.400 0.667 1.000 0.667 0.667 0.667 0.667 0.667 1.000 1.000

1.000 0.667 1.000 0.667 0.667 0.400 0.500 0.667 1.000 0.667 0.500 1.000 1.000 0.667 1.000 0.667

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (18)

According to the comprehensive weight of decision
index obtained in Table 4, the gray relation degree between
each old bridge reinforcement scheme and the ideal optimal
scheme is calculated by formulas (14) and (15):

c10 � 0.612,

c20 � 0.614,

c30 � 0.708,

c40 � 0.763.

(19)

It can be seen that the gray relation degree between
scheme 4 and ideal optimal scheme is the largest, so
scheme 4 “add longitudinal steel box-concrete composite
beams” is the optimal scheme. )e optimum selection
result is consistent with the actual reinforcement scheme
adopted.

6. Conclusion

(1) )e fuzzy-AHP is used to construct the decision
index system of the old bridge reinforcement scheme
and determine the weight of the decision index,
which makes the evaluation system more organized
and systematic, and the index weight is more op-
erable and quantitative, reducing the subjective
evaluation impact and making the evaluation result
more objective and reliable

(2) Fully considering the fuzzy and gray information of
comparison and selection, the gray relation method
is used for calculation and analysis of old bridge
reinforcement schemes, thus selecting the optimal
reinforcement scheme

(3) For the optimal selection of bridge reinforcement
schemes, the gray relation analysis based on fuzzy-
AHP weights can select the optimal reinforcement
scheme as a reference for the bridge reinforcement
project and has a certain practical application
value
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+is study explores the distribution of stress and deformation on casings in heavy oil recovery wells and the distribution of stress
in the thaw bulb in permafrost areas. Considering the expansion of the thaw bulb, the simulation analysis method is used to
explore the internal mechanisms of vertical settlement displacement development and stress redistribution within thawed soil and
casing. Calculation results show the following: (a) +e maximum settlement of the thawed soil and the casing was positively
correlated with the expansion of the thaw bulb. Although the settlement of the thawed soil was greater than that of the casing, the
initial increase in maximum settlement difference between the thawed soil and the casing eventually tended to be constant due to
stabilization of the thaw bulb’s expansion. (b) +e size of the thaw bulb directly affects the redistribution of internal stress in
thawed soil, leading to different distribution rules for the vertical displacement of thawed soil and casing with depth. (c) Beyond a
certain formation depth, the vertical stress of thawed soil gradually transits from a tensile stress state to a compressive stress state.
+e depth of a soil layer whose horizontal stress value is initially greater than its vertical stress value will gradually deepen with an
increase in thaw bulb radius. (d) +ere is no significant negative friction on the lateral wall of casing in yield state, but significant
negative friction exists on the lateral wall of casing in elastic state. +e vertical stress of casing in elastic state increased gradually
with the increase of casing depth, due to the existence of continuous negative friction and dead weight.

1. Introduction

With the gradual increase of the global temperature, large-
scale development of Arctic oil and gas resources has be-
come possible. In the late 1960s, a large number of oil wells
began to appear in the Arctic region. Many of them are still
in operation. In the process of heavy oil production, large
bending and shear deformation of oil well casings made it
difficult to operate the oil wells. Excessive strain leads to
breakage at casing joints, which eventually leads to failure of
the oil well [1–5]. Casing damage and tubing deformation
[6] are shown in Figure 1. Scientists have carried out fruitful
research on how to reduce casing deformation by examining
the causes of casing stress [7–10], casing designmethodology
[11–16], oil well construction techniques, and the

technology of heavy oil recovery [17–21]. However, in terms
of factors affecting casing stress, there has been little research
on the interactions between soil layer and oil well casing.

Oil well casing in polar permafrost areas employs a thaw
bulb with positive temperature between the casing and the
permafrost. +e size of the thaw bulb will change with the
extension of oil well operation time. +e continuous ex-
pansion of the thaw bulb complicates stress and deformation
exerted on the casing. In order to deeply understand the
interactions between the thawed soil and the casing in the
thaw bulb and to further explore the internal mechanisms of
casing settlement deformation, this paper uses the simula-
tion analysis method to analyze and predict the stress and
deformation of a single oil well casing. Stress distribution

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 8893159, 10 pages
https://doi.org/10.1155/2021/8893159

mailto:sjz_sti@stdu.edu.cn
https://orcid.org/0000-0001-6555-2525
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8893159


laws within the thaw bulb are analyzed on the basis of
changes occurring within the thaw bulb. As such, this re-
search may provide a theoretical reference for the design of
new oil wells and important technical support for settlement
control measures for existing oil wells. At the same time, it
will provide technical suggestions for China’s participation
in oil and gas development in polar permafrost regions.
Although China is an extraterritorial country in the Arctic
region, the country can participate in the development and
utilization of resources in the region according to “+e
Svalbard Treaty.”

2. Model

2.1. Assumptions. To simplify analysis, the following as-
sumptions were made:

(1) In the analysis of casing stress and deformation,
additional stress caused by casing connection errors
was considered negligible.+at is, to allow for simple
analysis of the friction between the soil layer and the
casing, the casing was assumed to be a linear pipe
body.

(2) +e thermal properties of thawed soil layer, per-
mafrost soil layer, and casing were not considered. It
has been assumed that there was no heat transfer
inside the thaw bulb, in the permafrost region, be-
tween the thawed soil and the casing or between the
thaw bulb and the permafrost. +e model boundary
was assumed to be adiabatic.

(3) +e model did not take the moisture field of the soil
layer into account; that is, it assumed that no water
migration occurred in the soil layer.

2.2. Geometric Parameters. According to the measurements
of an existing oil well [22], a casing with an inner diameter of
22.3 cm, an outer diameter of 24.5 cm, and a wall thickness of
1.1 cm was used. On the basis of data from a field investi-
gation report [6], the soil layer in the model was divided into
14 layers to reflect conditions on the ground. +e type and
thickness of each soil layer are shown in Table 1 and 2.
Matthews et al. [6] carried out an ice-melting assessment for
a single well model with an average radius RTB for the thaw

bulb represented by the change of thaw bulb over time. +e
thaw bulb radius RTB was 1.0m, 3.0m, 5.0m, and 7.5m,
which corresponded to the thaw bulb radius over the course
of the oil well operation period at 1 year, 5 years, 10 years,
and more than 20 years, respectively. According to these
data, a cylindrical model with a radius of 22.5m and a
vertical depth of 171m was determined for calculation and
analysis.+emodel grid number was 166460.+e casing was
modeled using the 8-node quadrilateral in-plane general-
purpose continuum shell element (SC8R). +e soil was
modeled using 8-node linear brick elements (C3D8R) or 6-
node linear triangular prism elements (C3D6). +e specifics
of the model are illustrated in Figure 2.

2.3. Physical and Mechanical Parameters. In actual oil well
engineering, casing adopts J55 steel pipe. For the model, the
pipe’s physical and mechanical properties were obtained by
referring to relevant literature [23]. Specific parameters are
listed in Table 3.

+e physical and mechanical parameters for each soil
layer were determined partly on the basis of existing liter-
ature [24]. +e remaining parameters [25] were obtained
through indoor tests. +e physical and mechanical pa-
rameters of the soil layers are shown in Tables 2 and 3.

Contact surfaces were set up between the casing and the
thawed soil and the thawed soil and the permafrost. Contact
parameters were measured through laboratory testing and
are listed in Table 4.

2.4. Model Constitutive and Others. +rough experimenta-
tion, it was found that thawed soil formed by the thawing of
permafrost demonstrated strong nonlinearity. For this
reason, the Mohr–Coulomb model was selected to calculate
nonlinearity in the numerical simulation. According to the
literature [26], the relationship between Young’s modulus
for soil and the confining pressure is shown in

E � E0
P

Pα
 

α

, (1)

where E0 is Young’s modulus at a reference pressure, P is the
mean confining pressure, Pα is the reference pressure
(usually a standard atmospheric pressure), and α is the

(a) (b)

Figure 1: Deformation of the oil well components: (a) the casing and (b) the tubing.
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confining pressure index. +e confining pressure index can
generally be taken as 0.5.

+e change in casing stress state occurring during the
thawing of frozen soil is closely related to the friction force
generated by thawed soil on its contact surface. +e friction
properties of the contact surface between the casing and the
thawed soil were taken to be a key parameter for calculation
and analysis. +is parameter was necessary to more accu-
rately obtain value of the friction force and to better un-
derstand its distribution laws as they apply to the outer
contact surface of the casing. In the analysis, the linear
attenuation traction-separation model [27] was used to
analyze contact behavior.

+e model boundary was an adiabatic boundary and a
normally fixed constraint was adopted on each surface. In
calculation and analysis, the influence of confining pressure
on Young’s modulus of soil was realized by using a

subroutine. +e gravity field and the initial tensile stress of
the casing were added to the calculation model, and the
model was also adjusted to account for the stress balance
which occurs to eliminate the initial displacement and de-
formation caused by the gravity field. +e shrinkage/ex-
pansion coefficient (determined by strain caused by the
thawing of the visible ice lens of the total ice lens in each soil
layer and the strain caused by the soil thawing and con-
solidation in the consolidation test [28]) was used to account
for changes to the volume of the soil layer within the thaw
bulb. Taking into account the semi-infinite nature of soil in
the horizontal direction, its horizontal shrinkage becomes
very small due to strong constraints. +erefore, the hori-
zontal shrinkage was ignored in the present analysis. Only
the vertical shrinkage of the soil layer was considered.

3. Analysis of Calculation Results

3.1. Maximum Settlement and Deformation. +e maximum
settlement deformation SCmax and STmax of the ground
surface and the casing appeared at the top of the casing and
the thawed ground surface adjacent to the casing, respec-
tively. +e change curve with respect to the thaw bulb radius
RTB is shown in Figure 3.

As illustrated by the graphs in Figure 3, the maximum
settlement of the thawed soil and the casing increases slowly
alongside the gradual expansion of the thaw bulb. Moreover,
the settlement of thawed soil is greater than that of the
casing. +e settlement difference between the thawed soil
and the casing increases initially before decreasing during
the process of the gradual expansion of the thaw bulb.
Eventually, thaw bulb expansion within the actual oil well
project tends to stabilize, and the settlement difference
between the thawed soil and the casing tends towards a
constant state.

In the preliminary stage of permafrost thawing, ice lens
thawing and thawed soil consolidation cause initial settle-
ment deformation within the thawed soil. +e magnitude of

Table 1: Soil layer division and physical and mechanical parameters.

Layer Soil type Depth (m) Density (kg/m3)

Internal
friction angle

(°)

Dilatancy
angle (°)

Cohesive force
(kPa)

F∗ T+ F T F T
1 Gravel and sand 0∼30 1900 30 32 10 5 1000 5
2 Silt 30∼54 1800 15 20 5 5 2000 40
3 Silty sand 54∼63 1900 15 22 5 5 2000 35
4 Clay 63∼69 1750 5 10 0.1 0.1 2000 100
5 Sand 69∼81 1900 25 30 10 5 1000 35
6 Clayey silt 81∼90 1850 10 17 5 5 2000 50
7 Silty clay 90∼96 1900 5 12 0.1 0.1 2000 75
8 Silt 96∼102 1800 15 20 5 5 2000 40
9 Sand 102∼135 1950 25 30 10 5 1000 35
10 Silt 135∼147 1800 15 20 5 5 2000 40
11 Sand 147∼153 1950 25 30 10 5 1000 30
12 Clay 153∼156 1750 5 10 0.1 0.1 2000 100
13 Silty sand 156∼162 1900 15 22.5 10 5 1000 35
14 Clay 162∼171 1750 5 10 0.1 0.1 2000 100

F∗ indicates permafrost and T+ indicates thawed soil.

45.0m

(a) (c)

(b)

Permafrost

�awed soil

Casing

17
1m

 

Figure 2: Size and detailed structure of the model: (a) mesh of the
whole model, (b) local mesh of the model, and (c) local mesh of the
casing.
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the deformation value is related to the material properties of
permafrost and thawed soil, as well as the degree of restraint
the permafrost and casing demonstrates to the thawed soil.
As a result of various material properties of the casing and
thawed soil, negative friction on the outer wall of the casing
will gradually appear and increase with the increase of
thawed soil deformation. Casing settlement deformation will
occur under the combined action of dead weight and
negative friction. As the rigidity of casing material is greater
than that of thawed soil, the settlement deformation of the
casing is always less than that of thawed soil.

With the gradual expansion of the thaw bulb, constraints
exerted on thawed soil by the permafrost and casing
gradually weaken, while the settlement deformation of
thawed soil gradually increases. When casing stress is in an
elastic stage, the settlement and deformation difference value
between the top of the casing and the base of the thawed soil
and the negative friction acting on the casing increase
gradually. +ese increases cause an increase in casing set-
tlement and deformation. After the casing stress enters the
plastic stage, approximate synchronous settlement and de-
formation occur between the thawed soil and the casing. At

Table 2: Soil layer division and other physical and mechanical parameters.

Layer Soil type Depth (m)
Poisson’s
ratio

Young’s
modulus
(MPa)

Confining pressure correlation
index a

Coefficient of shrinkage of
thawed soil (%)

F T F T
1 Gravel & sand 0∼30 0.30 0.35 777.0 58.0 0.499 1.81
2 Silt 30∼54 0.35 0.40 767.0 84.0 0.2 2.09
3 Silty sand 54∼63 0.30 0.35 777.0 58.0 0.499 1.99
4 Clay 63∼69 0.40 0.45 737.5 62.0 0.1 3.21
5 Sand 69∼81 0.30 0.35 777.0 58.0 0.499 1.10
6 Clayey silt 81∼90 0.35 0.40 767.0 84.0 0.2 3.13
7 Silty clay 90∼96 0.40 0.45 737.5 62.0 0.1 3.35
8 Silt 96∼102 0.35 0.40 767.0 84.0 0.2 2.02
9 Sand 102∼135 0.30 0.35 777.0 64.0 0.447 1.31
10 Silt 135∼147 0.35 0.40 767.0 84.0 0.2 1.07
11 Sand 147∼153 0.30 0.35 777.0 54.5 0.532 1.47
12 Clay 153∼156 0.40 0.45 737.5 62.0 0.1 1.66
13 Silty sand 156∼162 0.3 0.35 777.0 54.5 0.532 1.24
14 Clay 162∼171 0.4 0.45 737.5 62.3 0.1 1.75

Table 3: Physical and mechanical parameters of the casing.

Grade Density (kg/m3) Young’s modulus (GPa) Poisson’s
ratio

Yield stress (MPa)
Strain corresponding to the maximum yield

strength (%)Minimum
value

Maximum
value

J55 7805 210 0.3 380 517 3

Table 4: Parameters of the contact properties.

Layer Soil type
Tangential direction

Cohesive force (MPa)
Damage

Friction coefficient Elastic sliding Initial value Evolution Stability coefficient
1 Gravel and sand 0.624 0.05 0.1 0.05 0.1 0.001
2 Silt 0.531 0.1 0.4 0.1 0.2 0.001
3 Silty sand 0.624 0.05 0.75 0.05 0.1 0.001
4 Clay 0.268 0.1 1.0 0.1 0.2 0.001
5 Sand 0.624 0.05 0.75 0.05 0.1 0.001
6 Clayey silt 0.531 0.1 0.5 0.1 0.2 0.001
7 Silty clay 0.268 0.1 0.75 0.1 0.2 0.001
8 Silt 0.531 0.1 0.4 0.1 0.2 0.001
9 Sand 0.624 0.05 0.75 0.05 0.1 0.001
10 Silt 0.531 0.1 0.4 0.1 0.2 0.001
11 Sand 0.624 0.05 0.6 0.05 0.1 0.001
12 Clay 0.268 0.1 1.0 0.1 0.2 0.001
13 Silty sand 0.624 0.05 0.75 0.05 0.1 0.001
14 Clay 0.268 0.1 1.0 0.1 0.2 0.001
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this time, the friction force on the lateral wall of casing in the
plastic stage does not change much when compared with
casing in the ultimate elastic state. +e maximum settlement
deformation difference between the thawed soil and the
casing remains basically unchanged.

After the casing of heavy oil wells has been in operation
for more than 20 years, the thaw bulb radius is about 7.5m
and remains basically unchanged. At this time, the casing
will become stable under the influence of the thawed soil.
+erefore, it is necessary to monitor the health state of heavy
oil well casing operation during the first 20 years.

3.2. Analysis of Vertical Displacement. To study interactions
between thawed soil and casing, casing wall and the soil
adjacent to the outer wall of the casing were examined; the
vertical displacement DV is distributed along the depth
direction as shown in Figure 4.

+e following conclusions can be drawn from Figure 4:

(1) +e variation in vertical displacement of the thawed
soil and the casing with depth are greatly affected by
the size of the thaw bulb.
+e vertical displacement distribution of the thawed
soil is obviously nonlinear with depth, while that of
the casing is approximately linear with depth when
the thaw bulb radius RTB reaches 1.0m. +e vertical
displacement of the thawed soil is approximately
linearly distributed with depth.+at of the casing has
an obvious inflection point with depth when
RTB ≥ 3.0m.

(2) With the gradual expansion of the thaw bulb, the
curve inflection point of the casing’s vertical dis-
placement with depth gradually approaches the
ground surface. On both sides of the inflection point,
the casing’s vertical displacement with depth is ap-
proximately linear.
It can be seen from the analysis that the location of
the deformation inflection point on the casing is the
location where the stress yield occurs under the effect
of negative friction. On the side where the casing
strength has not reached the yield state, the settle-
ment deformation of casing in the elastic stage

gradually accumulates, while the casing’s vertical
displacement with depth is approximately linear. On
the other side of the casing, where the strength has
reached its yield state, the settlement deformation
reflects the settlement deformation of the thawed
soil. +erefore, the vertical displacement curve for
casing with depth is similar to that of the external
thawed soil, but there is a certain difference near the
point where the casing strength begins to yield.
Besides, due to the gradual expansion of the thaw
bulb, the negative friction acting on the casing in-
creases, which eventually leads the casing’s stress
yield inflection point to gradually approach the
ground surface. +is phenomenon is discussed in
detail in the subsequent analysis of casing stress. For
the casing’s vertical displacement curve with depth,
the depth of the deformation inflection point also
becomes shallower with the expansion of the thaw
bulb.

(3) When the thaw bulb radius is small, the thawed soil’s
vertical displacement fluctuates rapidly near the
boundaries of some of the soil layers.

After the thawing of permafrost, the volume of thawed
soil will be smaller than that of the permafrost due to ice
disappearance and thawed soil consolidation. Without lat-
eral restraint, the gradual accumulation of settlement de-
formation in the thawed soil leads to the largest settlement
deformation at the top of the thaw bulb surface. In theory,
the thawed soil is bound to be constrained by the frozen soil
and the casing, creating a tension stress state in some parts of
the thawed soil. Existing survey data [22] have confirmed
that when the tensile stress in the thawed soil exceeds its
tensile limit state, an internal cavity will form in the thawed
soil, and its vertical displacement will create an abrupt
change on both sides of the cavity. +ere is no cavity in the
thawed soil because the fracture failure behaviors of the soil
are not considered in the model calculation. However, when
the thaw bulb radius is small (RTB �1.0m), there are strong
constraints on the settlement process of the thawed soil
between the permafrost and thawed soil and between the
casing and the thawed soil. +e curve of the vertical dis-
placement of thawed soil with depth changes abruptly near
the boundary of some soil layers. It can be seen that there is a
large thaw bulb with a tensile stress state in the subsequent
analysis of thawed soil stress. While the thaw bulb radius is
large (RTB ≥ 3.0m), the thawed soil is less restrained by
permafrost and casing during settlement. Settlement de-
formation accumulates gradually; hence, the curve of the
vertical displacement with depth demonstrates an approx-
imately linear distribution.

3.3. Analysis of 6awed Soil Stress. Stress redistribution in
the thaw bulb is crucial for understanding the mechanical
behaviour of casing during ground subsidence. Figure 5
shows the vertical and horizontal stresses of the soil layer
near the casing as the thaw bulb expands.

+e following can be seen from Figure 5:
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Figure 3: Curve of maximum settlement deformation with the
expansion of the thaw bulb radius.
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Figure 4: Vertical displacement distribution of the thawed soil and the casing with depth: (a) vertical displacement of thawed soil and (b)
vertical displacement of casing.
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Figure 5: Continued.
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(1) +e vertical stress at the permafrost boundary in-
creases linearly with an increase in soil depth, and the
horizontal stress changes abruptly at the soil layer
boundary. +is latter change is due to the influence
of Poisson’s ratio. Figures 5(e) and 5(f) can clearly
observe the above phenomenon.

(2) +e sensitivity of the thawed soil vertical stress to
depth is higher than that of its horizontal stress.
+e melting of ice lenses and pore ice in the per-
mafrost causes soil volume shrinkage, ground set-
tlement deformation, a decrease in Young’s modulus
of thawed soil, and the development of friction force
on the casing’s lateral walls. According to classical
soil mechanics, the horizontal stress value of the soil
should be less than its vertical stress value. However,
in Figures 5(a)–5(d), it can be clearly observed that
when the depth of thawed soil exceeds a certain
value, the vertical stress value of the thawed soil is
less than its horizontal stress value. In addition, it can
be seen from Figure 5(d) that when the thaw bulb
radius reaches 7.5m, the vertical stress of the thawed
soil at 171.0m decreases from about 3.0MPa to
about 0.25MPa, and the horizontal stress decreases
from about 2.0MPa to about 0.5MPa. Obviously, the
vertical stress of thawed soil is more sensitive to the
changing of soil depth than horizontal stress.

(3) +e vertical stress on the thawed soil gradually
transits from a tensile stress state to a compressive
stress state with the expansion of the thaw bulb
radius, and the value of vertical stress increases
continuously, while the horizontal stress of the
thawed soil is always in the compressive stress
state. Soil depth hi, where the horizontal stress
value is at first greater than the vertical stress

value, gradually deepens as the thaw bulb radius
expands.

It can be seen from Figure 5(a) that the horizontal stress
on the thawed soil is compressive stress when the thaw bulb
radius reaches 1.0m, while the vertical stress is more tensile.
+e vertical stress and horizontal stress of the soil layer in the
thaw bulb are both compressive when the thaw bulb radius is
greater than 1.0m. Moreover, at point A, the vertical stress
value of the thawed soil is greater than that of horizontal stress
when its depth is less than hi away from the ground surface.
Conversely, the value horizontal stress on the thawed soil is
greater than the vertical stress when depth is greater than hi.

+e vertical stress at the permafrost boundary is greater
than the horizontal stress, and compressive stress prevails in
both directions, in conformation with classical soil mechanics
theory. However, in the thaw bulb, the vertical stress value on
the thawed soil is greater than the horizontal stress value only
in the formation depth hi near the ground surface, while the
vertical stress value of thawed soil is less than the horizontal
stress value beyond the formation depth hi. When the thaw
bulb radius is smaller, the soil layer’s vertical stress exhibits a
tensile state over a large range. +ese stress phenomena in the
thaw bulb are mainly a result of the fact that the finite element
model did not account for the fracture failure criteria in the
soil’s constitutive properties and stress redistribution in the
thaw bulb.+e depth hi is related to the physical properties of
permafrost and thawed soil, the size of the thaw bulb, and the
vertical deformation of the casing. As hi gradually increases
with the increase of RTB, the internal laws of these interactions
are a necessary object of future study.

3.4. Analysis of the Vertical Stress and Negative Friction on
Casing. +e change law for the casing’s vertical stress with
the expansion of the thaw bulb is shown in Figure 6(a). +e
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curve of the J55 API casing’s minimum plastic yield stress
σy−min and the change curve of the casing’s initial con-
struction tensile stress σinitial with depth are shown in
Figure 6(a). In order to facilitate analysis, the curves for the
vertical shear stress on the casing’s lateral wall with depth
and the relative displacement of the casing and soil layer
with depth are plotted in Figure 6(b).

+e graphs illustrate the following:

(1) Due to the existence of the casing initial stress σinitial,
the casing’s vertical stress presents a tensile stress
state within a certain depth range from the ground.
As the depth gradually increases, the casing’s vertical
stress gradually changes to a compressive stress state.

(2) When RTB � 1.0m, due to the continuous negative
friction and deadweight acting on the lateral casing
wall, the casing’s vertical stress increases almost
linearly with depth.

(3) When RTB > 1.0m, the casing’s vertical stress exceeds
the minimum plastic yield stress. As it begins to
yield, the location of the casing’s initial stress yield
gradually becomes shallower with the expansion of
the thaw bulb. Before the casing has yielded, there is
obvious negative friction on the lateral casing wall,
but after the casing has yielded, there is no significant
negative friction.

It can be seen from Figure 6(a) that when RTB � 3.0m,
the depth of the casing strength yield is about 100m, while
when RTB � 5.0m and 7.5m, it is about 75m and 60m,
respectively.+e distribution law for casing strength yielding
depth with RTB is similar to the law for the inflection point of
casing vertical displacement changes with RTB. As can be
seen from Figure 6(b), the gravity stress on the casing is the
same at the same depth. +e negative friction on the lateral
casing wall increases with the expansion of the thaw bulb, as
does the vertical stress on the casing.When the vertical stress

reaches or exceeds its yield stress, the casing begins to yield.
As vertical stress of casing with a large thaw bulb reaches the
yield state, the depth where the casing yields gradually
becomes shallower with the expansion of the thaw bulb. Due
to the interaction between the casing and the surrounding
soil, the vertical stress on the casing fluctuates slightly ad-
jacent to its yield stress σy−min.

4. Limitations of the Model

Due to the lack of physical and mechanical parameters after
the formation depth exceeds 171m and the fact that the
casing failure depth is mainly within 150m, the simulation
analysis model only considered the casing stress state within
a depth of 171m. Based on the technology employed in
constructing heavy oil wells, a certain thickness was pre-
sumed for the cement grouting layer on the lateral casing
wall. After the grouting layer is solidified, the casing’s
buckling resistance improves and its risk of settlement de-
formation is reduced. Because the thickness of the cement
grouting layer and the parameters of its contact interface
with the surrounding permafrost are difficult to determine,
the cement grouting layer was ignored in the model cal-
culation process. However, the mechanical behaviour of the
interface between the frozen soil and the concrete will also
have a certain impact on the force and deformation of the
structure [29]. +us, it should be noted that ignoring the
cement grouting layer will not produce calculation results
which exactly reflect the real state.

+e actual production process of heavy oil includes
injection well casing and production well casing. +ese two
casings do not have identical temperature fields and stress
states. In order to facilitate production management, in
general, multiple heavy oil production well casings are
concentrated in one place at a horizontal distance of about
5.5m. +e influence of the interaction between casings on
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Figure 6: Distribution curve for casing vertical stress and its shear stress with depth: (a) vertical stress and (b) vertical shear stress and
relative displacement.
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the thawing settlement of permafrost and the healthy op-
eration of the casings is complicated. +is paper has ex-
amined simple working conditions and only considers single
production well casing, but it still provides a reference for
future analyses of the interactions between multiple adjacent
well casings.

To analyze the major factors influencing the healthy
operating status of the casing, the model made three as-
sumptions which resulted in inflated calculation results for
casing stress and deformation. Use of these calculation re-
sults must therefore remain conservative.

Given the above-mentioned shortcomings of the analysis
model, the analysis model will continue to be improved,
hoping that the research results can provide more reference
for actual production.

5. Conclusion

Based on the simulation calculation of a single oil casing in a
producing well in a permafrost region, the deformation and
stress distribution of casing and thawed soil with the dif-
ferent thaw bulb in permafrost have been analyzed. +e
internal mechanisms of vertical settlement displacement
development and stress redistribution for thawed soil and
casing were also discussed. +e following conclusions can be
drawn:

(1) +e maximum settlement of thawed soil and casing
was positively related to the gradual expansion of the
thaw bulb. +e settlement of thawed soil was larger
than that of the casing. +ough the maximum set-
tlement difference between thawed soil and casing
increased first, it then decreased and finally tended to
be constant due to stabilization of the thaw bulb’s
expansion, meaning that actual oil well project tends
to stabilize over time.

(2) When the thaw bulb was small, the vertical dis-
placement curve for the thawed soil with depth
fluctuated acutely due to stress redistribution. +e
law for vertical displacement of the casing with depth
demonstrated a positive correlation and linear dis-
tribution. As the thaw bulb gradually expands, the
vertical displacement of the thawed soil increases
linearly with depth. +e inflection point appears in
the vertical displacement curve of the casing with
depth, and the location of the inflection point
gradually approaches the ground surface with the
expansion of the thaw bulb. In addition, the casing’s
vertical displacement with depth on both sides of the
inflection point changed approximately linearly, but
the stress state of the casing was completely different.

(3) +e vertical stress on the thawed soil gradually
transitioned from tensile stress to compressive stress
with the expanding of the thaw bulb, while the
horizontal stress was always in the compressive state.
+e depth hi of the soil layer where the horizontal
stress value was greater than the vertical stress value
for the first time gradually deepened with the in-
crease of the thaw bulb radius. In addition, the

thawed soil’s vertical stress with soil depth was more
sensitive to change than was its horizontal stress.

(4) When the vertical stress of the casing exceeded the
minimum plastic yield stress, the casing began to
yield. +e location where the casing stress began to
reach the yield state gradually became shallower with
the expansion of the thaw bulb. In addition, though
there was no significant negative friction on the
lateral of casing wall when the casing strength
reached yield, there was obvious negative friction on
the lateral of casing wall when the casing strength
was in an elastic stress state. Due to the existence of
continuous negative friction and deadweight, the
vertical value stress on the casing increased gradually
as the casing location deepened.

In short, the thaw bulb around the casing of a single
heavy oil-producing oil well in an Arctic permafrost region
examined in this study basically no longer expanded after 20
years of operation due to heat balance. As such, the casing
will become stable under the influence of thawed soil. +ese
analysis results can be used to predict the final healthy
operating status of oil well casings, provide theoretical
references for the design of new oil wells, and provide
technical support for the treatment of casing subsidence in
existing oil wells.
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Rail fastener status recognition and detection are key steps in the inspection of the rail area status and function of real engineering
projects. With the development of and widespread interest in image processing techniques and deep learning theory, detection
methods that combine the two have yielded promising results in practical detection applications. In this paper, a semantic-
segmentation-based algorithm for the state recognition of rail fasteners is proposed. On the one hand, we propose a functional
area location and annotation method based on a salient detection model and construct a novel slab-fastclip-type rail fastener
dataset. On the other hand, we propose a semantic-segmentation-framework-based model for rail fastener detection, where we
detect and classify rail fastener states by combining the pyramid scene analysis network (PSPNet) and vector geometry mea-
surements. Experimental results prove the validity and superiority of the proposedmethod, which can be introduced into practical
engineering projects.

1. Introduction

As shown in Figure 1, a rail fastener is a fixed coupling part
that prevents horizontal and vertical offsets in rails.)us, rail
fastener detection can be used for maintaining the stability of
railway systems and ensuring the safety of trains. Figure 1
shows that the slab fastclip (SFC) type of rail fastener is used
for coupling steel rails and sleepers in ballast and ballastless
rail scenarios, respectively. Traditional rail fasteners detec-
tion requires workers to walk along the railroad to determine
the state of the rail fasteners and other functional compo-
nents; this method has low detection efficiency and precision
and is dangerous [1]. )erefore, automatic rail fastener
detection has attracted increasing attention from
researchers.

To address the limitation of traditional detection
methods, many automatic detection methods using machine
vision and image processing technology have been proposed
and achieved good experimental results [1–11]. Recently,
deep learning theory has received increasing attention in

target detection and image segmentation works and has been
successfully applied to rail fastener detection [12–14].
However, these efforts are often heavily dependent on time-
consuming and expensive manual annotations.

)us, this paper proposes a semantic-segmentation-
based rail fastener state recognition algorithm. Our research
was conducted in three main aspects. First is the con-
struction of a functional area marker model for rail fasteners
based on significance detection. In this model, the fastclip
parts in the rail fastener image are regionally localized by the
significance detection model. )en, the different functional
parts in the image are semiautomatically labeled by con-
structing pseudolabels. Finally, a SFC-type rail fastener
dataset is constructed based on the labeling results and the
true state information. )is method can effectively avoid the
tedious manual collection and labeling of fastener samples
and can compete in fastener detection. Second, we creatively
propose a semantic-segmentation-based method for
detecting rail fasteners. )e functional regions in the input
rail fastener image are segmented by a semantic
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segmentation network model, and a fastener state detection
method based on vector geometry relationships was
designed based on the segmentation results. )ird, the
overall model of the proposed system is an end-to-end
detection model that can detect and complete the classifi-
cation of the rail fastener status in the raw input image,
which can have excellent advantages in actual engineering
projects.

)e rest of this paper is organized as follows. Section 2
introduces related works on current rail fastener detection.
Section 3 describes the overall framework and methods.
Section 4 discusses the experimental results and analysis.
Finally, the conclusion and future work are presented in
Section 5.

2. Related Work

With the development of computer vision and image pro-
cessing technologies, researchers have been committed to
the research of rail fastener detection using two-dimensional
visual images. In most of the studies, the primary purpose of
the rail fastener inspection task is to check for missing
fasteners on both sides of a rail. In [1], the top-down de-
tection method is proposed to detect the fastener region and
predict its status. In [2], an automatic and configurable real-
time vision system is proposed to detect the presence/ab-
sence of rail fasteners. In [3], a fastener location and de-
tection method based on the combination of wavelet
transform and template matching is proposed; the method
can accurately locate fasteners and predict their status. In
[4], the authors present a method based on image processing
and pattern recognition techniques, which can be custom-
ized to detect the absence of fasteners. In [5], wavelet
transformation and principal component analysis are
combined to detect fasteners. In [6], a method based on line
local binary mode coding is proposed; the authors com-
prehensively considered the correlation between the image
center point and its neighborhood nodes. In [7], the from-
coarse-to-fine strategy is proposed to detect and recognize
broken rail fasteners with a method based on Haar-like
features and the Adaboost algorithm. In [8], the probabilistic
structure topic model is proposed for simultaneously
learning the probabilistic representations of different objects
using unlabeled samples. In [9], a fastener detection method

based on the combination of the Shi–Tomasi and Harris–
Stephen feature detection algorithms is proposed; the
method can successfully detect the presence of fasteners. In
[10], an autonomous visual rail fastener inspection system is
proposed; in the system, the histogram of oriented gradient
features and the linear support vector machine (SVM)
classifiers’ method are utilized to inspect the defect situation
and classify fasteners.

Several laser detection methods have also been proposed.
For example, in [15], a real-time rail fastener detection
system is proposed using laser ranging, which can effectively
reduce the calculation cost. In [16], a fastener detection
method based on the light sensor mechanism is proposed;
the method uses a decision tree classifier and the centerline
extraction method to detect the incomplete state and loose
fasteners. In [17], a structured light method based onmotion
image for the moving object inspection method is proposed,
offering a fresh perspective when inspecting missing fas-
tening components on high-speed railways. In [18], the
authors proposed a structured-light-based system to eval-
uate the rail gauge and detect missing rail fasteners.

A rail fastener image, which contains some functional
parts, can be further divided into the rail, fastener, and
background regions. In [19], unlike in traditional rail fas-
tener detection methods, attention is also given to the lo-
cation and detection of the hexagon nut in a rail fastener
image.

In recent years, with the increasing application of deep
learning technologies, some researchers have also applied
deep learning to rail fastener detection. For example, in [12],
the authors proposed a template matching classification
method to automatically collect and annotate fastener
samples and further deployed a similarity-based deep
convolutional neural network (DCNN) to estimate the
fastener state. In [13], a real-time inspection system for
ballast railway fasteners based on point cloud deep learning
was developed, demonstrating excellent accuracy and effi-
ciency in field testing on ballastless tracks. In [14], a fastener
detection method based on visual rail inspection is proposed
using material classification and semantic segmentation with
DCNN to, respectively, identify and segment the different
functional parts in a rail fastener image. In [20], the authors
proposed Yolo v3, which is deployed and trained as a deep
learning model for detecting the state of rail fasteners. In

Rail
fastener 

Railroad
fastclip 

Rail track

Figure 1: SFC-type rail fastener.
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[21], an end-to-end abnormal fastener detection method,
which can identify abnormal fasteners from a rail scene
image, is proposed.

In summary, we consider the following major problems
of previous approaches:

(1) Although good results can be achieved in rail fas-
tener detection through deep learning frameworks,
the detection methods based on existing supervised
learning are heavily dependent on the manual pixel-
level annotation of image data. Annotating large-
scale rail fastener image datasets one by one through
manual methods is extremely tedious, time-con-
suming, and expensive.

(2) Existing rail fastener detection methods are mainly
focused on the missing state of rail fasteners in
images. )e main body of the detection target
generally determines the missing state only for the
overall area of the fastener, rather than performing
specific state detection based on local functional
areas. )e positioning results and status of rail fas-
teners can only be considered from a qualitative
analysis perspective, and no unified quantitative
evaluation criteria exist for the accurate description
and comparison of the effects of the detection
method.

(3) Rail fastener detection is a standard data sample
imbalance problem in which the positive sample data
images of fasteners taken and collected in actual
railway scenes are generally much larger than the
negative samples. Unbalanced training and experi-
mental samples can affect the accuracy of experi-
mental results.

To solve the problems of existing approaches, we present
a novel semantic-segmentation-based rail fastener state
recognition algorithm. )e contributions of our work are as
follows:

(1) To reduce the reliance of traditional deep learning
methods on manual annotation, we provide a
semiautomatic method for locating and annotating
rail fasteners based on saliency detection. )e ex-
perimental results show that the method can accu-
rately locate and segment fastener pop-up regions
and generate accurate pixel-level annotations of the
rail fastener image, reducing the cost of the manual
annotation of functional regions and improving the
efficiency by 25 times that of the traditional manual
annotation process.

(2) We further classify the fastener state into five specific
situations based on a priori knowledge of the geo-
metric relationships between the different functional
regions in the fastener image. Meanwhile, we shift the
attention of detection to specific functional structural
regions (i.e., the fastener fastclip and rail regions). We
propose a semantic-segmentation-based rail fastener
detection method and introduce new quantitative

evaluation metrics to describe and evaluate the results
of fastener positioning experiments.)e experimental
results prove that the fastener cartridge positioning
effect and state detection results of this method have
obvious accuracy and superiority.

(3) To solve the problem of data imbalance, a new
standard dataset based on the SFC-type fastener is
constructed by the method in Contribution 1, and
the image’s negative sample data is reasonably
augmented in the construction process. To some
extent, the problem of dataset imbalance is alleviated,
and the overall performance of the detection method
framework is improved.

3. Proposed Method

First, we perform localization and semiautomatic labeling of
the functional regions in the original images using a salient
detection model (SDM). )en, we propose a semantic-
segmentation-based rail fastener state detection method,
which is based on the semantic information and spatial
relationships among the functional parts in the rail fastener
image, to achieve the accurate detection and monitoring of
the rail fastener state.

3.1. Positioning and Marking of Functional Areas.
Figure 2 describes in detail a specific implementation of the
method for locating and labeling rail fasteners based on
significance detection, which enables the interactive auto-
matic labeling of the functional areas in the input image. Our
overall approach consists of three main modules. First, the
fastener region in the input image is positioned by the salient
detection model to obtain the original rail saliency map
corresponding to each original rail image. )en, the target
region segmentationmodel is used to locate and segment the
fastener regions on both sides of the rails in the image to
obtain the corresponding position of the rail fastener image,
which mainly contains the rails and fastener fastclip regions
that we are interested in. Finally, a salient detection model is
used to further locate and correct the fastener fastclip areas
in the saliency map, and a pseudolabel construction model is
used to semiautomatically label the functional areas in the
image to generate the corresponding interactive pseudola-
bels for each rail fastener image. )e following section
discusses these three main modules in detail. In addition, we
constructed a special dataset of SFC rail fasteners using the
above method. )is dataset includes the rail fastener images
obtained by salient detection and target area segmentation,
the corresponding functional area pseudolabeling, the
ground truth, and the labeled real fastener states.

3.1.1. Salient Detection Model (SDM). We first perform the
salient detection of the original rail fastener image by setting
up a sliding processing window based on the comparison of
regional features. As shown in Figure 3, sliding image
processing window Wis defined with an adjustable window
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scale in the input image, and image processing window Wis
divided into processing kernel Kand outer frame B. Random
variable i ∈ R2 represents a pixel node in image processing
window W, and a specific characteristic attribute of the node
is defined asf(i). )e characteristic properties of the de-
scribed pixel node are measured by computing the intensity
and color features of the image to measure the significance of
the node. )is salient detection mechanism is similarly
defined in the literature [22].

For pixel nodeiin the sliding image processing frame,
windowW, we assume that events H0 and H1 indicate that
pixel node i is located in processing kernel K and outer
frame B, and event H2 indicates that pixel node i is a sig-
nificant pixel node. )e significant measure (S(i)) of pixel
node i can be expressed by the following Bayesian formula:

S(i) � P H0|H2(  �
P H2|H0( P H0( 

P H2|H0( P H0(  + P H2|H1( P H1( 
.

(1)

In addition, to further calculate the significance metric
value (S(i)) for each pixel node i in sliding image processing
window W, we assume that the probability of the existence
of the above event (H0) is p, which ranges from (0,1). To
reduce the error interference during the calculation of the
saliency measure, we introduce a normalized regular his-
togram to enhance the robustness and stability of the al-
gorithm. Second, we represent P(K2|K0) and P(K2|K1) in
equation (1) by feature histograms hK(i) and hB(i) and use
hF(i) and hB(i) to represent the products of the pixels in the
corresponding histograms in the CIELAB color space. Fi-
nally, the significant metric value of pixel node i that meets
the requirements of the specific feature attributes in sliding
image processing frame window W is

S(i) �
hK(i)p

hK(i)p + hB(i)(1 − p)
. (2)

We construct the feature histograms of any window in
different position cases by moving different proportions of
the sliding image processing frame window in the original
image of the rail fastener and measuring the significance of
the pixel nodes within the sliding image processing frame
window according to equation (2).

On this basis, we label and segment the pixel nodes by
the minimization energy function in the conditional random
field (CRF) [23] to perform the target-level foreground
segmentation of the significant regions in the rail fastener
image. Suppose that input image M contains n pixel nodes i;
we first define array X � (x1, x2, . . . , xn) to represent the set
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Figure 2: Overall framework of the rail functional area positioning and labeling method: (a) details of the target region segmentation model
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of all pixel nodes i in image M. )en, let array
Y � (y1, y2, . . . , yn) represent the significant metric value of
pixel nodei. Finally, we assume that a binary segmentation
label that can label pixel node i exists, where
yi ∈ F, B{ }indicates that pixel node i is a salient and non-
salient label.)emathematical description of the CRFmodel
we constructed based on salient detection is

p(Y|X, s) �
1

Z(X)
exp − 

n

E(y, x, s)⎛⎝ ⎞⎠, (3)

where Z(x) is the normalization factor. We estimate the
label attribute (yi) of a pixel node in an image by using the
energy function in the minimized CRF model, and the
mathematical representation is

Y � y1, y2, . . . , yn(  � argminE(y, x, s). (4)

Energy function E in the CRF model consists of three
feature models: two one-dimensional US terms based on
saliency feature model US, color feature model UC for a
particular pixel node, and a two-dimensional term based on
spatial relationship model Q for neighboring pixels. )e
mathematical expression is

E(y, x, s) � 
n

i�1
wSU

S
yi, si(  + wCU

C
yi, xi(  

+ 
(h,j)∈X

Q yh, yj, xh, xj ,

(5)

where parameters wS and wC are the weighting factors that
control the corresponding feature models. )eir specific
values are determined by the method described in the lit-
erature [24]. xh and xj are adjacent pixel nodes in rail
fastener image M.

For the original rail images in Figure 2, we first optimally
estimate the labeling of pixel points by the energy mini-
mization function of the CRF model and label the pixel
nodes as significant and nonsignificant feature nodes. )e
image is then segmented into significant foreground and
nonsignificant background areas based on the significant
feature contrast of adjacent pixel nodes. In this approach, the
fastclip areas on the rail fastener image can be marked and
highlighted as prominent foreground areas, and the original
rail salient maps can be generated.

3.1.2. Target Region Segmentation Model. Considering that
the original rail image input contains some irrelevant re-
gions and backgrounds in addition to our fastener regions of
interest, we propose a target region segmentation module. In
this module, we first divide the localization results of saliency
detection into left and right subimages and then segment
and extract the corresponding target regions in the
subimages.

As shown in Figure 2a, the coordinates of the center pixel
of the significant region are first calculated and discrimi-
nated based on the spatial geometric prior information of the
saliency positioning module results. Subsequently, a specific
size image clipping frame is constructed with the central

pixel as the coordinate origin. )en, the boundary coordi-
nates of the clipping frame are mapped and matched with
the original rail image by obtaining the clipping frame.
Finally, by segmenting the matching region in the original
image, we finally obtain our desired rail fastener image.

We first define array T � N1,1, N1,2, . . . , Nn,m  to rep-
resent the set of all pixel nodes Ni,j in the original rail
saliency map (MS). )en, we perform the binary segmen-
tation of saliency map MS and define function Fs(Ni,j) to
represent the saliency eigenvalue of pixel node Ni,j. )e
value of the function is 1 when the pixel node is the sig-
nificant foreground and 0 for the background node. )e
coordinates of pixel node Ni,j are represented by (xi, yj).
We can calculate the value of the coordinates of the center of
the significant region (C(X, Y)) as follows:

X � x �
1

MN


M

i�1

N

j�1
xiFS xi, yi( ,

Y � y �
1

MN


M

i�1


N

j�1
yiFS xi, yi( ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where the value of function FS(xi, yi) is 1 and M and N are
the respective lengths and widths of the significant regions
derived by statistical operations.

Based on the coordinates (C(X, Y)) of the centroids of
the significant regions obtained from the above equation, we
can reconstruct an image crop frame (Z � (C, V)) con-
taining all significant regions based on our a priori
knowledge, where C is the coordinates of the centroids of the
regions and V represents the size of the reconstructed crop
frame. To facilitate the subsequent image computation and
processing, the range of the V values is positioned here as
[470,520] pixels. )rough this method of randomly gener-
ating crop frames of variable size in the parameter interval,
the negative sample data of the input image can be randomly
augmented. Consequently, the data samples can be main-
tained at a relatively balanced level as much as possible. To a
certain extent, the imbalance of the dataset of rail fasteners is
alleviated and solved, improving the overall performance
and accuracy of the algorithm.

Finally, by obtaining the boundary coordinates of the
image clipping frame for coordinate mapping and matching
with the original rail image, we can obtain an image that
contains only the rail fasteners and rail edges of ROI (region
of interest), completing the task of segmenting the fore-
ground target area.

3.1.3. Pseudolabel Construction Module (PCM). Given the
irregular shape characteristics of the fastener bar area in the
rail fastener image, the bar area in the imagemust be manually
marked at a high cost when using the traditional supervised
learningmethod to detect a specific bar area in the rail fastener
image, whereas the shape characteristics of the rail travel area
in the image are usually significant and a regular rectangular
area, which can bemarked using themanual markingmethod.
)erefore, this work attempts to construct image target-level
pseudolabels instead of pixel-level manual annotations for the
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rail fasteners’ bullet regions and combine the results of manual
annotations for the rail walk regions to learn and train the
labels of different rail functional regions in the image through
weak supervised learning.

Our model for constructing pseudolabels for the auto-
matic labeling of fastener fastclip regions is inspired by the
literature [25]. Ultimately, accurate target classification and
semantic segmentation can be implemented for the different
classes of track-functional fasteners in the image.

As shown in Figure 2b, we first construct an image
target-level pseudolabel for the rail functional area in the
rail fastener image positioned by the saliency area. First,
let Ms
′ ∈ Rw×h×3 represent the segmentation result of the

significant map, wherewand hare the height and width of
the input image, respectively. Suppose that T represents
the set of different functional area categories in rail fas-
tener image MO; then, the significant map of the rail
fasteners generated by the SDM is transformed into a
binarized image by threshold segmentation. Assuming the
existence of binarized label t to label the fastclip and
background regions, the pixel value of the significant
region in the segmentation result is set to 1 and the
background pixel to 0. )en, image-level label G is con-
structed for the pixels in the fastener fastclip region, which
is mathematically expressed as

G � (b, t), t ∈ T, (7)

where b is the boundary segmentation box for a significant
foreground region.When the value of t is 1,G denotes the set
of pixels in the bounding box where the fastener striping
region of the figure is calibrated.

Second, we assume that marker vector t′ has a similar
definition ast: 0 and 1 denote the pixel properties of the
background and the pop-up bar region of the graph. In
addition, the rail region pixel property is set to 2.)en, the
mathematical expression for constructing pseudolabel
His

H �
p, b′, t′( ⟵G(b, t) t′ � t � 1,

b′, t′( , t′ � 2,

⎧⎨

⎩ (8)

where parameter p represents the probability that the
bounding box belongs to the fastener fastclip area. According
to equation (8), we perform a pixel-level annotation of the rail
regions in the rail fastener imagemanually (t′ � 2) and jointly
construct the pseudolabeling (H) of the image functional
regions with the fastener bullet image-level labels (G) ob-
tained by the above automatic annotation method (t′ � 1).

)is semiautomatic image labeling method is used to
generate the proposed pseudolabel in this work. )e
pseudolabeling structure consists of the target-level labeling
of the fastclip region and the pixel-set labeling of the rail
region. Consequently, we can finally obtain complete se-
mantic labels for the different functional regions of the rail
fastener image. Furthermore, as shown in Figure 2, we
construct a new rail fastener image dataset, which includes
the cropped rail fastener image, the generated pseudolabels,
and the real state of the fastener.

3.2. Semantic Segmentation and Defect Detection. In this
section, we first describe in detail the overall architecture of a
vision-based rail fastener defect detection system. )e sys-
tem detects and outputs the state of the rail fastener in the
raw input rail image via an end-to-end detection model.
Second, we elaborate and discuss the semantic segmenta-
tion-based fastener defect detection algorithm within the
system.

3.2.1. Overall System Architecture. As shown in Figure 4, the
objective of this study is to photograph and collect original
rail images in real engineering applications. Our proposed
detection system is an end-to-end rail fastener detection
system. )e acquired original input rail image is first lo-
calized regionally, and the target region is segmented based
on the SDM to obtain rail fastener images that contain only
useful functional region features. )en, a semantic seg-
mentation-based defect detection method for rail fasteners,
which utilizes a semantic segmentation model and a state
detection method based on vector geometry measurements,
is proposed to detect and judge the state of rail fasteners.)e
results of the rail fastener defect detection and the status
classification are finalized and generated.

3.2.2. Status Detection Method. Figure 5 presents the overall
architecture of our semantic-segmentation-based approach
to the rail fastener defect detection proposed in the detection
method. In our designed detection method, we first perform
an accurate semantic segmentation of the rails and fastener
fastclip in the input rail fastener image using a semantic
segmentation model. A fastener defect detection algorithm
based on vector geometry parameters is then designed based
on the segmentation results of the different functional re-
gions to realize the detection and classification of fastener
defects and states.

Functional region segmentation is an important part of
this method. In this part, the input rail fastener image of the
rail, the fastener bar, and the background region of our
interest are segmented using the semantic segmentation
model to obtain the semantic segmentation result of the
corresponding region. )e semantic segmentation model
involves the accurate prediction and segmentation of the
different functional regions in the rail fastener image by
detecting the semantic segmentation network involved in
the system.

For the rail fastener images taken and collected in the
actual engineering scene, this paper uses PSPNet [26] to
learn the context information and key details between the
pseudolabels constructed for the different region categories
in the global scene of the input image to finally achieve the
semantic segmentation of different functional regions in the
image. PSPNet can fuse semantic and detailed information
features in different network layers. )e diverse positions,
shapes, and sizes of different functional areas in the rail
fastener image can be used in rail fastener detection.

We use the pseudolabeled rail fastener images of dif-
ferent functional regions as training data, extract the un-
derlying features of the input images, and generate the
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corresponding feature maps using the pretrained deep re-
sidual network (ResNet) [27] and the expansion convolution
strategies [28, 29] in the PSPNet split network architecture
used in this study. ResNet can achieve good network clas-
sification and identification by deepening the training
network depth; the expansion convolution strategy can
expand the size of the receiving field to a certain extent
without changing the feature layer scale to obtain more
global image information by expansion convolution on the
basis of completing the original network structure. Second,
we use the pyramid pooling module to learn and acquire
contextual information about the different regional category
labels in the image based on the full use of the captured
global image features. )e pyramid pool module in the
PSPNet network architecture integrates four pyramid sub-
models of different scales to sample and output feature el-
ements of different dimensions from low to high dimensions
and then fuses the different dimensions to obtain the global
context of the pyramid pool. As shown in the figure, the
pyramidal pool module involved in this study contains
pyramidal submodels with 1× 1, 2× 2, 3× 3, and 6× 6 di-
mensions. Finally, the accurate segmentation of the different
functional areas in the original rail fastener image is achieved
by fusing and convolutionalizing the multidimensional
feature elements with the original feature map to generate
the final segmentation result map.

Fastener status detection is a detection method based on
the vector geometry computation proposed based on the a
priori knowledge embodied in the semantic segmentation
results of the functional regions. From the semantic seg-
mentation results, we can derive the following information.
(1) Regardless of the angle of the input image, the edge of the
rail region in the image is always a straight line. (2) )e

thresholds for the vector pixel distances between different
functional regions can be divided by experimentally mea-
suring the images of rail fasteners in different states. (3) If no
rail fastener fastclip area is detected in the image prediction
results, then the rail fastener is in an unhealthy missing state.

On the basis of the a priori information obtained from
the above experimental experience, this paper proposes a
method for fastener defect detection and state classification
based on vector geometry relationships. )e method cal-
culates the vector geometry relationship between the
functional regions processed by the semantic segmentation
model, determines the threshold of different states according
to the specific vector distance, and finally classifies the states
according to the defective state of the obtained rail fasteners.
)e implementation is as follows. First, we determine the
linear boundaries of the different functional regions by a
least squares linear fitting algorithm.)e vector distance and
the offset angle from the rail region boundary to the rail
fastener region boundary are then calculated. Finally, the
defect detection and classification results of the final rail
fastener state are obtained by comparing and judging the
calculated results with the empirical threshold.

Figure 6 shows two images of rail fasteners in a non-
healthy state and the corresponding state detection princi-
ple. For the images of unhealthy rail fasteners in the
detached and offset states presented in Figures 6(a) and 6(b),
we determine the working state of the fasteners in the images
by calculating the vector distance and offset angle of the rail
and fastclip boundaries, respectively. Let M represent the
semantic segmentation results obtained by the above
method, and w and h represent the length and width of the
image, respectively, with a range of [0, 473] pixels. Given the
regular and smooth rectangle rail region in the image, we
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obtain the linear equation (L1: y � ax + b) for the border of
the rail region by defining two pixel points (X1(x, 0)) and
(X2(x, 473)) as the locus points for the border of the rail
region, which are calculated from the coordinates of the two
locus points, as shown by the yellow solid line in Figure 6. In
addition, we select 30 discrete pixel nodes Ti(x, y) with the
smallest value of transverse coordinate x in the fastener
region as the locator, where i ∈ [1, 30], and then, use the least
squares linear fitting algorithm to determine the linear
equation (L2: y � cx + d) for the near-rail side boundary of
the rail fastener, as shown by the green solid line in Figure 6.
)e error term is defined as S(c, d) �  (yi − (cx + b))2.
According to the principle of least squares, S must be of
minimum value, and the condition for obtaining the min-
imum value of S is (zS/zc) � (zS/zd), which gives
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By substituting the coordinates of the location point to
the value of parameter c s d, the following equations are
derived:
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As shown in Figure 6(a), the linear fitting equation (L2)

for the near-rail measurement boundary of the rail fastener
region is obtained by the above method. Defining parameter
D(x) as the vector distance from the rail region boundary to
the fastener region boundary and assuming that P(xL1

, yL1
)

and Q(xL2
, yL2

) are the pixel points on rail region line L1 and
fastener region boundary line L2, respectively, D(x) is
calculated as

D(x) �

���������������������

xL2
− xL1

 
2

+ yL2
− yL1

 
2



. (11)

To simplify the calculation of the equation, we set y to
236. Empirically, if the vector distance between the line of
the fastener near the pixels on the side of the rail and the rail
in the predicted result is less than 100 pixels, then the rail
fastener is in the normal state; if the vector distance between
the two is in the range of 100–160 pixels, then the rail
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Figure 6: Schematic of a state detection method based on vector geometry.
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fastener is in an unhealthy loose state; if the vector distance
between the two is greater than 160 pixels, then the rail
fastener is in an unhealthy separate state. If the fastener sling
area is not detected, the rail fastener is in the missing state.

In addition, we calculate the degree of deflection of the
rail fasteners relative to the rails by calculating the angle of
clamping (α) of the two boundary lines (L1 and L2), as
shown in Figure 6(b). According to the experimental test, if
α ∈ [5∘, 90∘], then the rail fastener is in the dislocated state;
otherwise, it is in the normal state within a reasonable error.
Parameter α is calculated as

α � arccos
1 + ac

�����
1 + a

2
 �����

1 + c
2






. (12)

Calculated vector distance parameter D(x) and angular
offset α are compared with a predetermined threshold, and the
rail fasteners are subjected to defect detection and state classi-
fication by threshold judgment. Furthermore, to avoid detection
errors due to the simultaneous action of two geometric pa-
rameters on the experimental results, the rail fasteners in the
unhealthy state satisfy only one of the dislocated or other
nonnormal states, prioritizing the influence of the vector dis-
tance parameter on the detection results during the experiment.

4. Experiments and Analysis

In this section, we first construct a SFC rail fastener dataset
by the method described in Section 4.1. A new evaluation
metric is then proposed to quantitatively characterize the
effect of rail fastener fastclip region positioning based on a
significance detection model. In addition, by conducting
experiments on the rail fastener image dataset, the results of
the experiments performed on the present algorithm are
qualitatively and quantitatively validated.

4.1. Dataset. Our experimental data were derived from
original rail images taken and captured in real railway
project scenarios, and we segmented the fastener regions on
both sides of the steel rail in the original images and con-
structed the SFC-type rail fastener dataset using the method
described in Section 3.1. Our dataset contains images of rail
fasteners on the left and right sides of the tracks, pseudo-
labels corresponding to the images, the ground truth, and
the true state of the fasteners in the images. In addition, we
classified the type of fasteners according to the state of the
rail fasteners into positive and negative data samples, where
the positive samples include the image data of the rail
fasteners in the normal state, and the negative samples
include the image data of the rail fasteners in the loose,
detached, missing, and dislocated states.

)e SFC rail fastener dataset contains 2000 positive
sample data in the normal state and 2000 negative sample
datasets with defects (including 500 negative sample data in
each of the three different states). In addition, we divided the
equal amount of rail fastener image data for different state
conditions in the dataset into a training set and a test set by
random selection, with 2400 samples for training and 1600
samples for testing.

4.2. Analysis of Experimental Results. We first quantitatively
evaluated the positioning effect of the rail fastener fastclip
region and then conducted extensive experiments on the rail
fastener image dataset to further qualitatively and quanti-
tatively validate the experimental results of the detection
system designed in this work.

4.2.1. Experimental Analysis of Fastener Railroad Fastclip
Positioning. In existing studies on the positioning of the rail
fastener area by computer vision and image processing
techniques, existing methods can usually only qualitatively
describe and evaluate the results of fastener positioning
experiments. Given the lack of uniform evaluation criteria
for the positioning results of the rail fastener images, the
experimental results of the fastener region positioning are
difficult to quantitatively evaluate and compare. )us, we
introduced the evaluation parameters in the visual attention
mechanism [30–34].

)e Precision-Recall curve, the F-measure [35], and the
mean absolute error (MAE) are used as indicators for
evaluating the accuracy of fastener positioning for the ef-
fective evaluation and analysis of the accuracy of positioning
results from a quantitative perspective.

In the fastener fastclip image dataset, a corresponding
ground truth was first constructed for each rail fastener
image in the dataset by manual labeling at the pixel level.
)en, the resultant diagram of the fastener fastclip region
localization obtained by this method was threshold selected
as a binary segmentation from 0 to 255. Finally, for each
threshold condition, the fastclip positioning results plot was
compared pixel-by-pixel with the true value plot, and the
evaluation parameters of the positioning results relative to
the ground truth were calculated. )e experimental results
on the positioning of the fastener fastclips were evaluated
from a quantitative point of view. Precision represents the
ratio of the correctly positioned area of the fastener fastclip
in the positioning result map to the actual overall area of the
fastclip in the positioning result, and Recall represents the
ratio of the correctly positioned area of the fastener fastclip
in the positioning result map to the theoretical area of the
fastclip in the true value map. )e F-measure is a com-
prehensive indicator for evaluating the final positioning
result. )e MAE is used to measure the positioning error of
the positioning result relative to the true value image, which
is calculated as follows:

Precision �
TP

TP + FP

, (13)

Recall �
TP

TP + FN

, (14)

Fλ �
1 + λ2 Precision × Recall

λ2Precision + Recall
, (15)

MAE �
1

WH


W

x�1


H

y�1
|S(x, y) − G(x, y)|. (16)
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In formulas (13) and (14), TP represents the pixel sample
data of the real fastener area located, and FP and FN, re-
spectively, indicate the false andmissed pixel data samples of
the positioning experiment results relative to the theoretical
railroad fastclip area in the truth map. In formula (15), the
value of λ2 is 0.3 [35]. W and H in formula (16) are used to
represent the length and width of the input rail fastener
image to be processed, and parameters x and y represent the
horizontal and vertical coordinates of the pixel node in the
image, respectively.

We quantitatively evaluated the results of the localization
of the fastclip region on a dataset of 200 images of rail
fasteners in different states. In addition, the fastener posi-
tioning results obtained by this method were compared with
the positioning effects of several other classical target sa-
liency detection algorithms on rail fasteners, including the
SER [36], SWD [37], SIM [38], SS [39], MR [40], RCRR [41],
and ACM [42] algorithms. )e representative serial num-
bers in Figure 7 are 2–8, respectively, and the graphs of the
Precision-Recall curve, F-measure, and MAE of various
algorithms for locating the fastclip area in the rail fastclip
image are presented.

As shown in Figure 7(a), the localization experiments
performed for the fast clip region significantly outperform
several other saliency detection algorithms. )e results show
that the proposed localization method achieves the best
accuracy of more than 0.9. Although the background region
in the localization results was clearly separated from the
foreground fastclip region, which can effectively meet the
localization and segmentation needs of the postexperiment,
the recall values below 0.4 do not correspond to the ideal
situation (high accuracy value of 0.9) and show an increasing
trend because they were not treated by the model as com-
pletely irrelevant black backgrounds. In addition, all
methods converged toward an accuracy value of 0.12 when a
threshold value near 255 was selected for the maximum
recall value. During the convergence of the curves, the ac-
curacy of the methods was significantly better than that of
the other algorithms at any Recall value. )e experimental
results show that the fastener fastclip location effect of the
proposed method is more accurate than those of the other
methods and has a lower false alarm rate and robustness.
Figures 7(b) and 7(c) show an F-measure andMAE of 0.5632
and 0.1302, respectively, for the experimental results ob-
tained by this method. )e positioning area of the rail
fasteners obtained by this method is more accurate than the
positioning effect of several other algorithms, and the av-
erage absolute errors of the positioning results are smaller
than those of other methods, indicating that this method can
position rail fasteners more precisely.

4.2.2. Functional Region Semantic Segmentation Results.
We validated the detection effect of the proposed method on
the constructed SFC-type rail fastener dataset. )e seg-
mentation network was modeled and trained on the training
set based on the pseudolabeling of each image sample,
namely, the semantics and segmentation of the “rail” and
“fastclip” regions of the image with different properties.

Next, we fed 1600 rail fastener image samples from the test
set into a trained semantic segmentation model for auto-
matic region identification and semantic segmentation,
enabling accurate targeting and segmentation tasks for
specific functional regions in the image samples.

)e images of rail fasteners in four different states for the
dataset were constructed. Accurate regional localization and
semantic segmentation can be performed through the
proposed method. )e experimental results are shown in
Figure 8. Figure 8(a) shows the rail fastener images of the five
different fastener state types obtained by this method, where
the rail fastener image in the normal, loose, separate,
missing, and dislocated states are shown from the top to
bottom; Figure 8(b) shows the rail fastener remarkable
images for the completed fastclip remarkable area posi-
tioning; Figure 8(c) shows the functional area ground truths
for the manually labeled multiple fastener images;
Figure 8(d) shows the target-level pseudolabels for the rail
fastener image constructed by this method, where the red
and green areas are the labels for the fastclip and rail areas in
the image, respectively; Figure 8(e) shows the predicted
functional area results for the rail fastener image for different
state types, where the gray area represents the predicted rail
area, the white area represents the predicted fastclip area,
and the other background and unrelated functional areas are
black. In addition, Figures 8(f )–8(j) show the corresponding
schematic of the fastener image data on the other side of the
rail.

)e experimental results in Figure 8 indicate that the
functional region semantic segmentation results obtained by
this method and shown in Figures 8(e) and 8(j) have an
excellent experimental effect compared to the corresponding
ground truth shown in Figures 8(c) and 8(h). )e experi-
mental results show that our segmentation results are ac-
curate and automatic for the functional areas of interest in all
five types of rail fastener images and can effectively filter out
other areas and complex backgrounds. )erefore, the region
segmentation method established in this work has signifi-
cant validity and accuracy for rail fastener images.

4.2.3. Rail Fastener State Detection Results. In the field of rail
fastener detection, the performance of rail fastener detection
and classification methods is an important factor in con-
firming system reliability. For the 800 data samples in the
test set used for algorithm validation in different states, we
detected and classified the states of the rail fasteners using
the proposed vector-based geometry measurement method.
In the test results obtained by this method, we assumed that
parameter TP indicates the number of samples of true
positives detected by this method, TN indicates the number
of samples of true negatives detected, FP indicates the
number of samples of false positive data detected, and FN

indicates the number of samples of false negative data de-
tected. )e Precision, Recall, and F-measure of the state
detection and classification results of the rail fasteners were,
respectively, calculated by equations (13)–(15) (the value of
parameter λ in equation (15) is set to 1 in this experiment),
and the accuracy of the experimental results was evaluated in
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Figure 7: Continued.
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conjunction with the Accuracy index. )e mathematical
expression of the Accuracy indicator is

Accuracy �
TP + TN

TP + TN + FP + FN

. (17)

)e experimental results are shown in Table 1, and the
proposed rail fastener detection method can achieve 93.13%
Accuracy on the validation dataset (contains 800 positive
samples and 800 negative samples of various data types).

Average Accuracy and Recall rates of 92.17% and 90.50%
were achieved for the five different states of the rail fastener
image data in the validation set, with an average F-measure
of 0.9127. In addition, the experimental results indicate that
the proposed method can obtain more accurate detection
results for samples of rail fasteners in the normal, loosing,
separate, missing, and dislocated states.

)e experimental results indicate that the rail fastener
detection system and proposed method obtain good ex-
perimental results on the SFC-type rail fastener dataset.
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Figure 7: Evaluation curve of the results of the positioning of the fastener fastclip area.
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Figure 8: Schematic of the prediction results of semantic segmentation of rail fastener images for five state types.
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Specimens of rail fasteners in normal, loosing, missing, and
dislocated states can be obtained with high accuracy in the
experiment, but the accuracy against the loose state of the
fasteners is only 85.41%. )e difference between the char-
acteristics of the image samples of rail fasteners in the
loosened state and the normal and disengaged state is small
that even experienced professional inspectors cannot ac-
curately determine whether the rail fasteners are in the
loosened state in the inspection work. Consequently,
detecting rail fasteners in a loose state is difficult and
challenging, so the accuracy of the results of testing the state
of rail fasteners in the loose state is affected compared to
several other samples of state rail fasteners. However,
considering the overall experimental results, the proposed
method can be used to conduct an accurate state inspection
of rail fasteners in different states with obvious accuracy and
reliability and can achieve better inspection results in
practical engineering applications.

To demonstrate the validity of our method, the detection
accuracy metrics of different detection methods were cal-
culated and compared on the validation dataset constructed
above. Table 2 shows the total accuracy of different methods
for SFC-type fastener images. )e table shows that our
method significantly outperforms several other detection
methods mainly because the other schemes do not consider
the state detection of the offset fastener during design and
implementation, producing unsatisfactory experimental
results and accuracy for this part of the negative sample
detection. In addition, the difficulty of detecting the negative
sample data in the loose state also affects the detection
performance of other methods and can thus affect the overall
performance of the detection method to some extent.

To test the performance of the detection method, the
proposed algorithm was tested on a dataset of SFC-type
rail fastener images taken and constructed in a real railway
scenario. )e proposed semantic-segmentation-based rail
fastener detection method was executed on a computer
equipped with an Intel Xeon W-2150B processor (10 cores
and 10 threads). Experimental calculations indicate that
the time to detect the state and classification of each rail
fastener using the proposed method is 1.135 s, which can
meet the requirements of practical engineering inspection
tasks. In addition, we evaluated the efficiency of our
semiautomatic labeling method by randomly selecting 50

images of rail fasteners from several types of data. )e
average time for the semiautomatic annotation of a single
image in the dataset was 5.256 s, while the average time for
manual annotation was 132 s. )is method is 25 times
more efficient than the manual method in annotating all
the images. In summary, this method can effectively re-
duce the cost of manual annotation and has very reliable
detection performance and a good generalization ability,
which can meet the accuracy and efficiency requirements
of engineering inspection scenarios.

5. Conclusions and Future Work

In this study, we aim to address the limitations of traditional
rail fastener detection methods and deep learning theory in
engineering applications. A semantic segmentation-based
rail fastener state recognition algorithm is proposed. First,
we propose a functional area positioning and labeling
method based on the salient detection model in the system,
and a novel SFC-type rail fastener dataset was constructed by
labeling and constructing pseudolabels for fastclip and rail
regions through an interactive semiautomatic labeling
method. )en, the fastener state in the original rail image
was classified and produced by the detection system
designed in this study. Second, a rail fastener state detection
method based on the semantic segmentation model was
designed, and the fastener state was detected by the semantic
segmentation network and vector distance calculation
method. )e experimental results show that the proposed
method has good accuracy and robustness while effectively
saving cost and can achieve good experimental results in
practical application scenarios.

Although the proposed method was validated by nu-
merous effective experiments on our dataset and achieved
promising results, it can still be improved. Although the
results based on the saliency detection model satisfy the
requirements of the algorithm, the model can be further
optimized and improved. Moreover, detecting the state of
the rail fastener image of the loose fastclip is still challenging
and difficult. In future work, we plan to address some of the
above limitations. Nevertheless, we believe that the proposed
inspection method is a major step forward in the automation
of rail inspection and has significant implications for
practical engineering applications.

Table 1: Detection and classification results of rail fasteners in five state types.

Fastener status Experimental results Evaluation index
Type Normal Loosing Separate Missing Dislocated Precision (%) Recall (%) F-measure Accuracy (%)

Real sample

Normal 780 11 4 0 5 94.43 97.50 0.9594

93.13
Loosing 18 158 15 0 9 85.41 79.00 0.8208
Separate 4 9 184 1 2 90.20 92.00 0.9109
Missing 0 0 0 200 0 99.50 100.00 0.9975

Dislocated 24 7 1 0 168 91.30 84.00 0.8750

Table 2: Accuracy results of state detection of multiple detection methods in SFC-type rail fasteners.

Method Ours (%) DCNN [19] (%) PHOG+SVR [1] HOG+SVM [10]
Accuracy 93.31 88.79 85.67% 79.29%
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 e main objective of this study is to evaluate and compare the performance of different machine learning (ML) algorithms,
namely, Artificial Neural Network (ANN), Extreme Learning Machine (ELM), and Boosting Trees (Boosted) algorithms,
considering the influence of various training to testing ratios in predicting the soil shear strength, one of the most critical
geotechnical engineering properties in civil engineering design and construction. For this aim, a database of 538 soil samples
collected from the Long Phu 1 power plant project, Vietnam, was utilized to generate the datasets for the modeling process.
Different ratios (i.e., 10/90, 20/80, 30/70, 40/60, 50/50, 60/40, 70/30, 80/20, and 90/10) were used to divide the datasets into the
training and testing datasets for the performance assessment of models. Popular statistical indicators, such as Root Mean Squared
Error (RMSE), Mean Absolute Error (MAE), and Correlation Coefficient (R), were employed to evaluate the predictive capability
of the models under different training and testing ratios. Besides, Monte Carlo simulation was simultaneously carried out to
evaluate the performance of the proposed models, taking into account the random sampling effect.  e results showed that
although all three ML models performed well, the ANN was the most accurate and statistically stable model after 1000 Monte
Carlo simulations (Mean R� 0.9348) compared with other models such as Boosted (Mean R� 0.9192) and ELM (Mean
R� 0.8703). Investigation on the performance of the models showed that the predictive capability of the ML models was greatly
affected by the training/testing ratios, where the 70/30 one presented the best performance of the models. Concisely, the results
presented herein showed an effective manner in selecting the appropriate ratios of datasets and the best ML model to predict the
soil shear strength accurately, which would be helpful in the design and engineering phases of construction projects.

1. Introduction

Soil is a crucial material in civil engineering, as most of the
structures are built on soil ground [1].  e failure of the
ground and collapse of the buildings are often associated
with soil shear strength. Under different loading conditions,
the soil shear strength, or the shear resistance, is dependent

on the cohesion, friction, and interlocking between particles
[1].  e mechanical property of soil is complex due to the
fact that soil often contains different particle sizes, high
water content, and large voids [1]. Soil shear strength is
dominated by basic parameters such as soil mineralogy,
overburden pressure, water content, density, and void.
Commonly, the soil shear strength is calculated by
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determining the effective stress and soil parameters, such as
internal friction angle and cohesion [1, 2].  ese soil pa-
rameters can be determined in the field by Standard Pen-
etration Test (SPT) or shear vane test and in the laboratory
by conducting direct shear test, ring shear test, triaxial test,
and unconfined compression [3, 4].  ese tests are time-
consuming and involve a lot of cost on conducting tests on
an important number of samples.

Over the last decades, many researchers have tried to
improve and find alternative methods to determine the shear
strength of soil [3, 5–10]. Nam et al. [11] used a multistage
direct shear test for determining the shear strength of un-
saturated and saturated soils. Such a method could reduce
some disadvantages of conventional direct shear tests and
produced high accuracy results. Besides, many researchers
have attempted to establish a relationship between soil in-
dexes, such as clay fraction, liquid limit, plastic limit, and
clay mineralogy [9, 12]. Also, many efforts have been made
to evaluate the shear strength of soil through other soil
parameters, such as establishing a correlation between
suction and shear strength [10, 13]. In addition, several
conventional procedures were introduced to estimate the
shear strength of soil, where the relationship between the
water content and suction is employed as a tool in the
prediction process of unsaturated soil shear strength
[6, 14–16]. Another effort has been carried out to estimate
the soil shear strength in situ through shear wave velocity
[16–18]. Overall, the conventional and traditional tech-
niques possess some disadvantages and limitations, such as
limitations in using basic soil parameters or considering a
small range of soils. As an example, Kaya [2] indicated that
the empirical formula, as suggested by Wright [19], is only
limited to the soil containing a clay fraction superior to 50%.

In the recent time, Machine Learning (ML) techniques
have been developed expeditiously and successfully applied
in many fields of civil engineering [20–27] and Earth sci-
ences [28–31], including geotechnical engineering such as
landslide susceptibility [32–41] and estimation of soil pa-
rameters [42–47] including shear strength of soil [47–52]. In
the work of Das et al. [53], the authors successfully applied
an Artificial Neural Network (ANN) for estimating the
residual friction angle of tropical soil in a specified area.
Besides, it is found that the Support Vector Machine (SVM)
showed a better performance than ANN for estimating the
shear strength of soil using basic soil parameters, such as
liquid limit, plastic limit, and clay fraction. In another work,
Besalatpour et al. [54] showed that Adaptive-Network-based
Fuzzy Inference System (ANFIS) and ANN models had
higher ability than conventional regression methods. In
another study, three new optimization techniques, namely,
the Dragonfly Algorithm (DA), InvasiveWeed Optimization
(IWO), and Whale Optimization Algorithm (WOA), were
employed to optimize the weights and biases of an ANN
structure in estimating the shear strength of soil [50], where
it was noticed that the learning error was significantly de-
creased. us, the IWO-ANNhybrid algorithmwas found to
be promising model instead of conventional methods in
solving soil shear strength problems. Further, Moayedi et al.
[49] used four neural-metaheuristic models for estimating

the shear strength of soil and stated that the Salp Swarm
Algorithm-Multilayer Perceptron (SSA-MLP) model is a
potential alternative method for estimating the soil shear
strength. In general, ML techniques have significantly im-
proved the prediction ability compared to conventional
methods.

Despite significant growing of researches in applyingML
algorithms in soil science, it is surprising how few of these
suggestions are dedicated to the investigation of the per-
formance assessment under a combination of factors during
the model development phase.  ese factors could be the
choice of data splitting, the selection of sampling technique,
or the ML algorithm. For instance, a study on the com-
parison of ML techniques in digital soil mapping found that
sample design and model choice significantly affected the
outputs [55]. With regard to the data splitting, the data
sample is often divided into two datasets, including a
training set for model training and a testing set for model
validation. Many researchers proposed a ratio of 70/30 or 80/
20 (training/testing set) for producing datasets in landslide
susceptibility problems [56–61]. Regarding studies on esti-
mating the residual strength of soil using ML algorithms,
previous works mainly used ratios of 70/30, 80/20, and 90/10
(training/testing) for generating datasets
[22, 43, 47–49, 51–53]. Recently, Pham et al. [47] conducted
a study on estimating the shear strength of soil in varying the
training dataset size from 30% to 90% using the Random
Forest (RF) algorithm.  e study revealed that the increase
in the size of the training dataset improved the training
performance and made the model more stable. For the
testing performance, the increase in the training set’s size
from 30% to 80% could also enhance the testing perfor-
mance. However, when training size increased from 80% to
90%, the opposite trend was found in testing performance.
In general, the training set size had an important effect on
the prediction ability of the ML models [62].

 e main objective of the present study is to evaluate the
performance of ML models considering different ratios of
soil data splitting for the prediction of soil shear strength. In
this research, three ML techniques, namely, ANN, Extreme
Learning Machine (ELM), and Boosting algorithm, were
adopted to estimate the soil shear strength based on different
splitting ratios of input data for the training and testing
phases.  e main difference of this study compared with the
previously published works is that it is the first time the
influence of splitting strategy of training and testing datasets
used in ML models was investigated to predict the soil shear
strength. Results were evaluated using standard statistical
measures, namely Mean Absolute Error (MAE), Correlation
Coefficient (R), and Root Mean Squared Error (RMSE), for
the selection of the best model in predicting the soil shear
strength and study the influence of different ratios of
training and testing data on the performance of models.

2. Research Significance

ML, which includes advanced soft computing based
techniques, has been developed and applied successfully
and efficiently to solve a lot of real-world problems [63–68].
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 emain advantage of ML is that it can subjectively analyze
unlimited amounts of data and give reliable outcomes and
assessment [69]. However, its performance depends sig-
nificantly on the quality of data and the strategy of using the
data [70–72].  erefore, assessment of the influence of data
splitting on ML models’ performance has a high signifi-
cance, which will pave the way on how to select a suitable
data splitting for better ML-based modeling. In this study,
we have selected three popular ML models, namely, ANN,
ELM, and Boosted, for modeling. In addition, we have
selected a research problem, “the prediction of soil shear
strength,” which is an important geotechnical engineering
task [43, 46, 47, 73].  is will help the construction en-
gineers and managers to quickly and accurately predict the
soil shear strength, which can be used for the design and
verification of construction projects.

3. Data Used

Soil investigation data of the Long Phu 1 power plant project,
located in Soc Trang province, Vietnam (longitude of
9°59′07.3″N and latitude of 106°04′48.0″E), was used in this
study for the development of the ML models.  e con-
struction of this power plant was started in June 2015,
reflecting a key project under the Vietnamese Government’s
2011–2020 National Power Development Plan [73]. A da-
tabase of 538 soil samples was used to build the training and
testing data sets. Soil parameters such as clay content (%),
void ratio, moisture content (%), liquid limit (%), plastic
limit (%), and specific gravity were used as input variables,
whereas the soil shear strength (kg/cm2) determined by
direct shear test under the Undrain and Unconsolidated
(UU) scheme was used as the output variable.

Statistical analysis of the input variables suggests that, in
the samples, the clay content varied from 0 to 65 (%), plastic
limit from 15 to 35 (%), liquid limit from 20 to 65 (%),
specific gravity from 2.6 to 2.7, and void ratio from 0.5 to 1.0
(Figures 1(a)–1(g)), whereas the output variable varied from
0.45 to 0.7 (kg/cm2) (Figure 1(g)).

Considering different ranges of variables (Figure 1),
these values were scaled in the range of [0, 1] to avoid
unexpected jumps and reduce fluctuations within the
datasets used for modeling.

4. Methods Used

4.1. Artificial Neural Network (ANN). ANN has been known
as a popular and powerful machine learning technique
(computational model) [74, 75], based on structures and
functions of biological neural networks: the nervous system
of the human brain [20, 76–78].  is method has been used
successfully in solving a wide range of civil engineering
problems, including geotechnical engineering problems.
ANN method is used to identify the relationship between
input and output neurons in both linear and nonlinear
patterns [21, 22, 79].  us, ANN could make a decision by
analyzing patterns and relationships in data by itself
[2, 43, 80]. In this study, a multilayered perceptron neural

network, a popular ANN [81], was employed as a regression
technique to estimate the soil shear strength.

4.2. Boosting Trees (Boosted). Boosted (Trees) is a hybrid
method that combines the decision trees and boosting
method. In this ensemble-type method, decision trees are
employed to link input and output variables through re-
cursive dual separations, while the boosting method is
adopted to associate many individual models for improving
the performance of the hybrid model [82].  e Boosted
method, having the merits of tree-based techniques, can
overcome the disadvantages of a sole tree model because of
the following reasons. Firstly, this ensemble can choose a
proper variable to match the appropriate functions. Sec-
ondly, it is suitable for various types of data using random
boosting, and finally, this method can mitigate both bias and
variance via model averaging [83].

4.3. Extreme Learning Machine (ELM). ELM was firstly
suggested by Huang et al. [84, 85], which is a modern al-
gorithm and employed as a Single hidden Layer Feedforward
Neuron Network (SLFN) [86]. ELM algorithm produces
better performance in terms of learning speed compared to a
conventional algorithm, for instance, backpropagation and
least-square support vector machine [61, 84, 87].  e main
aim of ELM is to get the smallest norm of weights on which
the smallest training error can be reached for optimization of
the model performance. A detailed description of ELM al-
gorithm is available in published papers [84, 88–90].

4.4. Monte Carlo Approach. Monte Carlo method has been
widely introduced to solve problems relating to the vari-
ability of input parameters in various fields, including
geotechnical engineering [45, 91, 92]. Monte Carlo methods
are a broad class of computational algorithms that rely on
the repeated random sampling process to obtain numerical
results. Basically, this technique could produce a high ability
to compute, statistically, the relationship in data for both
linear and nonlinear problems [45, 91]. Monte Carlo
technique is implemented by repeating randomly input
variables based on the distribution of probability density,
and the outputs are computed correspondingly via a sim-
ulated model [93, 94]. A concept of the Monte Carlo method
includes the following: (i) variability of input parameter
could be completely spread by predetermined models and
(ii) sensitivity analysis of inputs can be evaluated using
statistical analysis of the output results.

4.5. Performance EvaluationCriteria. In this paper, standard
statistical measures, namely, Root Mean Square Error
(RMSE), Mean Absolute Error (MAE), and Correlation
Coefficient (R), were used to compare and validate the
performance of ML models [47, 95]. In general, RMSE is the
mean squared difference between the estimated and actual
values, while MAE is the mean amplitude of errors. Lower
values of RMSE and MAE mean higher prediction ability of
the models. Besides, R is employed to evaluate the

Mathematical Problems in Engineering 3



0

5

10

15

20

25
Sa

m
pl

es

20 40 60 800
Clay (mm)

(a)

0

10

20

30

40

50

Sa
m

pl
es

20 40 600
Moisture content (%)

(b)

0

50

100

150

200

250

Sa
m

pl
es

0.5 1 1.5 2 2.50
Specific gravity

(c)

0

10

20

30

40

50

Sa
m

pl
es

0.5 1 1.5 20
Void ratio

(d)

0

5

10

15

20

25

30

35

Sa
m

pl
es

20 40 600
Liquid limit (%)

(e)

0

10

20

30

40

Sa
m

pl
es

10 20 30 400
Plastic limit (%)

(f )

Figure 1: Continued.
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correlation of the predicted and actual values of soil shear
strength.  e values of R are between −1 and +1, where the
absolute values of R close to 1mean higher prediction ability.
 ese indicators can be computed using the following
formulas [45, 96]:

R �


n
i�1 ycoi − yco(  yaci − yac( 
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where ycoi and yco represent the output value of the ith
sample and the corresponding output mean value computed
by the ML model, respectively; yaci and yac denote the
measured value of the ith sample and the measured mean
value, respectively; and n indicates the total number of
samples.

5. Results and Analysis

In this section, the prediction results of the soil shear
strength are presented using various ML models (ANN,
ELM, and Boosted). In the modeling, clay content, void
ratio, moisture content, liquid limit, plastic limit, and spe-
cific gravity were considered as input variables, whereas soil
shear strength was considered as the output variable. As a
first step, the influence of training and testing ratio on the
performance of the ML models is presented, followed by the
study of the random sampling effects on the performance of
MLmodels, and finally, comparisons of different MLmodels
are performed.

5.1. Influence of Different Training and Testing Ratios on the
Performance of the ML Models. To evaluate the influence of
different ratios on the performance of ML models, ANN
model was used to select the best train-to-test ratio for the
estimation of soil shear strength. Using ANN to perform the
study, six parameters (Table 1) were selected using trial and
error tests to train the model.  e dataset was divided into
two parts, with different ratios: 10 : 90, 20 : 80, 30 : 70, 40 : 60,
50 : 50, 60 : 40, 70 : 30, 80 : 20, and 90 :10 train/test split.
Basically, a training dataset was used to construct the model,
whereas the testing dataset was used to assess the model’s
predictive capability. Finally, the performance of ANN
model on different ratio-based training and testing datasets
using various statistical indices was evaluated, as shown in
Figure 2.

It can be seen that as the number of data in the training
datasets increased, the errors (RMSE and MAE) of the ANN
model increased, and R values of the ANNmodel decreased,
showing the accuracy of ANN decreased (Figures 2(a), 2(c),
and 2(e)). In contrast, as the number of data in the testing
datasets increased, the errors (RMSE and MAE) of ANN
decreased, and R values increased, reflecting an increase of
the ANN accuracy (Figures 2(b), 2(d), and 2(f)). It can be
observed that the performance of the ANN model on both
training and testing datasets was the best on the training/
testing ratio of 70/30, based on the values of mean, standard
deviation, and quantile levels of the three criteria.

5.2. Random Sampling Effects on the Performance of ANN.
To validate the random sampling effects on the performance
of the ML models, the ANN model was used and trained on
different training/testing ratios using Monte Carlo simula-
tion. In this process, the 1000 simulation was carried out to
validate the statistical convergence of the model, as shown in
Figure 3. It can be seen that RMSE and MAE values were
stable at 10% of the average values with only 10 iterations,
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Figure 1: Histograms of the parameters used in this study: (a) clay; (b) moisture content; (c) specific gravity; (d) void ratio; (e) liquid limit;
(f ) plastic limit; (g) shear strength of soil.
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whereas these values were stable at 5% average from 20
Monte Carlo iterations. Besides, the values of R were sta-
tistically stable at 2% average with 8 iterations and at 1%
average from 50 iterations.

In addition, the analysis of the probability density of R,
RMSE, and MAE values was also carried out to study the
random sampling effects on the performance of ANNmodel
(Figure 4). It can be observed that the distribution of the
probability density of R, RMSE, and MAE values was dif-
ferent on various training/testing ratios.

In general, it can be stated that the performance of the
ANN model is sensitive to the random selection of data in
the datasets used for training and validating the model. In
this study, the ANN model was converged with above 700
Monte Carlo simulations, and the train-to-test ratio of 70 :
30 was found as the best option for ML modeling.

5.3. Validation and Comparison of Different ML Models.
Validation and comparison of three ML models (i.e., ANN,
ELM, and Boosted) were conducted using the best ratio of
70/30 of training and testing datasets.  e ANN was trained
with the parameters provided in Table 1, whereas ELM was
trained with the network constructed by one input layer (6
neurons), one hidden layer (8 neurons), and one output (1
neuron). Regarding Boosted algorithm, the minimum leaf
size was taken as 8, the number of learning cycles was 20, and
the learning rate was set at 0.1. Values of R, RMSE, andMAE
of the models using the testing dataset are shown in
Figures 4–6. On the basis of RMSE indicator, it can be
observed that the range of RMSE of ANN model was from
about 0.05 to 0.1, whereas this value ranged from about 0.08
to 0.125 for Boosted algorithm and from 0.07 to 0.3 for ELM
model over 1000 Monte Carlo simulations (Figure 5). Re-
garding MAE indicator, it can be seen that the range of MAE
of ANN model was from 0.04 to 0.07, whereas this value
ranged from 0.06 to 0.09 for the Boosted model and from
0.075 to 0.25 for ELM model over 1000 Monte Carlo sim-
ulations (Figure 6). In terms of R indicator, ANNmodel had
the R values ranging from 0.95 to 0.97, from 0.88 to 0.95 for
Boosted model, and from 0.62 to 0.95 for ELM model
(Figure 7). Based on these results, it can be generally seen
that the ANN model got the lowest error values (RMSE and
MAE) and highest R values compared with other models
(Boosted and ELM), whereas the EML got the most unstable
values of RMSE, MAE, and R. ELM also got the highest
values of errors and lowest values of R over 1000 Monte
Carlo simulations. A summary of the main results of the
three methods is presented in Table 2. Overall, it can be
stated that the ANNmodel is the best and most stable model

compared with other models (Boosted and ELM) for the
prediction of soil shear strength.

6. Discussion

ML models are known as advanced techniques and ap-
proaches for quick and accurate prediction of real-world
problems.  ese models, based on the objective computa-
tional algorithms, can handle complex relationships between
input and output variables [97]. However, it is observed that
ML models are quite sensitive to the quality of data and the
way they are used in the modeling process, especially the
ratio used to divide the datasets for training and validating
the ML models [98]. In this study, this problem is analyzed
by investigating the influence of training/testing ratio on the
performance of three different popular ML models, namely,
ANN, EML, and Boosted, to predict the soil shear strength.

Overall, the results showed that the ML models’ per-
formance was significantly changed under different training/
testing ratios.  e results showed that the training/testing
ratio of 70/30 was the most suitable one for training and
validating the ML models.  is finding is in line with other
published works, such as Pham et al. [99], who investigated
different training/testing ratios for training and validating
various ML models (SVM, Logistic Regression, ANN, and
Naıve Bayes) for spatial prediction of landslides and proved
that 70/30 was the best training/testing ratio for getting the
best performance of the ML models. Other studies and
researches also confirmed the finding of this study
[100–105]. In addition, it is noticed that when the percentage
of data in the training dataset increased, the errors (RMSE
and MAE) of the models increased, and R values decreased.
 us, an increase of data (or samples) in the training dataset
might have a negative influence on the prediction accuracy
and difficulty in applying the models.

Besides, the validation and comparison results showed
that all the ML models performed well, but ANN was the
best model for the prediction of soil shear strength. It can be
stated that ANNmodel has been reaffirmed as the best single
ML model for solving most of the real-word problems
[106, 107]. ANN has several advantages compared with other
ML models, such as (i) capable of extracting the essential
process information from data for analyzing and prediction,
(ii) an ability of generalization of data, (iii) able to correctly
process information that only broadly resembles the original
training data, and (iv) its essential features being related to
nonlinearity, fault tolerance, independent assumptions, and
universality.  us, ANN algorithm is particularly reasonable
for extremely complex data. Last but not least, ANN is an

Table 1: Parameters of the ANN algorithm used in this study.

No. Parameters Setting
1 Number of hidden layers 1
2 Number of neurons in the hidden layer 8
3 Activation function for the hidden layer Sigmoid
4 Activation function for the output layer Linear
5 Training algorithm Levenberg-Marquardt
6 Cost function MSE
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Figure 2: Validation of the ANN model’s performance under different ratio (percentage) of data in the training part: (a) RMSE for the
training part; (b) RMSE for the testing part; (c) MAE for the training part; (d) MAE for the testing part; (e) R for the training part; and (f) R
for the testing part.
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Figure 3: Statistical convergence results for 1000 Monte Carlo simulations for the testing part: (a) RMSE; (b) MAE; and (c) R.
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Figure 5: Comparison of Boosted, ELM, and ANN in terms of probability density results for 1000 Monte Carlo simulations for the testing
part in terms of RMSE.
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adaptive algorithm, so that the learning process can be more
effective [108, 109].  erefore, it can be stated that the ANN
was the best predictor for the prediction of soil shear strength.

7. Conclusions

Soil shear strength is one of the most critical geotechnical
engineering properties used for designing and constructing
civil engineering structures and constructions. Prediction of
this parameter using advancedMLmodelsmight help in saving
time and reducing cost for construction projects. In this study,
three popular ML models, including ANN, ELM, and Boosted,
were applied and compared to predict the soil shear strength
using a database collected from Long Phu 1 power plant
project, Vietnam. In addition, the performance of these models
was also investigated under the influence of different training
and testing ratios over 1000 Monte Carlo simulations.

Validation and comparison results showed that even the
performance of all models was good and the performance of
ANN was the best compared with other models. It can also be
observed that the performance of the models was significantly
changed under the different training and testing ratios used for
training and validating the models. Based on the statistical
analysis, a ratio of 70/30 for training and testing datasets was
considered as the best ratio for training and validating the
models. In addition, Monte Carlo simulations showed that the
performance of the models is different under the random
sampling effect over 1000 simulations. ANN was found as the
best and most stable method under the variability of the input
space.

In short, civil engineers can use the results of this study for
quick and accurate prediction of soil shear strength for de-
signing purposes, for instance, road, bridges, retaining walls,
and other geotechnical and civil structures. Although the one
group of data used in this study is sufficient for the devel-
opment of the ML models, it is recommended that these ML
models should be applied and validated with various data in
different regions for better justification and verification.
However, it is noticed that these applied models are considered
as black-box models and do not provide the equations for
engineer’s calculation; therefore, other ML models like GEP,
GMDH, and EPR, which can provide the equations, can be
considered for future application and comparison.
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M. Söylemez, “An equation for predicting shear strength
envelope with respect to matric suction,” Computers and
Geotechnics, vol. 31, no. 7, pp. 589–593, 2004.

[15] Y. F. Xu, “Fractal approach to unsaturated shear strength,”
Journal of Geotechnical and Geoenvironmental Engineering,
vol. 130, no. 3, pp. 264–273, 2004.

[16] Y. F. Xu and D. A. Sun, “A fractal model for soil pores and its
application to determination of water permeability,” Physica
A: Statistical Mechanics and Its Applications, vol. 316,
no. 1–4, pp. 56–64, 2002.

[17] C. R. McGann, B. A. Bradley, M. L. Taylor, L. M.Wotherspoon,
and M. Cubrinovski, “Development of an empirical correlation
for predicting shear wave velocity of Christchurch soils from
cone penetration test data,” Soil Dynamics and Earthquake
Engineering, vol. 75, pp. 66–75, 2015.

[18] M. S. Nam and C. Vipulanandan, “Roughness and unit side
resistances of drilled shafts socketed in clay shale and
limestone,” Journal of Geotechnical and Geoenvironmental
Engineering, vol. 134, no. 9, pp. 1272–1279, 2008.

[19] S. G. Wright, Evaluation of Soil Shear Strengths for Slope and
Retaining Wall Stability Analyses with Emphasis on High
Plasticity Clays, Federal Highway Administration, Wash-
ington, DC, USA, 2005.

[20] H.-B. Ly, T.-T. Le, H.-L. T. Vu, V. Q. Tran, L. M. Le, and
B. T. Pham, “Computational hybrid machine learning based
prediction of shear capacity for steel fiber reinforced concrete
beams,” Sustainability, vol. 12, no. 7, p. 2709, 2020.

[21] D. V. Dao, H.-B. Ly, H.-L. T. Vu, T.-T. Le, and B. T. Pham,
“Investigation and optimization of the C-ANN structure in
predicting the compressive strength of foamed concrete,”
Materials, vol. 13, no. 5, p. 1072, 2020.

[22] D. V. Dao, H. Adeli, H.-B. Ly et al., “A sensitivity and ro-
bustness analysis of GPR and ANN for high-performance
concrete compressive strength prediction using a Monte
Carlo simulation,” Sustainability, vol. 12, no. 3, p. 830, 2020.

[23] T.-T. Le, B. T. Pham, H.-B. Ly, A. Shirzadi, and L. M. Le,
“Development of 48-hour precipitation forecasting model
using nonlinear autoregressive neural network,” in CIGOS
2019, Innovation for Sustainable Infrastructure,
pp. 1191–1196, Springer, Berlin, Germany, 2020.

[24] H.-B. Ly, L. M. Le, L. V. Phi et al., “Development of an AI
model to measure traffic air pollution from multisensor and
weather data,” Sensors, vol. 19, no. 22, p. 4941, 2019.

[25] H.-B. Ly, B. T. Pham, D. V. Dao, V. M. Le, L. M. Le, and
T.-T. Le, “Improvement of ANFIS model for prediction of
compressive strength of manufactured sand concrete,” Ap-
plied Sciences, vol. 9, no. 18, p. 3841, 2019.

[26] H.-B. Ly, T.-T. Le, L. M. Le et al., “Development of hybrid
machine learning models for predicting the critical buckling
load of I-shaped cellular beams,” Applied Sciences, vol. 9,
no. 24, p. 5458, 2019.

[27] B. T. Pham, L. M. Le, T.-T. Le et al., “Development of ad-
vanced artificial intelligence models for daily rainfall

prediction,” Atmospheric Research, vol. 237, Article ID
104845, 2020.

[28] W. Chen, Y. Li, W. Xue et al., “Modeling flood susceptibility
using data-driven approaches of naı̈ve Bayes tree, alternating
decision tree, and random forest methods,” Science of the
Total Environment, vol. 701, Article ID 134979, 2020.

[29] V.-H. Nhu, A. Mohammadi, H. Shahabi et al., “Landslide
susceptibility mapping using machine learning algorithms
and remote sensing data in a tropical environment,” Inter-
national Journal of Environmental Research and Public
Health, vol. 17, no. 14, p. 4933, 2020.

[30] W. Chen, B. Pradhan, S. Li et al., “Novel hybrid integration
approach of bagging-based Fisher’s linear discriminant
function for groundwater potential analysis,” Natural Re-
sources Research, vol. 28, no. 4, pp. 1239–1258, 2019.

[31] Y. Wang, H. Hong, W. Chen et al., “Flood susceptibility
mapping in Dingnan County (China) using adaptive neuro-
fuzzy inference system with biogeography based optimiza-
tion and imperialistic competitive algorithm,” Journal of
Environmental Management, vol. 247, pp. 712–729, 2019.

[32] M. Abedini, B. Ghasemian, A. Shirzadi et al., “A novel hybrid
approach of bayesian logistic regression and its ensembles for
landslide susceptibility assessment,” Geocarto International,
vol. 34, no. 13, pp. 1427–1457, 2019.

[33] Pham, Shirzadi, Shahabi et al., “Landslide susceptibility as-
sessment by novel hybrid machine learning algorithms,”
Sustainability, vol. 11, no. 16, p. 4386, 2019.

[34] Nguyen, Tuyen, Shirzadi et al., “Development of a novel
hybrid intelligence approach for landslide spatial predic-
tion,” Applied Sciences, vol. 9, no. 14, p. 2824, 2019.

[35] B. T. Pham, I. Prakash, K. Khosravi et al., “A comparison of
support vector machines and Bayesian algorithms for
landslide susceptibility modelling,” Geocarto International,
vol. 34, no. 13, pp. 1385–1407, 2019.

[36] B. T. Pham and I. Prakash, “A novel hybrid model of
Bagging-based Naı̈ve Bayes Trees for landslide susceptibility
assessment,” Bulletin of Engineering Geology and the Envi-
ronment, vol. 78, no. 3, pp. 1911–1925, 2019.

[37] T. V. Phong, T. T. Phan, I. Prakash et al., “Landslide sus-
ceptibility modeling using different artificial intelligence
methods: a case study at Muong Lay district, Vietnam,”
Geocarto International, pp. 1–24, 2019.

[38] B. T. Pham, T. V. Phong, T. Nguyen- oi et al., “Ensemble
modeling of landslide susceptibility using random subspace
learner and different decision tree classifiers,” Geocarto In-
ternational, pp. 1–23, 2020.

[39] V.-H. Nhu, A. Mohammadi, H. Shahabi et al., “Landslide
detection and susceptibility modeling on cameron highlands
(Malaysia): a comparison between random forest, logistic
regression and logistic model tree algorithms,” Forests,
vol. 11, no. 8, p. 830, 2020.

[40] V.-H. Nhu, A. Shirzadi, H. Shahabi et al., “Shallow landslide
susceptibility mapping by random forest base classifier and
its ensembles in a semi-arid region of Iran,” Forests, vol. 11,
no. 4, p. 421, 2020.

[41] G. Wang, X. Lei, W. Chen, H. Shahabi, and A. Shirzadi,
“Hybrid computational intelligence methods for landslide
susceptibility mapping,” Symmetry, vol. 12, no. 3, p. 325,
2020.

[42] M. D. Nguyen, B. T. Pham, T. T. Tuyen et al., “Development
of an artificial intelligence approach for prediction of con-
solidation coefficient of soft soil: a sensitivity analysis,” e
Open Construction and Building Technology Journal, vol. 13,
no. 1, p. 178, 2019.

12 Mathematical Problems in Engineering



[43] B. T. Pham, L. H. Son, T.-A. Hoang, D.-M. Nguyen, and
D. Tien Bui, “Prediction of shear strength of soft soil using
machine learning methods,” Catena, vol. 166, pp. 181–191,
2018.

[44] B. T. Pham, M. D. Nguyen, K.-T. T. Bui, I. Prakash, K. Chapi,
and D. T. Bui, “A novel artificial intelligence approach based
on Multi-layer Perceptron Neural Network and Biogeog-
raphy-based Optimization for predicting coefficient of
consolidation of soil,” Catena, vol. 173, pp. 302–311, 2019.

[45] B. T. Pham, M. D. Nguyen, D. V. Dao et al., “Development of
artificial intelligence models for the prediction of Com-
pression Coefficient of soil: an application of Monte Carlo
sensitivity analysis,” Science of the Total Environment,
vol. 679, pp. 172–184, 2019.

[46] H.-B. Ly and B. T. Pham, “Prediction of shear strength of soil
using direct shear test and support vector machine model,”
e Open Construction and Building Technology Journal,
vol. 14, no. 1, p. 41, 2020.

[47] B. T. Pham, C. Qi, L. S. Ho et al., “A novel hybrid soft
computing model using random forest and particle swarm
optimization for estimation of undrained shear strength of
soil,” Sustainability, vol. 12, no. 6, p. 2218, 2020.

[48] D. T. Bui, N.-D. Hoang, and V.-H. Nhu, “A swarm intel-
ligence-based machine learning approach for predicting soil
shear strength for road construction: a case study at Trung
Luong National Expressway Project (Vietnam),” Engineering
with Computers, vol. 35, no. 3, pp. 955–965, 2019.

[49] H. Moayedi, M. Gör, M. Khari, L. K. Foong, M. Bahiraei, and
D. T. Bui, “Hybridizing four wise neural-metaheuristic
paradigms in predicting soil shear strength,” Measurement,
vol. 156, Article ID 107576, 2020.

[50] H. Moayedi, D. Tien Bui, A. Dounis, L. Kok Foong, and
B. Kalantar, “Novel nature-inspired hybrids of neural
computing for estimating soil shear strength,” Applied Sci-
ences, vol. 9, no. 21, p. 4643, 2019.

[51] H. Moayedi, D. Bui, D. Anastasios, and B. Kalantar, “Spotted
hyena optimizer and ant lion optimization in predicting the
shear strength of soil,” Applied Sciences, vol. 9, no. 22,
p. 4738, 2019.

[52] V.-H. Nhu, N.-D. Hoang, V.-B. Duong, H.-D. Vu, and
D. T. Bui, “A hybrid computational intelligence approach for
predicting soil shear strength for urban housing construc-
tion: a case study at Vinhomes Imperia project, Hai Phong
City (Vietnam),” Engineering with Computers, vol. 36, no. 2,
pp. 1–14, 2019.

[53] S. Das, P. Samui, S. Khan, and N. Sivakugan, “Machine
learning techniques applied to prediction of residual strength
of clay,” Open Geosciences, vol. 3, no. 4, pp. 449–461, 2011.

[54] A. Besalatpour, M. A. Hajabbasi, S. Ayoubi, M. Afyuni,
A. Jalalian, and R. Schulin, “Soil shear strength prediction
using intelligent systems: artificial neural networks and an
adaptive neuro-fuzzy inference system,” Soil Science and
Plant Nutrition, vol. 58, no. 2, pp. 149–160, 2012.

[55] B. Heung, H. C. Ho, J. Zhang, A. Knudby, C. E. Bulmer, and
M. G. Schmidt, “An overview and comparison of machine-
learning techniques for classification purposes in digital soil
mapping,” Geoderma, vol. 265, pp. 62–77, 2016.

[56] D. T. Bui, B. Pradhan, O. Lofman, I. Revhaug, and O. B. Dick,
“Landslide susceptibility mapping at Hoa Binh province
(Vietnam) using an adaptive neuro-fuzzy inference system
and GIS,” Computers & Geosciences, vol. 45, pp. 199–211,
2012.

[57] W. Chen, J. Peng, H. Hong et al., “Landslide susceptibility
modelling using GIS-based machine learning techniques for

Chongren County, Jiangxi Province, China,” Science of the
Total Environment, vol. 626, pp. 1121–1135, 2018.

[58] F. Huang, K. Yin, J. Huang, L. Gui, and P. Wang, “Landslide
susceptibility mapping based on self-organizing-map net-
work and extreme learning machine,” Engineering Geology,
vol. 223, pp. 11–22, 2017.

[59] B. T. Pham, D. Tien Bui, H. R. Pourghasemi, P. Indra, and
M. B. Dholakia, “Landslide susceptibility assesssment in the
Uttarakhand area (India) using GIS: a comparison study of
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During the long-term operating period, the mechanical parameters of hydraulic structures and foundation deteriorated gradually
because of the environmental factors. In order to evaluate the overall safety and durability, these parameters should be calculated
by some accurate analysis methods, which are hindered by slow computational efficiency and optimization performance. 0e
improved deep Q-network (DQN) algorithm combined with the deep neural network (DNN) surrogate model was proposed in
this paper to ameliorate the above problems. 0rough the study cases of different zoning in the dam body and the actual
engineering foundation, it is shown that the improved DQN algorithm has a good application effect on inversion analysis of
material mechanical parameters in this paper.

1. Introduction

0e premier task is to monitor the safe status of structures
during the operating period.0ere have been catastrophes of
engineer crash from time to time around the world due to
the lack of overall monitoring methods and the low analysis
accuracy of calculating methods. A disastrous example is
that the dam Edenville broke, and the leaking flood shattered
both Smallwood dam and Sanford dam subsequently in the
downstream position, which caused serious damage to
surrounding cities.

0e hydraulic project crashes happen mainly because of
the collapse of the dam body and the sliding of the foun-
dation or abutment. During the operating term, the concrete
dam is affected by environmental factors obviously. At the
microlevel, there are physical and chemical reactions in the
parameters of the dam body material and foundation ma-
terial, so their mechanical parameters deteriorated gradually,
leading to the increase of structure displacement or leakage
at the macrolevel. Both the deformation of the dam body or
foundation and the leakage of the concrete structure are key
monitoring targets. 0e deformation monitoring includes

forward analysis and inversion analysis. 0e former is to
map the linear or nonlinear relation between environmental
loads and displacement by establishing a regress model
[7–9], whose target is predicting the status of the engineering
and environment nearby in the future. 0e latter is to check
the strength and the stability according to the mechanical
parameters of structures or foundations by calculating the
data of structural operating state combined with the data of
the environmental variation [10].

Because the constitutive models of practical engineering
are all nonlinear, it is impossible to work out the problems
directly. By calculating the maximum or minimum value of
target functions, the heuristic algorithms became the main
methods to optimize parameters in the feasible region.
Particle swarm optimization (PSO) algorithm and genetic
algorithm were applied to optimize the structural parame-
ters in the early time [11]. Kang introduced the artificial bee
algorithm in 2013 [12]. And he optimized the models by
combining heuristic algorithm with machine learning al-
gorithm in 2016 [13–15]. After that, he improved firework
algorithm and obtained better effect in identifying param-
eters [16]. Besides, Lin carried out inversion calculation with
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wolf pack algorithm, and the resultant accuracy was higher
than whale optimization algorithm.

0ere are two main problems existing in the inversion
analysis of hydraulic structures. 0e first one is that the
current displacement inversion method is based on the finite
element method (FEM). Under the combination of different
mechanical parameters and environmental loads, the nodes’
displacements are calculated by the finite element model.
With the growing number of parameters, the calculating
dimensions rise synchronously. Besides, the time complexity
of the finite element model increases sharply with more
grids. 0e two factors could lead to the result that the
calculating convergence time is so long that the feasibility of
application in the practical project is low. 0e second one is
that although so many heuristic algorithms provide the
possibility to implement global search in the feasible region,
these methods calculate and compare the target values after
sampling practical points in the parameter space, so they
could not guarantee the best consequence in the multidi-
mensional parameter space and have poor convergence in
practice.

Recently, machine learning algorithm with a positive
developing trend includes three parts, which are supervised
learning, unsupervised learning, and reinforcement learning
(RL) [17]. As the cutting-edge branch, RL differs from the
other ones. It is a learning algorithm with delay effect,
seeking the best policy with dynamic programming [17].0e
core idea is that the agent tries different policies to select
corresponding actions under diverse state from the envi-
ronment during the interactive process between the agent
and the environment, so the agent could find the best action
to maximize the reward when facing different states after the
learning stage [18]. RL adopts the way of exploring from the
beginning time and then utilizing the exploratory experience
to complete the trail-and-error process [19]. Bellman pro-
posed a dynamic method to deal with the value function
based on the information from the systematic state [20], but
the curse of dimensionality occurred when the method was
applied, which was solved effectively by Mes and Rivera [21].
Some scholars introduced the function approximation
method to access the value when the state and action were
consecutive, such as the linear function and artificial neural
network [23, 24]. With the gradual development of RL
theory, these relative technologies had made great progress
in the industry. Zhiang Zhang et al. reduced the indoor
energy consumption by 16.7% by optimizing the HVAC
system with deep reinforced learning algorithm [25]. Zhe
Wang and Hong discussed the contribution and current
obstacles when RL was adopted in controlling buildings [26].
0e industry of robot employed RL to control the me-
chanical action accurately [27–30]. Fangyuan Chang et al.
achieved the goal of reducing cost in the charging battery by
combining RL and LSTM [31].

To improve two inversion problems with machine
learning mentioned above in the paper, the DNN surrogate
model and reinforcement learning are introduced into the
structural inversion calculation for the first time. 0e deep
neural network completes the learning stage with training
samples which are the calculating results from the FEM,

which makes the DNN model replace the finite element
model to map the target points’ displacements approxi-
mately and improve the convergence efficiency greatly under
the premise of ensuring the calculating accuracy. 0e basic
theory of reinforcement learning guarantees the conver-
gence of the algorithm. 0e inversion calculation of struc-
tural material parameters with monitoring data is a Markov
process. Its core is working out the best value of a nonlinear
function in the global parameter space. Taking the moni-
toring data as a part of the observable environmental state,
the inversion calculation and optimization of structural
material parameters can be realized through reinforcement
learning combined with the engineering’s deep learning
surrogate model. 0is paper adopts the punitive idea which
is a negative reinforcement mode to form deep reinforce-
ment learning algorithm by combining the target of in-
version calculation and the DNN surrogate model with
reinforcement learning. Besides, the interactive mode of
information between the agent and the environment is
improved to adapt to the optimization of material param-
eters of engineering structures and the surrounding foun-
dation. 0e last part is to employ a new mode to express the
displacement relativity among different monitoring points
from the same structural sections to make the deep rein-
forcement learning algorithm adapt to the inversion cal-
culation of multiple zones, to ensure the coordination
among the parameters among all zones in the same section,
so that this algorithm could get a wider application to in-
troduce a new mode for the hydraulic inversion analysis.

2. Theory

2.1. 0e Inversion 0eory of Mechanical Parameters. 0e
elastic modulus is calculated inversely by the relation be-
tween the monitoring data of dam deformation and those of
the environment. According to the monitoring theory [32],
the displacement along the river of the dam body, disp,
consists of the water pressure component δH, time-de-
pendent component δT, and temperature component δθ.

0e water pressure component δH is strongly related to
the upstream water head, mechanical parameters of the
structure and foundation, and the coordinates of target
points. 0e constitutive model of the concrete dam reads

uc � F(E,H, x, y), (1)

E � E1, E2, . . . , En . (2)

F maps the relation between the displacements of finite
element nodes and the state combined by different material
parameters and environmental loads. E is a vector consisting
of different material parameters in every zone from the finite
element model. H is the water head. (x, y) is a group of
nodes’ coordinate. uc is the displacement of target finite
element nodes calculated by the constitutive model F with
the target mechanical parameter E when facing different
environmental loads.

0e inversion analysis is to seek the suitable mechanical
parameters to minimize the error fe which is produced by
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the displacement series of target nodes and water pressure
component δH separated from displacement monitored by
measuring instruments. 0e error fe reads

fe � uc − δH

����
����
2
2. (3)

2.2.DNNSurrogateModel. A three-layer network structure
with a suitable activation function could approximate any
function infinitely in theory with reasonable number of
iterative epochs [33]. According to equation (1), the factors
affecting the displacement of nodes uc are the material
mechanical parameters E, water level H, and the coordi-
nate of nodes (x, y), so the form of the sample is
[E, H, x, y⋮uc], which indicates that the input vector is [E,
H, x, y]. and the calculating target of output node O is uc,
shown in Figure 1 and equation (4). f represents the
mapping relation between input data and output data.
After the input layer and output layer are determined, the
number of layers and nodes in the hidden layer need to be
determined by trail calculation according to the specific
demand. 0e output error J results from equations (4) and
(5). W and b are weights and biases, respectively, con-
necting these layers.

O � f(E, H, x, y), (4)

J(E, H, x, y, W, b) �
1
2

uc − O
����

����
2
2. (5)

0e neural network adopts the gradient descent method
to minimize the output error J and upgrade the network
parameters W and b. By selecting reasonable number of
samples each time, the minibatch gradient descent method
could not only ensure the representativeness of each group
of samples to reduce the negative impact of noise points on
network and ensure the convergence but also prompt the
velocity of network convergence to reach a better learning
model, so this method meets the requirements of this paper.

0e process of producing DNN samples needs the fol-
lowing steps:

Input: constitutive model F, m groups of material
mechanical parameters E, and n groups of reasonable
water level H
Output: sample of finite element node displacement
[E, H, x, y⋮uc]

start:
for i� 1 to m:

for j� 1 to n:
calculate displacement of nodes by

model F
uc � F(E, H, x, y)

store sample [E, H, x, y⋮uc]

output all samples.
end

0e process of constructing the DNN surrogate model is
shown in the following steps:

Input: the number of network layers, the node number
of each layer, activation function, loss function, the
maximum epoch N, and m samples from each batch
Output: DNNmodel with fixed weights W and biases b

start:
initialize the weight coefficient matrix W and bias
vector b randomly
for iter� 1 to N:

input vector [E,H, x, y] into nodes of input layer
forward propagation calculation

O � f(E, H, x, y)

calculating the loss
J(E, H, x, y, W, b) � (1/2)‖uc − O‖22

back propagation calculation according to the loss of
the last step

upgrade weight matrix W and bias vector b

output the DNN model with fixed network structure
and parameters
end

0e fixed DNN model could map the relation between
input nodes and output nodes in a very short time which
overcomes the problem that the calculating velocity of the
finite element model is too slow, so replacing the constitutive
model with the network is reasonable for inversion analysis.

2.3. OptimizationCapability of DQN. According to Figure 2,
the framework of reinforcement learning consists of five
parts: agent, environment, state, action, and reward (the
abbreviations are Agent, Env, s, a, and r). Env provides a
current state s as an input of the agent. Agent selects action a
corresponding to s according to policy π. Env accepts and
assesses a to calculate the reward r and then produces the
next state (state′ in Figure 2). 0e value of policy π in the
current Env is determined by accumulating r of all time steps
in each epoch. 0e calculating formulas are shown as
follows:

Gt � rt+1 + crt+2 + c
2
rt+3 + · · · � 

T

i�0
c

i
rt+i+1, (t<T),

Vπ(S) � Eπ Gt|stt � ns ,

qπ(s, a) � Eπ Gt|stt � nsq, hat�xa .

(6)

c is the discounted factor for the reward of future time
steps, whose range is [0, 1]. Vπ(S) is the value function of the
state, and qπ(s, a) is the value function of state-action.

0e target of reinforcement learning is to seek the best
policy π∗ when facing different states in Env. Under the
guidance of the best policy π∗, the accumulative reward Gt

reaches the highest value. 0e corresponding value function
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of state-action is the optimal one q∗(s, a). S is the collection
of s, and A is the collection of a.

q∗(s, a) � max
π

qπ(s, a), (s ∈ S, a ∈ A). (7)

Q-learning is mainly adopted to work out qπ(s, a), which
was proved that the convergence can be guaranteed in theory
by Watkins in 1992 [34]. It is a value-based method,
upgrading qπ(s, a) between different time steps with the
time difference method in one epoch. 0e calculating
method is shown in the following under a certain policy π:

qt(s, a) � qt(s, a) + α r + cmaxa′qt+1 s′, a′(  − qt(s, a)( ,

(8)

where maxa′qt+1 (s′, a′) means the value corresponding to
a′, which maximizes the q value among the optional actions,
under the state s′ in t+ 1th time step. α is the learning rate,
which is used to control the update rate of each time step.

Agent selects a from A using two contradictory ways
named exploitation and exploration. 0e former selects a
by exploiting the past experience to solve the current state s,
while the latter abandons the past experience and selects a
at random to extend the action space A when facing the
current state s. If RL only carries out the exploitation policy,
the optimization would usually fall into local extremum
because of the lack of full exploration in the action space.
However, if RL gives up the exploitation policy, a thorough
exploration process would make the algorithm lose the

definite objective and fail to search for a better policy π.
Two search means are balanced by the ε − greedy method,
whose flowchart is shown in Figure 3, where the range of
the threshold ε0 is [0, 1].

0e main idea of the ε − greedy method is that, in the
initial period, exploring the action space A is the first choice
because of short of experience. After being trained with
suitable time steps, the model learned how to select better
actions to accumulate experience when facing different
states. 0e past memory is gradually used to promote the
total reward. During this process, the model transits from
the exploration stage to the exploitation stage by degrees,
which means that the probability of random selection action
shrinks correspondingly, shown with equation (9). tstep
indicates the current time step.

ε � max 0.01,
ε0/2( 

tstep
 . (9)

0eoriginal reinforcement learning usually adopts linear
transformation or look-up table method, which could not
solve multidimension or nonlinear problems. DQN algo-
rithm that combines deep learning algorithm and rein-
forcement learning not only obtains excellent
characterization capability of deep learning to transform the
data features into the state as the input of the Agent but also
selects the proper action a by calculating all feasible state-
action values qt(s, a). In the past, Env demanded relevance

E

x
O

Input Hidden Output

L

H

y

L1

...

...

Ln–1

...

...

Ln

Figure 1: 0e structure of the DNN surrogate model.

Agent

Env

ActionRewardState State Ď

Figure 2: 0e framework of reinforcement learning.
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between two successive time steps to a certain degree, which
did not meet the demand for independence among samples
when deep learning was applied. In 2013, Mnih proposed
experience replay technology to deal with this obstacle, with
another advantage that data could be used repeatedly to
effectively increase the input samples. 0is method con-
tained two main steps [23]:

(1) Storage: store the past data [st, at, rt, st+1] in the
memory zone as samples

(2) Sample and replay: extract multiple samples [st, at, rt,
st+1] from each batch as the input data of the deep
network

During the iterative process of Q-learning, the param-
eters of the state-action value function operating in the t time
step are the same as those operating in the t+ 1 time step,
which results in synchronous ups and downs of the q value
in two time steps, enhancing the probability of model di-
vergence. So, the actor-critic framework was introduced.0e
actor is expressed as q (s, a, θ), and the critic is expressed as
q (s, a, θ− ), which indicate that two models share the same
structure with different network parameters. 0e former is
used to assess value of the current state. 0e latter is applied
in the next sate to evaluate the result of the current network
and guides the update of the actor network. 0e update
mode of the q value is shown in equation (10). θ of actor is
copied to θ− of critic at a certain interval of time steps.

qt(s, a, θ) � qt(s, a, θ) + α r + cmaxa′q s′, a′, θ−
(  − qt(s, a, θ)( .

(10)

2.4. Combination of the Improved DQN and Inversion
Calculation. 0e target of mainstream RL is to develop the
best policy to guide Agent to select proper a when facing
different states from Env and obtain the highest accumulated
reward, while the task of inversion calculation is to select an
elastic modulus that is suitable for the deformation of the
engineering structure and foundation. So, the interactive
mode of information between Agent and Env is improved:
after Agent selects a proper action a according to state s, Env
assesses this a, and in the meantime, this a improves the
parameters of the state to search the best material me-
chanical parameters.

2.4.1. Construction of the Inversion Agent. 0e DNN sur-
rogate model, established according to Section 2.2, is used to
calculate the agent displacement ucal, as one part of Agent.
Subtract ucal from the displacement of target samples utrue,
and the difference guides Agent to select a. After that, the
corresponding state-action value would be evaluated. 0e
flowchart is shown in Figure 4, where p (a) means the
probability of action a.

2.4.2. Improvement of the Interactive Mode between Agent
and Env. How the reward r is produced by Env assessing the
action a from Agent is shown in equations (11) and (12):

error � ucal − utrue, (11)

r � − |error|. (12)

0e target of DQN is to seek a proper elastic modulus E.
0e less the absolute value of reward r is, the closer the
calculated elastic modulus is to the actual parameter in Env,
which indicates that E in state s ceaselessly approaches the
real value in Env during the iteration process.

0e improvement of the interactive mode between
Agent and Env in the DQN framework is that the action a
selected by Agent adjusts the parameters in Env. 0e dif-
ference error has positive or negative states. Based on this,
two kinds of action, 0 and 1, are adopted. 0e former in-
dicates that E in state s is smaller than the actual one, so the
positive increment ΔE could enlarge E in state s. 0e latter
indicates that E in state s is bigger, so the negative increment
ΔE could shrink E in state s. And there is a linear relation, to
a certain extent, between the degree of shrinkage and ex-
pansion and the absolute value of reward r, so the mode that
different actions adjust E in the state is shown with equations
(13) and (14):

ΔE � − r∗Estep ∗ (a − 0.5), (13)

E � E + ΔE, (14)

where Estep is an adjustment factor, controlling the degree of
adjusting E and ensuring the model could converge.

0e overall process is presented as follows:

Current state
st

Random number
ε ∈ (0, 1)

ε > ε0

Exploitation
argmax q (s, a, θ)a

Exploration
selects random a

No Yes

Env assess a

Next state
st+1

Figure 3: 0e flowchart of ε − greedy.
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Initialize memory zone D, the maximum epochs, dis-
counted factor c, adjustment factor Estep, and random
probability ε0
Initialize the actor network parameter θ, the critic
network parameter θ− � θ

for epoch� 1 to epochs:
initialize state s and the corresponding water

pressure component dispt

for t� 1 to T:
select action at from A randomly or

actor network according to ε − greedy
update the random probability

ε � max( 0.01, (ε0/2)/t )

Env evaluate at and get rt

update E in Env:
E � E − rt ∗Estep ∗ (at − 0.5)

get st+1, dispt+1 from Env
store data [st, dispt, at, rt, st+1, dispt+1]

in memory zone D as the sample
extract a batch of samples frommemory

zone D
Actor calculates q(st , dispt, at , θ)

Critic calculates
maxat+1

q(st+1, dispt+1, at+1 , θ− )

output� if t ≥ T − 1 then rt else
rt + c∗maxat+1

q(st+1, dispt+1, at+1 , θ− )

calculate
loss � (q(st , dispt, at , θ) − output)2

optimize actor network parameter θ
with Adam algorithm

copy θ to θ− every N time steps
output: the optimum E in Env

0e DQN framework is shown in Figure 5.
In summary, this paper adopts the improved DQN al-

gorithm embedded with the DNN surrogate model. Agent
completes the task to adjust E in the state from Env to
minimize the absolute error (maximize the reward) calcu-
lated by agent ucal from Agent and actual displacement utrue
from the target sample, which could evaluate the quality of
the optimizing result.

2.4.3. Relation of Inversion in Multizones. In different zones
in the dam section, relevance among the displacements of
nodes, to a certain degree, exists without causality. So, it is
unsuitable to adopt equation (16) to adjust parameters in all
zones by identical adjustment extent, and it is also unrea-
sonable to adjust the parameter only in one zone corre-
sponding to the current sample, ignoring the relevance
among deformation of all zones. With the action of up-
stream water pressure, the whole section of the dam body
demands for the deformation coordination. For example, in
Figure 6, the displacement of node PA in the upper zone is
related to not only themechanical parameters in zoneΩ1 but
also those in zone Ω2. 0e relevance is expressed with the
following equation:

Eother � Eother − rt ∗ at − 0.5( ∗ randnum∗ 0.1∗Estep + 0.01 .

(15)

When a sample adjusts the mechanical parameters in
other zones, the adjustment factor is
(randnum∗ 0.1∗Estep + 0.01), where randnum is a random
number belonging to (0, 1). 0e random number is used to
control the adjustment amplitude. Besides, 0.01 is added into
equation (18) to ensure that the relevance is positive. On the
contrary, when the sample adjusts the parameter in its own
zone, the adjustment increment is still calculated by
equation (13).

3. Case Study

3.1. Inversion Calculation of the Single Dam Zone: Case A.
0is case A is to minimize the cumulative absolute error of
the agent displacement ucal and the sample displacement
utrue to optimize the DQN model and search an elastic
modulus suitable for the whole dam section. 0e target
displacement utrue is the displacement of target node uc

calculated by the constitutive model.
Step 1: establish the finite element model. 0e finite

element model is shown in Figure 7, containing two com-
ponents, dam and foundation. 0e horizontal direction x is
along the river, and the vertical direction y is the elevation.
0e dam height is 107.5m, the length of dam bottom is 88m,
and the length and width of the dam foundation are 488m
and 300m, respectively. All mechanical parameters of the
model are listed in Table 1. EA indicates the elastic modulus

[E, H, x, y]

DNN model

Agent value
ucal

Target value
utrue

Assess p (a) of
each a

Calculate q (s, a)

Figure 4: 0e structure of Agent.
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Env Actor Critic 

Memory zone

s

(s, a) s′

(s, a, r, s′)

Loss function of DQN

Loss
gradient q (s ,a, θ) max q (s′, a′, θ–)

aʹ

r

argmax q (s, a, θ) (ε ≥ ε0)
a

Random a (ε < ε0) 
a

θ– = θ by N time step

Figure 5: 0e framework of DQN.

PA

PB

Ω1

Ω2

Figure 6: 0e diagram of multiple zones in the dam section.

D C

y

x

Figure 7: 0e finite element model of case A.
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of the dam section.0e nodes of foundation bottom are fixed
in the horizontal and vertical direction, and the nodes at
both sides of the foundation are fixed in the vertical
direction.

Step 2: select the sample. 259 different water levels were
extracted randomly from 86.5m to 104.3m, and 200 dif-
ferent elastic moduli EA were randomly extracted from
5GPa to 20 GPa evenly, not containing 10.3 GPa (the target
parameter). 0ere were 51,800 groups of combination
states of mechanical parameter and water pressure. 0e
model was calculated using software GeHoMadrid devel-
oped by Hohai University and Universidad Politécnica de
Madrid to get the node displacement of all states. 0e result
[E, H, x, y, utrue] was stored as samples to train and verify
the DNN model.

Step 3: construct the DNN surrogate model. 0e model
had four layers, established by Keras. 0e first layer had four
input nodes, named input-EHXY, and the form of the input
vector is [EA, H, x, y]. 0e second and third layers were fully
connected layers, named Sec-layer and 0ird-layer, with 8
and 10 nodes, respectively. 0e fourth layer was the output
layer named dispout with 1 node, and the calculating target
was utrue.0e specific structure is shown in Figure 8.0e loss
function was “mean_squared_error,” optimized by Adam.
0e learning rate was 0.001, the maximum iterative epoch
was 1000, and the activation function of all nodes adopted
“relu.”

0e samples from step 2 were shuffled randomly, and all
data were normalized to [0, 1] according to the data features.
Training samples occupied 80%, and the rest were verifying
samples. 0e changing horizontal section and deformable
foundation have an effect on the displacement in the dam.
And the increase of altitude weakens the nonlinear effect.
0e location of node C is in the lower zone and near the
foundation, so this zone could illustrate nonlinear defor-
mation more clearly than those nodes in the higher area.
Besides, the closer the node is to the foundation, the smaller
the displacement is, so node C was selected. 0e predicting
samples were the displacement along the river of node C in
Figure 7 calculated under the state that the elastic modulus
was 10.3 GPa with 259 water levels above.

0e iterative process of the training error and verifying
error is shown in Figure 9, where it indicated that, during the
former 100 epochs, the two errors decreased sharply to the
level close to 0. After 200 epochs, the network parameters
were nearly stable. When the training stage was completed,
the fixed DNN model was stored to replace the finite model
in the later steps.

0e displacement of different nodes is related to water
level elevation and the elastic modulus of the dam body.
According to the monitoring theory [32], utrue could be

calculated by the multivariable linear regression (MLR)
model shown in the following equation:

utrue � 
3

i�1
βiH

i
+ β4E + β5 x + β6y + τ. (16)

Training samples and predicting samples are the same as
those of the DNN model. 0e calculating results of pre-
dicting samples are shown in Table 2.

From Table 2, the mean relative errors of DNN andMLR
were lower than 3%. Furthermore, the accuracy of the DNN
model in both mean relative error and maximum relative
error was an order of magnitude higher than that of theMLP
model. 0e possible reason was that the MLP model con-
structed regression factors based on the plane cross-section
assumption and complete elastomer assumption, but node C
was near the dam foundation, which meant during the
calculation, the deformation of the dam body and foun-
dation did not meet the first assumption. 0e displacement
of node C was not completely linear. DNN model was
nonlinear, which represented that the neural network could
map the relation between environmental load and dis-
placement more efficiently. 0e maximum relative error was
lower than 2%. From this, it was reasonable for the DNN,
after being well trained, to replace the finite element model.

Step 4: construct Agent. 0e Agent included three parts.
0e first one was the DNN model stored in step 3, which
received the state s, [EA, H, x, y] and produced agent dis-
placement ucal; the second part was the target displacement
utrue corresponding to the current state, named disp_value;
the third part was two optional actions, named action-
s_input. ucal minus utrue in the layer named subtrac_1 was
the error, which was used to select action a, combining the
layer actions_input to calculate the state-action value q. 0e
specific structure is shown in Figure 10.

Step 5: calculation with the DQN algorithm. 0e pre-
dicting samples normalized in step 3 were target samples in
this step.0is maximum number of epoch was 100, and each
epoch had 100 time steps. 0e initial value of probability ε0
was determined as 0.2. With the increase of time step t , ε
decreased with a linear trend and would be stable at 0.01
eventually. 0e sample volume of the memory zone was 512,
the discounted factor c was 0.5, the learning rate α was 0.5,
the adjustment factor Estep was 0.01, and the replay size of
samples in each time step was 32. 0e initial modulus could
be selected randomly, whose range was from 5GPa to
20GPa. 0e target displacement was the value of node C
calculated by FEM with 259 water levels when the elastic
modulus was 10.3GPa. 0e iterative process and result are
shown in the following.

3.1.1. Process Analysis. Figures 11 and 12 show that, in the
initial period, the model was in the exploration stage,
selecting actions randomly, resulting in the fluctuation of the
reward. 0en, the DQN model moved into the exploitation
stage, with the increase of epoch and selecting the right
action when facing different states. 0e absolute value of the
reward decreased smoothly, and the searching parameters

Table 1: 0e mechanical parameters of case A.

Component Density (kg/m3) Elastic modulus
(GPa) Poisson’s ratio

Dam body 2400 EA 0.167
Foundation 2400 9 0.167
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kept approaching the target value in the former 40 epochs
before the model was generally stable.0e result of inversion
calculation reached the optimal status of the model.

3.1.2. Result Analysis. Figure 13 shows that the blue line that
represented the agent displacement calculated by Agent
almost coincided with the orange line that represented the
actual displacement, which indicated that the values of two
lines were very close in the same water level. Figure 14 shows
the absolute error between two displacement lines, where the
mean absolute error was 0.015mm, and the standard de-
viation (SD) was 0.0085mm. 0e error values were mainly
concentrated in (0, 0.02)mm.0us, the error value remained
at a low level.

When the interactive process between Agent and Env
was completed, the eventual elastic modulus EA was
10.3187GPa, and the actual target was 10.3GPa. So, the
absolute error was 0.0187GPa, and the relative error was
0.18%. Two possible reasons of the error were as follows: the

first one was that the DNN surrogate model had a mean
error of 0.372% relative to the finite element model, and its
accuracy could determine the accuracy of DQN; the second
reason was that the search method of DQN was not perfect.
0e error level indicated that the inversion consequence
calculated by DQN algorithm was very close to the actual
value in case A, which meant the method of this paper had a
fine effect on the inversion analysis of the whole dam section.

3.2. Inversion Calculation of Double Dam Zones: Case B.
0is case B is to minimize the cumulative absolute error of
the agent displacement ucal and the sample displacement
utrue to optimize the DQN model and search two elastic
moduli suitable for the upper and lower dam zones. 0e
target displacement utrue is the displacement of target node
uc calculated by the constitutive model.

Step 1: establish the finite element model. 0e finite
element model is shown in Figure 15, containing three
components: two zones in the dam section and foundation.
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Figure 9: 0e iterative process of the model error in case A.

input–EHXY: InputLayer
Input: (None, 4)

Output: (None, 4)

Sec-layer: Dense
Input: (None, 4)

Output: (None, 10)

�ird–layer: Dense
Input: (None, 10)

Output: (None, 8)

dispout: Dense
Input: (None, 8)

Output: (None, 1)

Figure 8: Structure of the DNN model in case A.
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0e horizontal direction x is along the river, and the vertical
direction y is the elevation.0e dam height is 50m, the width
of the dam crest is 5m, the length of dam bottom is 5m, and

the length and width of the dam foundation are 190m and
100m, respectively. All mechanical parameters of the model
are listed in Table 3. EB1 indicates the elastic modulus of the
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Figure 11: 0e iterative process of the reward in case A.

input–EHXY: InputLayer
Input: (None, 4)

Output: (None, 4)

Sec–layer: Dense
Input: (None, 4)

Output: (None, 10)

�ird–layer: Dense
Input: (None, 10)

Output: (None, 8)

dispout: Dense
Input: (None, 8)

Output: (None, 1)
disp_value: InputLayer

Input: (None, 1)

Output: (None, 1)

subtract_1: Subtract
Input: [(None, 1),(None, 1)]

Output: (None, 1)

q_action: Dense
Input: (None, 1)

Output: (None, 2)
actions_input: InputLayer

Input: (None, 2)

Output: (None, 2)

multiply_1: Multiply
Input: [(None, 2),(None, 2)]

Output: (None, 2)

q_value: Lambda
Input: (None, 2)

Output: (None, 1)

Figure 10: 0e structure of Agent in case A.

Table 2: Error of predicting samples in 10.3GPa.

Relative error (%) DNN MLR
Mean 0.372 2.723
Maximum 1.833 16.212
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upper zone, and EB2 indicates the elastic modulus of the
lower zone. 0e nodes of foundation bottom are fixed in the
horizontal and vertical direction, and the nodes at both sides
of the foundation are fixed in the vertical direction.

Step 2: select the sample. 140 different water levels were
extracted randomly from 36.0m to 50.0m, and 230 groups of
different combinations of elastic moduli, EB1 and EB2, were
randomly extracted. 0e range of modulus in the upper zone,
EB1, was 9.5GPa∼22.5GPa, not containing 18.0GPa, while that
in the lower zone, EB2, was 15GPa∼25GPa, not containing
22.0GPa because the elastic module in the lower zone was
larger than that in the upper zone in order to reduce the
engineering cost. During the calculation of the finite element

model, the elastic modulus in the green zone including node A
remained smaller than that in the yellow zone including node
B. 0ere were 32,200 groups of combination states of the
mechanical parameter and water pressure. 0e model was
calculated using software GeHoMadrid to get the node dis-
placement of all states. 0e result [EB1, EB2, H, x, y, utrue] was
stored as samples to train and verify the DNN model.

Step 3: construct the DNN surrogate model. Different
from case A, the input layer of the DNN surrogate model
in case B had 5 nodes, and the input vector was [EB1, EB2,
H, x, y]. 0e rest of the hyperparameters were identical to
those of the DNN model in case A. 0e specific structure
of the DNN model in case B is shown in Figure 16.
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0e samples from step 2 were shuffled randomly, and all
data were normalized to [0, 1] according to the data features,
where the first independent variable EB1 and the second one
EB2 were normalized with the same scale. Training samples
occupied 80%, and the rest were verifying samples. 0e
predicting samples were the displacements along the river of
nodesA and B in Figure 15 calculated under the state that the
upper elastic modulus was 18.0 GPa and the lower one was
22.0GPa with 140 water levels above.

0e iterative process of the training error and verifying
error is shown in Figure 17, where it indicated that, during
the former 100 epochs, the two errors decreased sharply to
the level close to 0. After the former 200 epochs, the network
parameters were nearly stable. After the training stage, the
DNN model was stored to replace the finite model in the
later steps.

0e maximum relative error was 3.56%, and the mean
relative error was 0.59%, which indicated that the overall
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Figure 15: 0e finite element model of case B.

Table 3: 0e mechanical parameters of case B.

Component Density (kg/m3) Elastic modulus (GPa) Poisson’s ratio
Upper zone 2400 EB1 0.167
Lower zone 2400 EB2 0.167
Foundation 2400 5 0.167
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relative error was low. It was reasonable for DNN, after being
well trained, to replace the finite element model according to
the accuracy.

Step 4: construct Agent. 0e structure and parameters in
Agent were the same as those in case A except that the input
layer of the fixed DNN model had 5 nodes.

Step 5: calculation with DQN algorithm.0e predicting
samples normalized in step 3 were calculated as target
samples in this step. 0is maximum number of epoch was
200, and each epoch had 100 time steps. 0e variation of
random probability ε was identical to that in case A. 0e
sample volume of the memory zone was 512, the dis-
counted factor c was 0.5, the learning rate α was 0.5, the
adjustment factor Estep was 0.03, and the replay size of
samples in each time step was 64.0e initial modulus could
be selected randomly in a reasonable range. In case B, the
initial values in both the green zone and in the yellow part
were determined to be 25 GPa. 0e target displacements

were the values of node C calculated by FEM with 140
water levels when the elastic moduli were 22.0 GPa and
18.0 GPa. 0e iterative process and result are shown in the
following.

3.2.1. Process Analysis. Different from Figure 11, Figure 18
shows that the zoning reward had been increasing with
constant fluctuation during the negative reinforcement
stage and then was stable in (− 0.2∼0), which indicated that
the change of one zone would lead to the fluctuation of
another zone. As a result, the agent displacement could not
remain steady completely, but the overall trend was in-
creasing, representing that the absolute value of the reward
was decreasing, which meant that the penalty from Env was
lower and lower and got stable in a certain range. Figure 19
shows the searching parameters kept approaching the
target parameters and then tended to be stable.0e result of
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Figure 17: 0e iterative process of the model error in case B.

input–EHXY: InputLayer
Input: (None, 5)

Output: (None, 5)

Sec–layer: Dense
Input: (None, 5)

Output: (None, 10)

�ird–layer: Dense
Input: (None, 10)

Output: (None, 8)

dispout: Dense
Input: (None, 8)

Output: (None, 1)

Figure 16: Structure of the DNN model in case B.
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inversion calculation reached the optimal status of the
model.

3.2.2. Result Analysis. 0e results of the absolute error are
shown in Figures 20 and 21. Both value and distribution of
the error related to node A were better than those of node B.
0e possible reason was that node A was near the dam crest,
so the water level elevation had a stronger effect on its
displacement, and the foundation had a weaker influence on
node A, which represented the deformation of node A had a
better regularity.

0e calculating result of DQN algorithm is listed in
Table 4, which showed the relative error in the upper zone
was 1.29%, and the other one in the lower zone was slightly
smaller, 0.86%. 0e error level indicated that the inversion
consequence calculated by DQN algorithm was very close to
the actual parameter values in case B, meaning themethod of
this paper had a fine effect on the inversion analysis of the
dam with multiple zones.

3.3. Verification with Actual Engineering: Case C. 0e en-
gineering is a RCC dam on the main stream of a river in
Cambodia, with 10 dam sections. 0e elevation of the dam
crest is at 153.00m, and the bottom surface is at 41.00m,
with a maximum dam height of 112.00m. 0e width of the
dam crest is 6.00m.0e top elevation of the upstream break
slope is 84.0m, and the slope is 1 : 0.3, and the downstream
slope is 1 : 0.75. 0e mechanical parameters of the rock in
the dam foundation are shown in Table 5. Under the long-
term action of dam gravity and groundwater, the dis-
placement along the river of the project showed a slow
upward trend during the operating period, so the material
parameters of the dam foundation should be paid attention
to. 0e target of case C is the elastic modulus of the
foundation of the project.

Step 1: establish the finite element model. 0is case
selected one section of the dam, where the foundation was at
45.5m, and the dam height was 107.5m. 0e length of the
dam foundation was 88.0m, and the size of the dam
foundation was 488m ∗ 300m. Some scholars [35, 36]
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proposed that the mechanical parameters of the layer be-
tween structure and foundation were inferior to those of the
surrounding rock mass because of the excavation technology
or earthquake. However, the calculating model is based on
the static load. Besides, the calculating depth of the foun-
dation in this model is 300m, so the weak layer is so thin to
be ignored to reduce the complexity of this model. 0e finite
element model was identical to the one in case A. 0e

monitoring displacement series, 221 data along the river
from July 25, 2014, to Oct 31, 2019, came from the inverted
plumb line, node D in Figure 7, located near the upstream
side of the dam body. Mechanical parameters of the model
are listed in Table 6. EC indicated the elastic modulus of the
foundation. Because the gravity dam is usually built on the
fresh base rock, the main foundational material is quartz
sandstone.
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Figure 20: 0e distribution of the absolute error of node A.
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Figure 21: 0e distribution of the absolute error of node B.

Table 4: 0e result of inversion calculation in two zones.

Zone Upper Lower
Target (GPa) 18.0 22.0
Result (GPa) 18.2325 22.1893
Absolute error (GPa) 0.2325 0.1893
Relative error (%) 1.29 0.86
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Step 2: select the sample. 221 water-level data, from
125.33m to 145.96m, were selected on the dates when the
inverted plumb line measured displacement. Because of the
unknown actual parameter in the dam foundation, in order

to make the training samples contain the possible target, 200
different elastic moduli EC were selected from 3GPa to
10GPa according to the values in Table 5. 0ere were 44,200
groups of combination states of the mechanical parameter
and water pressure.0emodel was calculated using software
GeHoMadrid to get the node displacement of all states. 0e
result [EC, H, x, y, uc] was stored as samples to train and
verify the DNN model in step 4.

Step 3: withdraw the water pressure component. 0e
multivariable linear regression model is shown in the fol-
lowing equation:

disp � 
3

i�1
βiH

i
+ 

2

j�1
β1j sin

2πjt

365
+ β2j cos

2πjt

365
  + C1D + C2 ln(1 + D) + C3

D

D + 1
+ C4 1 − e

− D
  + τ, (17)

D �
t − t0( 

100
. (18)

β and C are regression coefficients. H is the water level,
while H0 is the initial value. τ is the random error. t rep-
resents the current monitoring date, and t0 represents the
initial monitoring date. 0e water pressure component δH

calculated by the MLP model above is the orange line in
Figure 22. And it was used as the target displacement utrue in
the samples calculated in DQN, [EC, H, x, y, δH], where the
initial value of E was determined randomly,H was the actual
water level, and (x, y) was the coordinate of node D.

Step 4: construct the DNN surrogate model. 0e
structure and parameters were the same as those of the DNN
model in case A. 0e samples from step 2 were shuffled
randomly, and all data were normalized to [0, 1] according
to the data features. After that, training samples occupied
70%, 15% of samples were used to verify the DNN model,
and the rest were predicting samples.

0e iterative process of the training error and verifying
error is shown in Figure 23, where it indicated that, during the
former 100 epochs, the two errors decreased sharply to the
level close to 0. After the 200 epochs, the network parameters
were nearly stable. After the training stage, the DNN model
was stored to replace the finite elementmodel in the later steps.

Step 5: construct Agent. 0e structure and parameters in
Agent were the same as those in case A.

Step 6: the calculating target was searching the elastic
modulus of the dam foundation to minimize the difference

between the inversion result and the actual water pressure
component. 0is maximum number of epoch was 200, and
each epoch had 100 time steps. 0e variation of random
probability ε was identical to that in case A. 0e sample
volume of the memory zone was 400, the discounted factor c

was 0.5, the learning rate αwas 0.5, the adjustment factor Estep
was 0.02, and the replay size of samples in each time step was
32. 10GPa which was selected as the initial modulus. 0e
iterative process and result are shown in the following.

3.3.1. Process Analysis. Figures 24 and 25 show that, in the
initial period, the model was in the exploration stage,
selecting actions randomly, resulting in the fluctuation of the
reward. After that, the DQN model moved into the ex-
ploitation stage. With the increase of epoch and selecting the
right action when facing different states, the absolute value
of the reward was decreasing consistently, and the searching
parameters kept approaching the target from the initial value
10GPa in the former 50 epochs before the model was
generally stable.

3.3.2. Result Analysis. After the interactive process between
Agent and Env, the elastic modulus EC of the dam foun-
dation was 5.1549GPa. All calculating results are shown in
Figures 22 and 26. 0e former displayed that the blue line

Table 5: 0e mechanical parameters of the rock in the dam foundation.

Rock type Young’s modulus (GPa) Poisson’s ratio Shearing strength Compressive strength (MPa) Bulk density (kg/m3)

Quartz sandstone 5∼10 0.15∼0.23 C� 4.7∼8.4MPa
φ� 38.2°∼45.5° 60∼80 2520

Fine sandstone 7∼8 0.18∼0.25 C� 3∼5MPa
φ� 35°∼45° 45∼55 2510

Silty mudstone 2∼3 0.28∼0.30 C� 0.8∼1.0MPa
φ� 35°∼38° 10∼20 2530

Mudstone 1∼2 0.30∼0.35 C� 0.6∼0.8MPa
φ� 30°∼35° 1∼3 2350

Table 6: 0e mechanical parameters of the actual project.

Component Density (kg/m3) Elastic modulus
(GPa) Poisson’s ratio

Dam body 2400 25 0.167
Foundation 2520 EC 0.200
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indicating the inversion displacement series fitted well with
the orange line representing the water pressure component,
except a few points with obvious errors, which meant that
the displacement values of two lines were close at the same
water level on the whole. 0e latter was the distribution of
the absolute error calculated by two displacement series,
whose mean value was 0.0712mm and standard deviation
was 0.0985mm. 0ese errors were mainly concentrated on
0mm∼0.1mm. A few values reached 0.3mm∼0.4mm. 0e
error level was low in the mass, which indicated that this
method in the paper was suitable to be applied in actual
engineering.

4. Conclusion

0e accurate calculation of mechanical parameters in the
engineering structure and foundation is dependent on de-
tailed monitoring data of the structure and environment,
reasonable constitutive model, and excellent searching al-
gorithm. In this paper, the DNN model with a suitable
structure replaced the finite element model and was em-
bedded in the agent of the reinforcement algorithm to form
the DQN, which was used to optimize the mechanical pa-
rameters in engineering in the global space. 0e conclusions
are as follows:

(1) According to the mechanical parameters and envi-
ronmental loads of engineering, the corresponding
DNN surrogate model was established to replace the
finite element model. After the network model was
verified, the mean relative error of predicting sam-
ples calculated by the DNN model with suitable
hyperparameters and a regular training stage was
lower than 1%, and the calculating efficiency of the
DNN was much higher than that of the constitutive
model, which indicated that it was advantageous for
a reasonable DNN model to map the relation be-
tween the target displacement and the state of dif-
ferent mechanical parameters combining with
variable environmental loads.

(2) 0e DNQ algorithm improving the interactive mode
between Env and Agent combined with the DNN
surrogate model completed the inversion calculation
of the structural mechanical parameter. After the
improved framework calculated target values in
examples, the maximum relative error and the
minimum one of the elastic moduli after searching
process were 1.29% and 0.18%, respectively. After the
improved algorithm was used in actual engineering,
the inversion displacement series fitted well with the
water pressure component on the whole. 0us, the
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DQN algorithm had a good effect in the inversion
analysis of mechanical parameters in the hydraulic
structure.

(3) 0e method to express the displacement relation
among different dam zones was introduced to ensure
the relevance and coordination during the process of
optimizing parameters from multizones. 0is im-
provement extended the FEM from a single region in
case A to a double region in case B, providing a new
path for inversion analysis in multiple structural
zones.

(4) 0e research focus is to combine the DNN surrogate
model and the improved DQN algorithm and then
apply the new model to the inversion calculation of
mechanical parameters in the hydraulic structure
and foundation with single or multiple zones. In
future, the framework could be developed to im-
prove the optimization method applied to inversion
analysis in multiple monitoring points and several
kinds of mechanical parameters.
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Sudden seepage is a special working condition affecting artificial ground freezing (AGF) in many projects which results in
significant differences within the temperature field. In order to study the characteristics of frozen walls influenced by water flow, a
series of model tests were carried out at different seepage velocities.,emodel test results show that a frozen wall will change from
symmetrical to eccentric as the cooling energy absorption of the soil and the brine return temperature increase. In model tests,
when the seepage velocity was 0∼30m/d, the frozen wall was partially destroyed. When the seepage velocity exceeded 30m/d, the
frozen wall was completely destroyed. ,is study examines the expansion rate of the upstream and downstream freezing fronts,
and the distribution law of the freezing temperature field, the average temperature change under different seepage speeds, and the
bearing capacity of the freezing wall are analyzed. Research on these factors suggests that a frozen wall has a certain level of
resistance to sudden seepage. When the flow velocity is small, the freezing effect will be strengthened. With an increase in the flow
velocity, the freezing effect will gradually weaken. Based on these conclusions, the current study points out targeted solutions that
should be adopted in cases of sudden seepage in a project.

1. Introduction

,e artificial ground freezing (AGF) method is a soil re-
inforcement method applied in underground engineering.
Initially, the method was used for subway construction in
Swansea, South Wales, in 1862. Twenty years later, German
mining engineering used the method in mine shaft con-
struction [1]. Since then, AGF has also been applied for shaft
sinking in coal mines [2]. In recent decades, the method has
been widely used in the field of municipal engineering,
especially in China.

AGF can enhance the strength of soils and reduce their
permeability coefficients through the circulation of low-
temperature liquid nitrogen or brine. Groundwater flow is
one of the biggest threats to the AGF method [1, 2]. In
response to this problem, a number of scholars have

conducted research on the best ways to mitigate the effects of
groundwater [3–11]. Scholars have conducted numerical
calculations, model tests, and other research methods to
analyze the influence of seepage. ,e effect of conditions of
seepage on the evolution of the freezing temperature field
[3–5, 11] and the optimization of plans for freezing pipe
layouts or freezing front analytical solutions [7, 10] have
been successfully analyzed. While these aforementioned
studies mainly analyze the working conditions of natural
seepage in the soil, they pay less attention to groundwater
seepage resulting from human activities which is present
during the freezing process [9]. In particular, there is no
groundwater flow before freezing, but seepage occurs during
the freezing process.

In this paper, seepage is referred to as sudden seepage.
In most working conditions, the groundwater velocity of
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sudden seepage is basically constant. ,is study only
discusses sudden seepage with a constant velocity, here-
inafter referred to as sudden seepage. In the actual project,
sudden seepage is mainly man-made. Various seepage
causes are shown in Figure 1. Seepage 1 shows a freezing
project for the shield arriving project. At the end of the
active freezing period, the construction party began to
dewater close to the project’s frozen wall, causing sudden
seepage (e.g., the first section of Zhengzhou Metro Line 2,
China, and TBM arriving in a water diversion project in
Hunan, China). Seepage 2 shows river water entering an
annular space between a shield machine and the frozen
wall along the soil fissure and causing sudden seepage in a
TBM arriving project on Wuxi Metro Line 1, China [12].
Seepage 3 is caused by nearby engineering dewater during
the freezing process of crossing passage [13, 14]. Seepage 4
is the space between the freezing pipe and tunnel segments
which does not block in crossing passage and causes water
leakage long-term. In the end, it caused a sudden seepage
around the frozen wall (freezing project of the cross
passage in Foshan Metro Line 2, China). Upon investi-
gation of these cases, four of them can be seen to have
occurred at the stage where the frozen wall was formed.
Some projects were completed, and some projects caused
engineering accidents. For the TBM arriving project of
Wuxi Metro 2, sudden seepage which lasted 2∼3 days
destroyed the frozen wall. ,e work-well was submerged
about 8.0 m. ,erefore, sudden seepage cannot be ignored
in an actual project as it might cause accidents or present
safety risks.

2. Model Test

2.1. Similarity Laws. ,e effect of sudden seepage on the
frozen wall is a problem characterized by the coupling of
hydraulics and temperature. ,erefore, a similarity law for
the model test was determined before the model test was
designed.

Based on dimensional analysis [15, 16], the temperature
field governing equation in the dimensionless form is

F
at

r
2 ,

L

cT
,
r0

r
,
Td

T0
,
Tc

T0
  � 0, (1)

where a is the thermal diffusivity of the soil, t denotes the
time, r is the distance to the center of the freezing pipe, L is
the latent heat of the soil, c is the specific heat of the soil, T
denotes the temperature, r0 is the outer radius of the freezing
pipe, Td is the freezing temperature of the soil, Tc is the
temperature of the freezing pipe, and T0 is the initial
temperature of the soil.

,e governing equation of water flow is [17]

F Re,
vt

d
  � 0, (2)

Re �
ρw]ds
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, (3)

where v is the seepage velocity, d is the diameter of the
freezing pipe, Re is the Reynolds number, ρw is the density of
water, ds is the equivalent pore diameter of the soil, and μw is
the dynamic viscosity of water.

Because model test sand was taken from a project in
Guangzhou, the physical parameters of the soil were con-
sistent with the prototype. ,us, the similarity ratio of the
soil thermophysical parameters is
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�
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�
(ρ)p

(ρ)m

� 1, (4)

where subscripts m and p indicate the model and prototype,
respectively.

,e assumed geometric similarity ratio is Cl. ,e sim-
ilarity ratio of temperature, time, and velocity of water can
be expressed as
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l , (6)

Cv �
(v)p

(v)m

� 1. (7)

,is model test defined the geometric similarity ratio to
be 1/5. ,e key similarity ratios are listed in Table 1.

2.2. Model Soils. ,e soil used in the model test was col-
lected from a construction site in Guangzhou, China. Its
physical parameters are shown in Table 2. In this table, the
density, moisture content, and porosity of the soil were
obtained from a geological exploration engineering report.
,e remaining thermophysical parameters were measured
using the remoulded soil made using special sample-
making instruments. Soil was layered into a model tank,
and a vibrating mechanism was then used to remould the
soil and control compactness. Soil was collected using a
ring knife for each layer (100mm). Density and water
content were made consistent with those of the undis-
turbed soil.

2.3. Model Test System. ,e model test apparatus consists of
freezing, seepage, soil simulation, and measuring systems.
Test system components are shown in Figure 2. In this figure,
the blue dotted line represents the freezing system, while the
green dotted line represents the seepage system, and the
yellow dotted line represents the soil simulation system. Test
equipment was installed inside a freezing station of a
freezing project on Guangzhou Metro Line 11, as shown in
Figure 3.

2.3.1. Freezing System. ,e freezing system was built over
the refrigeration equipment of the freezing project. ,e
project installed 38 YSLG16F refrigeration units (125 kW), 5
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brine pumps (75 kW), and 2 brine tanks (10m3). Test brine
was channelled out using a separate pipeline from the main
pipeline. An electromagnetic flowmeter was installed to
measure the brine flow rate.

In this model test, the prototype freezing pipe was
Φ108× 8mm, and the liquid supply pipe was Φ48× 3mm.

Based on the similarity ratio, the freezing pipe is
Φ21.6× 2mm, and the liquid supply pipe is Φ9.6×1mm.
,ere were 8 freezing pipes in 2 rows in the model test
system arranged. Every freezing pipe had a length of 1.2m
(1.0m in the soils). Freezing tubes were arranged in a plum
blossom shape at a distance of 140.0mm to simulate the

Table 2: Parameters of the soil.

Item Density (kg·m3) Moisture content (%) Porosity (%) ,ermal diffusivity (m2/s) Freezing temperature (°C)
Data 1.6×103 25.3 31 0.77 −0.15

1 2

4

5

36

7

8 9

10

11

12

13

Figure 2: Model test system: 1, water circulation pump; 2, thermotank; 3, freezing pipe; 4, percolation filter layer; 5, soils; 6, water pipeline; 7,
brine pump; 8, brine pipeline; 9, brine tank; 10, refrigerator; 11, data collection terminal; 12, temperature transmission cable; 13, elec-
tromagnetic flowmeter and mechanical flowmeter.

Shield tunnelling machine

Freezing ground

Cross passage

Seepage 1

Seepage 2

Seepage 3

Dewatering well
River

Dewatering well
Soil fissure

Foundation ditch
of other projects

Fissure of the segment
Seepage 4

Station

Figure 1: Types of sudden seepage.

Table 1: Similarity ratio of the model test.

Parameter Geometric Time Temperature Velocity of brine Velocity of seepage
Similarity ratio 1/5 1/25 1 5/1 5/1
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actual engineering conditions of the 5.0m field freezing
pipes at an interval of 0.7m. Each freezing pipe was
equipped with an independent water inlet and return device
to ensure that the brine inlet temperature was the same
across the pipes.

2.3.2. Seepage System. ,e seepage system consists of a
400W thermotank of water, an 800W clean water inline
pump, an electromagnetic flowmeter (DN 40mm), and
mechanical flowmeter (DN40mm). ,e two ends of each
flowmeter were 20.0 cm long steel pipes to ensure the
passage of water on either end of the flowmeter. Ameasuring
cup was used for flow sampling in the open section near the
thermotank.

2.3.3. Soil Simulation System. ,e model test tank was
1.5×1.5×1.2m andmade by an 8mm steel plate.,ere were
5 water holes on the front and back of the tank. Each water
hole’s diameter was 50mm, and they were spaced 20 cm
apart. From bottom to top, the model test tank fillings were a
10.0 cm clay layer, an 80.0 cm test fine sand layer, another
10.0 cm clay layer, and a 5.0 cm cement mortar top layer. In
order to buffer water flow and ensure the uniformity of
seepage, 20 cm of medium-coarse gravel and sand were
added to both sides of the seepage flow in and out of the
model tank. 5 cm clay layers were set on the other sides to
prevent seepage at the steel-soil interface. Details of the
model tank are shown in Figure 4. In order to ensure the
uniformity of leakage flow, three 1.5 inch diameter flow test
tubes were set 10 cm below the temperature measurement
plane with a spacing of 40 cm.,e seepage system was run in
a nonfreezing state, and the deviation of flow velocity in the 3
tubes was less than 5.6 %. ,erefore, the seepage in the soils
was considered uniform. In order to avoid heat exchange
between the test soil and the outside air, a 5 cm insulation
layer was placed around the model tank. A heat flux sensor
was tied to the outside of the insulation layer. ,roughout
the test, the heat flux between themodel tank and the outside
air was less than 1W/m2. ,rough infrared temperature
measurement in the test process, the temperature difference
between the test box and the surrounding environment was

found to be less than 1.0°C, indicating a good heat pres-
ervation effect.

2.3.4. Measuring System. In the model test, the DS18b20
sensor was chosen as a measuring point. ,e accuracy of the
sensor was ±0.06°C. All sensors used the CHL-RTU-V1
single-bus acquisition module to collect and transmit to an
RS485/USB isolation converter before transmitting to a PC
configuration system. ,e system connection is shown in
Figure 5. All sensors were calibrated at four points of −20,
−10, 0, and 20°C before embedding. ,e calibration
equipment was a JM222 handheld thermometer, as shown in
Figure 6. ,e buried depth of temperature measurement
points and the division of temperature measurement areas
are shown in Figure 7. In the figure, area I is the upstream
area, area II is the frozen central core area, area III is the
single-row freezing area, and area IV is the downstream area.
,e location of T26 is the origin of the coordinates. X and Y
coordinates are also shown.

2.4. Test Arrangement. ,e model test was divided into 5
sections listed in Table 3. In tests 2 to 5, seepage began after
T18’s temperature dropped to −4.0∼−5.0°C. At that time, the
frozen wall had formed, and the corresponding prototype
was actively frozen in the late stages of the active freezing
period. ,e frozen wall was approximated to meet design
requirements. In this way, the working conditions of a
formed frozen wall facing sudden seepage during the late
stages of the active freezing period were simulated.

3. Results

3.1. Refrigeration Efficiency during the Freezing Period.
,e temperature of the return pipeline’s outer surface during
the active freezing period is shown in Figure 8. Data shown
in this figure were tested using a DS18b20 temperature
sensor attached to the return pipeline and covered with a
thermal insulation layer. In all the tests, the inlet brine
temperature was maintained at −28°C. In test 1, the return
temperature was stable, while the return temperature rose
obviously in the other 4 tests. ,e temperature increase in
tests 2∼5 occurred after seepage started 40∼80minutes in the
test. ,e soil absorption cooling energy capacity was mea-
sured as

Q � q · c · ρb · Δt, (8)

where Q is the absorption cooling energy, kJ/h; q is the flux
of brine, m3/h; Δt is the temperature difference, °C, of brine
between the inlet and the outlet; and ρb is the density of
brine, kg/m3.

In tests 1∼5, the brine inlet temperature and the length of
the freezing pipe were the same. In Figure 8, soil absorption
cooling capacity can be seen to have a linear relationship
with the temperature. ,is indicates that, after seepage
occurs, soil absorption cooling capacity will increase sig-
nificantly, and brine return temperature will increase
rapidly.

2

3

1

4

Figure 3: Scene photo of the model test system: 1, soil simulation
system; 2, water pump; 3, measuring system; 4, water pipeline.
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3.2.5eEvolutionLawof theTemperatureField. In the model
test, every test took more than 600 minutes. ,e sudden
seepage starting time was roughly between 170 and 190min.
Figure 9 shows the temperature field for tests 1, 3, and 5 at
the 100th, 300th, and 600th minute. In this figure, the black
dotted line is the reference line of the upstream and
downstream frozen front. As shown in Figure 9, the frozen
wall for each test was uniform before seepage (t� 100min).
,ough the upstream frozen wall was still uniform, test 3’s
downstream frozen wall was thicker than tests 1 and 5 at
t� 300min. At the end of the tests (t� 600min), the up-
stream frozen wall in test 1 was thicker than that of tests 3
and 5, while the downstream frozen wall in test 3 was ob-
viously thicker than tests 1 and 5.

At t� 300min during the active freezing period, the
unfrozen zone in area III was 48mm in test 1, 45mm in test
3, and 64mm in test 5. At t� 600min during the active
freezing period, there was no unfrozen zone in tests 1 and 3.
However, the thickness of the unfrozen zone in test 5 was
13mm.

Above all, the results of all the tests show that when the
velocity of seepage is low, it does not affect the integrity of
the frozen wall. With the increase of seepage velocity, this
promoting effect will gradually disappear. ,e double-row
pipe layout obviously outperformed the single-row pipe
layout in terms of seepage conditions. It can quickly com-
plete the freezing wall closure and maintain the expansion of
the frozen wall under a certain seepage velocity.

Figure 10 is the time history curve of the main tem-
perature measurement points for each test. As shown in the
figure, upstream area I demonstrated a significant temper-
ature drop under the influence of seepage. Area II showed a
certain degree of freezing effect enhancement. ,e en-
hancement effect of test 2 was the most obvious. Area III
showed similarity to area I in that the temperature drop
slowed. Area IV showed significant acceleration in the
temperature drop.

Comparing the temperature of each main measuring
point, the temperature drop degree of T34 was about 6∼10°C

Seepage direction

1
2

3

4

6

5
2 

× 
14

0 
= 

28
0

4 
× 

14
0 

= 
56

0
(a)

7

2

1 6
9

85

3

100

(b)

Figure 4: Design of the model tank. (a) Top view of the model tank. (b) Side view of the model tank. 1, seepage entrance; 2, clay layer; 3, soils;
4, freezing pipe; 5, percolation filter layer; 6, export of seepage; 7, cement mortar; 8, seepage velocity tube; 9, temperature measurement
plane.

PC
RS485/USB

CHL-RTU-V1

DS18b20

Figure 5: Schematic diagram of the temperature test system.

Figure 6: Sensor temperature calibration.
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(from seepage start to 600min), and T26 was about 12∼14°C.
,is means that the double-rowed freezing pipes had a better
cooling effect.

Figure 11 shows data extracted from each measuring
point of the X � 0mm section of tests 2∼4, used to obtain
the temperature distribution curve along the seepage di-
rection. ,e cyan column is the projection position of the
freezing pipes, and the black dashed line is the temperature
distribution curve at the same time as the purple solid line
under no seepage conditions.

Based on these data, the negative effects of seepage seem
to exist mainly in area I, while the promotion effect is mainly
concentrated in areas II and IV. When the flow velocity
reaches 30m/d, the freezing effect of each area was found to
be weaker than or equal to the nonseepage test.

4. Discussion

According to the test results, under certain seepage velocity
conditions, the frozen wall exhibits a state of weakening in
the upstream and strengthening in the middle and down-
stream. However, the freezing curtain should be regarded as
a whole in order to evaluate its carrying capacity. ,erefore,
it is necessary to further analyze the freezing effect through
the macroindicators of freezing curtain thickness and av-
erage temperature.

4.1. 5e 5ickness and Expansion Rate of the Frozen Wall.
As the result shows, the soil between the two rows of freezing
pipes is in a frozen state, so the thickness of the freezing wall
mainly depends on the position of the upstream and
downstream freezing fronts.

Area III

Direction of seepage

Area IV

Area I

Area II

140 140 140 140

T60

T59 T58 T57 T55 T54 T53

T1T2T3T4T5T6

T7T8T9T10T11T12

T13T14T15T16T17T18T19T20T21

T22T23T24T25T26T27T28T29

T33 T32 T31T34T35T36T37T38T39T40T41T42T43

T44T45T46T47T48T49T50T51T52

T30

Figure 7: Layout of temperature measurement points.

Table 3: Velocity of the model test.

No. Velocity of seepage (m/d)
1 0
2 8
3 16
4 20
5 30
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Figure 8: Temperature of the return pipeline’s outer surface.
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,e upstream freezing front position was calculated using
T9 and D2 temperature data. ,e downstream freezing front
position was calculated using data from T48 and D6. ,e
calculation formula uses Bahorkin’s analytical solution [2]:

m1(x, y) �
1
2
ln 2 ch

2π
l

y − cos
2π
l

x  , (9)

ξ �
l

π
t(x, y)ln l/2πr0(  + tCTm1(x, y)

tCT − t(x, y)
, (10)

where x and y are the location of the local coordinate system
where the temperature measurement point is used in the
calculation. ,e coordinate system takes the center of the
freezing pipe closest to the temperature measurement point
as the coordinate origin. ,e freezing axis is the x-direction,
and the unit is m. l is the freezing hole spacing in meters,

t(x,y) is the temperature at the temperature measurement
point in °C, and tct is the out surface temperature of the
freezing pipe in °C.

Since Bahorkin’s solution is a calculation scheme, it can
be used after closure of the freezing curtain. ,e thickness of
the frozen wall was only calculated from the 100th to 700th
minute of the test. ,e results are shown in Figure 12. As
shown in the figure, in the states of no flow velocity and 8m/
d flow velocity, the thickness of the upstream and down-
stream frozen walls both increased logarithmically, and the
growth pattern was basically the same. When the flow ve-
locity reached 16m/d, the growth trend of the upstream and
downstream frozen wall thickness developed and differen-
tiated. ,e upstream frozen wall’s growth slowed down
slightly, while the downstream frozen wall’s thickness in-
creased rapidly. When the flow velocity reached 20m/d, the
growth effect of the downstream freezing wall began to
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Figure 11: Temperature distribution in the X� 0mm section. (a) Test 2. (b) Test 3. (c) Test 4. (d) Test 5.
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weaken, but that of the upstream wall was basically the same.
When the flow velocity reached 30m/d, the thickness in-
crease effect of the downstream frozen wall caused by
seepage had basically disappeared, while that of the up-
stream remained basically the same.

Derivation of the position curve for the freezing front in
each test with respect to time and the expansion rate of the
frozen curtain in the upstream and downstream directions
are shown in Figure 13. After seepage occurred, the ex-
pansion rate of the upstream freezing wall decreased, but
the decrease was not large, and the difference was more or
less negligible in the later stages of the test. ,e expansion
rate of the downstream frozen wall demonstrated a rapid
growth stage (cyan in Figure 13) under seepage rate
conditions of 16m/d and 20m/d.,e peak appearance time
of the growth stage slowed down with the increase of
seepage velocity. Following the growth stage, the expansion
rate under seepage was the same as it was under nonseepage
conditions. ,is indicates seepage from upstream to
downstream will transfer a lot of cooling energy. ,us, a
rapid change stage is formed in the period of time after
seepage. After this stage, the expansion rate of the frozen
wall will slow down to match that of the wall when no
seepage conditions are present.

4.2.5eAverage Temperature of the FrozenWall. In order to
analyze the distribution of the temperature field under
different seepage conditions, the freezing wall temperature
is divided into four temperature ranges: 0∼−5°C, −5∼−10°C,
−10∼−15°C, and below −15°C.,e area of each temperature
range was then calculated under different conditions. ,e
area calculation method was used to refine measurement
point data to 1000 × 560 by the kriging method [18]. ,ese
refined data were then used to draw an isotherm map to
calculate the area of each temperature interval. ,e cal-
culation results are shown in Figure 14. As shown in the

figure, when the flow rate was low (8m/d), the area of
0∼−5°C remained basically unchanged, the area of below
−15°C increased rapidly, and the area of −5∼−15°C
weakened. ,erefore, the whole frozen wall increased to a
certain extent. When the flow rate reached the range of
16∼20m/d, the area within 0∼−5°C and the area below
−15°C obviously decreased, while the area within the
−5∼−15°C temperature range decreased slightly. When the
flow rate reached 30m/d, the area within the 0∼−5°C
temperature range continued to decrease slightly, while the
area within the −5∼−15°C range rose slightly, and the area
below −15°C dropped rapidly.

Since the temperature points obtained by the kriging
interpolation method were evenly distributed, the average
temperature of the freezing wall was obtained by calculating
the average temperature of all the points lower than 0°C.,e
average temperature and the area of the frozen wall are
shown in Figure 15. Assuming that the area of the frozen
wall under nonseepage conditions was 100%, the area of the
frozen wall under different conditions for tests 1–5 was
calculated to be 110.4%, 101.7%, 101.5%, and 97.1%, re-
spectively. ,ese data indicate how low-velocity seepage can
promote frozen wall expansion.

4.3. FrozenWall Bearing Capacity under Seepage. ,e frozen
wall was defined as a line elastomer in accordance with the
construction design code in China [19]. ,e bending
modulus EI is generally used to evaluate its bearing capacity.
It can be calculated as

EI � a · T ·
bh

3

12
, (11)

where ɑ is the empirical coefficient, which is the ratio of
elastic modulus to average temperature, mainly related to
parameters such as soil quality, moisture content, and po-
rosity; T is the average temperature of the frozen wall in °C; b
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Figure 12: ,ickness of the frozen wall in upstream and downstream. (a) Tests 1, 2, and 3. (b) Tests 1, 4, and 5.
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is the width of the frozen wall, generally taken to be 1.0m in
conventional calculations; and h is the thickness of the
frozen wall in meters. ,e positional relationship of each
parameter is shown in Figure 16.

Because the elastic modulus of the frozen soil has a
linear relationship with the average temperature [20], ɑ is a
fixed value, and b is also taken as a fixed value in the
calculation. ,e damage evaluation coefficient of the frozen
wall under the action of the flow field at any time can be
written as

η �
EI|seepage
EI|no seepage

�
Th3|seepage

Th3|no seepage
, (12)

where η is the freezing damage coefficient, and its unit is 1.
When the unit is less than 1, the soil is in a damage stage.
When it is greater than 1, the soil is in a strengthening state.

,e damage coefficient of the bearing capacity at dif-
ferent seepage rates during active freezing at t� 400min,
t� 500min, and t� 600min was calculated. ,e thickness of
the frozen wall was selected as the section thickness of
x� 0mm. ,e calculation results are listed in Table 4. ,e
damage coefficient curve is plotted in Figure 17.

When the flow rate is low, the seepage has a certain
enhancement effect on the bearing capacity of the frozen
wall, but with the increase of the seepage velocity, the
enhancement effect gradually weakens and enters the stage
of damage. Under similar seepage rate conditions, the
damage evaluation coefficient showed an increasing trend
with the extension of freezing time, indicating that the
damage caused by the flow field to the frozen wall was most
obvious in the early stages of freezing and that, with the
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extension of freezing time, such damage could be repaired
to a certain extent.

All in all, it can be seen that low-rate seepage can
promote the bearing capacity of the frozen wall. In the actual
project, if sudden seepage occurs, it must take a series of

measures to reduce or remove the seepage such as grouting,
reducing the temperature of brine, or increasing the brine
flow. However, such treatments would greatly increase the
cost of a project. ,erefore, identifying a critical flow rate
(30m/d in this test) through model testing to distinguish

h

b

Unfrozen soil
Frozen soil 
Freezing pipe 
Excavation boundary

Figure 16: Schematic diagram of bending modulus calculation parameters.

Table 4: Damage coefficient.

Seepage velocity (m/d) 0 8 16 20 30 Time (min)
h (mm) 295.89 295.89 286 276.2 276.2

400T (°C) −8.51 −10 −9.4 −8.8 −8.8
EI 2.20×108 2.59×108 2.2×108 1.85×108 1.85×108

η 1 1.175088 0.997483 0.841072 0.841072
h (mm) 295.89 315.6 305.8 295.9 286

500T (°C) −9.4 −10.4 −9.6 −9.8 −9.5
EI 2.43×108 3.27×108 2.75×108 2.54×108 2.22 E×108

η 1 1.342535 1.127366 1.042659 0.912647
h (mm) 325 337 328 326 319

600T (°C) −9.17 −10.72 −10.3 −10.3 −9.59
EI 3.14×108 4.1× 108 3.63×108 3.57×108 3.11E108

η 1 1.303362 1.154621 1.133628 0.988943
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seepage conditions can effectively reduce engineering
treatment time and cost.

5. Conclusion

In this paper, the evolution laws of frozen wall formation
under the influence of sudden seepage are analyzed through
a series of model tests. ,e spatial-temporal variation
characteristics of the thickness and average temperature of
the frozen wall in relation to the flow field and the bearing
capacity damage after the occurrence of seepage are ana-
lyzed. Based on the results, the following conclusions can be
drawn:

(1) ,e frozen wall changed rapidly when seepage oc-
curred. When the velocity of flow was not enough to
destroy the frozen wall, a thin upstream and thick
downstream eccentric frozen wall was formed.
Moreover, the antiseepage properties of double-
rowed pipes obviously outperformed those of the
single-rowed pipes during freezing.

(2) According to the brine return temperature, the cold
efficiency of all of the project’s five tests was found to
be consistent in the nonseepage stage. Following the
start of seepage, brine return temperature increased
rapidly.

(3) When the seepage velocity was 0∼30m/d, the
seepage caused obvious damage to the upper reaches
of the frozen wall, while the wall was strengthened in
themiddle and lower reaches to a small extent.When
the flow velocity was more than 30m/d, the frozen
wall was completely damaged.

(4) After seepage occurred, the downstream frozen wall
demonstrated a rapid expansion stage before the
expansion rate of the frozen wall gradually

approached a normal state. ,is stage was the most
important stage for conversion from a symmetrically
frozen wall to an eccentrically frozen wall. After the
rapid expansion stage, the eccentrically frozen wall
will take shape, and this time period thus presents the
riskiest stage in the excavation process.

(5) After seepage occurred, the temperature field of the
frozen wall indicated that the high-temperature
permafrost area (0∼−15°C) relatively reduced, while
the low-temperature permafrost area (−15∼−30°C)
relatively increased. ,e average temperature of the
frozen wall first increased and then decreased with
the increase of the seepage velocity.

(6) Based on the analysis of the damage coefficient, it can
be concluded that the bearing capacity of the frozen
wall increases first and then decreases. At a seepage
rate of 8m/d, the bearing capacity of the frozen wall
can thus be expected to increase significantly. It is
proposed that if low-flow velocity seepage occurs
during construction, it does not need to extend the
freezing time.
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When tunnel construction develops to surrounding mountainous areas, tunnel portal presents the topographic characteristics of
“high, steep, and slant” and geological characteristics of kinds of hugely thick colluvial or residual slope, and the health condition
of the deformable body on front slope beside tunnel portal has a great influence on tunnel construction and operation. Tunnel
portal has suffered frommany disasters, and it is urgent to study and solve the engineering problem on how to diagnose the health
condition of front slope beside tunnel portal quickly and accurately. Based on the tunnel of Jianquan village, this paper uses PS-
INSAR technique for the first time to analyze and diagnose the health condition of the deformable body on front slope beside
mountain tunnel portal at the construction stage and operation stage, so as to provide early warnings to unstable deformable body
at tunnel portal and provide strong bases for the treatment of unstable deformable body. /erefore, PS-INSAR technique
promotes the health monitoring method for deformable body on front slope beside mountain tunnel portal to a higher level.

1. Introduction

Geological problems of tunnel portal primarily include weak
foundation of tunnel portal, severe bias of tunnel portal,
hugely thick overburden of tunnel portal, and instability of
front slope beside tunnel portal [1]. Early detection and early
treatment are basic principles for the treatment of surface
deformation and even landslide on front slope beside
mountain tunnel portal [2]. /ere are two main types of
health monitoring method for deformable body on front
slope beside mountain tunnel portal: the first type is
adopting a variety of sensor monitoring means on the
ground, e.g., vertical slant monitoring hole [3], external
vertical monitoring pier, vertical displacement monitoring,
multipoint displacement meter, and GNSS, to monitor in-
ternal deformation, external deformation, and seepage
pressure of cracking body and stress of supporting body, etc.
[4, 5]. /ese means have advantages of high precision and
reliable results, and their disadvantages are spending too
much manpower and material resources, high cost, sparse
measuring points, long interval before repetition measuring,
cannot effectively guaranteeing the safety of monitoring

personnel, small monitoring scope, and severe environment
influence [6]. Besides, most side slopes of highways locate in
remote mountains and canyons, employees have large flu-
idity and uneven professional quality, and they are prone to
have strong thinking inertia and fluky mind. /eir safety
awareness is weak, and then the accuracy and timeliness of
monitoring data cannot be guaranteed due to measurement
difficulty and serious influence of human factors [7]. /e
second type is adopting traditional surface deformation
monitoring means such as GPS which have high precision,
but they have low spatial density and cannot provide surface
deformation information of the whole area [8, 9].

Differential interferometric synthetic aperture radar
technique (INSAR technique) is a kind of space-to-earth
observation technique [10]. In recent years, INSAR tech-
nique is in wide application stage of business, such as surface
settlement observation and analysis of the southwest of
Tianjin based on PS-INSAR technique, landslide seismic
damage observation and analysis of Zhangmu Port of Tibet
based on INSAR technique, geological disaster monitoring
based on applying INSAR technique in Beidou satellite [11],
and the application of INSAR technique in research of
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western coal mine goaf of Guizhou [12]. At present, INSAR
technique has also made great progress in the field of surface
deformation monitoring on highways. For example, PS-
INSAR technique was used to extract the settlement speed
figure and settlement profile along Beijing-Shanghai high-
way and successfully identified 9 settlement centers along the
highway [13]. And the section of Kunmo highway in Yunnan
from Kunming to Yuxi was selected, and a “general survey”
of disasters along the highway was conducted and then put
forward suggestions for reasonable monitoring of the
highway according to test results. However, the application
of INSAR technique was still lacking in the field of tunnel
and underground engineering construction. SBAS-INSAR
technique was used to select scene 10 sentinel-1A data
covering the engineering scope to conduct time sequence
settlement monitoring on the tunnel engineering site [14],
and settlementmonitoring results of the engineering site was
obtained. /en, the monitoring accuracy was evaluated and
verified by actual leveling data [15]. Time sequence INSAR
technique was adopted to monitor surface settlement along
Beijing subway network. And taking Taoping tunnel of
Houyue line as an example, INSAR technique was adopted
for surface deformation monitoring investigation research
of deep coal mine goaf in railway tunnel damage [16]. Above
research studies primarily applied INSAR technique in the
deformation monitoring of railway tunnel site [17], but as a
millimeter level technique having higher reliability than
traditional INSAR technique, PS-INSAR technique has not
been applied in health diagnosis of the deformable body on
front slope beside mountain tunnel portal [18, 19].

Based on the tunnel of Jianquan village, this paper uses
PS-INSAR technique for the first time to analyze and di-
agnose the health condition of the deformable body on front
slope beside mountain tunnel portal [20, 21]. /rough the
inversion and long-term dynamic tracking of historical
deformation of the deformable body on front slope beside
tunnel portal, understanding and awareness of the slope
deformation law in monitoring area are improved [22], thus
providing a more scientific basis and reference for the early
warning and treatment of the deformation of the deformable
body on front slope beside tunnel portal.

2. General Situation

2.1. Characteristics of INSAR Technique. PS-INSAR tech-
nique is to use two synthetic aperture radar antennas with
interference imaging ability (or use an antenna to repeat
observation), to obtain two coherent single-view complex
images from the same area with a certain angle of view
[23], obtain surface elevation information by interference
phase information, and then reconstruct the digital sur-
face elevation model [24]. It is characterized by all-day
and all-weather Earth observation without restrictions of
light and climate conditions, and even the information
covered by it can be obtained through the surface or
vegetation [25]. /e primary applications of this tech-
nique are to produce digital elevation models and to
monitor the vertical direction of small displacements or
deformations [26].

2.2. Basic Information of Front Slope beside the Portal of
Jianquan Village Tunnel. /e tunnel is located on the right
bank of Hanyuan Lake in Hanyuan County, Ya’an./e highest
elevation is over 1200m, the lowest elevation is about 800m
above the river bed of Dadu River, and the relative height
difference is up to 400m. It belongs to Zhongshan landform.
/e tunnel is laid out in SE∼NW direction, the numbers of
starting pile and ending pile are K118+222∼K119+664, and
the length is 1442m.

/e surrounding rock at the entrance of tunnel is pri-
marily composed of colluvial deposits and silty mudstones,
and the colluvial deposits are primarily composed of
granular structure. /e rock mass at the exit of tunnel is
primarily silty mudstone, carbonaceous shale, and sand-
stone, which is soft rock and medium soft rock. /e exit
section (K119 + 700) develops a toppling deformable body,
and the surface occurrence of the deformable body is
143°∠32°. Because of the steep dip angle of surface rockmass,
it is pulled by gravity to topple outwards. /e distribution
elevation of the deformable body is 914∼1050m, and the
lowest point is 23m away from the tunnel roof.

3. The Application of PS-INSAR Technique in
Diagnosing Deformable Body on Front
Slope beside Tunnel Portal

3.1. Technical Parameter Selection

3.1.1. SAR Data Selection. Sentinel-1 is a two-satellite Earth
observation satellite operated by the European Space Agency's
Copernicus Project (GMES) [27]. It consists of two satellites,
c-band synthetic aperture radar (frequency: 5.4GHz), with a
12-day revisit cycle. Sentinel-1 satellite SAR data is used to
obtain the distribution map in the operation area (shown in
Figure 1). Inside it, IW shooting mode can obtain SAR image
data with a resolution of 5m× 20m and a width of 250 km.
Here, scene 68 data from 2018 to 2020 were selected.

3.1.2. SAR Data Processing. Key steps of INSAR interfero-
metric data processing process were (1) selection of public
primary image, (2) image registration, (3) differential in-
terference processing, (4) target extraction of point CS, (5)
INSAR phase unwrapping, (6) linear deformation phase and
residual elevation phase calculation, and (7) estimation and
removal of error and atmospheric effect.

Among them, the basic principle of differential inter-
ference processing was that, after scene 68 image registra-
tion, all auxiliary images were resampled to primary images
space. In frequency domain, public frequency band of
primary and auxiliary images was prefiltered to generate the
filtered primary and auxiliary images. After resampling, all
auxiliary images were multiplied by the conjugate of the
main image to generate interference phase diagram of im-
ages. Obtained phase information included the information
of surface deformation, surface terrain phase, and so on.
Meanwhile, the data of external digital elevation model
(DEM) was used to simulate terrain phase, and the terrain
phase of interference graph generated in this step was
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removed to generate differential interference graph. At this
point, the phase of the X-th scatterer point (PS) of the ith
differential interference graph was obtained as follows:

ϕx,i � ϕD,x,i + ϕA,x,i + ϕS,x,i + ϕθ,x,i + ϕN,x,i, (1)

where ϕD,x,i is the deformation phase in view direction; ϕA,x,i

is the atmospheric influence phase; ϕS,x,i is the orbit error
phase; ϕθ,x,i is the residual terrain phase due to DEM error;
and ϕN,x,i is the noise phase.

3.2. Deformation Monitoring Calculation Results

3.2.1. Deformation Monitoring Calculation Results of Front
Slope beside Tunnel Portal. Deformation speeds distribution

in the whole research area is shown in Figure 2. 70% of them
were between −10 and + 10mm/year. Overall, the defor-
mation speeds ranged from −26.277 to + 15.42mm/year.

3.2.2. Deformation Monitoring Calculation Results of the
Entrance Section of Jianquan Village Tunnel. According to
deformation monitoring results of the entrance section of
Jianquan village tunnel shown in Figure 3, the location was
29.3603388°N and 102.67806388°E. /e deformation value
of point TS1 continued to decrease from October 2018 to
October 2019 and is relatively stable recently. Its accumu-
lative settlement maximum in two years was about 30mm,
and the annual settlement speed was 12.628mm/year. Point
TS2 continued to settle from April 2018 to April 2020

Figure 1: Distribution of SAR data operation area.
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Figure 2: Distribution of deformation speeds of front slope beside tunnel portal.
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Figure 3: Deformation monitoring results of the entrance section of Jianquan village tunnel.
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Figure 4: Time sequence deformation curves: (a) TS1 point (449306) and (b) TS2 point (448833).
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Figure 6: Time sequence deformation curves: (a) TS3 point (456580) and (b) TS4 point (456576).
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(Figure 4). /e cumulative settlement maximum in two
years was about 25mm, and the annual settlement speed was
11.348mm/year.

3.2.3. Deformation Monitoring Calculation Results of the Exit
Section of Jianquan Village Tunnel. According to defor-
mation monitoring results of the exit section of Jianquan
village tunnel shown in Figure 5, the location was
29.362805°N and 102.677111°E. /e deformation values
continued to decrease from October 2018 to April 2020. /e
cumulative settlement maximum of point TS3 in two years
was more than 35mm, and the annual settlement speed was
17.136mm/year. /e cumulative settlement maximum of
point TS4 in two years was about 50mm, and the annual
settlement speed was 19.125mm/year.

3.3. Analysis of Deformation Monitoring Results. By using
PS-INSAR technique to conduct quantitative analysis on
the surface deformation of front slope beside Jianquan
village tunnel portal in Emeishan-Hanyuan highway, the
following results are obtained: through precise analysis on
the surface deformation speed of Jianquan village tunnel
in Emeishan-Hanyuan highway from January 2018 to
April 2020, as exhibited in Figure 6, it is found that the exit
section (K119 + 700) of Jianquan village develops a de-
formable body, which is consistent with original inves-
tigation results. /e annual deformation speed maximum
of this deformable body is 19.125mm/year, the annual
deformation speed of section K118 + 400 is 11.348mm/
year, and this quantitative analysis of the change of the
deformable body has important value to guide the
treatment of the deformable body on front slope beside
tunnel portal.

4. Conclusions

By using PS-INSAR technique to conduct research and
analysis on the surface deformation law of front slope beside
tunnel portal, the development state of the deformable body
is quantitatively grasped, and the parameters (position,
deformation speed, accumulative deformation, etc.) of the
deformable body on front slope beside tunnel portal are
obtained. /erefore, health condition of the bad deformable
body is diagnosed. /en, the “bull’s-eye” advantage is taken
to detect early and treat early, which can attain the effect of
rapid warning and precise management, reduce the safety
risk during periods of tunnel construction and operation,
and reduce deformation treatment cost.
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.e coupling calculationmodel of tunnel and surrounding rock is established by the finite difference method, and the main design
parameters of lining structure of single-track ballasted tunnel under 40-ton axle load, heavy train load, are studied in combination
with cumulative damage mechanism of surrounding rock at tunnel bottom and the fatigue life characteristics of concrete structure
at tunnel bottom..e results show that (1) inverted arch shall be set in sections of III-grade and above. Whether an invert is set in
sections of II-grade and below shall be determined according to lithology and groundwater conditions. When the surrounding
rock condition is good and the tunnel bottom structure (without invert structure) is adopted, the thickness is recommended to be
more than 20 cm, and the concrete strength grade should not be lower than C35. (2) Connection mode: the inverted arch and side
wall of the tunnel should be connected in sequence to reduce the stress concentration and improve the stress state of the
connection part between the inverted arch and the side wall. (3) It is suggested that the rise-span ratio of invert of single-track
tunnel should be 1/6 ∼ 1/8; the larger value should be taken when the surrounding rock condition is poor and the small value
should be taken when the surrounding rock condition is good. (4) .e thickness of inverted arch is recommended to be no less
than 20 cm under the condition of V-grade surrounding rock, to be no less than 15 cm under IV-grade surrounding rock, and to be
no less than 10 cm under the condition of III-grade surrounding rock and II-grade surrounding rock sections requiring inverted
arch. (5) .e recommended value of bedding thickness meeting the design service life is 20 cm under the condition of II-grade
surrounding rock.

1. Introduction

Heavy-haul railway has become the best choice for trans-
porting bulk goods in the world because of its advantages of
large volume, high speed, low energy consumption, and low
cost. A lot of researchers have studied the heavy-haul railway
and achieved a series of results.

Jakobsen obtained the relationship between ground vi-
bration level and relevant track parameters through field test
of ground vibration caused by train load [1]. Dawn et al.
tested the vibration response of British railway subgrade and

studied the relationship between train speed, excitation
frequency, and track parameters [2]. Based on a heavy-haul
railway tunnel project, Zou et al. studied the stress distri-
bution and dynamic response of the foundation structure of
heavy-haul railway tunnel under the action of train load of
30-ton axle load combined with field vehicle test and nu-
merical simulation [3]. Li et al. clarified the dynamic
characteristics of ballasted and ballastless double-track
heavy-haul railway tunnel structure under the conditions of
27 t ∼ 30 t axle load and III ∼ V surrounding rock through
field measurement [4]. Chang studied the influence of key
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parameters on the dynamic response of heavy-haul track
structure with 30-ton axle load and provided suggestions for
the selection of structural parameters by analyzing the static
and dynamic characteristics of heavy-haul track structure
[5]. Huo simulated and analyzed the fatigue damage of
heavy-haul lines and concluded that the track bed, invert
filling layer, and invert of tunnel bottom structure all showed
damage in turn [6]. Liu et al. carried out wave fatigue test of
double-side high limit static load and low dynamic load
according to the mechanical characteristics of key fatigue
parts at the bottom of heavy-haul railway tunnel and ob-
tained the evolution law of maximum tensile strain and
electrical conductivity of structural specimens at the bottom
of heavy-haul railway tunnel [7]. Song analyzed and ob-
tained the influence rules of parameters such as train speed,
width of track bed slab, thickness of track bed slab, stiffness
of tunnel foundation, and other parameters on dynamic
performance of heavy-haul vehicle ballastless track system
and proposed reasonable value selection suggestions for
structural parameters of ballastless track in heavy-haul
railway tunnel [8]. Li researched the energy evolution
characteristics of hard rock during triaxial failure with
different loading and unloading paths and the Brazilian disc
test for rock mechanics applications [9–11]. Wang
researched the shaking table tests of tunnel linings in pro-
gressive states of damage and analyzed the seismic damage
classification and risk assessment of mountain tunnels
[12–16]. Chai studied the internal fracture mechanism of
simulated rock acoustic emission events using T-k diagram
method and P-T graph method [17–19]. Cheng researched
the element-free Galerkin method based on the nonsingular
weight functions [20–23].

At present, the “Heavy-Haul Railway Design Code”
(TB10625-2017) of China is usually applicable to heavy-haul
railway with axle loads less than 30 tons. .ere is still in-
sufficient understanding of the stress distribution charac-
teristics and dynamic response of railway tunnel structure
with 40-ton axle load. .erefore, it is inevitable that railway
tunnels with 40-ton axle load under construction and
completed will inevitably have greater hidden dangers due to
the bearing of heavy train load on the foundation structure.

In this paper, the coupling calculation model of tunnel
and surrounding rock is established by the finite difference
method, and the main design parameters of lining structure
of single-track ballasted tunnel under 40-ton axle load heavy
train load are studied in combination with cumulative
damage mechanism of surrounding rock at tunnel bottom
and the fatigue life characteristics of concrete structure at
tunnel bottom. .is study has important reference signifi-
cance for the design parameters of heavy-haul railway tunnel
lining with 40-ton axle load.

2. Dynamic Performance Analysis of Tunnel
Bottom Structure

.e finite difference method is used to establish a dynamic
numerical analysis model to calculate the dynamic response
characteristics of the foundation structure of heavy-haul
railway tunnel under the action of train load.

2.1. Numerical Calculation Model

2.1.1. Numerical Computation Grid. .e numerical model
grid under typical working conditions is shown in Figure 1.
.e model size is 60m ∗ 12m ∗ 60m. .e unit thickness is
taken along the tunnel axis direction, the width is taken as
30m from the tunnel axis to both sides, and the distance
between the upper and lower boundaries in the height di-
rection and the tunnel axis is 30m.

2.1.2. Calculation Condition. .e tunnel section in BFS stage
is taken as the typical calculation section. .e influence of
different design parameters on dynamic response and damage
characteristics of tunnel foundation structure is mainly aimed
at. .e calculation conditions are shown in Table 1.

.e benchmark example of the above conditions is as
follows: the axle load of the train is 40 tons, the surrounding
rock grade is grade IV, the invert thickness is 20 cm, and the
rise-span ratio is 1/6. Other conditions only need to change
the corresponding parameters.

2.1.3. Calculation Parameters. .e physical and mechanical
parameters of surrounding rock are selected according to the
survey and design data of typical tunnels and referring to
similar strata. .e basic mechanical parameters of invert,
filling layer, primary support, secondary lining, and other
tunnel structural materials are selected according to the code
for “Design of Railway Tunnel” (TB 10003-2005), and
equivalent treatment is conducted for anchor bolt and re-
inforcement. See Table 2 for specific parameters.

2.1.4. Simulation Method of Train Dynamic Load. .e
factors that should be considered in the simulation of train
dynamic load include axle load, suspension mass, running
speed, and line smoothness. .e commonly used simulation
methods are field test method, artificial simulation excitation
method, and train track couplingmodelmethod..e field test
method is affected by the load, speed, track state, and other
factors, so the test results obtained by the field test method are
more discrete, and it is difficult to accurately describe with the
expression and can only analyze the specific working con-
ditions; the train track coupling model connects the train
model and the track model through the assumed wheel rail
contact relationship, which is more comprehensive, but the
model and parameters are too complex, and the wheel rail
contact relationship is not. .e artificial simulation excitation
method uses an excitation function fitted by empirical for-
mula to simulate train load, which can fully consider the
influence of axle load, speed, and other factors, and its form is
relatively simple and widely used at present.

In this paper, the excitation force function is used to
simulate the heavy-haul train load. .e excitation force
function includes the static load and the vibration load
reflecting the factors such as irregularity and rail surface
waveform wear effect. .e superposition combination of
train wheel set force and the scattered transmission of rail
and sleeper is considered.
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F(t) � k1k2 P0 + P1 sinω1t + P2 sinω2t + P3 sinω3t( ,

(1)

where P0 is the static load of the wheel; P1,P2,P3 are the typical
vibration load values related to the ride irregularity, dynamic
additional load, andwaveformwear, respectively, corresponding
to a typical value in the control conditions①−③ in Table 3; k1 is
the wheel rail force superposition coefficient; and k2 is the rail
dispersion transmission coefficient.

.e amplitude of vibration load is

Pi � maiωi, i � 1, 2, 3, (2)

where m is the unsprung mass of the train; ai is the typical
rise height, corresponding to the situations of①,②, and③
in Table 3; ωi is the vibration circumference ratio under the
condition of irregularity control, and the expression is
ωi � 2πv/Li, v is the running speed, and Li is the wavelength
management value of track geometric irregularity, corre-
sponding to ①, ②, and ③ in Table 3.

2.1.5. Boundary Conditions of Dynamic Analysis and Ma-
terial Damping Model

1. Artificial Boundary Conditions. .e setting of artificial
boundary conditions and the input of vibration wave are the

key links to realize the dynamic numerical analysis, which
directly affects the accuracy and credibility of the calculation
results. In the engineering rock mass of semi-infinite space,
when the vibration wave propagates around, it will transmit
and refract when it meets the structure or rock structure
plane and will interfere with the incident wave to form a
complex wave field. In the near-field dynamic numerical
analysis, in order to effectively simulate the scattering wave
passing through the truncated boundary of the model and
make the vibration wave energy dissipate to infinity, it is
necessary to introduce artificial boundary conditions to
eliminate the reflection and oscillation of the vibration wave
on the artificially cut boundary in the calculation area. In the
FLAC3D dynamic analysis of this chapter, the free field
boundary is used as the dynamic analysis boundary
condition.

In the numerical simulation of vibration response of
near-surface structures such as slopes and shallow under-
ground structures, the lateral boundary of the numerical
model must consider the free field motion without struc-
tures. In the numerical simulation, the free field motion is
applied to the model boundary to keep the artificial
boundary non-reflective..e lateral boundary of the discrete
model is coupled with the free field to simulate the viscous
boundary. .e unbalanced force on a surface parallel to the
axis in the normal direction can be expressed as follows:

Fx � −ρCp v
m
x − v

ff
x A + F

ff
x ,

Fy � −ρCs v
m
y − v

ff
y A + F

ff
y ,

Fz � −ρCs v
m
z − v

ff
z A + F

ff
z ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

where ρ is the density of material medium; Cp and Cs are the
wave velocity of P-wave and S-wave in the material medium;
A is the influence area of free field node; vm

x , vm
y , vm

z , v
ff
x , vff

y ,
v

ff
z represent the three components of particle vibration
velocity along the coordinate axis on the main node and
corresponding free field node on the artificial boundary,
respectively; and F

ff
x , F

ff
y , and F

ff
z are the contribution of

normal stress and tangential stress of node influence element
in free field.

If the calculation model is a homogeneous medium
without near-surface structure, the motion law of the cal-
culation area is consistent with that of the free field, and the
lateral damper does not work; when the two move relatively,
the damper absorbs the energy of the traveling wave. In
FLAC3D, the free field boundary conditions require that the
bottom of the model is horizontal, and the normal direction
is the axis; the side must be vertical, and the normal direction
is x-axis or y-axis.

2. Material Damping Model. Material damping is a pro-
fessional term to describe the energy dissipation mode of
structural materials in the process of vibration. It means the
energy dissipation of materials under the action of external
dynamic load due to the friction between molecules in the
medium, the sliding between structural planes, and the
plastic response of materials. According to the different
mechanism of damping, the damping forms in dynamic

Figure 1: Numerical calculation model.

Table 1: Calculation conditions under different design parameters
of tunnel foundation structure.

Influence
factor

Grade of
surrounding rock

Invert/floor
thickness (cm)

Invert rise-
span ratio

Specific
parameters

II 10 1/5
III 15 1/6
IV 20 1/7
V 30 1/8
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analysis are divided into internal damping, external friction
damping, sliding friction damping, plastic damping, and
spatial dissipation damping. Different damping forms have
different calculation methods. Rayleigh damping is used as
material damping model in FLAC3D dynamic analysis in
this chapter.

Rayleigh damping was first applied to the dynamic
analysis of structures and elastic medium systems under
natural vibration modes.

C � αM + βK, (4)

where α is the proportional damping constant of the mass
matrix M and β is the proportional damping constant of the
stiffness matrix K. For a multi-degree-of-freedom system,
the relationship between the damping constant and the
damping ratio ξi and the system frequency ωi of the cor-
responding mode is as follows:

ξi �
α/ωi(  + βωi( 

2
. (5)

It can be seen from equation (5) that the damping ratio
tends to increase rapidly when the frequency is very high or
low. In contrast, the mass proportional damping has a
greater contribution to the damping of the system in the low
frequency band, while the stiffness proportional damping
has a dominant contribution in the high frequency band. In
the fundamental frequency band, the damping effect of mass
term is equivalent to that of stiffness term:

α � ξminωmin,

β �
ξmin

ωmin
,

(6)

where ξmin is the minimum damping ratio and ωmin is the
system reference frequency. .e center frequency fmin is
defined as

fmin �
ωmin

2π
, (7)

and when the damping ratio ξmin and center frequency fmin
are known, the Rayleigh damping constants can be obtained.
In FLAC3D explicit time domain dynamic calculation, the
stiffness damping term in Rayleigh damping model often
reduces the critical time step. For geotechnical materials, the
damping ratio is usually desirable; for structural systems, the
damping ratio is usually desirable; when the material in the
stress system adopts the inelastic constitutive model, the
plastic deformation will dissipate most of the energy, so for
large deformation dynamic analysis, the damping ratio is
usually smaller.

2.1.6. Numerical Simulation Steps. .e specific steps of
numerical simulation are as follows:

(1) .e model grid is established, the rock mass pa-
rameters are given, the static boundary conditions
are applied, and then the initial in situ stress field is
generated.

(2) Simulation of excavation process. After the full face
excavation, the in situ stress will be released by 10%
and 20% after the initial support. .e remaining in
situ stress will be released after the secondary lining
construction, and then the filling layer and ballast
bed will be constructed.

(3) .e dynamic response of the tunnel structure is
obtained by applying normal and tangential dynamic
boundary conditions to the boundary and applying
heavy load train load in the form of artificial exci-
tation force.

2.2.Analysis of SimulationResults. .e dynamic response of
the foundation structure of heavy-haul railway tunnel
under the conditions of different surrounding rock
grade, different invert thickness, and different invert rise-
span ratio is analyzed. .e stress and dynamic response
analysis is carried out at the top of filling layer, the top and
bottom of inverted arch, the bottom of side wall arch foot,
and the bottom of 1/4 position of inverted arch. See
Figure 2.

.e vertical dynamic stress of measuring points 1, 2,
and 3 under different working conditions is monitored to
master the influence of design parameters of tunnel
foundation structure on the vertical transmission law of
train load.

Table 2: .e physical and mechanical parameters of materials.

Structure Elastic modulus (GPa) Poisson’s ratio Density (kN·m-3) Cohesion (kPa) Friction angle (°)
Ballast 32.0 0.18 25.0
Filling layer 29.0 0.18 25.0
Invert 30.0 0.18 25.0
Second lining 30.0 0.18 25.0
Primary lining 27.5 0.18 25.0
Surrounding rock 1.5 0.36 19.5 200 42

Table 3: Simulation analysis parameters of track geometric
irregularity.

Control conditions Wavelength
(m)

Sagittal
(mm)

According to ride comfort①
50.00 16.00
20.00 9.00
10.00 5.00

According to the dynamic additional
load acting on the line②

5.00 2.50
2.00 0.60
1.00 0.30

Waveform wear③ 0.50 0.10
0.05 0.005
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2.2.1. Influence of Surrounding Rock Grade. .e vertical
dynamic stress amplitude of measuring points 1, 2, and 3
under different surrounding rock levels can be seen in
Table 4. .e vertical dynamic stress amplitudes of point 1
are close to each other under different surrounding rock
grades; the vertical dynamic stress amplitudes of measuring
points 2 and 3 decrease with the increase of surrounding
rock grade, and the amplitude of measuring point 3 de-
creases more.

2.2.2. Influence of Invert <ickness. .e vertical dynamic
stress time history amplitudes of measuring points 1, 2, and 3
with different invert thickness are shown in Table 5. .e
results show that the vertical dynamic stress amplitude of
measuring point 1 is close to that of measuring point 1 under
different invert thickness conditions; the vertical dynamic
stress amplitude of measuring point 2 increases with the
increase of invert thickness; the vertical dynamic stress
amplitude of measuring point 3 decreases with the increase
of invert thickness.

2.2.3. Influence of Invert Rise-Span Ratio. .e vertical dy-
namic stress amplitude of measuring points 1, 2, and 3 under
different rise-span ratio can be seen in Table 6. .e vertical
dynamic stress amplitudes of point 1 are close to each other
under different invert rise-span ratios, while the vertical
dynamic stress amplitudes of measuring point 2 and mea-
suring point 3 decrease with the increase of invert rise-span
ratio. .e dynamic response of heavy-haul railway tunnel
foundation structure under different base structure design

parameters is analyzed numerically. .e main conclusions
are as follows.

(1) .e thicker invert is helpful to improve the stress
state of the tunnel base structure. .e larger the
thickness of the invert, the smaller the vertical dy-
namic stress at the bottom of the invert, but the range
of the dynamic stress changes with it, and the less the
influence of train dynamic load on the surrounding
rock, which indicates that the thicker inverted arch is
beneficial to the long-term stress stability of the
tunnel bottom stratum.

(2) Under the condition of large invert span ratio (1/5),
the smaller the vertical dynamic stress at the bottom
of tunnel invert is (45.885 kPa), the better improved
the internal force of inverted arch structure can be,
which can reduce the requirements of structural
thickness and reinforcement to a certain extent and
improve the stability and safety of the structure. But
on the other hand, a large rise-span ratio, corre-
sponding to thick invert filling, will increase the
project cost to a certain extent.

(3) .e worse the surrounding rock grade is, the more
obvious the vertical dynamic stress attenuation
along the base structure is; the greater the invert
thickness is, the lower the load transfer rate at the
bottom of inverted arch is; and the greater the invert
rise-span ratio is, the lower the load transfer rate at
the bottom of inverted arch is.

1

2

3 5

4

Figure 2: Layout of measuring points.

Table 4:.e vertical dynamic stress amplitude of measuring points
1, 2, and 3 under different surrounding rock grades.

Measuring point
.e vertical dynamic stress amplitude of
different surrounding rock grades (kPa)
II III IV V

1 163.324 161.196 162.393 161.728
2 113.449 96.558 88.844 79.667
3 93.765 66.899 52.402 35.777

Table 5:.e vertical dynamic stress amplitude of measuring points
1, 2, and 3 under different invert thickness conditions.

Measuring point
Vertical dynamic stress amplitude of

different invert thickness conditions (kPa)
10 cm 15 cm 20 cm 30 cm

1 162.127 162.393 162.393 161.595
2 80.864 86.317 88.844 92.036
3 59.584 56.126 52.402 48.545

Table 6:.e vertical dynamic stress amplitude of measuring points
1, 2, and 3 under different invert rise-span ratios.

Measuring point
Vertical dynamic stress amplitude of
different invert rise-span ratios (kPa)
1/8 1/7 1/6 1/5

1 161.994 161.861 162.393 161.196
2 96.691 92.834 88.844 82.593
3 58.387 56.392 52.402 45.885
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3. Design Parameters of Heavy-Haul Railway
Tunnel Bottom with 40-Ton Axle Load

3.1. Fatigue Life Prediction Method of Tunnel Bottom
Structure. In the range of random fatigue load and high
cycle fatigue zone, the Miner linear fatigue cumulative
damage criterion can accurately meet the engineering re-
quirements. So, Miner linear fatigue cumulative damage
theory is generally used to analyze the fatigue life of the
bottom structure of heavy-haul railway tunnel.

In the calculation of structural fatigue life, it is necessary
to define the S-N curve of materials. Here, S-N curve refers
to the relationship curve between stress amplitude and fa-
tigue life. .e calculation formula of stress amplitude is as
follows:

σa �
σmax + σmin

2
, (8)

where σa is the stress amplitude; σmax is the maximum stress
value in the cycle; and σmin is the minimum stress value in
the cycle.

Considering the maximum stress level and the minimum
stress level, the S-N fatigue life curve of concrete material is
expressed as follows.

lgN � 16.67 − 16.67Stmax + 5.17Stmax,

Smax �
σmax

f
,

Smin �
σmin

f
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

where Smax is the maximum stress level; Smin is the minimum
stress level; and f is the ultimate strength of the material.

.e corresponding relationship between different stress
amplitude and fatigue life can be obtained by formula (9). In
addition, the influence of average stress on fatigue life is
considered. .e greater the average stress is, the smaller the
fatigue life of the structure under each stress amplitude is.
.e average stress is expressed as follows:

σm �
σmax − σmin

2
, (10)

where σm is the average stress.
According to the above formulas, the fatigue life of the

tunnel bottom structure under various working conditions
can be obtained. In the fatigue calculation, if the single
intersection of a pair of unit 10000-ton trains in the tunnel is
considered, the service life of the structure is

T �
N

365 × a
, (11)

where T is the service life of the structure; N is the fatigue
life, which is generally used to express lgN; and a is the
number of 10000-ton trains per day, with the empirical value
of 135.

.e fatigue life distribution law of tunnel bottom
structure under different structural types and the minimum

logarithmic fatigue life of tunnel bottom structure under
various working conditions are obtained by calculation, and
the load cycle times of tunnel bottom structure under fatigue
failure can be obtained. Combined with the operation pa-
rameters of heavy-haul railway, the calculation results of
minimum fatigue logarithmic life under different invert rise-
span ratios are obtained, that is, the service life of tunnel
structure.

Taking different invert rise-span ratios as examples, the
service life of tunnel lining structure is calculated. According
to the life calculationmethod, when the rise-span ratio is 1/8,
1/10, 1/12, and 1/14, the minimum logarithmic fatigue life of
the tunnel is 6.879, 6.728, 6.631, and 6.550, respectively. It
can be seen that the load cycles of the tunnel lining structure
when the fatigue failure occurs are 106.879, 106.728, 106.631,
and 106.550, because a pair of unit 10000-ton train tunnels
are considered in the fatigue calculation. In the case of single
intersection, the service life is as follows:

1/8: T �
106.879

365 × 135
� 153(years),

1/10: T �
106.728

365 × 135
� 108(years),

1/12: T �
106.631

365 × 135
� 86(years),

1/14: T �
106.550

365 × 135
� 72(years).

(12)

Similarly, the service life of tunnel lining structure under
other different working conditions can be calculated in this
way.

3.2. Transport Conditions. Consider that the total weight of
the train is 32400 tons and the average daily operation
number is 10 pairs. .e fatigue life distribution law of tunnel
bottom structure under different surrounding rock grade,
invert (bedding) thickness, and rise-span ratio is obtained by
calculation, and the minimum fatigue life of tunnel bottom
structure under various working conditions, that is, the
number of load cycles that the tunnel bottom structure bears
when fatigue failure occurs, can be calculated by combining
with the operation parameters of heavy-haul railway, and the
reasonable value range of design parameters meets the
service life.

3.3. Design Parameters of Tunnel Invert. Taking V-grade
surrounding rock as an example, the service life of tunnel
lining structure under different invert rise-span ratio con-
ditions (the thickness of tunnel inverts is 20 cm and 30 cm)
can be calculated as in Table 7. .e variation curve of service
life with invert rise-span ratio is shown in Figure 3.

.e following can be seen from Figure 3 and Table 7:

(1) Under the condition of grade V surrounding rock,
when the invert thickness is 30 cm, when the rise-
span ratio of tunnel invert is 1/5, the fatigue life of
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heavy-haul railway tunnel structure is 92 years;
when the rise-span ratio is 1/6, the fatigue life of
tunnel structure is 75 years; when the rise-span ratio
is 1/7, the fatigue life of tunnel structure is 61 years,
which meets the design service life (50 years); when
the rise-span ratio is 1/8, the tunnel structure fa-
tigue life is poor. .e service life is 48 years, which is
less than the design service life (50 years), which
cannot meet the requirements of structural anti-
fatigue.

(2) Under the condition of V-grade surrounding rock
and the invert thickness of 20 cm, when the rise-span
ratio of tunnel invert is 1/5, the fatigue life of heavy-
haul railway tunnel structure is 65 years. And when
the rise-span ratio is 1/6, the fatigue life of tunnel
structure is 53 years, which meets the design service
life (50 years); when the rise-span ratio is 1/7 and 1/8,
the fatigue life of tunnel structure is 43 and 36 years,
respectively. It is less than the design service life (50
years), which cannot meet the requirements of
structural fatigue resistance.

(3) From the perspective of the relationship between the
fatigue life of tunnel structure and the rise-span ratio
of invert, the fatigue life also has a corresponding
increasing trend with the increase of invert rise-span
ratio. It shows that the fatigue resistance of heavy-
haul railway tunnel structure can be significantly
improved by optimizing the rise-span ratio of tunnel
invert.

(4) According to the relationship curve between the
fatigue life of tunnel structure and the rise-span ratio
of invert, and based on the design service life of 50
years, it can be estimated that the thickness value of
invert should be greater than or equal to 20 cm; and

the rise-span ratio value should be greater than or
equal to 1/6.

(5) Under the condition of IV-grade surrounding rock,
it is suggested that the thickness value of invert
should be greater than or equal to 15 cm; and the
rise-span ratio should be greater than or equal to 1/7.
Under the condition of III-grade surrounding rock,
it is suggested that the thickness of invert should be
greater than or equal to 10 cm; and the rise-span ratio
should be greater than or equal to 1/8.

3.4. <e <ickness of Tunnel Bottom. .e service life of
tunnel bottom structure with different thickness can be
calculated as shown in Table 8. .e variation curve of
service life with bedding thickness can be calculated as
shown in Figure 4.

(1) When the thickness of tunnel bottom is 30 cm, the
service life of tunnel bottom structure is 89 years;
and when the thickness of tunnel bottom is 20 cm,
the service life of tunnel bottom structure is 58
years, which can meet the design service life (50
years) of the 40-ton axle load heavy-haul railway
tunnel; when the thickness of tunnel bottom is
10 cm and 15 cm, the service life of tunnel bottom
structure is 32 years and 47 years, respectively. It is
less than the design service life (50 years), which
cannot meet the requirements of structural anti-
fatigue.

(2) According to the relationship curve between the
fatigue life of tunnel structure and the thickness of
pavement, and based on the design service life of a
40-ton heavy-haul railway tunnel for 50 years, it can
be estimated that the recommended bottom

Table 7: Tunnel service life (years) under different rise-span ratios.

Rise-span ratio
Invert thickness 1/8 1/7 1/6 1/5
30 cm 48 61 75 92
20 cm 36 43 53 65

30cm
20cm

0.14 0.17 0.200.13
Rise-span ratio
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Figure 3: Relationship between tunnel structure life and invert rise-span ratio.
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thickness should be no less than 20 cm under the
condition of III-grade surrounding rock.

4. Conclusion

4.1. Dynamic Performance Analysis of Tunnel Bottom
Structure. .e dynamic response of heavy-haul railway
tunnel foundation structure under different base structure
design parameters is analyzed numerically. .e main con-
clusions are as follows.

(1) .e thicker invert is helpful to improve the stress
state of the tunnel base structure. .e larger the
thickness of the invert, the smaller the vertical dy-
namic stress at the bottom of the invert, but the range
of the dynamic stress changes with it, and the less the
influence of train dynamic load on the surrounding
rock, which indicates that the thicker inverted arch is
beneficial to the long-term stress stability of the
tunnel bottom stratum.

(2) Under the condition of large invert span ratio (1/5),
the smaller the vertical dynamic stress at the bottom
of tunnel invert is (45.885 kPa), the better improved
the internal force of inverted arch structure can be,
which can reduce the requirements of structural
thickness and reinforcement to a certain extent and
improve the stability and safety of the structure. But
on the other hand, a large rise-span ratio, corre-
sponding to thick invert filling, will increase the
project cost to a certain extent.

(3) .e worse the surrounding rock grade is, the more
obvious the vertical dynamic stress attenuation along
the base structure is; the greater the invert thickness
is, the lower the load transfer rate at the bottom of
inverted arch is; and the greater the invert rise-span
ratio is, the lower the load transfer rate at the bottom
of inverted arch is.

4.2.DesignParameters ofHeavy-HaulRailwayTunnel Bottom
with 40-Ton Axle Load. According to the calculation and
analysis of the dynamic response and fatigue life of the
tunnel bottom structure under the above different tunnel
design parameters, taking the tunnel design service life of 50
years as the benchmark, the tunnel bottom structure type
and design parameters under different conditions can be
determined as follows:

(1) Structural type: inverted arch shall be set in sections of
III-grade and above.Whether an invert is set in sections
of II-grade and below shall be determined according to
lithology and groundwater conditions. When the sur-
rounding rock condition is good and the tunnel bottom
structure (without invert structure) is adopted, the
thickness is recommended to be more than 20 cm, and
the concrete strength grade should not be lower than
C35.

(2) Connection mode: the inverted arch and side wall of
the tunnel should be connected in sequence to re-
duce the stress concentration and improve the stress
state of the connection part between the inverted
arch and the side wall.

(3) Rise-span ratio: when invert structure is adopted,
considering the angle of ensuring the filling thickness
and service life of the tunnel bottom, it is suggested that
the rise-span ratio of invert of single-track tunnel
should be 1/6 ∼ 1/8; the larger value should be taken
when the surrounding rock condition is poor and the
small value should be taken when the surrounding rock
condition is good.

(4) Invert thickness: when inverted arch structure is
adopted, the thickness of inverted arch is recommended
to be no less than 20 cm under the condition of V-grade
surrounding rock, to be no less than 15 cm under IV-
grade surrounding rock, and to be no less than 10 cm
under the condition of III-grade surrounding rock and
II-grade surrounding rock sections requiring inverted
arch.

(5) Bottom thickness: according to the relationship
curve between the service life of tunnel bottom
structure and the thickness of pavement, taking
the tunnel design service life of 50 years as the
benchmark, it can be calculated that the recom-
mended value of bedding thickness meeting the
design service life is 20 cm under the condition of
II-grade surrounding rock.
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Table 8: Service life of tunnel bottom structure with different
bottom thickness.

.ickness of bedding (cm) 10 15 20 30
Service life (years) 32 47 58 89
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Figure 4: Relationship between service life of tunnel bottom
structure and bottom thickness.
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Tunnel lining crack is the most common disease and also the manifestation of other diseases, which widely exists in plain concrete
lining structure. Proper evaluation and classification of engineering conditions directly relate to operation safety. Particle flow
code (PFC) calculation software is applied in this study, and the simulation reliability is verified by using the laboratory axial
compression test and 1 :10 model experiment to calibrate the calculation parameters. Parameter analysis is carried out focusing on
the load parameters, structural parameters, dimension, and direction which affect the crack diseases. Based on that, an evaluation
index system represented by tunnel buried depth (H), crack position (P), crack length (L), crack width (W), crack depth (D), and
crack direction (A) is put forward. 6e training data of the back propagation (BP) neural network which takes load-bearing safety
and crack stability as the evaluation criteria are obtained. An expert system is introduced into the BP neural network for correction
of prediction results, realizing classified dynamic optimization of complex engineering conditions. 6e results of this study can be
used to judge the safety state of cracked lining structure and provide guidance to the prevention and control of crack diseases,
which is significant to ensure the safety of tunnel operation.

1. Introduction

Tunnels are key nodes of road network, so the safety and
stability of tunnel structure is the important foundation to
guarantee the overall traffic capacity. However, due to the
discontinuity, heterogeneity, anisotropy, and other complex
characteristics of underground rock mass, it is difficult to
meet all requirements in design and construction. Given the
plain concrete lining structure lacks reinforcement skeleton
and its bending strength is inadequate, it is a commonplace
that “90% of the tunnels will have leakage and 100% of the
tunnels may have cracks,” and diseases such as cracking and
water seepage are very prominent [1–3] with the weakening
of material performance and the change of external envi-
ronment during operation. However, as the most common
disease and the manifestation of other disease problems, the
results of existing evaluation systems targeted to cracks such

as specifications, guidelines, and monographs are flawed
such as simplex indexes and insufficient consideration of
load-bearing characteristics. So, it is imperative to carry out
the research on cracked lining under multiple indexes and
extract the evaluation indexes and standards based on
mechanical principles so as to map out tunnel maintenance
plans and transition from an apparent state-determined way
to a load-bearing characteristic-determined way [4,5].

In the research of load-bearing capacity characteristics of
tunnel cracked lining structure, the causes of tunnel
structural diseases are various, presenting complex phe-
nomena and causing different degrees of consequences.
Model experiment and monitoring measurement are mainly
aimed at specific working conditions, and parameter reg-
ularity analysis mainly focuses on finite element calculation.
By establishing the physical crack model or setting the
contact relationship pattern at the crack position, the load-
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bearing capacity characteristics of cracked lining structure
under different load conditions such as plastic ground
pressure, loose ground pressure, and unsymmetrical pres-
sure, and the space scale conditions of different crack length,
width, depth, and location have been calculated and ob-
tained [5–7]. However, the finite element method has in-
sufficient mechanism in crack tip treatment and crack
propagation characteristics, which fails to reflect the crack
stability state of the cracked lining structure. 6e develop-
ment of algorithms such as extended finite element,
boundary element, and discrete element can provide more
powerful tools for the detailed study of the mechanical
characteristics of cracked lining. Particle flow is a kind of
discrete element, which identifies the contact state between
particles to calibrate the basic characteristics of a medium.
From the perspective of basic particle microstructure, it has
prominent advantages of direct-viewing and high efficiency
in the analysis and research of crack propagation [8–10].

In the classification evaluation of cracked lining struc-
ture, the most commonly used qualitative methods currently
are expert scoring method and fault tree analysis, while the
quantitative methods are fuzzy comprehensive evaluation
method, analytic classification method, and neutral network
method [11–13]. Methods such as expert scoring and ana-
lytic hierarchy process are simple, easy-to-operate, and are
themost commonly used. However, these methods are based
on the structural damage performance index, which is
greatly influenced by the subjectivity of experts and not
directly related to structural load conditions and load-
bearing safety, so the evaluation results fail to distinguish
structural damage from nonstructural damage of lining and
thus the methods mentioned above are unable to provide
guidance in disease treatment. 6e BP neural network has
the ability of self-adaptation, self-learning, nonlinear gen-
eralization, etc. which is widely used in tunnel construction
control, rock-soil deformation prediction, operation disease
evaluation, etc. [14–16]. Model experiment and numerical
simulation are carried out to obtain initial training data, and
the system associating the disease phenomena, load con-
ditions, and stability characteristics through the BP neural
network algorithm is established, which proves to be an
effective plan combined with the advantages of focused
calculation and generalized analysis.

6is paper, in response to the problem of lining crack
evaluation, uses a PFC particle flow calculation tool to
calibrate the calculation parameters through uniaxial
compression test and 1 :10 large-scale model experiment of
cracked lining first. On this basis, parameter analysis is
carried out to calculate the bearing stability state and de-
velopment trend of cracked lining structure under different
external effects such as different surrounding rock grades
and loading conditions, different design conditions such as
lining structure thickness, and different damage states such
as crack length, width, and depth, combined with the crack
indexes as well as the crack bearing stability and propagation
characteristics revealed by calculation results. 6e BP neural
network training data are obtained by the expert scoring
method; the tunnel lining crack classification software based
on the BP neural network kernel is developed by virtue of

Python programming. 6e project research combines the
advantages of the qualitative macro, detailed, and reliable
quantitative calculation of expert evaluation, which provides
a new way and idea for tunnel crack classification research.

2. Bearing Capacity Calculation Method for
Cracked Lining

2.1.CalibrationParametersofAxialCompressionTest. 6e key
to numerical simulation of particle flow depends on whether
the microparameters of interparticle are reasonably deter-
mined. However, given the uncertainty and complexity of
interparticle microparameters, there is still no uniform
formula to establish the corresponding relationship between
the interparticle microparameters and actual macro-
parameters of materials. 6e common method at present is
to change the micromechanical properties of particle units
and their aggregate fabrics, so as to approximate the mac-
romechanical response of materials. In this paper, according
to the parameter calibration process proposed by Cundall
[17,18], the uniaxial compression numerical simulation
experiment is applied andmultiple adjustments are made for
the microparameters of the model so as to align with the
macroproperties of the materials.

6e specific process of calibrating the microparameters
of C30 concrete material is as follows. In PFC, the contact
bond strength model is selected for the numerical uniaxial
test. 6e loaded specimens selected are the standard model
specimens adopted by the European Concrete Association
(CEB). 6e diameter of the cylinders is 152mm and the
height is 305mm. 6e calculation model is shown in Fig-
ure 1. 6rough trial calculation and calibration, the calcu-
lation parameters are shown in Table 1. Under this
condition, the stress-strain curve of concrete is shown in
Figure 2. 6e peak strain of concrete obtained by the
simulation test is about 0.0024, the ultimate strain is about
0.0035, and the compressive strength is about 23.7MPa,
which are consistent with the stress-strain curve of C30
concrete material. In the PFC parameter analysis of me-
chanical characteristics of cracked lining structure, C30
concrete calculation parameters adopt the values listed in the
table.

2.2. Model Experiment Verification. Loading structure
method is applied in PFC to calculate the load-bearing
capacity characteristics of cracked lining. To ensure the
reliability of the calculation results and verify the accuracy of
calculation, the load-bearing capacity characteristics of
cracked lining are studied in combination with the multi-
functional engineering test system for traffic tunnels.
According to the system dimensions, the dimensional
similarity ratio is taken as 1 :10, the lining section adopts the
section shape of a two-lane highway tunnel, with the lining
thickness taken as 40mm; the rock mass around the lining is
filled with grease to lessen the influence of boundary effect
and realizes vertical and horizontal uniform loading, with
applying load in steps to arrive at the thickness of 27m of
equivalent soil mass.
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6e calculation results of the model experiment and
the PFC simulation during the loading process are shown
in Figure 3. 6e monitoring results of vault settlement and
vault crack depth development are shown in Figures 4 and
5, respectively. In the loading process, the displacement
growth trends of the model experiment and the numerical
simulation remain the same, and the numerical values are
similar. In addition, the error between the test results and
the simulated structure is within 10%, which can be
considered that the values taken for the PFC parameters
and the simulation calculation can reflect the overall
bearing stability of the cracked lining structure in a real
scenario. In the loading process, the increasing trends of

crack depth at the top arch of the model experiment and
the numerical simulation maintain the same; the distri-
bution position and form of structural cracks under
simulation conditions are consistent with the results of the
model experiment, and the process of equivalent crack
depth propagation is similar to the final form. In the
loading process, the overall error between the model ex-
periment and the numerical simulation of vault crack
depth monitoring position is less than 18%, and the model
experiment results are relatively smaller. 6e main reason
is that the crack depth acquisition mainly depends on
manual measurement, which is limited by the accuracy and
difference of measuring instruments, and there are de-
tailed differences in the specific measurement points under
different loads. 6e measurement results of lining struc-
ture cracks are smaller than the actual situation. To sum
up, it can be considered that the PFC parameter values are
consistent with the simulation calculation and the actual
situation, which can reflect the crack propagation law of
lining structure under real conditions.

3. Mechanical Characteristics of Cracked Lining

3.1. Index Parameter Selection. 6e load-bearing capacity
characteristics of cracked lining structure are related to
external loads, structural parameters, and cracking
conditions.

Tunnel rock mass environment is complex, and external
load modes are various. For ease of calculation and analysis,
the surrounding rock grades are used during PFC parameter
analysis to comprehensively reflect the load conditions, and
the standard method is applied to calculate the load size.
Following the experience in tunnel design, the thickness of
plain concrete lining structure is normally 30 cm, 35 cm, and
40 cm, and in some old tunnels, the thickness may also be
45mor 50 cm, so the simulation parameters of lining
thickness are taken according to the gradient of 5 cm.

According to the investigation data of nearly 7000 cracks
in nearly 50 tunnels on the Shanghai-Chongqing Riverside
Expressway, more than 95% of the lining cracks are less than
10m as shown in Figure 6.6erefore, in the PFC calculation,
the cracked length parameters taken are 2.0m, 4.0m, 6.0m,
8.0m, and 10.0m. 6e distribution of lining cracks is ex-
tremely uneven, with more cracks in vault, followed by
hance, and then side wall in Figure 7.6erefore, five different
crack distribution forms, including vault, hance, side wall,
vault + hance, and vault + side wall, are taken in the PFC
simulation calculation. It is hard to set the initial crack width
in the PFC crack simulation calculation. Considering that
the crack width is the main manifestation index of crack
depth, so it is characterized by different crack depth ratios in
the calculation process. In terms of crack direction, given the
tunnel structure is dominated by bearing capacity and
protection in the circumferential direction, and the influence
of longitudinal crack-damage bearing is far greater than that
in the circumferential direction, so four angles are set in the
simulation calculation in Table 2.

In the table, H represents the width of the tunnel.

Figure 1: PFC uniaxial compression model.

Table 1: Model parameters.
Parameter Value
Particle radius (rad/m) 0.03∼0.05
Density (des/kg/m3) 2040
Equivalent elastic modulus of particles (GPa) 30
Coefficient of friction, fric 0.577
Stiffness ratio, kratio 2
Parallel bond tensile strength, pb_ten (Pa/m) 2.01e7

Parallel bond cohesion, pb_coh (Pa/m) 15e6
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Figure 2: Stress-strain curve of C30 concrete.
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3.2. ParameterAnalysis onLoadCondition (Lining9ickness).
6e crack depth in the hance is 250mm, and PFC2D is used
to calculate the crack propagation characteristics of the
lining structure under deep-buried load condition of dif-
ferent surrounding rock grades (the grade of surrounding
rock is determined according to the “Specifications for
Design of Highway Tunnels, Section 1, Civil Engineering”
(JTG 3370.1-2018), Grade III surrounding rock with a soil
column height of 2.7m, Grade IV surrounding rock with a
soil column height of 6.8m and Grade V surrounding rock
with a soil column height of 13.5m, Grade III surrounding
rock lining with a thickness of 30 cm, Grade IV surrounding
rock lining with a thickness of 40 cm and, Grade V sur-
rounding rock lining with a thickness of 50 cm). 6e sim-
ulation results are shown in Figure 8. Under the action of
different surrounding rock loads, when the structure
cracked, the derivative cracks are similar in position and
degree. Slight cracks appear in the vault, side wall, and the

middle of invert, and the inner and outer sides of cracks have
not been connected, or regional large-scale cracks have not
been formed, causing the overall instability or collapse of the
structure. It can be preliminarily judged that when the
surrounding rock condition is poor, the strengthening of the
lining structure design can partially offset the structural
adverse effects caused by the increased load, and the sur-
rounding rock grade exerts less influence on the mechanical
characteristics of the cracked lining in this type of sup-
porting structure.

Green represents intact lining structures, blue for tensile
cracks, red for shear cracks, and yellow for preset cracks.6e
calculation results remain the same for all subsequent
PFC2D.

3.3. Parameter Analysis on Cracked Position. For Grade V
surrounding rock with the lining thickness of 50 cm and the
crack depth of 3/4 h, when there exist different cracks in the

(a) (b) (c)

Figure 3: Schematic diagram of model experiment and numerical simulation.
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Figure 4: Monitoring diagram of lining displacement during
loading.
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Figure 5: Curve of lining vault depth propagation during loading.
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vault, hance, and side wall, the final PFC2D calculation
results of structural damage distribution are shown in
Figure 9. Under the action of vault cracks, the derivative
cracks are mainly tensile cracks, and there are secondary
cracks on both sides of the vault, the hance, the bottom of the
side walls, and the invert, forming a cluster of cracks in the
arch with a small number of shear cracks on the outside, and
the arch structure is likely to slide and fall. Under the action
of hance cracks, derivative cracks appear in the vault, the
hance, and the middle of the invert. 6e cracks are mainly
shear cracks, which are distributed both inside and outside
the vault and hance, and the structural risk is mainly the
collapse and falling of the lateral blocks where the cracks are
close to the arch. Under the action of side wall cracks, when
secondary tensile cracks appear in the arch and the opposite
side wall, shear cracks appear in the opposite side wall. 6e
structural risk lies in the damage to the arch wall on the
opposite side by cracks.

3.4. Parameter Analysis on Crack Depth. For Grade V sur-
rounding rock with the lining thickness of 50 cm, the PFC2D
calculation results of lining structure crack derivative state
under the action of different crack depths are shown in
Figure 10. Under the action of cracks at 1/4H of the vault,
there are secondary cracks in the vault, hance, and invert,
and the main types of cracks belong to tension crack. When
the crack depth increases to 2/4H, cracks occur at the bottom
of the side wall, and the type of the new cracks belongs to
tension crack. When the crack depth increases to 3/4H, the
number of cracks in the vault increases, and new cracks
occur in the left and right vaults. 6e main types of the new
cracks are attributed to tension crack, with shear cracks
existing in some areas outside the structure.6e difference in
tunnel crack depth may lead to the increase of the number
and distribution of secondary cracks in the structure, es-
pecially in the arch, where the risk of peeling, chip off-falling,
and even collapse is greatly increased.

3.5. Parameter Analysis on Crack Length. For Grade V
surrounding rock with the lining thickness of 50 cm, when
the crack depth is 3/4 h, PFC3D is used to calculate the
influence of different crack lengths on the load-bearing
characteristics of the lining structure. In the calculation
process, the longitudinal length of the structure is 10m,
which is the length of the lining structure of Model-1 tunnel.
6e simulation results are shown in Figure 11. When the
crack length is 5m, a small number of tensile cracks appear
in the arch of lining structure under the action of load. A
large number of arch tensile cracks appear when the crack
length increases to 6m. When the crack length increases to
7m, shear cracks begin to occur in the hance on the opposite
side. When the crack length increases to 8m, the cracks in
the hance on the opposite side penetrated. It can be con-
cluded that, if the tunnel Model-1 is taken as a load-bearing
unit and the crack depth is large, the structural stress is
closely related to the length.

Red represents the intact lining structure, green for
tensile cracks, blue for the shear cracks, and yellow for preset
cracks.6e calculation results are the same for all subsequent
PFC3D.

3.6. Parameter Analysis on Crack Direction. For Grade V
surrounding rock with the lining thickness of 50 cm, when
the crack depth is 3/4 h, the PFC3D calculation results of
lining structure crack derivative state under the action of
different crack directions (longitudinal and 45° oblique) are
shown in Figure 12. It can be seen that longitudinal cracks
have a greater impact on the load-bearing safety of the
structure by comparison and analysis of the distribution and
number of cracks. Under the action of longitudinal cracks,
structural damage occurs in the arch and arch walls on both
sides of the structure, and there exist both tensile and shear
cracks of derivative cracks, so the structural integrity is
relatively poor. Under the action of oblique cracks, the
structural derivative cracks are mainly distributed in the
envelope area of vault longitudinal direction and crack
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Table 2: Table for selection of influencing factors and calculation level of bearing capacity of cracked lining structure.
Factor

Level Surrounding rock
grade, R

Tunnel buried
depth, Ht

Lining thickness,
T (cm)

Cracked
position, P

Length, L
(m)

Width, W
(mm)

Depth,
D

Direction, A
(°)

1 III 0.5H 30 Vault 2.0 1.0 0 0
2 IV 1.0H 35 Hance 4.0 2.0 1/4 h 22.5
3 V 1.5H 40 Side wall 6.0 3.0 2/4 h 45
4 VI 2.0H 45 Vault + hance 8.0 4.0 3/4 h 67.5
5 — 2.5H 50 Vault + side wall 10.0 5.0 4/4 h 90

(a) (b) (c)

Figure 8: Crack-damage propagation characteristics of lining structure under different loads (thicknesses). (a) Grade III surrounding rock
(30 cm thick). (b) Grade IV surrounding rock (40 cm thick). (c) Grade V surrounding rock (50 cm thick).

(a) (b) (c)

Figure 9: Crack-damage propagation characteristics of lining structure at different crack positions. (a) Vault crack action. (b) Hance crack
action. (d) Side wall crack action.

(a) (b) (c)

Figure 10: Crack-damage propagation characteristics of lining structure under different crack depths. (a) Crack depth: 1/4H. (b) Crack
depth: 2/4H. (c) Crack depth: 3/4H.
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direction, and the influence of structural integrity is rela-
tively small.

4. Classification of Tunnel Cracks

4.1. BP Neural Network. BP neural network is one of the
most commonly used neural networks, whose full name is
the artificial neural network based on the error back
propagation algorithm [18]. 6e BP neural network is
composed of input layer, hidden layer, and output layer.
When the number of neurons in hidden layer is enough, the
BP neural network with a three-layer structure can well
approximate a discontinuous function with limited pa-
rameters. When there are i inputs, j hidden layer neurons,
and k outputs, the output of the hidden layer is

Pj � f 
i

wijxi − bj
⎛⎝ ⎞⎠, (1)

where wij is the connection weight between the input layer
and the hidden layer, the input variable, the threshold of the
hidden layer, and also the activation function of the hidden
layer. 6e S-shaped function is often used as the activation

function for the hidden layer, which is mainly divided into
log-sigmoid function and tan-sigmoid function. Although
both of them encounter the gradient disappearance, com-
pared with log-sigmoid function, tan-sigmoid output is
centered on 0 and converges fast. At the same time, tan-
sigmoid function has been successfully applied in the
nonlinear prediction [19]. 6erefore, this paper chooses tan-
sigmoid function as the activation function of the hidden
layer, and its expression is

ftan−sig �
2

1 + e
− 2t

− 1, (2)

where t is the input variable of the hidden layer. 6e output
of the output layer is

Sk � g 
j

wjkPj − bk
⎛⎝ ⎞⎠, (3)

where wjk is the connection weight of the hidden layer and
output layer, bk is the threshold of the output layer, and g is
the transfer function of the output layer. In this paper, the
linear function, purelin function, is selected as the transfer
function of the output layer, and its expression is

(a) (b) (c) (d)

Figure 11: Crack-damage propagation characteristics of lining structure under different crack lengths. (a) 5m long crack. (b) 6m long
crack. (c) 7m long crack. (d) 8m long crack.

(a) (b)

Figure 12: Crack-damage propagation characteristics of lining structure in different crack directions.
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gp � a, (4)

where a is the input variable of the output layer.

4.2. Parameters of BP Neural Network Variables. 6e load-
bearing characteristics of cracked plain concrete lining
structure mainly include two surrounding rock parameters
(surrounding rock grade R and tunnel buried depthHt), and
one lining structural dimension parameter (lining thick-
ness), and five crack information parameters (crack position
P, crack length L, crack width W, crack depth D, and crack
direction A). Due to the strong correlation between the
design thickness of lining structure and the surrounding
rock grade, the worse the surrounding rock condition is, the
thicker the structure is. According to the calculation and
analysis, the enhancement of corresponding structure
thickness design under different surrounding rock grade
conditions makes it able to resist the load increased by the
change of surrounding rock, and the ultimate crack-damage
bearing characteristics are similar. 6erefore, in BP neural
network training, the surrounding rock grade and lining
structure thickness are not considered as the amount of
training.

To sum up, the comprehensive evaluation of crack lining
performance is characterized as follows:

Px � f Ht, P, L, W, D, A( . (5)

4.3. Crack Classification Sample. 6e training data of the BP
neural network are mainly calculated from crack bearing
characteristics. 6rough modeling and calculation, the load-
bearing characteristics data of cracked lining under 471 sets
of working conditions are obtained. For each set of calcu-
lation results, they are divided into four grades according to
the degrees of influence, which are denoted as 1, 2, 3, and 4,
respectively.6e crackmeanings are the same as I, II, III, and
IV in Table 3. Combined with PFC numerical calculation
results and the expert scoring system, the initial data of the
471 lining crack conditions and the comprehensive rating
are determined. When the training data of the BP neural
network are sorted out, different tunnel depths are char-
acterized by 0.5, 1.0, 1.5, 2.0, and 2.5, respectively, vault,
hance, side wall, vault + hance, and vault + side wall are
characterized by 1, 2, 3, 4 and 5, respectively, and the relative
depths of cracks are characterized by 0, 0.25, 0.5 0.75, and
1.0, respectively. Due to the limits of textual length, some
parts of the training data are extracted after, as shown in
Table 4.

4.4. Data Set Division and Effect Evaluation

4.4.1. Data Division. In this paper, a BP neural network
model is established by using 471 sets of data samples.
6rough the stratified samplingmethod, the data are divided
into 10 parts according to the attributes of data source.6en,
Kennard-Stone algorithm is used to divide each part of data
into two parts according to the ratio of 4 :1. 80% of the

samples in each part are combined as the training set and
20% as the test set.

When using the model for training and testing, the
parameters are normalized to the interval of [0, 1], and the
final output value of the model is transformed into the actual
order of magnitude value through antinormalization. In the
setting of the network parameter, the number of iterations is
2000, the target accuracy is 1× 10−5, and the maximum
number of failures in the verification set is 200 (this pa-
rameter does not exist in the Bayesian regularization
algorithm).

4.4.2. Evaluation Indexes. Mean square error (E2) and
determination coefficient (R2) are used as evaluation
indexes:
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where n is the number of data samples; pi is the measured
value; Pi is the predicted value; and P is the average value of
measured data.

4.4.3. Number of Neurons. To compare the influence of
different neuron numbers and training algorithms on the
prediction performance of the BP neural network, L-M
algorithm, quasi-Newton algorithm, and Bayesian regula-
rization algorithm are used to compare the prediction
performance, and each training algorithm is used to predict
the hidden layer neurons at three levels (6, 7, and 8), re-
spectively. Among them, the middle level selection with 7
neurons in the hidden layer is based on the empirical for-
mula 2m+ 1, wherem is the number of neurons in the input
layer. In order to avoid the influence of network initial
weight and threshold randomness, each combination of BP
neural networks continuously runs for 10 times, and the 10-
time mean value of evaluation indexes is selected for eval-
uation. 6e predicted E2 mean values of the training set and
test set are shown in Figure 2.

It can be seen that, under the same training algorithm,
different numbers of hidden-layer neurons have an impact
on the prediction accuracy of the training set and the test set.
According to the comparison, the E2 of each training al-
gorithm is greater when the number of hidden layer neurons
is 6 and 8 than when the number of hidden layer neurons is
7. 6erefore, 7 is the optimal number of neurons in the
hidden layer, L-M algorithm, quasi-Newton algorithm, and
Bayesian regularization algorithm [20–22] shown in Fig-
ure 13, and it is used to carry out fitting process, having
achieved more optimal prediction performance. 6e E2
predicted for the training set is 2.021× 10−10, 2.378×10−10,
and 2.132×10−10, respectively, and the E2 predicted for the
test set is 1.512×10−10, 1.994×10−10, and 1.257×10−10,
respectively.
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4.4.4. Training Algorithm. When the number of neurons in
the hidden layer is 7, it can be seen from Table 5 that the R2

predicted by the three training algorithms for both the
training set and the test set is greater than 0.95, showing
good accuracy of prediction. 6e R2 for the training set and
the test set by the L-M algorithm is 0.958 and 0.982, re-
spectively. 6e prediction accuracy is higher than that by the
quasi-Newton algorithm and is slightly lower than that by
Bayesian regularization algorithm. Among them, the
Bayesian regularization algorithm shows the best prediction
performance, and the R2 for the training set and the test set
was 0.976 and 0.989, respectively. 6e Bayesian regulari-
zation algorithm which has adaptive regularization pa-
rameters can better avoid the underfitting and overfitting
issues in network training, and then guarantee the robust-
ness and generalization performance of the BP neural
network. In this paper, the Bayesian regularization algo-
rithm-based BP neural network with the hidden layer
neuron being 7 is established.

4.5. Crack Classification System. 6rough data training, the
BP neural network has been able to fit the classification
characteristics of cracked lining perfectly. During engi-
neering application, in order to facilitate practical operation
within the range of reliability requirements, the calculation
result grade of the BP neural network is judged according to
Table 3, and the bearing capacity and stability of cracked
structure gradually weaken from Grade I to Grade IV. If the
fitting result is within the table range, the expert system can
be introduced for comprehensive judgment. 6e judgment
data as the training data are updating continuously, thus

making the trained BP neural network dynamically optimal
so as to enable them to have both mechanical calculation
reliability and practicability of experience judgment.

6e training of the BP neural network requires pro-
fessionals to program, adjust, and update, and the demand
for professional knowledge is high, so there is difficulty in
wide application and popularization. In order to reduce the
learning difficulty and ensure the universality and feasibility,
a software for classifying cracked lining structure is devel-
oped on the basis of numerical calculation and BP neural
network training, as well as the features (such as light weight,

Table 3: Judgment of fitting result grade of the BP neural network.
Crack
grade

Fitting
result Engineering significance

I 0.8∼1.2 6e cracks are stable without growth

II 1.8∼2.2 6e degree of crack damage is deepening, but the cracks have not yet penetrated along the vertical and horizontal
directions. New cracks form in different positions

III 2.8∼3.2 New cracks form in different positions. Some cracks have penetrated, but there is no concentrative penetration
of multiple cracks.

IV 3.8∼4.2 Multiple cracks penetrate concentratively.

Table 4: BP neural network training sample data.
Simulation number Buried depth, Ht Cracked position, P Length, L (m) Width, W (mm) Depth, D Direction, A (°) Crack grade
1 0.5 1 6.0 3.0 0.5 0 2
2 2.5 1 6.0 3.0 0.5 0 4
3 1.5 3 6.0 3.0 0.5 0 1
4 1.5 5 6.0 3.0 0.5 0 4
5 1.5 1 2.0 3.0 0.5 0 1
6 1.5 1 10.0 3.0 0.5 0 3
7 1.5 1 6.0 1.0 0.5 0 2
8 1.5 1 6.0 5.0 0.5 0 4
9 1.5 1 6.0 3.0 0 0 1
10 1.5 1 6.0 3.0 1 0 4
11 1.5 1 6.0 3.0 0.5 45 2
12 1.5 1 6.0 3.0 0.5 90 1

. . .

471 1.5 1 6.0 3.0 0.5 0 3
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Figure 13: Comparison of E2 among different BP neural network
models (E2 is the average of 10 prediction results).
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high efficiency, and safety) of Python language. Users only
need to input crack detection data, and the classification
results can be output automatically. 6e system interface is
shown in Figure 14. 6rough continuous application, up-
date, and optimization, the classification software has al-
ready demonstrates good accuracy.

5. Discussion

6is study aims at crack classification and achieves the
accuracy and efficiency of lining crack classification by
taking PFC particle flow mechanics calculation as the basis
and making use of the BP neural network for training and
prediction, supplemented by the expert system to dynam-
ically optimize and adjust the high deviation results.
However, due to the following factors, which include the
reliability guarantee of using PFC particle flow to calculate
and analyze the cracked lining structure, the cause index
when calculating the cracked lining and the mechanical
characteristics of cracks in the reinforced concrete lining
structure is complicated, and further discussion and ex-
planation are elaborated separately as follows:

(1) Reliability guarantee of PFC calculation: compared
with traditional finite element analysis or extended
finite difference analysis, the selection of PFC cal-
culation parameters involves complex dynamic
calibration and optimization, which requires a long
adjustment process and a high use cost, so it is
relatively less applied. However, as a major challenge
affecting engineering safety, it is urgent to seek new
analysis ideas and obtain intuitive calculation results
to guide engineering disease prevention and control.
In addition, the significance far exceeds the cost

itself. Based on the existing mechanical test of
concrete specimen and the model experiment of
bearing characteristics of cracked lining, this project
conducts macrosimulation effect controls from both
aspects of material characteristics and structural
characteristics, thus ensuring the validity and reli-
ability of calculation parameters and calculation
results.

(2) Consideration of lining crack causes: the causes of
cracks in lining structure are the key external causes
that affect the crack state. However, due to the
characteristics of tunnel structure, most of the ge-
netic parameters, such as structural bias, stratum
dislocation, and hydrostatic pressure, cannot be
directly obtained by testing, which need to be refined
and judged by combining expert analysis. Too many
parameters may lead to extremely complex calcu-
lation and make it difficult to realize and control. In
this paper, taking the tunnel buried depth, sur-
rounding rock grade, and lining thickness as rep-
resentatives of external action and structural
strength, the crack length, width, depth, and direc-
tion as phenomenon indexes, the corresponding
relationship between the external action and the
internal response is established onmechanics. Due to
the strong correlation between the causes and
phenomena of diseases, the crack phenomena are
very different under different causes of diseases. If
the input parameters are contrary to the model as-
sumptions, the fitting results of the BP neural system
will deviate greatly from the training data, so expert
system intervention is adopted for constantly im-
proving and optimizing the neural network

Table 5: Average value of R2 predicted by different training data functions for 10 times.
Training algorithm Number of neurons in hidden layer Training set R2 Test set R2

L-M algorithm 7 0.958 0.982
Quasi-Newton method 7 0.947 0.953
Bayesian regularization algorithm 7 0.976 0.989

Figure 14: Crack classification system based on Python programming and neural network kernel.
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parameters, so as to dynamically consider the
complex conditions eventually.

(3) Consideration of cracks in reinforced concrete lining:
tunnel lining structure is mainly divided into plain
concrete and reinforced concrete. In early tunnel
construction, due to the inadequate economic de-
velopment, plain concrete is widely used. However,
due to the weak tensile capacity of concrete materials,
when the surrounding rock condition is poor, the
tunnel lining is prone to bending failure and shear
failure under the action of load, thus leads to a lot of
cracks in the early plain concrete structure.6at is the
reason why this study mainly focuses on plain con-
crete structure. For reinforced concrete structure, the
PFC particle flowmethod in the study of lining cracks
is still not mature, the numerical modeling and re-
duction of the cooperative bearing capacity with
different materials of steel and concrete are relatively
complex and involve more indexes and parameters.
6erefore, the research on the mechanical charac-
teristics and classification of cracks in reinforced
concrete structure is included in the next stage of
work, and the follow-up research will be carried out
continually upon the maturity of conditions.

6. Conclusion

6is study focuses on the difficult problem of tunnel crack
classification, taking plain concrete structure as the object,
using the PFC particle flow calculationmethod to calculate the
bearing capacity and crack propagation characteristics of
cracked structure under different load conditions, structural
conditions, and crack phenomena. 6e BP neural network
system based on mechanical calculation results has been
obtained through training. In this study, expert dynamic errata
mechanism is introduced and the software is programmed to
achieve accurate and efficient fracture classification.

6e specific research achievements are as follows:

(1) In this study, the axial compression test of C30 plain
concrete structure and the bearing capacity test of
cracked tunnel have been carried out. 6rough the
analysis and comparison of bearing capacity and
deformation characteristics, the calculation param-
eters of PFC are dynamically investigated. 6e errors
between the final simulation results of structural
displacement, crack depth, and the test results are
less than 10% and 18%, respectively, which proves
the feasibility of PFC in tunnel crack calculation and
the accuracy of parameter values taken.

(2) Based on the statistical analysis of diseases, practical
operation feasibility, and numerical simulation
analysis, a classification index system is proposed,
which takes the tunnel buried depth H as the load
characterization quantity, and the crack position P,
crack length L, crack width W, crack depth D, and
crack direction A as the disease characterization
quantities. Combined with the state of load-bearing
safety, crack stability, and expert system, the basic

data of lining crack classification based on me-
chanical characteristics are obtained.

(3) A neural network system using seven hidden layer
neurons and the Bayesian regularization algorithm is
obtained through the BP neural network artificial
intelligence prediction tool as well as the training and
verification of the basic data of mechanical calculation
results. An expert system errata mechanism is in-
troduced to target the high deviation prediction re-
sults, which realizes the dynamic optimization,
stability, and reliability of complex disease evaluation.
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To nondestructive semantic segment the crack pixels in the image with high resolution, previous methods often use sliding
window and the crack patches to train the FCNs, and then use the trained FCNs for crack recognition. However, the FCNs will
produce a higher proportion of false crack predictions with messy distributions in the high-resolution image. A CNN-to-FCN
method is proposed to solve this problem.,e CNN is trained by all the patches for large-scale crack and background recognition,
and the screened crack predictions are then segmented by the FCN. A real-world concrete dam surface crack image database is
firstly established to verify the improved method. ,e results indicated that (1) the improved method can extremely avoid the
higher proportion of false crack predictions and their messy distributions in the high-resolution image through the full utilization
of background patches and large-scale background recognition; (2) the ResNetv2 backbone and DeepLabv3 architecture rec-
ommended by the improved method can be further modified by reducing the bottleneck channels and adding a DUC module to
achieve better performance; (3) the improved method can also reduce the prediction time when the image has low proportion of
crack patches, which becomes more practicable for the engineering applications.

1. Introduction

Dam safety monitoring is one of the most important tasks in
reservoir project management. ,e “monitoring” includes
not only the instrument observation and analysis of the fixed
measuring points [1, 2] but also the visual inspection and
instrument exploration on the dam. ,rough monitoring,
the abnormal state of the dam can be discovered and dealt
with in time to avoid serious consequences.

Crack detection plays a vital role in dam safety moni-
toring. ,e crack occurs on the concrete dam since the
construction stage. Some cracks are beneficial, such as the
artificial crack which is used to prevent the hydration heat
temperature crack. Some cracks are harmful, which can
decline the dam concrete strength or format leakage passage.
Manual inspection is a traditional way to detect cracks.
However, the vast space of the dam will limit the inspection
scope and lead to time-consuming and inefficient.

Moreover, the crack detail and developing process are dif-
ficult to track and evaluate.

Automated crack detection with computer vision
method is an effective way to replace manual inspection. In
the past, researchers often adopted image processing, edge
detection, and morphological operations to detect crack
[3–9]. For dam concrete, Fan Xinnan et al. [10] uses local-
global clustering analysis and the image processing method
to identify the visual detection of underwater dam surface
cracks.,ese methods have been proved to be useful in some
situations, such as bright characteristics, high contrast, less
noise, and strong continuity of crack. However, they may
not be applicable to the dam concrete surface with diverse
background texture, various types of noise, and irregular
crack distribution (Figure 1(b)).

In recent years, a more powerful image recognition and
detection technology based on the convolutional neural
network (CNN) has been proposed by Lecun et al. [11], and
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(a)

Figure 1: Continued.
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then shows excellent potential in dealing with these complex
scenarios above. To further classify the image in pixel level,
Long et al. [12] proposed a specific CNN named the fully
convolutional network (FCN). ,e basic FCN model is then
developed by some optimized backbones and algorithms,
including decoder variants and integrating context knowl-
edge, such as the SG-net, U-net, and DeepLab [13].
Meanwhile, the crack detection techniques based on CNN or
FCN have already applied in various civil structures such as

the bridges, roads, buildings, highways, and tunnel, and
proved to be a more efficient way than the previous methods.

For classification tasks, Dorafshan et al. [14] compare the
performance of common edge detectors and deep con-
volutional neural networks (AlexNet DCNN) for image-
based crack detection in concrete panels. Hongyan Xu et al.
[15] use the techniques of atrous convolution, atrous spatial
pyramid pooling (ASPP) module, and depthwise separable
convolution to improve the traditional CNN, and the bridge

(b)

Figure 1: ,e crack patches from high-resolution images of dam surface: (a) simple cracks; (b) intricate cracks.
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crack dataset is established to verify the proposed model.
Umme Hafsa Billah et al. [16] propose the ResNet to detect
cracks of various roads, highways, and bridge decks at
different times of the day and for different light orientation
conditions. With the ResNet-based classifier, Chen Feng
et al. [17] use AL to reduce the number of civil infrastructure
surface images required for annotation and thus reduce the
effort and cost of annotation by domain experts. Meanwhile,
the backbones of VGG and GoogLeNet are also used to
detect concrete crack [18–20].

For pixel-level classification tasks, Jianming Zhang et al.
[21] use FCN and dilated convolution to detect cracks from
various campus buildings. Zhenqing Liu et al. [22] propose
U-Net to detect the concrete cracks of campus buildings.
Allen Zhang et al. [23] developed a CNN architecture
without pooling layers named CrackNet for automated
pavement crack detection on 3D asphalt surfaces. Weidong
Song et al. [24] usedmultiscale dilated convolutional module
for automated pavement crack detection. Yupeng Ren et al.
[25] used techniques of dilated convolution, spatial pyramid
pooling, skip connections, and an optimized loss function
for concrete crack detection in tunnels. For backbones, the
VGG, DenseNet, and ResNet are frequently used to detect
pixel-wise concrete crack [26–28].

In this study, we establish a crack image database of dam
concrete surface for the first time. A high-resolution camera
acquires these images. However, the high-resolution image
is inappropriate as the FCN input directly due to the limited
calculating conditions such as GPU memory. To pursuit the
speed, a destructive way is to shrink the image size, but it will
reduce the accuracy, especially for the small pixel width of
cracks, as shown in Figure 1(b). A nondestructive solution is
to apply the sliding window to divide the high-resolution
image into small patches to fit the input size of FCN.
However, previous FCNs only adopt the crack patches to
alleviate the category imbalance and extensive computation,
which has a small percentage of all the patches. Frustratingly,
it will produce a higher proportion of false crack predictions
with messy distributions in the high-resolution image
prediction.

,erefore, we provide a CNN-to-FCN nondestructive
semantic segmentation method to solve the problem above.
,emethod firstly adopts sliding window and CNN to locate
the crack approximately and then uses FCN to segment the
crack predictions. CNN and FCN are trained separately by
different datasets.,e CNN trains the crack and background
patches to ensure the background information is fully uti-
lized, while the FCN trains only the crack patches.

,e contributions of this paper mainly include five as-
pects, as follows:

(1) Propose a CNN-to-FCN nondestructive semantic
segmentation method for dam crack detection

(2) Apply the ResNetv2 backbone and the DeepLabv3
architecture for dam crack semantic segmentation

(3) Crop the ResNetv2 backbone bottleneck channels to
accelerate networks and improve their performance

(4) Propose the dense upsampling convolution (DUC)
in the upsampling stage of DeepLabv3

(5) Establish a concrete dam crack dataset (Dam-
CrackDataset) for the first time

,e content of this paper is described as follows: Section
2 demonstrates the basic CNN and FCN, the mainstream
backbone ResNet and the DeepLab architecture, and the
DUC module. Section 3 introduces our improved nonde-
structive semantic segmentation method and improved
model for concrete dam crack detection. ,e Dam-
CrackDataset is established to verify the performance of
different methods and models in Section 4. Finally, Section 5
concludes this article.

2. CNN and FCN

2.1. Basic CNN and FCN. ,e basic CNN consists of three
parts: the input layer, convolution layers, and pooling layers,
and a fully connected multilayer perceptron classifier. Con-
volution and pooling operations can greatly simplify model
complexity and reduce model parameters. ,e basic CNN is a
feature extractor with the advantage that human engineers do
not need to design multiple layers of features. Compared to
the standard feedforward neural networks, CNN has better
learning and adaptive ability due to its unique designs.

,emain function of the convolution layer is to convolve
the convolution kernel with the input data of the upper layer,
in which the convolution kernel in the convolutional layer is
applied to feature extraction. It can also reduce the con-
nection between different layers to prevent overfitting and
toomany parameters.,e next layer output can be expressed
as follows:

y(i, j) � 
M

m�1


N

n�1
x(i + m − 1, j + n − 1)k(m, n),

i � 1, 2, . . . , p, j � 1, 2, . . . , q,

(1)

where y(i, j) is the element of the output matrix ywith order
p × q; x(i + m − 1, j + n − 1) is the element of the input
matrix x with order p × q; and k(m, n) is the element of the
convolution kernel k with order M × N.

,e pooling layer divides the input data into multiple
nonoverlapping regions, and take the maximum value
(maximum pooling) or average value (average pooling) of
each region. It can eliminate noncritical feature samples,
thus improving the training efficiency and estimation ac-
curacy, and the pooling formula is

y′ � max
R

(y) or mean
R

(y), (2)

where R is the pooling region.
,e fully connected layer expands the two-dimensional

data passing through the convolution layer and pooling layer
into one-dimensional data. It can be expressed as follows:

o � f wTc + b , (3)
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where w is the connection weight vector; c is the expanded
one-dimensional data; b is the bias; o is the output; and f is
an activation function which can enhance the network’
nonlinear characteristics. For example, rectified linear unit
(ReLU) is a popular activation function which can activate
the neurons of the neural network sparsely and can be
expressed as follows:

ReLU(y(i, j)) �
y(i, j), y(i, j)> 0,

0, y(i, j)≤ 0.
 (4)

,e difference between FCN and CNN is that FCN
converts the fully connected layer of CNN to the convolution
layer.,e converted convolution layer adopts upsampling to
make the output to be the same size as the input image,
which can achieve pixel-level prediction and retaining the
original input space information of images.

2.2. ResNet Backbone. ,e ResNet backbone [29, 30] is put
forward to solve the problem that deeper networks are
more challenging to train. ,is kind of network is equiv-
alent to add a new channel of the input so that the input can
reach the output directly. ,en, the optimization objective
changes from the original output H(x) to the residual
between the H(x) and input x. ,e ResNet backbone shows
excellent characteristics in precision and convergence by
using an extremely deep network. ,e ResNet series have
two versions named ResNetv1 and ResNetv2 (Figure 2).
ResNetv2 adopts the identity after-addition activation to
make information propagation smoother. ,e asymmetric
after-addition activation is equivalent to constructing a
preactivation residual unit. In this study, the ResNetv2
model is adopted.

2.3. DeepLab Architecture. DeepLab series [31–34] are se-
mantic segmentation deep learning models developed from
FCN model. ,ere are two technical hurdles in the appli-
cation of basic FCN model: downsampling and spatial in-
variance. ,e downsampling method will reduce the
resolution, especially at the high-level layers. ,e spatial
invariance means that obtaining object-centric decisions
from a classifier requires invariance to spatial transforma-
tions, inherently limiting the spatial accuracy. DeepLabv1
employs the atrous convolution algorithm and conditional
random field (CRF) to address the downsampling and the
spatial invariance, respectively. DeepLabv2 uses atrous
spatial pyramid pooling (ASPP) to robustly segment objects
at multiple scales. To encode multiscale information,
DeepLabv3 proposes a cascaded module and an improved
ASPP module. ,e cascaded module gradually doubles the
atrous rates, and the improved ASPP module augmented
with image-level features probes the features with filters at
multiple sampling rates and effective field-of-views. Deep-
Labv3+ extends DeepLabv3 by adding a simple yet effective
decoder module to refine the segmentation results, especially
along object boundaries. For backbone, DeepLabv1 is
constructed by VGG-16. DeepLabv2 and DeepLabv3 use the
ResNet. DeepLabv3+ adopts the ResNet and Xception.

3. Improved Method and Model

3.1. CNN-to-FCN Method. ,e flowchart of our CNN-to-
FCN nondestructive semantic segmentation method is
shown in Figure 3 and demonstrated as follows:

(i) Step 1: get high-resolution images of dam concrete
surface. ,e images are then manual labelled by
pixel level.

(ii) Step 2: use the sliding window to get the image
patches and their annotations. Meanwhile, the
patches can be augmented, but the annotations
should be nondestructive for FCN. For CNN, an-
notation of each patch should be further used to
generate a new global crack dichotomy annotation.
For FCN, the pixel-level annotations are used
directly.

(iii) Step 3: split the patches into training, validation,
and test patches. ,e training patches are applied to
train the model, while the validation patches are to
choose the best parameters. ,e test patches are
used to estimate the performance of the model.

(iv) Step 4: train and optimize CNN using the training
and validation patches, including crack and back-
ground patches.

(v) Step 5: train and optimize FCN using the training
and validation patches, including only the crack
patches.

(vi) Step 6: predict the test patches and judge whether
each patch is crack by using the trained CNN.

(vii) Step 7: classify the crack predictions according to
Step 6 on pixel level by using the trained FCN.

Significantly, previous methods only train and test the
crack patches, while the improved method trains the crack
and background patches to fully utilize the background
information. ,e large-scale background recognition by the
improved method can make us focus on the fewer crack
patches of the high-resolution image, thus avoiding the
messy distributions of false crack predictions.

3.2. Improved Model. In this study, we use the ResNetv2-50
backbone and integrate a dense upsampling convolution
(DUC Figure 4) module proposed by Wang et al. [35] into
DeepLabv3 architecture (Figure 5) because the DUC op-
eration can be naturally integrated into the DeepLabv3,
makes the whole encoding and decoding process end-to-end
trainable, and only increases the FLOPs by a small amount.

At the stage of upsampling, the DeepLab series models
often used the bilinear interpolation method. As most of the
width pixels of cracks are fewer than 4 pixels in our
DamCrackDatabase, the bilinear interpolation will more
likely miss the fine-detailed information of crack when the
downsampling rate is less than 1/4. DUC is more effective
than the bilinear interpolation method, and the deconvo-
lution method used by the basic FCNmodel. ,e key idea of
DUC is to transform the whole label map into a smaller label
map with multiple channels. At the upsampling stage, DUC
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only needs to reshape the output feature map into the whole
label map.

ResNet is invented to deal with the large datasets, such as
the ImageNet [36]. However, our DamCrackDatabase is a
relatively smaller dataset which may not need many

parameters to learn. ,erefore, we cut the bottleneck
channels of ResNetv2-50 in half (named ResNetv2-50 s) to
reduce the learning parameters and accelerate the com-
puting speed. As shown in Table 1, the FLOPs of ResNetv2-
50 and DeepLabv3-DUC are shortened about three times as
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Figure 2: ResNetv1 and ResNetv2 units. ,e units consist of the same components, while the orders are different. (a) ResNetv1.
(b) ResNetv2.
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Table 1: Different backbones and architectures and their FLOPs.

Layer
name

Output
size

ResNet
v2-50

ResNet
v2-50 s

DeepLabv3-DUC
ResNetv2-50

DeepLabv3-
DUC+

ResNetv2-50 s

conv1 112×112 7× 7, 64, stride 2
3× 3 max pool, stride 2

conv2_x 56× 56
1 × 1, 64
3 × 3, 64
1 × 1, 256

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3

1 × 1, 32
3 × 3, 32
1 × 1, 128

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3

1 × 1, 64
3 × 3, 64
1 × 1, 256

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3

1 × 1, 32
3 × 3, 32
1 × 1, 128

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3

conv3_x 28× 28
1 × 1, 128
3 × 3, 128
1 × 1, 512

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 4

1 × 1, 64
3 × 3, 64
1 × 1, 256

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 4

1 × 1, 128
3 × 3, 128
1 × 1, 512

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 4

1 × 1, 64
3 × 3, 64
1 × 1, 256

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 4

conv4_x 14×14
1 × 1, 256
3 × 3, 256
1 × 1, 1024

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 6

1 × 1, 128
3 × 3, 128
1 × 1, 512

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 6

1 × 1, 256
3 × 3, 256
1 × 1, 1024

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 6

1 × 1, 128
3 × 3, 128
1 × 1, 512

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 6

conv5_x

7× 7
1 × 1, 512
3 × 3, 512
1 × 1, 2048

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3

1 × 1, 256
3 × 3, 256
1 × 1, 1024

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3

1× 1 Average pool, 2-d fc, softmax

conv5_d 14×14
1 × 1, 512
3 × 3, 512
1 × 1, 2048

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3

1 × 1, 256
3 × 3, 256
1 × 1, 1024

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 3

conv6_d 14×14 [1 × 1, 256]

[3 × 3, 256] × 3
[1 × 1, 256]

[3 × 3, 256] × 3
1× 1 [1 × 1, 256] [1 × 1, 256]
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before when using the ResNetv2-50 s backbone. Further-
more, our experiments will demonstrate that the improved
backbone and architecture can achieve better performance.

We have also considered the U-Net and DeepLabv3+
architectures. ,e U-Net is proved to be an effective way to
detect concrete crack [22]. However, its training set is less
than 1× 102, and the VGG-16 backbone has the FLOPs of
1.54×1010, which is about 15 times more than our proposed
model’s FLOPs (1.04×109) by adopting the same input size.
,at is time-consuming and unacceptable to train our data
over 5×104. ,e DeepLabv3+ with ResNetv2-50 s backbone
is used for comparison in Table 2.

4. Experiments and Results

We collected 344 images of cracks from a concrete arch dam
surface at different elevations. ,ese images with the reso-
lution of 3456× 4608 are labelled on pixel level by domain
experts and then cut into 224× 224 resolution patches using
the sliding windowwith a stride of 112.We assign each patch
a crack label if its centring 200× 200 region contains at least
one pixel. Otherwise, patches are labelled as background.
Meanwhile, the crack patches are augmented by rotating the
angle to 90, 180, and 270 degrees. Finally, we get 484092
patches including 402796 background patches and 81296
crack patches with the ratio about 5 :1. For CNN, all the
patches are divided into training, validation, and test data
with the ratio of 4 :1 :1, respectively. For FCN, we only use
the crack patches in the training, validation, and test data,
and these data are also set as the ratio of 4 :1 :1, respectively.

For the two networks, the initial learning rates are both
set as 0.001 and the Adam updater which designs an in-
dependent adaptive learning rate for different parameters by
calculating the first-order moment estimation and the
second-order moment estimation of the gradient is used. It
is very robust and usually converges quickly and gives pretty
good performance and the hyperparameters β1� 0.9,
β2� 0.999, and ε� 10e − 8 [37]. ,e weight decay to use for
regularizing the model is set 10e − 5 to prevent overfitting.

,e batch normalization (BN) parameter is set ε� 10e − 6
[38], which is a small constant to prevent division by zero
when normalizing activations by their variance in BN.

All these algorithms are implemented using TensorFlow
(v1.14.1), and used in their original version and performed
via a laptop (CPU: Intel i9 9900K @ 3.6GHz, RAM: 32GB,
GPU: Nvidia GeForce RTX 2080). ,e class-balanced cross-
entropy loss function is used in equation (5) to alleviate the
category imbalance:

Loss � − αy logy′ − (1 − α)(1 − y)log 1 − y′( , (5)

where α � (Y+/Y) and 1 − α � (Y− /Y); Y+ and Y− denote
the crack and background label sets, respectively; y denotes
the positive and negative label; and y′ denotes the output
probability.

,e performance indexes are as follows:

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

F �
1 + β2 ∗Recall∗ Precision

Recall + β2 ∗Precision
,

(6)

where TP denotes the true positive predictions; FP means
the false positive predictions; FN denotes the false negative
predictions; F score measures the weighted harmonic mean
of Precision and Recall; and β is a weighted factor.

When focusing on the Recall, the β is set larger than 1,
while focusing on the Precision, the β should be smaller
than 1. We increase the Recall to obtain the TP predictions
from the true positive labels as many as possible at the
CNN stage. So, the β is set as 2. For CNN, we use the
indexes to value all the patches. For FCN, we use the above
indexes to estimate each patch, and their mean indexes to
value all the patches. If each patch’s Precision or Recall is

Table 1: Continued.

Layer
name

Output
size

ResNet
v2-50

ResNet
v2-50 s

DeepLabv3-DUC
ResNetv2-50

DeepLabv3-
DUC+

ResNetv2-50 s

conv7_d 14×14 [1 × 1, 256] [1 × 1, 256]

14×14 [1 × 1, 512] [1 × 1, 512]

DUC 224× 224 Reshape, 14×14× 512 to 224× 224× 2,
softmax

FLOPs 3.87×109 [33] 1.04×109 8.72×109 3.08×109

Table 2: mIoU index of FCNs on validation crack set.

Model name FCN architecture Backbone Bath size Max mIoU Total epoch Relative/absolute training time
A DeepLabv3 ResNetv2-50s 30 0.27 400 1.00x/59 h
B DeepLabv3-DUC ResNetv2-50s 30 0.57 + 111.1% 400 1.04x/61 h
C DeepLabv3+ ResNetv2-50s 30 0.56 + 107.4% 400 1.73x/102 h
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Figure 6: CNN loss and F during training and validation: (a) loss; (b) F.

Table 3: F index of different CNN backbones on validation set.

Model name CNN backbone Bath size Max F Total epoch Relative/absolute training time
I ResNetv2-50 50 0.87 60 1.00x/49 h
II ResNetv2-50s 50 0.88 + 1.1% 60 0.43x/21 h
III ResNetv2-50s 50 0.86 –1.1% 60 0.29x/14 h
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Figure 7: FCN loss and mIoU during training and validation: (a) loss; (b) mIoU.
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(a) (b) (c) (d) (e)

Figure 8: Different models’ prediction results on test crack set: (a) original patch, (b) labelled patch, (c) model A, (d) model B, and (e) model
C.

Table 4: Indexes of ONLY-FCN and CNN-FCN by different thresholds on test set.

Method name Model II threshold Model B
threshold

Model II Model B Relative/absolute prediction
time per patchTP FP TN FN mR mP mIoU

ONLY-FCN

— 0.999 — 29227 — — 0.188 0.865 0.182

1.00x/7.9ms

− 76.4% +33.5% − 66.7%
— 0.99 — 40719 — — 0.408 0.806 0.370

− 48.7% +24.4% − 32.4%
— 0.9 — 54502 — — 0.645 0.729 0.514

− 18.9% +12.5% − 6.0%
— 0.5 — 69316 — — 0.795 0.648 0.547

CNN-FCN

0.001 0.5 13496 56779 10364 43 0.795 0.648 0.547 1.42x/11.2ms+0.0% +0.0% +0.0%

0.01 0.5 13410 41299 25844 129 0.795 0.648 0.548 1.22x/9.6ms+0.0% +0.0% +0.2%

0.1 0.5 12885 10988 56155 654 0.798 0.649 0.550 0.84x/6.6ms+0.4% +0.2% +0.5%

0.5 0.5 12151 2851 64292 1388 0.801 0.650 0.552 0.73x/5.8ms+0.8% +0.3% +0.9%
CNN — — — — — — — — — 0.53x/4.2ms
TN denotes the true background predictions.
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Figure 10: Continued.
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incomputable, then the patch is not taken into account,
respectively.

For FCN, we also add the common index as follows:

mIoU �
1

M


M

m�1

TP
TP + FP + FN

, (7)

where M denotes the number of patches which are
computable.

,e CNNs are trained for 60 epochs. Observing the
curves in Figure 6(a), the loss decreases gradually on the
training set, while the validation set converges after about
the 20th epoch. As shown in Table 3 and Figure 6(b), model II
changes the backbone of model I to ResNetv2-50 s, and
obtain the best F and saves more than half of the training
time. Model III cut the bottleneck channels of ResNetv2-50
to a quarter (named ResNetv2-50 s) and obtain the worst F,
which shows that the bottleneck channels cannot be cut too
much. ,erefore, we finally choose the ResNetv2-50 s as the
backbone for the next FCNs.

,e FCNs are trained for 400 epochs because we found
that model B and model C need more time to obtain a better
mIoU (Table 2 and Figure 7(b)). As can be seen from
Figure 7, the loss and mIoU of model A converge the most
quickly than model B and model C on both the training and
validation sets. Model B substantial increases the mIoU
more than 110% by adding the DUC module, and shows the
best prediction performance on the test crack set (Table 2

and Figure 8). Model C is themost time-consuming over 100
hours, and its mIoU is worse than model B.

Significantly, the loss in model B has the poorest con-
vergence performance than model A and model C after
about the 250th epoch, which shows that the loss function
may not be the best training way to achieve a better mIoU.

,resholds are vital parameters to tune the models’
indexes. To compare the distributions of false crack (FP)
predictions by using the methods ONLY-FCN and CNN-
FCN (our improved method), we assign each patch pre-
dicted by model B and model II FP if its region contains at
least one FP pixel. As shown in Table 4, the threshold of
model B can be applied to reduce the FP and increase the
mean Precision (mP) for method ONLY-FCN. However, it
will reduce the mean Recall (mR) and mIoU at the same
time.,e threshold of model II can be applied to reduce the
FP more efficiently than the threshold of model B. As the
FN growth rate is much less than the rate of FP decline, and
the mR and mIoU rise by the increase of the model II
threshold without loss of mean Precision (mP). ,erefore,
we can coordinate the FP and FN by tuning the threshold of
model II to adapt to different requirement on recognition.
Meanwhile, we use the index as follows to evaluate model II
FP distribution:

DFP �
FP

TP + FP + TN + FN
. (8)

For prediction time-consuming, we can conclude the
function as follows:

(c) (d)

Figure 10: Different methods for high-resolution image nondestructive sematic segmentation: (a) original image, (b) labelled image, (c)
ONLY-FCN, and (d) CNN-FCN.
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TFCN � tFCNN,

TCNN− FCN � tCNNN + tFCNNcp,

Rtime �
TCNN− FCN

TFCN
�

tCNN

tFCN
+

Ncp

N
,

(9)

whereTCNN− FCN andTFCN denote the time-consuming on all
the patches using the methods CNN-FCN and ONLY-FCN,
respectively; tCNN and tFCN denote the time-consuming on
each patch using CNN and FCN, respectively; N represents
the number of all the patches; Ncp represents the number of
crack predictions from model II; and Rtime denotes the ratio
of TCNN− FCN to TFCN.

For our proposed model, the (tCNN/tFCN) is 0.53
(Table 4), so if the (Ncp/N) is smaller than 0.47, our CNN-
FCN method can reduce the prediction time-consuming.
Note that the test set has a low proportion of crack patches
(about 15%) and the crack predictions (TP + FP) can be
controlled in a close range. As we have augmented the
crack patches, for the real-world dam surface, the crack
patches will have a lower proportion. ,erefore, our
improved method will reduce the prediction time, which
becomes more practicable for the engineering
applications.

,e Rtime and DFP are used to estimate all the 344 images.
,e thresholds of model II and model B are set 0.1 and 0.5,
respectively. As shown in Figures 9 and 10, our proposed
method CNN-FCN can reduce the prediction time to 76% as
before and extremely eliminate the messy distribution of FP
from 84% to 15%.

5. Conclusions

Image with high resolution can acquire more information
and ensure clarity when the camera frame is enlarged. It is
beneficial for the dam with wide spaces and small width of
cracks which are hard to discover.

To nondestructive segment the dam surface crack pixels
of the image with high resolution, this study proposed a
CNN-to-FCN method. Comparing with the previous
FCNs, our method can extremely avoid the higher pro-
portion of false crack predictions and their messy distri-
butions in the high-resolution image through the large-
scale background information recognition by CNN. ,e
improved method also makes the computer easy to get the
primary information of dam surface crack and achieve
better mIoU than previous FCNs. A few true crack patches
are missed at the CNN prediction stage, which should be
controlled in a reasonable range by tuning the threshold.
Meanwhile, the improved method can also reduce the
prediction time when the image has a low proportion of
crack patches, which becomes more practicable for the
engineering applications.

To obtain better results, we also modify the ResNetv2
backbone and DeepLabv3 architecture by reducing the
bottleneck channels and adding a DUC module. ,e results
indicated that the modified model is efficient and dramat-
ically increases the mIoU on dam crack recognition.

Note that our proposed method is universal. However,
for a deep learning model, both data and model selection
affect the final performance. We have augmented the data
from the 344 images to improve the deep learning model’s
generalization ability. Meanwhile, we proposed an improved
model for nondestructive semantic segmentation. However,
more data from different dam scenarios will be more rep-
resentative. We need to collect more representative data to
verify and further improve our proposed model in the
future.

Finally, the DamCrackDataset is established for the first
time and can be found in https://figshare.com/articles/
DamCrackDataset_crack_encrypted_zip/12362159 for fur-
ther study on concrete dam surface crack detection.
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.e experiments on the structural mechanics of asphalt pavement were carried out by the digital speckle correlation method
(DSCM). .e digital speckle correlation method is used to collect experimental data. .e displacement and strain values of each
layer of the asphalt pavement structure are analyzed. .e research showed that (1) the digital speckle correlation methods could
accurately observe the displacement value and the strain value of the pavement structure. (2) .e stress state of the pavement
structure was greatly influenced by the interlayer effect. .e vertical displacement changed suddenly between layers. .e
concentration phenomenon of the tension-compression strain and the shear strain appeared between layers. (3) .e overloading
situation seriously worsened the overall stress state of the pavement structure, especially at the bottom of the asphalt top layer and
lower layer and at the top of the cement-stabilized crushed stone. .e research results are of great significance to the structural
design of heavy-duty roads.

1. Introduction

Vehicle load is the main factor affecting the service life of
asphalt pavement and causing damage to pavement struc-
ture. .e research on the mechanical properties of asphalt
pavement structure under different load conditions mainly
includes numerical simulation, theoretical calculation, and
experimental research.

In terms of finite element numerical simulation, Liu et al.
[1] used the BISAR3.0 numerical calculation software to
calculate the stress and displacement under the contact of
different base and surface layers of the asphalt pavement
structure. Gao [2] established a dynamic finite element
calculation model under traffic load to explore the rela-
tionship between subgrade dynamic response and influ-
encing factors. In terms of theory, Xu [3, 4] and Zhang [5]
established a vertical-coupled dynamic model of heavy-duty
vehicle-road-subgrade. .ey studied the dynamic interac-
tion of moving heavy-duty vehicles, road structure, and
subgrade under the excitation of road roughness. Mao et al.
[6] established a theoretical model of mechanical friction
strength between asphalt pavement layers based on fractal

theory and analyzed the mechanical friction strength
characteristics of the asphalt pavement with different
grading structure layers. In the aspect of experimental re-
search, Zhou et al. [7] obtained the change of strain between
layers of the same material and different materials through
the experiment of small-size interlayer bonding and ana-
lyzed the influencing factors of the interlayer strain con-
duction of the asphalt pavement. Wang [8] designed a full-
scale pavement loop test to study the structural design and
verification direction of more than ten kinds of typical
pavement structures and explored the relationship between
the mechanical properties of asphalt pavement and different
materials. Wu [9] conducted a four-point fatigue bending
test of the trabecular beam of the asphalt mixture. Xu et al.
[10] used shear test and pull-out test to evaluate and rank the
performance of five adhesive layer materials in terms of
temperature change, freeze-thaw cycles, and adhesive layer
oil aging. Chen et al. [11] used shear stress and pull-out stress
testing equipment to test the maximum stress of the test
samples and compared the asphalt pavement formed after
the pits were treated on the semirigid cement-stabilized
gravel base with the traditional interlayer treatment
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methods. Safavizadeh et al. [12–14] verified the reliability of
DIC technology in the fatigue and fracture testing of asphalt
concrete.

Limited by the means of measurement and testing, the
test mainly uses buried pressure box, asphalt strain gauge,
and axis gauge. Although these test methods can reflect the
overall stress status of the pavement structure, there are
some unfavorable factors such as the limited number of
layout points, the inconvenience of the test originals, and the
high accuracy of the test quality.

Aiming at the above problems in the experimental re-
search, this paper uses the new digital speckle observation
correlation method (DSCM) to test the mechanical prop-
erties of asphalt pavement structure under different loading
conditions.

2. Basic Principles of Digital Speckle
Correlation Methods

.e digital speckle correlation method (DSCM) was inde-
pendently proposed by Yamaguchi [15] in Japan and Peter

and Ranson et al. [16] in the United States in the early 1980s.
It mainly uses optical observation and postimage processing.
.is method has the advantages of global observation, ad-
justable range accuracy, noncontact mode, easy operation,
and reliable data.

2.1. Correlation Function of Digital Speckle. In graphics
processing, grayscale is the carrier of graphics data (grayscale
is the speckle field formed by black-white spots or white-
spotted black spots). DSCM establishes the correlation
function between the gray level of the image before defor-
mation and the gray level of the image after deformation and
uses the calculation software to convert the graphic data into
digital data. .e general standardized correlation function
[17–20] commonly used in DSCM is shown as follows:
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where f(x, y) is the grayscale function of the reference
image at a certain point (x, y) before deformation and g(x +

u, y + v) is the gradation function of the target image at the
point (x + u, y + v) after deformation, and the correlation
coefficient C(u, v) ranges from [0, 1]. .e existing research
[14] normalizes the correlation function by the mean square
error of gray and can highlight the mutation value of the
correlation function in the coefficient matrix (that is, the
normalized covariance correlation function).

2.2. Digital Speckle Correlation Search Method. In the
grayscale pictures taken by the camera, the grayscale search
algorithm is also crucial. .e classical gray search methods
include the thickness search method, the cross search
method, the mountain climbing search method, the
neighborhood search method, and the Newton–Raphason
partial differential correction method.

As for the cross search method used in this experiment,
since it reduces the two-dimensional search method to the
one-dimensional search method, the search time is reduced,
and the search efficiency is improved. .e specific search
process is as follows: starting from the reference image point
A, several points equidistant from point A are made on the x
and y axes, and the correlation C(u, v) coefficients of these
points are calculated to find point B of the maximum value
in the direction of the single coordinate axis. .en, starting
from point B, point C where the correlation coefficient
C(u, v) is the largest is found on the x-axis, and then point C
is the peak point at which the final correlation coefficient is

the largest. A schematic diagram of the cross search method
is shown in Figure 1.

3. Production of Test Model for the
Pavement Structure

.e structural test piece is prepared by a layer of asphalt (top,
middle, and lower layers) and a layer of cement-stabilized
macadam (top and lower base layers). .e parameter set-
tings of each layer are shown in Table 1. After each layer was
prepared for bonding, an artificial speckle field was sprayed
on the observation surface.

Cement-stabilized macadam layer was prepared
according to 5% cement-stabilized macadam mixture ratio.
It was prepared according to themass ratio of cement: coarse
aggregate : fine aggregate : sand : water� 113 : 906 : 566 : 793 :
112, and three sets of test pieces were prepared. For the
preparation of the asphalt structural layer material, the
commercial asphalt concrete materials AC-13, AC-20, and
AC-25 are, respectively, poured into the asphalt mold and
then compacted, allowed to stand, demoulded, and
maintained.

For the pavement of each layer of the structure, firstly the
cement mortar is equipped with a cement : sand ratio of 1 : 3
to connect the cement-stabilized layer, the cement mortar is
used to smooth the top surface of the water-stable base and
the upper and lower water-stable bases are connected. To
connect the asphalt layers, first water-based bitumen per-
meable layer oil is used to wet the bottom layer, and then oily
70# bituminous layer oil is evenly applied, and the two
bitumen layers are combined and statically pressed for 12 h.
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.e artificial speckle field was sprayed at a center area of
the test piece of 20× 56 cm. First black lacquer is used to
make a primer. After the black lacquer is dried, white spots
are evenly sprayed with white lacquer..e speckle field is the
analysis range. .e overall structure is shown in Figure 2.

.e testing system consisted of the WAW-600 electro-
hydraulic servo universal testing machine and two CCD
cameras, as shown in Figure 3. .ree-stage loading (static
load) was used during the test, which were standard load
(0.7MPa), 50% overload (1.05MPa), and 100% overload
(1.4MPa). .e load was symmetrically loaded on both sides
of the center line of the test piece, and the loading range was
20× 56 cm.

4. Mechanical Analysis of the
Pavement Structure

According to the existing research results [17], the failure
forms of pavement structure corresponding to the me-
chanical indexes are shown in Table 2.

According to the contents in the table, the analysis in-
dexes of the pavement structure, including vertical dis-
placement (deflection value), vertical strain, and vertical
shear strain, are selected as the main analysis indexes for the
main forms of structural failure.

4.1. Vertical Displacement Analysis of Structural Floor.
Vertical displacement (deflection value) of the pavement
structural layer is an important reference value in pavement
structural design. In the test process, the vertical

displacement cloudmaps of some pavement structural layers
under different loads are shown in Figures 4∼6.

.e displacement cloud diagram data are read, and the
representative vertical displacement value on the center line
in the diagram is selected for specific analysis, as shown in
Figure 7.

As can be seen from Figure 7,

(1) .e displacement between layers of pavement
structure is discontinuous, and there is a sudden
change in the displacement value at the junction
between layers, which is greatly different from the
assumed displacement continuity condition in most
current numerical calculation models. Taking 100%
overload as an example, the mutation values of the
upper, middle, and lower surface layers of asphalt are
9.2 (unit: the same as below 0.01mm) and 3
(0.01mm) respectively, and the mutation amplitude
reaches 23.3% and 10.3%. .e same rule is also
observed under other loads, as shown in Table 3.

(2) .e vertical displacement value within the asphalt
surface layer decreases gradually with the increase of
the structure depth, but the displacement value
between the asphalt layer and the water-stable layer
increases abruptly. Similarly, taking 100% overload
as an example, the displacement value of the bottom
of the asphalt layer is 25.1 (0.01mm), while the
displacement value of the top layer above the water-
stable layer is 33.5 (0.01mm), and the added value of
displacement is 8.4 (0.01mm), with an increase of
33.27%.

Table 1: Structure layer parameters.

Position Material Length (m) Width (m) .ickness (m)
Top layer of asphalt AC-13 0.8 0.3 0.04
Middle layer of asphalt AC-20 0.8 0.3 0.05
Lower layer of asphalt AC-25 0.8 0.3 0.07
Upper base layer of cement-stabilized macadam Cement-stabilized macadam 0.8 0.3 0.2
Lower base layer of cement-stabilized layer Cement-stabilized macadam 0.8 0.3 0.2

A

B
C

X

Y

Figure 1: Rood pattern search.
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(3) It can be seen from Figure 7 that the abrupt change
amplitude of displacement value between layers of
pavement structure increases with the increase of
load..at is to say, the greater the load is, the greater
the influence of the interlayer effect will be.

(4) With the increase of load, the displacement value of
each layer of the pavement shows an increasing
trend, but the influence degree is the largest on the
asphalt layer, followed by the base layer on the water-
stabilized gravel. .erefore, for some heavy load
roads, the thickness and strength of the asphalt layer
above the pavement structure and the base layer on

the water-stabilized gravel should be appropriately
increased.

4.2. Pavement Structure Layer Strain Analysis. .e strain
index of the pavement structure layer is an important re-
search content of pavement structure stress. Figures 8–10
show the strain cloud diagram of pavement structure under
different loads obtained during the test.

.e strain data observed in Figures 8∼10 are arranged,
and the strain data at the center line are selected for analysis,
as shown in Figure 11.

Table 2: .e form of structure collapse.

Mechanics index Mechanical symbol Pavement structure failure mode
Vertical displacement Uy Vertical deformation
Transverse stress σx Cracks in the bottom layer caused by cracking
Vertical stress σy .e bottom of a U-shaped crack
Transverse shear stress τxz Both sides of the U-shaped dehiscence
Vertical shear stress τxy Lateral slip, rutting, side cracking
Longitudinal shear stress τyz Longitudinal slip

20cm

56cm

X
(cm)

(cm)
Y

4
Top layer

16

9
Middle layer
Bottom layer

36

36

Top base

Under base
Centerline

Analysis of 
area

Load

Figure 2: .e whole structure.

Test piece

White
illuminant

Test loading
system

CCD camera

Digital speckle
observation system

Figure 3: Arrangement of the site experiment.
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From Figures 8 to 11, it can be intuitively seen that the
overall stress of the pavement structure is dominated by
compression, but the bottom of the asphalt underlayer is
under tension. Meanwhile, it can be seen from Figure 11 that
(1) the phenomenon of strain concentration appears at the
bottom of each layer of pavement structure, that is, the

maximum strain of each layer appears at the bottom of the
layer; (2) under different load conditions, the maximum
compressive strain appears at the bottom of the layer above
the asphalt, and the maximum tensile strain appears at the
bottom layer below the asphalt. .is is due to the upward
bending of the pavement structure. Moreover, the variation
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50% overload 1.05MPa
100% overload 1.4MPa
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Figure 7: Vertical displacement line of the center line.

Table 3: Vertical displacement of structure interlayer.

Working condition Bottom of the upper layer Bottom of the middle
layer Bottom of the lower layer

Unit: mm Top of the middle layer Top of the lower layer Top of the cement-
stabilized layer

Standard load 0.2670 0.2420 0.2319 0.2293 0.2274 0.2607
−9.36% −1.12% 14.65%

50% overload 0.309 0.251 0.238 0.226 0.218 0.279
−18.85% −5.40% 27.87%

100% overload 0.395 0.303 0.291 0.261 0.251 0.335
−23.30% −10.35% 33.27%
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Figure 8: Vertical strain under standard load.
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amplitude of the strain value in the above two locations is the
most obvious with the increase of load. Taking 100%
overload as an example, the vertical compressive strain at the
bottom of the upper layer of asphalt is 3.6 times of the
standard load, and the tensile strain at the bottom of the
lower layer of asphalt is 2.7 times of the standard load. Under
different load conditions, the strain values and variation
amplitude of each layer bottom are shown in Table 4. As can
be seen from Table 4, the influence of overload on the stress
state of pavement structure cannot be ignored.

4.3. Pavement Structure Shear Strain Analysis. Shear stress
can lead to surface cracking, rutting, and sliding.
Figures 12∼14 show the distribution of shear stress of the
pavement structure under different load conditions.

.e shear strain data observed in Figures 12∼14 are
arranged, and the shear strain at the center line is selected for
analysis, as shown in Figure 15.

From Figures 12 to 15, it can be seen that (1) the
phenomenon of shear strain concentration appears at the
bottom of each layer of pavement structure, that is, the

Table 4: Maximum vertical strain value of the asphalt layer bottom.

Working condition Bottom of the upper layer/ε Bottom of the middle layer/ε Bottom of the lower layer/ε
Standard load −0.0251 −0.0033 0.0303

50% overload −0.0559 −0.0139 0.0570
122.71% 321.21% 88.12%

100% overload −0.0907 −0.0263 0.0807
261.35% 696.97% 166.33%
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Figure 12: Shear strain under standard load.
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Figure 13: Shear strain under 50% overload.

8 Mathematical Problems in Engineering



maximum shear strain of each layer appears at the bottom of
the layer; (2) under the same load, the maximum shear strain
occurs at the bottom layer of asphalt. .is is caused by
discontinuity between layers; (3) with the increase of load,
the internal shear strain value of the pavement structure
increases, and the most significant increase value of each
layer bottom is between 44.40% and 275.83%, as shown in
Table 5.

5. Conclusion

(1) Digital speckle observation test method can accu-
rately obtain the displacement value and stress-strain
value of each layer of the pavement structure, and the
application effect is good.

(2) .e stress state of each layer of the pavement
structure is greatly affected by the interlayer effect,
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Figure 15: Shear strain line of the center line.

Table 5: Center line shear strain of the asphalt layer bottom.

Working condition Bottom of the upper layer/ε Bottom of the middle layer/ε Bottom of the lower layer/ε
Standard load −0.003768 0.003234 0.005789

50% overload −0.005441 0.006221 0.009878
44.40% 92.37% 70.63%

100% overload −0.008164 0.012155 0.013278
116.67% 275.83% 129.36%
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Figure 14: Shear strain under 100% overload.
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and its influence cannot be ignored. .e vertical
displacement of each layer will be abrupt, and the
strain concentration of tensile strain and shear strain
will occur between layers.

(3) Overload seriously worsens the overall stress state of
the pavement structure, among which the bottom of
the asphalt upper layer, the bottom of the asphalt
lower layer, and the top of the water-stabilized gravel
layer are the most significant. .erefore, the struc-
tural design of heavy-duty road requires targeted
research on the above parts.
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cluded within the article.
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Metro tunnel sections in China can generally be divided into two types, those in granite formations (D� 6.0m) and those in soft
soils (D� 6.2m), to which the same shield tunnel machine cannot be applied. ,e consequent low rate of machine utilization
needs to be addressed. One solution is to modify shield machines which tend to tunnel granite strata with varying degrees of
weathering (D� 6.0m) into those applicable in soft soils (D� 6.2m). Shield tunneling is a complex operation accompanied by
potential risks, and accordingly it is demanded in risk evaluation and management. Hence, according to the construction features
of modified shield machines in soft soil areas, this paper identifies relevant risks before establishing a specific model of risk
evaluation by virtue of a fuzzy comprehensive evaluation method.,is model weighs risk factors by triangular fuzzy numbers, and
the membership function included is of L-R type that is frequently used in engineering. ,is risk evaluation model is applied to
one section tunnel (Binhai New Town-Lianhua) of Metro Line 6 in Fuzhou City. Tunneling tests in the field uncover problems of
the modified shield machine, including inappropriate tunneling parameters, segment dislocation, segment damage, and in-
adequate grouting. ,e result conforms to that produced by the risk evaluation model, which in turn proves the reliability of this
model. Field data are also analyzed to address existing problems and to determine the appropriate tunneling parameters. ,e
validity of these tunneling parameters is verified when surface settlement is measured.

1. Introduction

Metro tunnels hold different geology and operation speeds,
thereby different cross-sections. Tunnel sections in China
have two different boundary lines of construction: one is
those located in soft soil areas (D� 6.2m), as represented by
Shanghai; the other is those in granite strata with varying
degrees of weathering (D� 6.0m), and a typical example is
Shenzhen. ,e construction of tunnel sections with varying
geology and diameters cannot utilize the same shield ma-
chine. ,is would pose a great challenge to the budget
control of companies which are to construct both types. To
enable a single shield machine to operate in geologically
different strata, there are two methods. ,e first is to add

materials to change the nature of soil, so that a single
machine can be consistently employed [1, 2]. ,e second is
that the machine can be conditioned to the strata under
construction by adjusting its cutterhead and screw conveyor
[3–8]. With respect to the second method, Li and Yuan [9]
transformed the cutterhead and other components of a
slurry pressure balanced shield machine three times to
enable it to tunnel various soil layers. Another example is
that Zhang et al. [10] aimed to design a new type of shield
machine which can successfully tunnel water-rich mylonite
faults. ,is machine was designed to operate like an EPB in
strata which were not full of water, and in water-rich layers,
it was equipped with a specific system to remove slurry. ,e
researches cited above focus on what adjustments can be
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made to ensure that a single shield machine can handle
geologically different strata within the same tunnel section,
while the machine’s diameter remains unchanged. Few
studies have been conducted to find out how to modify a
shield machine so that it can be employed in tunnels which
vary in geology and diameter. Research of this kind, how-
ever, is of vital importance, as it can further reduce the
budget cost of construction and increase the rate of machine
utilization.

Shield tunneling is complicated in operation and has
many potential risks in which risk factors are of high degrees
of fuzziness [11]. ,e adaptive modification adds new
construction risks to the existing ones a shield machine has
to face. Metros tend to be built in populous areas, implying
that an accident can bring about heavy losses. Risk evalu-
ation of shield tunneling construction usually adopts
methods like machine learning [12, 13], neural network
[14, 15], and fuzzy comprehensive evaluation [16–18]. ,e
third method, by virtue of its high accuracy, practicality, and
easiness, is widely used in most industries including finance
[19, 20], materials [21], environmental protection [22], and
electricity [23]. ,e fuzzy comprehensive evaluation method
is employed to evaluate the risk of shield tunneling, as well as
other aspects of engineering [24–26], for example, assessing
road conditions [27, 28], calculating the durability of
reinforced concrete structures [29], and evaluating the safety
of deep foundation pits of metro stations [30]. ,e paper
mentioned before mainly used AHP to weigh risk factors.
AHP utilizes the traditional scale table, of which the scales of
values are derived from pairwise comparisons and are in-
tegrated into a risk matrix. After the consistency check, the
maximum eigenvalue of the matrix is regarded as the weight
vector of the risk. Yet, this method is too subjective, for the
consistency check depends on the researcher’s experience,
and the lack of theoretical foundation cannot guarantee its
precision [31, 32]. ,e weight of each risk represents its own
significance, so the weighting process must be scientific; if
not, the final assessment will be affected. To avoid subjec-
tivity, the matrix is optimized by triangular fuzzy numbers
[33]. Compared with traditional risk weighting, triangular
fuzzy numbers can give the upper and lower limits of a risk,
which can lower the researcher’s subjectivity to some extent.

During the risk evaluation of shield tunneling con-
struction, the fuzzy comprehensive evaluation is mainly used
to monitor tunnel conditions [34], decide the type of shield
machines [35, 36], and assess the risk of water inrush during
tunnel construction [37, 38], among others. Less consid-
eration is given to the construction risk of modified shield
machines applicable to soft soils, its identification, and the
corresponding evaluation model. ,is should not be the
case, however. ,e identification and evaluation model of
this kind of risk should be emphasized. Apart from that,
tunneling tests on site are needed to examine if the modified
shield machine can reach the original expectation, especially
when it is applied to a tunnel section which is diametrically
different from the previous one in geology. Problems need to
be identified directly in the process. After the test, relevant
solutions and the resetting of tunneling parameters should
be considered.

Based on one section (Binhai New Town-Lianhua) of
Metro Line 6 in Fuzhou City, this paper discusses how
composite EPB shield machines which tend to tunnel granite
strata (D� 6m) can be modified and applied to soft soils
(D� 6.2m). After identifying the construction risk of the
modified shield machine in soft soils, this paper weighs risk
factors by triangular fuzzy numbers and calculates the
membership grades of risk events by L-R membership
function, so as to provide a fuzzy comprehensive evaluation
model which is tailored to the application of the modified
shield machine. ,is model is used to rate the risk of this
project. Tunneling tests on-site show that problems like
inappropriate tunneling parameters segment dislocation and
damage can occur when the modified shield machine is
working at soft soils. ,is result is in line with that produced
by the evaluationmodel, proving the reliability of this model.
,ese problems are carefully considered before figuring out
appropriate tunneling parameters and possible solutions.
With the assistance of surface settlement measurement,
these new parameters are certified as right.

2. Risk Identification

Shield tunneling in soft soils often faces risks from the
following five aspects: shield launching and receiving, shield
tunneling, segment assembly, grouting, and the working
environment [39]. Shield machines modified to soft soils are
likely to be at risk in shield tunneling, segment assembly, and
grouting, for the reason that they might not undergo an
overall modification. Risks of the three aspects will be further
introduced.

2.1. Risks of Shield Tunneling. Shield construction in soft
soils might be risky because of excessive rotation of the
shield machine, deviation from the designed tunneling axis,
inappropriate tunneling parameters, blockage in earth
conveying, and leakage in the shield sealing system. ,e
latter three problems can easily happen when the modified
shield machine is tunneling soft soils.

Tunneling parameters include total shield thrust, cut-
terhead torque and rotation speed, tunneling speed, earth
pressure, and excavation volume. ,ese parameters vary
with the geological conditions of strata; for example, earth
pressure is decided by soil bulk density, and the torque and
rotation speed of cutterhead vary from stratum to stratum. If
a shield machine is modified and applied to a stratum
different from the previous one, problems caused by in-
appropriate tunneling parameters are likely to occur during
construction.

,e shield machine’s internal structure needs to be
modified before it can be applied to soft soils. Modification
in the internal structure can cause misalignment between the
screw and the shell. Tunneling in soft soils requires screw
conveyors of higher power than in solid rocks; hence the
previous screw machine may not be powerful enough to
convey earth smoothly in soft soils.

Leakage in the shield sealing system is caused when the
shield tail gap is so large that sealing devices fail to function
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well. ,is excessively large gap occurs if the sealing con-
nection is not elastic enough or the shield tail is not aligned
with the segment. ,e shield tail gap can also be enlarged
when the machine has been used for a long time, which is
usually the case of the modified shield machine. All these are
possible reasons for the reduced tightness.

2.2. Risks of SegmentAssembly. Segment-related risks during
the tunneling construction in soft soils include segment
dislocation, damage, and attitude deviation. Dislocation of
segments has three main causes: (1) nonstandard segment
assembly and the consequent loose bolted connection can
make segments dislocated; (2) changes of shield tail gap in
shield deviation correction can dislocate segments; (3) when
a shield is tunneling through the shallow-covered soil sec-
tion in silt strata, its attitude is difficult to be controlled and it
tends to advance at a high speed. Under such circumstances,
the axes of the shield and the segment are prone to diverge,
leading to the dislocation of segments.

Segment damage might happen for the following three
reasons: (1) if the center of the segment is not in line with
that of the shield machine, there will be an uneven force on
the segment. ,e lateral pressure on it will exceed its
designed value of tensile or compressive strength and cause
damage; (2) when the segment is transported and stacked,
some bumps would result in cracks on it; (3) the segment
might be broken by the uneven force exerted during the
process of axis deviation correction.

Segment attitude deviation can be caused (1) if the initial
setting time of synchronous grouting is too long and the
grouting materials surrounding the segment cannot bind
them immediately and (2) if, in a shallow tunnel, the
pressure of the abundant groundwater is more than the
segment can bear and results in segment uplifting.

Briefly, the above risks mainly occur in the procedures of
segment transportation, segment assembly, shield deviation
correction, and grouting. If a shield machine is to be con-
ditioned to the tunneling construction in soft soils, its thrust
system, cutterhead and cutting tool, and shield need to be
modified considerably. If the modification is incomplete, the
safety during construction cannot be guaranteed, particu-
larly in the steps mentioned before. ,is is why segment
assembly is of high risk for the modified shield machines
applicable to soft soils.

2.3. Risks of Grouting. Grouting-related problems in soft
soils tunneling can occur if the grout is not injected in a
timely and consistent way, the pipes are blocked, or the grout
is poor in quality.

Like shield tunneling and segment assembling, grouting-
related factors also vary with the geology of strata. ,e
modified shield machine requires different grouting mate-
rial, grouting volume, and grouting pressure when the strata
under construction are shifted from rocks to soft soils. If
these factors are not thoroughly considered, grouting-re-
lated risks might be brought about. ,ese risks can be in-
tensified if the new grout is mixed with the residue
accumulated in grouting pipes. ,e residue is grouting

materials which had been applied to a stratum of totally
different geological conditions. Such a mixture will give rise
to more blockages in the grouting pipes.,erefore grouting-
related risks are of significance during the operation of the
modified shield machine applicable to soft soils.

3. Fuzzy Comprehensive Evaluation Model

3.1. Establishing the Risk Evaluation System. ,e risk index
system for modified shield construction applicable to soft
soils is set up by the analytic hierarchy process (AHP)
according to the identification results of the above con-
struction risk factors. ,e risk index system can be roughly
divided into three layers, which are, respectively, the target
layer, the first-level index layer, and the second-level index
layer, among which the target layer is the first layer that
represents the final evaluation targets and is recorded as U,
namely, the safety risk evaluation for modified shield ma-
chine construction applicable to soft soils. ,e second and
third layers are, respectively, the first-level index layer (risk
accidents) and the second-level index layer (potential risk
factors), among which the first-level index layer should be
denoted as Ui (i� 1, 2, 3, 4, 5), while the second-level index
layer is denoted as Uii. Please see Figure 1.

,e risks of modified shield machine construction
suitable for soft soils are divided into 5 levels: “extremely low
risk,” “low risk,” “medium risk,” “high risk,” and “extremely
high risk,” which are denoted as V:

V � v1, v2, v3, v4, v5 . (1)

3.2. Determining Risk Weights

3.2.1. Building up Triangular Fuzzy Number Complementary
Judgment Matrix. Experts conduct paired comparison on
the importance of risks at the same level by referring to the
fuzzy scale table (see Table 1) and the risk evaluation system,
to obtain the triangular fuzzy number complementary
matrix A:

A � aij 
m×n

,

aij � lij, mij, uij ,

⎧⎪⎨

⎪⎩
(2)

where aij refers to the ratio of the relative importance of the
No. i factor to No. j factor, and lij, mij, and uij, respectively,
refer to the lower bound value, most probable value, and
upper bound value in experts’ judgment on risks. Mean-
while, these three also satisfy the conditions lij <mij < uij,
lij + uij � 1, and uij + lij � 1. And the value of |uij − lij| in-
dicates the fuzzy degree of this judgment interval. When the
value is 0, it means that the judgment is not fuzzy; instead, it
is an accurate judgment.

3.2.2. Determining Initial Fuzzy Weights. ,e initial weight
of risk represents the relative importance ranking of risk
events at the same level to the superior level. Supposing that
there are a total of n indices in a certain second-level index
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layer, the corresponding initial fuzzy weight wi of No. i index
could be obtained by the following calculation:

wi �


n
j�1 aij


n
i�1 

n
j�1 aij

, i � 1,2, . . . ,n,


n
j�1 aij


n
i�1 

n
j�1 aij

�


n
j�1 lij


n
i�1 

n
j�1 uij

,


n
j�1 mij


n
i�1 

n
j�1 mij

,


n
j�1 uij


n
i�1

n
j�1 lij

⎛⎝ ⎞⎠.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

3.2.3. Calculating Weight Vectors. First, the possibility that
the vectors of the initial fuzzy weights at the same level are
w1 > w2 should be calculated, namely, P(w1 > w2). It can be
calculated by the following formula:

P w1 ≥ w2(  �

1, m1 ≥m2,

l2 − u1

m1 − u1(  − m2 − l2( 
, m1 <m2, u1 ≥ l2,

0, otherwise.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Next, the possibility that w1 is greater than or equal to
the vector of the other fuzzy weight at the same level should
be considered, namely, P(w1 ≥ w2, w3, . . . , wn). It can be
calculated by the following formula:

P w1 ≥ w2, w3, . . . , wn(  � minP w1 ≥ wi( , i � 2, . . . , n.

(5)

Set d′(Ai) � minP(wi ≥ wk), k � 1, 2, . . . , n, and k≠ i.
,en, the weight vector W′ of this hierarchy should be

W′ � d′ A1( , d′ A2( , . . . , d′ An( ( . (6)

After being normalized, the final weight vector W could
be obtained as follows:

W �
d′ A1( 


n
i�1 d′ Ai( 

,
d′ A2( 


n
i�1 d′ Ai( 

, . . . ,
d′ An( 


n
i�1 d′ Ai( 

 . (7)

3.3. Calculating Membership Degree. First, the consequence
valuation of risk events (C) and the probability valuation of
risk occurrence (P) are conducted by scoring of experts. And
the valuing methods for the above two are as shown in
Tables 2 and 3.

After that, the specific form of the membership function
is determined.,emembership function is calculated by L-R
function; see the following formula:

rij(x) �

0, x≤ a orx≥ b,

L(x), a<x<m,

R(x), m≤ x< b,

⎧⎪⎪⎨

⎪⎪⎩
(8)

where a and b are both positive numbers. For specific details,
please see (9)∼(13).

Extremely low risk : ri1 �

1, 0< x≤ 3,

4 − x, 3< x≤ 4,

0, x> 4,

⎧⎪⎪⎨

⎪⎪⎩
(9)

low risk : ri2 �

x − 3, 3≤ x< 4,

1, 4≤ x≤ 7,

8 − x, 7< x≤ 8,

0, x< 3 orx> 8,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

medium risk : ri3 �

x − 7, 7≤ x< 8,

1, 8≤ x≤ 15,

16 − x, 15<x≤ 16,

0, x< 7 orx> 16,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

�e safety risk evaluation for modified shield
machine construction applicable to so� soils (U)

�e risk of shield launching
and receiving (U1)

�e risk of shield
tunneling (U2)

�e risk of segment
assembly (U3)

�e risk of
grouting (U4)

�e risk of working
environment (U5)

U11 U1n U2l U2n U3l U3n U4n U5nU4l U5l… … … … …

Figure 1: Risk evaluation system.

Table 1: Fuzzy scale table.

Scale Meaning
0.1 Risk i is absolutely not as important as risk j
0.3 Risk i is obviously not as important as risk j
0.5 Risk i has the same importance as risk j
0.7 Risk i is obviously more important than risk j
0.9 Risk i is absolutely more important than risk j
where 0.2, 0.4, 0.6, and 0.8 are the median of adjacent judgment intervals.
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high risk : ri4 �

x − 15, 15≤x< 16,

1, 16≤x≤ 20,

16 − x, 20<x≤ 21,

0, x< 15 orx> 21,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

extremely high risk : ri5 �

x − 20, 20≤ x< 21,

1, 21≤ x≤ 25,

0, x< 20.

⎧⎪⎪⎨

⎪⎪⎩
(13)

Finally, the product of the consequence valuation of the
risk event and the probability valuation of the risk occur-
rence is, respectively, brought into the above five mem-
bership functions, and then the membership degrees of the
risk events to the five risk levels can be obtained. ,e
membership degrees of the risk events at the same level are
then composed into judgment matrix Ri(i � 1, 2, . . . , 5):

Ri �

r11 . . . r51

⋮ ⋱ ⋮

rn1 · · · r5n

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

n×5

, (14)

where n refers to the specific number of indices of a certain
second-level index layer.

3.4. Fuzzy Comprehensive Judgment. First, calculate the
comprehensive judgment matrix of the first-level index layer
Bi:

Bi � Wi ∘Ri � bi1, bi2, bi3, bi4, bi5 , i � 1, 2, . . . , 5, (15)

where Wi refers to the weight of risk event in the first-level
index layer and ∘ refers to the fuzzy operator.

After that, the comprehensive judgment matrices of all
first-level index layers are compounded into the judgment
matrix R of the target index layer:

R � B1, B2, B3, B4, B5 
T
. (16)

Finally, calculate the comprehensive judgment matrix B
of the target layer as follows:

B � W ∘R � b1, b2, b3, b4, b5 , (17)

where W refers to the weight vector of the target layer.
According to the maximum membership principle,

evaluation index vi that the maximum element of B cor-
responds to is taken, namely, the construction risk level of
the modified shield machine suitable for soft soil.

4. Case Study

4.1. Project Overview

4.1.1. Hydrological and Geological Conditions. ,e metro
section between Binhai New Town Station and Lianhua
Station is 1190m long, and the right tunnel is 14m away
from the left one. ,e longitudinal profile of this tunnel
section is a V-shaped slope. ,is section has a connection
passage and pumping station at XK27 + 800.933. ,e min-
imum thickness of overburden layer along the line is 6.81m
at Lianhua Station, and the maximum depth is 14.51m at the
connection passage. ,e thickness of Binhai New Town
Station is 7.36m. ,e surface in this section is mainly
covered by farms and ponds, and there are no large buildings
and underground utilities within the construction area. ,is
tunnel section largely passes through strata with soft soils
(silt or mucky soil), fine-medium sand with mud, and sandy
clay, as shown in Figure 2.

,e surface is scattered with a few small rivers which are
10–30m wide and 1.00–4.00m deep. ,ese rivers are not
equipped with impervious facilities and are not sensitive to
tides. ,e groundwater level is around 0.00–1.89m, with an
annual change between 1.0 and 1.5m. ,is section is tu-
nneled by the modified shield machine applicable in soft
soils.,e shield machine (D� 6.28m) is originally applied to
the upper-soft lower-hard ground between Taoyuancun
Station and Shenyun Station in Shenzhen Metro Line 7.
After modification, its diameter is now 6.48m and can be
utilized to tunnel soft ground. In this project, the shield
machine is launched at Binhai New Town Station and re-
ceived at Lianhua Station, and the construction organization
is illustrated in Figure 3.

4.1.2. Modifications of Shield Machines Conditioned to Soft
Soils. Considering the tunnel diameter and the geology of
the soft ground between Binhai New Town Station and
Lianhua Station in Fuzhou Metro Line 6, the shield machine
has undergone the following modifications:

(1) Enlarging Shield Outer Diameter. ,e outer diameter
of the shield is enlarged by 0.2m, from 6.28m to
6.48m. ,is enlargement will increase the perimeter
of the shield (front shield, middle shield, and shield
tail). ,e shield is easy to be worn out in the upper-
soft lower-hard ground Figure 4(a), so a new one is
applied to the modified machine Figure 4(b). Yet, the
internal system remains unchanged, including the
articulation seal, emergency airbag, tail brush, grout

Table 2: Consequence of valuation of risk events.

Degree Valuation Description
Slight 1 Does not result in significant loss
Medium 2 Results in a few losses
Severe 3 Results in compensable losses

Material 4 Results in significant but compensable
losses

Disastrous 5 Results in uncompensable losses
where 1.5, 2.5, 3.5, and 4.5 indicate that the severity of the risk event is
between the adjacent degrees.

Table 3: Probability valuation of risk occurrence.

Degree Valuation Description
Rare 1 ,e risk is rarely seen
Occasional 2 ,e risk is unlikely to happen
Possible 3 ,e risk may happen
Anticipated 4 ,e risk may happen repeatedly
Frequent 5 ,e risk may happen frequently
where 1.5, 2.5, 3.5, and 4.5 indicate that the probability of occurrence of the
risk event is between the adjacent levels.
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cover, clamping pad, trailer pad, screw conveyor,
segment erector, belt conveyor, circulating water
system, guiding system, hydraulic system, display
screen, boring control box, internal control line of
the machine, and two articulation cylinders.

(2) Changing Cutterhead and Tools. In the upper-soft
lower-hard ground where the strength of rock is very
high, the cutterhead is easy to be worn, and the cutter
tools are generally hobs. ,e machine in the be-
ginning is equipped with 4 central double-edge hobs
and 31 single-edge hobs Figure 4(c), together with 52
scrapers, 8 edge blades, and 1 super digging knife.
,e aperture of the cutterhead is 30%. In contrast,
the soft soil between Binhai New Town Station and
Lianhua Station requires that the main cutter tool is
the tearing knife, including 8 main tearing knives in

reserve, 32 ordinary tearing knives, and 23 welding
tearing knives. Apart from that, the modified shield
machine has 16 side scrapers, 36 cutters, 1 super
digging knife, 16 big ring protection knives, and 8
gauge knives. ,e cutter-head aperture is increased
to 40% Figure 4(d). ,e cutterhead is driven by a
hydraulic system with a power of 945 kW. ,e rated
torque of the cutterhead is 6228 kN·m, and its
maximum release torque stands at 7440 kN·m. ,e
maximum rotating speed can reach 4.4 rpm and it
contains 6 foam injection holes.

(3) Modifying the;rust System.,e thrust system of the
unmodified shield machine has 30 thrust oil cylin-
ders. ,e modified shield machine has a larger outer
diameter, and accordingly it is equipped with 2 more
oil cylinders, 32 in total. ,e previous thrust
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Figure 2: Longitudinal geological profile of Binhai New Town-Lianhua.
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Figure 3: Construction organization diagram of Binhai New Town-Lianhua.

(a) (b) (c) (d)

Figure 4: Unmodified and modified shield machines. (a) Unmodified shield. (b) Modified shield with enlarged diameter. (c) Cutterhead in
upper-soft lower-hard ground. (d) Cutterhead in soft soil.
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cylinders consist of 10 sets of double cylinders and 10
sets of single cylinders, with 5 sets at the left, the
right, the top, and the bottom, respectively. ,e
modified thrust system holds 16 sets of double
cylinders, with 3 sets at the top, 5 at the bottom, 4 at
the right, and 4 at the left. ,e model of the oil
cylinder is ø220/180× 2200mm, and the thrust
power it can provide is 1330 kN. ,e total thrust
power of the unmodified machine reaches 39900 kN,
and that of the modified machine 42560 kN. ,e
thrust stroke of the cylinder is 2200mm, and its
speed arrives at 80mm/min. ,ere are 4 cylinders
which wear stroke sensors.

4.2. Setting up the Risk Evaluation System. ,e risk evalua-
tion system (see Table 4) for this project is set up by the
expert group based on discussion and review of a large

number of references, combined with the actual situation of
the project. ,is system is composed of 5 first-level indices
and 20 second-level indices.

Besides, the above-mentioned evaluation set is taken for
this project, including “extremely low risk,” “low risk,”
“medium risk,” “high risk,” and “extremely high risk,” which
are denoted as V � v1, v2, v3, v4, v5 .

4.3. Application of the Fuzzy Comprehensive Evaluation
Model. By taking the shield launching and receiving risk U1
for instance, it is hereby to introduce how to use this model.

4.3.1. Determining Risk Weight Vector. First of all, the
complementary matrix AU1

of triangular fuzzy numbers on
shield launching and receiving risks is obtained by expert
scoring:

AU1
�

(0.50, 0.50, 0.50) (0.20, 0.32, 0.44) (0.28, 0.43, 0.48) (0.25, 0.36, 0.46) (0.31, 0.45, 0.49)

(0.56, 0.68, 0.80) (0.50, 0.50, 0.50) (0.53, 0.59, 0.74) (0.51, 0.55, 0.69) (0.54, 0.64, 0.79)

(0.52, 0.57, 0.72) (0.26, 0.41, 0.47) (0.50, 0.50, 0.50) (0.27, 0.45, 0.48) (0.51, 0.55, 0.71)

(0.54, 0.64, 0.75) (0.31, 0.45, 0.49) (0.52, 0.55, 0.73) (0.50, 0.50, 0.50) (0.53, 0.58, 0.74)

(0.51, 0.55, 0.69) (0.21, 0.36, 0.46) (0.29, 0.45, 0.49) (0.26, 0.42, 0.47) (0.50, 0.50, 0.50)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (18)

Calculate the initial fuzzy weight of each factor under the
risk of shield launching and receiving according to (3) as
follows:

wU11
� 0.106 0.165 0.228( ,

wU12
� 0.181 0.237 0.338( ,

wU13
� 0.141 0.198 0.277( ,

wU14
� 0.165 0.218 0.308( ,

wU15
� 0.121 0.182 0.251( .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(19)

,e weight vector WU1
′ of each factor under the shield

launching and receiving risk can be calculated by (4)∼(5) as
follows:

WU1
′ � 0.394 1 0.714 0.869 0.562( . (20)

,e final weight vector WU1
under the risk of shield

launching and receiving can be obtained by normalization
by (7) as follows:

WU1
� 0.111 0.283 0.201 0.246 0.159( . (21)

,e final weight vectors WU2
∼ WU5

of the remaining
first-level index layers are as follows:

WU2
� 0.281 0.150 0.209 0.258 0.102( ,

WU3
� 0.442 0.219 0.339( ,

WU4
� 0.358 0.291 0.132 0.219( ,

WU5
� 0.345 0.440 0.215( .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(22)

Final weight vector W of the target layer is as follows:

W � 0.211 0.274 0.122 0.240 0.153( . (23)

4.3.2. Determining Risk Membership. According to the
valuing methods of Tables 2 and 3, the product of the
consequence valuation (C) and the occurrence probability
valuation (P) of risks under U1 is determined by expert
scoring, as shown in Table 5.

,e judgment matrix RU1
for the shield launching and

receiving risks can be obtained by bringing the aforemen-
tioned product into the membership function:

RU1
�

0.25 0.75 0 0 0

0 0 1 0 0

0 1 0 0 0

0 1 0 0 0

0.25 0.75 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (24)

,e results of the judgment matrix of the remaining first-
level index layers RU2

∼ RU5
are as follows:

RU2
�

0 0 0 0.75 0.25

0 0 1 0 0

0 0 0 1 0

0 0 0 1 0

0 0 1 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Mathematical Problems in Engineering 7



RU3
�

0 0 0 1 0

0 0 1 0 0

0 0 0 1 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

RU4
�

0 0 0 1 0

0 0 0 1 0

0 0 1 0 0

0 0 1 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

RU5
�

0 1 0 0 0

0 0.56 0.44 0 0

0.25 0.75 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(25)

4.3.3. Fuzzy Comprehensive Judgment. Calculate the com-
prehensive judgment matrix BU1

of the shield launching and
receiving risks by (15) as follows:

BU1
� 0.07 0.65 0.28 0 0( . (26)

,e comprehensive judgment matrices BU2
∼ BU5

of the
remaining first-level index layers are as follows:

BU2
� 0 0 0.25 0.68 0.07( ,

BU3
� 0 0 0.22 0.78 0( ,

BU4
� 0 0 0.35 0.65 0( ,

BU5
� 0.05 0.75 0.19 0 0( .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(27)

,e judgment matrix R of the target layer can be ob-
tained by (16) as follows:

R �

0.07 0.65 0.28 0 0

0 0 0.25 0.68 0.07

0 0 0.22 0.78 0

0 0 0.35 0.65 0

0.05 0.75 0.19 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (28)

,e comprehensive judgment matrix B of the target layer
can be obtained by (17) as follows:

B � 0.02 0.25 0.27 0.44 0.02( . (29)

4.4. Risk Evaluation Results. According to the maximum
membership principle, the project is finally evaluated as
having high risk, among which the shield launching and
receiving risk U1 is evaluated as low risk, shield tunneling
risk U2 as high risk, segment assembly risk U3 as high risk,
grouting risk U4 as high risk, and environmental risk U5 as
low risk.

It can be known from the above risk evaluation results
that the risks of shield tunneling, segment assembly, and
grouting should be paid great attention during the con-
struction process of the modified shield machine applicable
to soft soils.

Table 4: ,e risk evaluation system of Binhai New Town station-Lianhua station of Metro Line 6 in Fuzhou City.

,e target layer ,e first-level index layer ,e second-level index layer

,e safety risk evaluation
for modified shield machine
construction applicable
to soft soils (U)

,e risk of shield launching
and receiving (U1)

Deformation of the base (U11)
Deviation from the axis during launching (U12)

Soil influx into receiving shaft after dismantling portal (U13)
Deviation from the axis during receiving (U14)
Deformation of support during receiving (U15)

,e risk of shield tunneling (U2)

Inappropriate tunneling parameters (U21)
Excessive rotation of the shield machine (U22)

Blockage in earth conveying (U23)
Deviation from the designed tunneling (U24)
Leakage in the shield sealing system (U25)

,e risk of segment assembly (U3)
Segment dislocation (U31)
Segment deviation (U32)
Segment damage (U33)

,e risk of grouting (U4)

Not grouting in time (U41)
Inadequate grouting (U42)

Clogging of the grouting pipe (U43)
Low quality of the grouting material (U44)

,e risk of working environment (U5)
Effect of groundwater (U51)

,e effect of tunnel underneath the river (U52)
Tunneling through unfavorable geology (U53)

Table 5: Products of the consequence valuation and the occurrence
probability valuation of risks under U1.

Risk index U11 U12 U13 U14 U15

C 2.50 3.00 2.50 2.75 2.50
P 1.50 2.75 2.00 2.50 1.50
C×P 3.75 8.25 5.00 6.88 3.75
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4.5. Verifying the Effectiveness of the Risk Evaluation. In the
above case, the level that the maximum membership cor-
responds to is taken as the final grade of the evaluated object.
,ough it is easy to operate, it may lead to irrational con-
clusions in circumstances of similar membership degrees.

,erefore, it is necessary to verify the effectiveness of the
final grade of the evaluated object. Set α as the effectiveness
index; then, the calculation formula and the corresponding
effectiveness interval are as follows [40]:

α �
mβ − 1

2c(m − 1)
, (30)

where β refers to the maximum membership value in
judgment matrix B of the target layer,m refers to the number
of risk evaluation grades, and c refers to the second-highest
membership value in judgment matrix B of the target layer.

,e relationship between the α value and the effec-
tiveness of the maximum membership principle is shown in
Table 6.

According to (30), the effective index α of this project is
as follows:

α �
5 × 0.44 − 1

2 × 0.27 ×(5 − 1)
� 0.56. (31)

It can be seen from Table 6 that, since the effective index
is (0.5≤ α � 0.56< 1), the above-mentioned maximum
membership principle is effective and can be used as the
basis for the final risk evaluation.

5. Countermeasures to Cope with Risks

By analyzing the situation after the 100-ring tunneling test,
the main problems figured out therefrom include inap-
propriate tunneling parameters, segment dislocation, seg-
ment damage, inadequate grouting, etc. ,is is in line with
the above risk evaluation results. In addition, the setting
range of the tunneling parameters and the treatment
measures for related problems are proposed by analyzing the
above-mentioned test data.

5.1. Test for Shield Tunneling Parameters. During the tun-
neling process of the test section, the shield tunneling pa-
rameters are tracked, including earth pressure, cutterhead
torque and rotation speed, total thrust, tunneling speed, and
excavation volume. ,en, by analyzing the data of the
aforementioned tunneling test, proper parameters are
summarized to provide relevant experience for follow-up
projects.

5.1.1. Total ;rust of Shield Machine. ,e total thrust
changes of the shield machine are as shown in Figure 5. For
the first 10 rings, it tunnels in the reinforced zone with the
thrust controlled within 9000 kN. For the 11th∼60th rings,
the tunneling thrust in fine-medium sand with mud is
controlled within a range of 8000∼15000 kN. For the
61st∼73rd rings, it tunnels in the zone that is composed of 1m
thick mucky soil at the bottom and fine-medium sand with

mud at the top, with the thrust controlled between 11000
and 14000 kN. For 74th∼100th rings, the shield machine
tunnels in fine-medium sand with mud containing silt with
thrust controlled between 10000 and 15000 kN. It shows
comparatively stable thrust changes in general. But the at-
titude adjustment of the shield machine fluctuates a little bit
during the tunneling process.

5.1.2. Torque and Rotation Speed of Cutterhead. ,e rotation
speed of cutterhead runs at around 1 rpm in the initial stage
but is adjusted gradually to 0.9–1.3 rpm when entering
normal tunneling stage according to the tunneling speed.
,e torque is maintained steadily during the process. For the
tunneling of the first 100 rings in the zone with a whole
section of fine-medium sand with mud, the torque of the
cutterhead is maintained between 500 and 1600 kN·m. For
the changing process, please see Figure 6.

5.1.3. Tunneling Speed. ,e process of tunneling speed
changes of the shield machine is as shown in Figure 7. It
stands in stratum with whole section fine-medium sand with
mud when the shield machine launches. For the first 1∼5
rings, the speed is controlled within 40mm/min. ,en, the
zone of the 6th∼90th rings still lies in stratum with whole
section fine-medium sand with mud, so the speed is con-
trolled between 30 and 60mm/min. For the 80th∼100th rings,
exceptional rolling angle parameter occurs, and the tun-
neling speed is reduced to below 30mm/min to correct the
rolling angle.

5.1.4. Earth Pressure. For the tunnel interval after the shield
machine finishes tunneling and moves out from the rein-
forced zone, the embedded depth is 9.74∼13.24m, indicating
that this interval is a shallow tunnel section. And its static
earth pressure P is as follows:

P � k0ch

� 0.493 × 18.9 ×(9.74 ∼ 13.24)

� 90.8～123.4 kPa,

(32)

where k0 refers to the coefficient of static earth pressure, h
refers to the buried depth of tunnel (m), and c refers to bulk
density of soil (kN/m3).

During the initial tunneling, the earth pressure is set
strictly according to the theoretical earth pressure value but
is adjusted and optimized according to the monitoring data
of the surface settlement during the construction process.

Table 6: ,e relationship between α value and the effectiveness of
the maximum membership principle.

Interval Effectiveness of maximum membership principle
α⟶ +∞ Absolutely effective
α ∈ [1, +∞) Very effective
α ∈ [0.5, 1) Effective
α ∈ [0, 0.5) Slightly effective
α⟶ 0 Ineffective
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Due to the significant settlement volume, the earth pressure
slightly higher than the theoretical value is adopted in
practical tunneling process, as shown in Figure 8.

5.1.5. Excavation Volume. ,e theoretical excavation vol-
ume of each ring of segments is as follows:

Q1 �
n0πD′

2
L

4

�
1.2 × π × 6.482 × 1.2

4

� 47.5m3
,

(33)

where n0 refers to the loose coefficient (1.2), D′ refers to the
cutterhead diameter (6.48m), and L refers to the segment
width (1.2m).

,erefore, the excavation volume of each ring of segment
is about 47.5m3. ,e amount of excavation produced by
shield tunneling is controlled within 98%∼102%, namely,
within 46.5m3∼48.3m3. According to the statistical analysis
on the first 100 rings’ excavation volumes (see Figure 9), it
can be known that the mean value of the excavation volume
of each ring is 45m3, which is slightly lower than the the-
oretical value.

5.2. Synchronous Grouting Test of Shield Machine.
Synchronous grouting is an important work step of shield
construction. Full and even grouting can help to control
surface settlement effectively.

,e theoretical grouting quantity Q is as follows:

Q � V · λ �
D′

2
− d

2
  · π · L

4

�
6.482 − 6.22  × π × 1.2

4
×(150% ∼ 200%)

� 5.17 ∼ 6.69m3
,

(34)

where V refers to the void caused by shield construction, d
refers to the outer diameter of the segment (6.2m), and λ is
the grouting rate, which is taken as 150%–200% herein.
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,e synchronous grouting changes are as shown in
Figure 10. ,e total grouting quantity is controlled between
4 and 7m3.

5.3. Segment Assembly Test

5.3.1. Measures to Cope with Segment Dislocation. ,e
changes of segment dislocation are as shown in Figures 11
and 12. ,e segments have both circumferential and lon-
gitudinal dislocations in almost the same amounts. Most of
the dislocations are 5mm. ,e largest circumferential dis-
location happens in place between the 82nd ring and the 83rd
ring, reaching a 9mm dislocation quantity but smaller than
the control quantity of 15mm. ,e largest longitudinal
dislocation occurs in place between the L2 block and the K
block of 86th ring, showing an 18mm dislocation quantity,
which is greater than 10mm. Among the above, segments of
a total of 4 rings (83/84/85/86) have longitudinal dislocation
quantities exceeding the control quantity of 10mm and need
to be corrected and carried out with anti-crack and water-
proof measures.

,e measures to cope with the segment dislocation
include the following:

(1) If possible, use the middle and upper grouting
pipeline to conduct synchronous grouting.

(2) ,e sludge and sewage at the assembling part of the
shield tail must be cleaned up before assembling the
segments, and the sundries in the gap between the
upstream surface of the segment of the previous ring
and the shield tail must be cleaned up as well, thus to
guarantee assembling the segments in a condition
with no sundries or residual water.

(3) Bolt re-tightening must reach the design require-
ment, and the re-tightening measures shall be
conducted at least three times (after assembling,
during tunneling, and after moving out from the
shield tail).

(4) ,e assembly of segments must follow the require-
ments of bottom-to-top sequence, left-and-right
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crossed arrangement, and sealing the top finally.
Meanwhile, the fine-tuning device for segment in-
stallation must be used to adjust the inner arc be-
tween the to-be-installed segment and the installed
segment into smooth connection status. ,e bolt
holes shall be well aligned to make bolt insertion
easy.

(5) Reasonably inject the shield tail grease to reduce the
friction brought by the shield tail brush to the
segment.

(6) Reasonably optimize the slurry proportion to reduce
the uplifting volume of the segment.

5.3.2. Measures to Deal with Damaged Segment. On-site
segment damage is shown in Figure 13. ,e obviously
damaged segments include point 8 of block B2 of the 58th
ring, point 2 and point 12 of block B2 of the 56th ring, point
12 of block B1 of the 52nd ring, and point 11 of block K of the
53rd ring.

,e fixed segment is as shown in Figure 14.,emeasures
to deal with damaged segment are as follows:

(1) Strengthen the acceptance inspection of segments. It
is strictly forbidden to transport segments with
uneven surfaces, missing edges or corners, excessive
air bubbles, pitted surfaces, and exposed rebar to the
construction site.

(2) Strengthen the training to the assembly workers,
make clear assembly identification for each ring, and
assign special personnel to take charge of it.

(3) During the assembling of the segments, in any case
that the uneven local ring surface is found, the as-
sembly shall be paused to adjust the force trans-
mission liner timely, to guarantee the flatness of the
ring surface.

(4) Conduct grouting strictly according to the designed
synchronous grouting quantity.

(5) Strictly implement the bolt tightening regulations
during the tunneling process, thus to prevent the
segment floating that may result in segment dislo-
cation and damage.

(6) Fix the segments strictly according to the segment
fixation plan, and adjust the color difference
properly.

(7) Maintain the shield posture and the clearance be-
tween the shield tails, and clean up the mud in the
shield tails in time.

5.3.3. Measures to Deal with Segment Attitude Deviation.
,e changes of on-site segment attitude deviation are as
shown in Figures 15 and 16.,e segment suffers not only the
horizontal deviation but also the vertical deviation. And the
vertical deviation is greater than the horizontal deviation.
,e segments deviate upward in the fine-medium sand with
mud. ,e largest vertical deviation happens at the 45th ring,
which is 78.1mm deviation quantity. At the horizontal

direction, rightward deviation of segments happens, for
which the largest deviation occurs at the 49th ring, reaching
65.2mm.

,e measures to control segment deviation include the
following:

�e 52nd ring of
shield segment

Figure 13: On-site segment damage.

�e 52nd ring of
shield segment

Figure 14: Segment repair.
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(1) For the tunneling in the fine-medium sand with
mud, the measure of controlling tunneling speed
should be taken. Each work shift shall tunnel for 6-7
rings in their shift and follow up the secondary
double liquid grouting timely. Currently, the method
of grouting once every two rings is applied on-site.

(2) Targeting the problems of insufficient shield ma-
chine thrust and hard-to-control attitude, the
method of enlarging soil pressure properly is
adopted to control the uplifting problem.

(3) Adjust the proportion of synchronous grouting to
shorten the initial setting time. ,e initial setting
time of the current synchronous grouting is 6-7
hours, and the problem of segment uplifting has been
improved to a certain extent.

(4) When the shield machine tunneling attitude is well
controlled, it shall adjust the vertical trend of the
shield machine slowly, to guarantee that the formed
segments meet the design requirements.

6. In Situ Monitoring

Figure 17 shows how surface settlement changes, by 7 April
2018, as the right tunneling line of the metro section between
Binhai New Town Station and Lianhua Station is under
construction.

As the shield machine is processing, the surface settle-
ment is on the rise. ,e cumulative subsidence is
−104.04mm at the most, exceeding the maximum subsi-
dence control of urban road, −30mm. Additionally, daily
subsidence peaks at −26.12mm.,e large settlement will not
give rise to safety problems during the construction of this
metro section which is mainly covered by farms and fish-
ponds, whereas it can bring about heavy economic losses.
,erefore, surface settlement needs to be controlled by
modifying tunneling parameters.

After relevant tests, the tunneling parameters are
modified. Total thrust power is 8000–16000 kN. ,e

cutterhead torque is 1000–1600 kN·m, and its rotating speed
is around 1.0 rpm. ,e thrust speed is about 50mm/min.
Earth pressure lies between 120 and 140 kPa, and the volume
of excavation is tested as 45m3. ,e amount of synchronous
grouting is 5–7m3. When these modified tunneling pa-
rameters are applied, the surface settlement is developing in
a steady way.

7. Conclusions

(1) After analyzing the construction features of modified
shield machines applicable in soft soils, it is con-
cluded that relevant risks exist in operating steps
including shield launching, receiving, and tunneling,
segment assembly, and grouting, as well as in the
surroundings. ,e risks of shield tunneling, segment
assembly, and grouting rank high indicate that
prepreparations are needed to counteract emer-
gencies during construction.

(2) A risk evaluation model is specifically established for
the modified shield tunneling in soft soils. ,is
model weighs risk factors through triangular fuzzy
numbers, which helps avoid subjectivity and better
reflects the fuzziness of risk factors, without the
consistency check as analytic hierarchy process
(AHP) does. Furthermore, efficacy indices are used
to ensure the reliability of maximum membership
principle, rendering the fuzzy comprehensive eval-
uation method more accurate.

(3) ,is specific model is applied to the construction of
one section tunnel (Binhai New Town-Lianhua) of
Metro Line 6 in Fuzhou City. ,e model rates this
project as high-risk. High risks exist in shield tun-
neling, segment assembly, and grouting. ,e same
assessment is shown by data obtained from tunneling
tests on-site and surface settlement measurement,
which again certifies the reliability of this model.

(4) Recommended tunneling parameters and counter-
measures against segment dislocation, damage, and
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attitude deviation can be derived from data collected
from field tests of 100-ring tunneling. It is hoped that
these findings will serve as a reference for future
application of modified shield tunneling in soft soils.
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Crack plays a critical role in the field of evaluating the quality of concrete structures, which affects the safety, applicability, and
durability of the structure. Due to its excellent performance in image processing, the convolutional neural network is becoming
the mainstream choice to replace manual crack detection. In this paper, we improve the EfficientNetB0 to realize the detection of
concrete surface cracks using the transfer learning method. )e model is designed by neural architecture search technology. )e
weights are pretrained on the ImageNet. Supervised learning uses Adam optimizer to update network parameters. In the testing
process, crack images from different locations were used to further test the generalization capability of the model. By comparing
the detection results with the MobileNetV2, DenseNet201, and InceptionV3 models, the results show that our model greatly
reduces the number of parameters while achieving high accuracy (0.9911) and has good generalization capability. Our model is an
efficient detection model, which provides a new option for crack detection in areas with limited computing resources.

1. Introduction

In the current infrastructure, the concrete structure accounts
for the largest proportion. For the concrete structure, cracks
are a frequently encountered disease. With the increase in
service time, the number and width of cracks show a gradual
increasing trend, which seriously affects the safety, appli-
cability, and durability of the structure. )erefore, it is of
great significance to detect cracks regularly and takes cor-
responding maintenance measures for the safety of the
concrete structures [1–3]. )e traditional crack detection
method is mainly based on the direct detection of profes-
sionals with related instruments. )is detection method is
not only labor-consuming but also time wasting. In addition,
it also brings great hidden dangers to the safety of people.

In order to find an efficient and safe crack detection
method and overcome various shortcomings of manual
detection, people turned their attention to image processing
technologies (IPTs) [4]. In the past decades, the computer
vision community has been working on the automated
detection of images and proposed a series of image

processing techniques, including thresholding [5, 6], edge
detection [7], wavelet transforms [8, 9], and machine
learning [10] and so on. Image thresholding divides the
crack in the image at the pixel level according to the features
of different pixel values, which makes the image simple and
facilitates further processing. Differential operators used for
edge detection mainly contain Roberts operator, Sobel op-
erator, and Laplace operator [11]. )e basic idea of wavelet
transform is using a set of wavelet functions or basis
functions to represent a function or signal, such as an image
signal. Machine learning extracts feature vectors of crack
from the training dataset and combines certain algorithms to
make prediction. )ese methods solve the problem of crack
detection in engineering effectively. However, due to the
unevenness of cracks, the diversity of surface textures, and
the complexity of the background, this field of research is
still active.

As a new technology in the research of machine learning
algorithms, deep learning is motivated by the establishment
and simulation of a neural network for analyzing problems
and learning like the human brain. )rough typical feature
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learning [12], each layer of the network takes the output of
the previous layer as its own input, learns a deep nonlinear
network structure, and transforms the specific raw data into
a more abstract expression model. )e rapid expansion of
effective datasets, the realization of high-performance
computing hardware, and the continuous improvement of
training methods are driving the rapid development of deep
learning. In 2012, AlexNet [13] won the championship with
an overwhelming advantage in ImageNet Large-Scale Visual
Recognition Challenge (ILSVRC). Convolutional neural
network (CNN) begins to attract the attention of many
researchers since then. CNN is a feed-forward neural net-
work, and the connection between neurons is inspired by the
animal visual cortex. It has the characteristics of local
connectivity and parameter sharing and has excellent per-
formance in large-scale image processing [14]. In recent
years, researchers have begun to use convolutional neural
networks to detect road defects automatically. )e following
is a brief overview of the application of CNN in crack
detection.

Zhang et al. [15] proposed a crack detection method
based on deep learning, which seems to be one of the earliest
works applying CNN to road crack detection. )e pavement
pictures are taken by smartphones, and the network model is
built on the Caffe DeepLearning (DL) framework. By
comparing with traditional machine learning classifiers such
as support vectormachine (SVM) and boostingmethods, the
author proved the effectiveness of deep learning methods.
Pauly et al. [16] studied the influence of CNN depth and the
position change between training dataset and test dataset on
pavement crack detection accuracy. )e results show that
increasing the network depth can improve the network
performance, but when the image position changes, the
detection accuracy will be greatly reduced. Maeda et al. [17]
created a large-scale road damage dataset and marked the
location and type of road damage in each picture. Finally, an
end-to-end object detection method based on deep learning
was used to train the damage detection model. Maeda et al.
also transplanted their model into a mobile phone appli-
cation to facilitate road damage detection in areas lacking
experts and financial resources. Xu et al. [18] established an
end-to-end bridge crack detection model to realize auto-
matic bridge crack detection. )e use of depthwise separable
convolution reduces the number of parameters effectively.
)e atrous spatial pyramid pooling (ASPP) module extracts
information at multiple scales. )e model achieves a de-
tection accuracy of 96.37% without pretraining. Li et al. [19]
proposed the YOLOv3-Lite method, which greatly improves
the crack detection speed without reducing the detection
accuracy. Tong et al. [20] used convolutional neural net-
works (CNNs) to detect, locate, and measure ground pen-
etrating radar images automatically and finally reconstruct
concealed cracks in three dimensions, realizing a low-cost
damage characterization method. Yang et al. [21] realized
the pixel-level detection of cracks based on a fully con-
volutional neural network. )e fully convolutional neural
network is composed of upsampling and downsampling and
can detect objects at different scales. In terms of crack
segmentation, the accuracy, precision, recall, and F1-score

are 97.96%, 81.73%, 78.97%, and 79.95%, respectively. Zhu
and Song [22] used the transfer learning method to improve
VGG16 and realized the accurate classification of surface
defects on concrete bridges. )e training of convolutional
neural networks usually requires a large number of data, but
in many cases, it is more expensive to obtain large-scale data.
)e pretrained model can be transferred to the task of crack
detection by means of transfer learning. )e results show
that the model can effectively extract defect features and
provide a new idea for surface defect detection. Deng et al.
[23] added a region-based deformable module to Faster
R-CNN [24], R-FCN [25], and FPN-based Faster R-CNN
[26] to improve the evaluation accuracy of crack detection.

In this paper, we use the transfer learning method to
build a model for concrete surface crack detection. Com-
pared with existing models, our model achieves a good
balance among accuracy, model size, and training speed.
Due to the use of transfer learning, the model becomes easier
to train and faster to converge and has better generalization
capability.

)e remaining of this paper is structured as follows:
Section 2 describes the dataset and image preprocessing
method; Section 3 presents the overall model architecture
and training details; Section 4 shows our experimental re-
sults; and Section 5 delivers the conclusion of this paper.

2. Dataset and Data Augmentation

2.1. Building Dataset. In this study, we use the dataset
collected by Li and Zhao [27].)e photos in this dataset were
obtained by a smartphone with a resolution of 4160× 3120
pixels from the surface of a pylon and anchor room of a
suspension bridge in Dalian, Liaoning, China. )en, images
are cropped to 256× 256 pixel resolutions. After cropping,
the images are manually divided into two categories: with
cracks and without cracks. In this study, we only use 12,000
photos of the dataset, and the number of crack and noncrack
images are set to equal. )ese images include crack features
and background features under various conditions. )e
12,000 selected images are divided into the training set,
validation set, and test set at the ratio of 6 : 2 : 2. )e number
of crack and noncrack images in the three datasets are set to
equal. In addition, we also select 1,000 concrete bridge
images with cracks and 1,000 images without cracks from
the SDNET2018 [28] dataset. )is will introduce various
changes, such as changes in lighting conditions and the
features of cracks and crack surface texture to further test the
generalization capability of the model and make a more
comprehensive evaluation of the model. Figure 1 shows
several crack and noncrack images in the two datasets.

2.2.DataAugmentation. )e generalization capability of the
neural network model is closely related to the number of
training datasets. But in reality, the amount of data is limited.
One way to solve this problem is to create fake data and add
it to the training set—data augmentation [29]. By allowing
limited data to generate more equivalent data to artificially
expand the training dataset, data augmentation can also
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effectively overcome the overfitting phenomenon. Cur-
rently, it is widely used in various fields of deep learning. At
present, the commonly used methods of data augmentation
in the field of computer vision mainly include data aug-
mentation based on image processing techniques and data
augmentation based on deep learning.

In this paper, we use the built-in ImageDataGenerator
interface of Tensorflow2.0 to enhance the input image data,
including image flip, rotation, shift, and other operations.
Figure 2 shows several crack images after data augmentation.

3. Model Construction and Training

3.1. (e CNN. Convolutional neural network is a special
kind of neural network. Its main feature is convolution
operation, which has excellent performance for large-scale
image processing. Generally speaking, a convolutional
neural network is a hierarchical model that extracts the
original data (such as RGB images) from the input layer
through a series of operations such as convolution, pooling,
and nonlinear activation function mapping. Abstract layer
by layer, extract feature information, and finally make
predictions. Deep convolutional neural networks have be-
come popular since 2012, and now, they have become a
pivotal research topic in the field of artificial intelligence.
Classical convolutional neural network includes AlexNet
[13], VGG [30], GoogLeNet [31], and ResNet [32]. A layer is
the basic calculation unit of a CNN. CNN is mainly com-
posed of input layer, convolution layer, activation function,
pooling layer, fully connected layer, and Softmax layer.

3.2. Swish Activation Function. Ramachandran et al. [33]
proposed a Swish activation function using a combination of
exhaustive and reinforcement learning-based search. )e
effectiveness of this activation function has been verified in
some large neural networks. )e EfficientNet model used in

this article uses the Swish activation function. )e definition
of Swish is defined as follows:

f(x) � x · σ(βx) , (1)

where σ(t) � (1 + exp (−t)− 1) and β is either a constant or a
trainable parameter.

Figure 3 shows the graph of Swish for different values of
β.

3.3.ArchitectureDescription. EfficientNet [34] was proposed
by Google in 2019 which has great capability of feature
extraction. Compared with other classic convolutional
neural networks, it has fewer parameters and higher accu-
racy. )e baseline network of EfficientNet is designed using
multiobjective neural architecture search, and then, the
baseline network is scaled in terms of depth, width, and
resolution to achieve a balance among them.)e compound
scaling method is defined as follows:

depth � αϕ, (2)

width � βϕ, (3)

resolution � c
ϕ
, (4)

α · β2 · c
2 ≈ 2, (5)

α≫ 1,

β≫ 1,

c≫ 1,

(6)

where α, β, and c can be calculated by a small grid search.
Firstly, EfficientNetB0 performs a 3× 3 convolution

operation on the input image, and then, the next 16 mobile

(a)

(b)

Figure 1: (a) Sample noncrack and crack images from the original dataset; (b) sample noncrack and crack images from the SDNET2018
dataset.
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inverted bottleneck convolution modules are used to further
extract image features. Finally, after 1× 1 convolution and
global average pooling operations, the classification results

can be obtained in the fully connected layer. After each
convolution operation in the network, batch normalization
is performed. )e activation function used in this network is
Swish. )e overall architecture of EfficientNetB0 is shown in
Figure 4.

)e core component of the network is a mobile inverted
bottleneck convolution module (MBConv). Figure 5 shows
the framework of this module. )e design of this module is
inspired by inverted residual and residual structure. Before
performing on 3× 3 or 5× 5 convolution, the dimension of
images is increased via 1× 1 convolution in order to extract
more feature information. )e Squeeze-and-Excitation (SE)
[35] model is added after 3× 3 or 5× 5 convolution oper-
ation to further improve performance. Finally, 1× 1 con-
volution operation is used to reduce the dimension, and a
residual connection is added.

)e Squeeze-and-Excitation block compresses the fea-
ture map, performs a global average pooling operation in the
direction of the channel dimension, and performs an ex-
citation operation on the global feature to learn the rela-
tionship in each channel. )en, it obtains the weights of
different channels through the sigmoid activation function.
Finally, the weights multiply the original feature map to get

(a) (b)

(c) (d)

Figure 2: Images after data augmentation: (a) original image; (b) horizontal flip; (c) rotation; (d) horizontal shift.
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Figure 3: )e Swish activation function.
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the final feature. )e block allows the model to pay more
attention to the channel features which has the most in-
formation, while suppressing those that are not important.
Figure 6 illustrates the detail of the Squeeze-and-Excitation
block.

3.4. Loss Function and Adam

3.4.1. Loss Function. )e loss function is mainly used to
evaluate the effect of the model. For a large amount of
information, the machine discovers the laws through au-
tonomous learning and makes predictions. )e loss function
is used to measure the degree of deviation between the
predicted result and the actual value. During the network
training process, the function is continuously updated until
the best fitting result is found to reduce the error.

)e cross-entropy loss function, also known as the
Softmax function, is widely used to measure the gap between
the predicted value and the actual value when the con-
volutional neural network deals with classification problems.
)e Softmax function is defined as follows:

Lsoftmax loss � −
1
N



N

i�1
log

e
ak

j e
aj

 , (7)

where N represents the number of neurons in the output
layer. ak is the input signal.
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3.4.2. Adam. When training the model effectively and
making accurate predictions, the internal parameters of the
model play a significant role. )is is why we ought to choose
a suitable optimizer to update network parameters to ap-
proximate or reach the optimal value. )e optimization
algorithm helps to minimize the loss function, update the
model parameters, and finally reach converge. In this article,
the Adam algorithm is utilized to update weights.

Kingma [36] utilizes exponentially moving averages to
estimate the moments:

mt � β1mt−1 + 1 − β1(  · gt, (8)

]t � β2]t−1 + 1 − β2(  · g
2
t , (9)

where m and ] are moving averages, gt is gradient, and
β1 and β2 are the decay rates of moment estimate (setting to
0.9 and 0.999, respectively).

)en, we do bias correction:

mt �
mt

1 − βt
1
, (10)

]t �
]t

1 − βt
2
. (11)

)e final formula for weight update is

ωt+1 � ωt − lr ·
mt��
]t


+ ϵ

, (12)

where lr is the learning rate and ϵ is the hyperparameter
(setting to 1e− 3).

3.5. Training. )e convolutional neural network models
used in this article use transfer learning methods to detect
concrete surface crack. Specifically, the weight of the model
is trained on the ImageNet and saved and then transferred to
our model. )erefore, our model has a higher starting point,
which greatly saves training time and obtains better
performance.

All the experiments in this paper are performed on
TensorFlow in Windows system: hardware settings: CPU:
Intel (R) Core (TM) i7CPU@3.20GHz, RAM: 16G, and
GPU: NVIDIA GTX1080Ti.

Pretrained model is a model that has been trained and
saved in advance on a large dataset. In order to realize the
detection of concrete surface cracks, we need to retrain the
pretrained convolutional neural network model. In addition,
the last fully connected layer of the original model is replaced
by a new fully connected layer. )e specific experimental
steps are as follows:

Step 1: data loading
Importing concrete surface crack images. A batch of
data is randomly loaded from the training set (batch
size: 16) for subsequent data processing.
Step 2: image preprocessing
We use built-in function in TensorFlow to adjust the
size of input image to the fixed size of the model. )en,

do data augmentation via image flip, translation, ro-
tation, and other operations. It is worth noting that, due
to the use of TensorFlow’s built-in function, a large
number of pictures generated by data augmentation
will not be saved to the local computer. All pictures are
online.
Step 3: define the structure of the crack detection model
)e pretrained model (such as EfficientNetB0) is
loaded and fine-tuned. We remove the last fully con-
nected layer and replace it with a custom layer. In this
article, the number of classifications in the custom layer
is set to 2. )e value of weights in other layers will not
change.
Step 4: compile the model and start training
Before training the model, it is necessary to specify the
hyperparameters related to the network structure and
select the appropriate optimization strategy. In this
experiment, a random batch training method is used to
train the neural network. )e dataset is randomly
shuffled before each epoch of training to ensure that the
same batch of data in each epoch of model training is
different, which can increase the rate of model con-
vergence.)e learning rate plays a significant role in the
training of model. Choosing an appropriate learning
rate can speed up the model’s convergence speed; on
the contrary, it may cause the loss value of objective
function to explode. Since the transfer learning method
is used, the network has converged on the original
dataset, so the initial learning rate in this experiment is
set to 5e− 7.When the validation loss does not decrease
for two consecutive times, the model learning rate will
be reduced to half. We select the adaptive learning
rate optimization algorithm Adam and use the cross-
entropy loss function to guide the model training. )e
initialization method of weights is as follows: initialize
the weights of newly added fully connected layer
randomly and initialize the remaining weights with the
pretrained weights. Figure 7 shows the process of
model adjustment and weights initialization.
In order to solve the problem of how long to train the
model, we adopt an early stopping strategy to avoid
overtraining the network. During the training process,
we monitor the validation loss. Once the validation loss
drops less than 1e− 3 for 30 epochs, the model will stop
training.
Step 5: test the performance of the model.
Test the performance of the model on the test dataset.
In addition, we also select 1000 crack and 1000 nocrack
images of concrete bridge decks from the SDNET2018
dataset to construct a completely different dataset so
that we can further evaluate the detection performance
of the model.

4. Experimental Results and Analyses

4.1. Experimental Results andEvaluation Index. When doing
image classification tasks, in order to evaluate the
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performance of different algorithms, some evaluation
metrics need to be selected. Accuracy refers to the ratio of
number of correctly predicted crack and noncrack images to
the total number of input images. Precision can be un-
derstood as the number of correctly predicted crack images
divided by the number of crack images predicted by the
classifier. Recall is the percentage of the number of correctly
predicted crack images to the total number of cracked
images. F1−score is the harmonic mean of precision and recall.
Accuracy, Precision, Recall, and F1−score are defined as
follows:

Accuracy �
TP + TN

TP + FP + TN + FN
, (13)

Precision �
TP

TP + FP
, (14)

Recall �
TP

TP + FN
, (15)

F1−score � 2 ·
Precision · Recall
Precision + Recall

, (16)

where TP and TN mean images with crack and without
crack, which are correctly classified. FP and FNmean images
with crack and without crack which are wrongly classified.

Figures 8 and 9 show the images, together with the
respective probability of correct classification.

4.2. Comparative Experiments. In order to verify the per-
formance of the model, we compare the proposed model
with other classic convolutional neural networks on the

same dataset. Figure 10 shows the change in loss and ac-
curacy during the training and validation process. )e
number of parameters of each model can be seen in Table 1.
)e results of different methods are compared in Table 2.
Table 3 compares the training time of four models. Table 4
shows the size of four models. We can see that, in contrast to
the other three models, MobileNetV2 [37] has the smallest
number of parameters in the task of detecting concrete
surface cracks, but its test accuracy is obviously lower than
the other three models. Although the accuracy of Effi-
cientNetB0 on the test dataset is slightly lower than Den-
seNet201 [38] (0.21%), its model size is 3.5x smaller and 2.5x
faster (average training time of each epoch). Its parameters
are reduced by 77.89% at the same time. EfficientNetB0
achieves a good balance among accuracy, model size, and
training speed. In terms of crack detection task, the model is
quite efficient. It can also be seen from Table 2 that when
tested on a dataset which is quite different from the training
dataset, the performance of the network drops a little. )is
drop is mainly caused by the changes in background con-
ditions of the images in the dataset, and some image features
have not been well learned by the network.

It is worth noting that, in Figure 10, the accuracy of
validation during the training and the validation process is
slightly higher than that of the training. Two reasons can
account for this phenomenon. On the one hand, we use the
transfer learning method to train the model. )e network
was initialized with pretrained weights (pretrained on
ImageNet). )erefore, the model has a better feature ex-
traction ability and features are more effective. On the other
hand, this phenomenon results from the use of dropout
since its behavior during training and validation is different.
Dropout forces the neural network to become a very large set

……

Layer 1
(initialized by 

pretrained 
weights)

Layer 2
(initialized by 

pretrained
weights)

Layer n
(initialized by 

pretrained
weights)

Fully connected
layer (initialized
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layer (random
initialization)
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Figure 7: Transfer learning.
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Figure 8: Detection of crack. TP denotes true positive.
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of weak classifiers, which means that a single classifier does
not have too high classification accuracy, and only when we
connect them together will they become more powerful.

During training, dropout cuts off the random set of these
classifiers, so the training accuracy will be affected. During
validation, dropout will automatically turn off and allow all

TP: p = 97.5%

(a)

TP: p = 99.7%

(b)

TP: p = 98.2%

(c)

TP: p = 97.9%

(d)

Figure 9: Detection of noncrack. TN denotes true negative.
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Figure 10: Accuracy (a) and loss (b) during training and validation.

Table 1: Parameters of different models.

Recognition model Number of parameters
MobileNetV2 2,260,546
EfficientNetB0 4,052,126
DenseNet201 18,325,826
InceptionV3 21,806,882

Table 2: Comparison of four models’ crack detection results.

Recognition model Accuracy Precision Recall F1 score Accuracy (tested on different datasets)

MobileNetV2 0.9782 0.9821 0.9740 0.9781 0.9655
EfficientNetB0 0.9911 0.9878 0.9945 0.9912 0.9737
DenseNet201 0.9932 0.9892 0.9973 0.9932 0.9749
InceptionV3 0.9898 0.9891 0.9904 0.9898 0.9715
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weak classifiers in the neural network to be used, so the
validation accuracy is improved.

5. Conclusions

In this paper, a concrete surface crack detectionmodel based on
transfer learning and convolutional neural network is proposed.
EfficieneNetB0 is a highly effective convolutional neural net-
work. )e last fully connected layer is replaced by a new fully
connected layer with a classification number of 2. )e newly
added fully connected layer is initialized randomly, and the
remaining weights are initialized with pretrained weights. Fi-
nally, by comparingwith othermodels, the results show that our
model achieves a good balance among accuracy,model size, and
training speed. In addition, when tested on crack images taken
from other places, ourmodel also shows good performance and
generalization capability. Our model is an efficient crack de-
tection model, which is a good choice for areas with limited
computing resources. Traditional crack detection mostly pays
attention to how to identify the cracks in the image. In addition,
it is also important to characterize the severity of the cracks,
which is an area that is often overlooked. We will be devoted to
this work in future research.
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+e projection of future hydropower generation is extremely important for the sustainable development of any country, which
utilizes hydropower as one of the major sources of energy to plan the country’s power management system. Hydropower
generation, on the other hand, is mostly dependent on the weather and climate dynamics of the local area. In this paper, we aim to
study the impact of climate change on the future performance of the Samanalawewa hydropower plant located in Sri Lanka using
artificial neural networks (ANNs). ANNs are one of the most effective machine learning tools for examining nonlinear rela-
tionships between the variables to understand complex hydrological processes. Validated ANNmodel is used to project the future
power generation from 2020 to 2050 using future projected rainfall data extracted from regional climate models. Results
showcased that the forecasted hydropower would increase in significant percentages (7.29% and 10.22%) for the two tested
climatic scenarios (RCP4.5 and RCP8.5). +erefore, this analysis showcases the capability of ANN in projecting nonstationary
patterns of power generation from hydropower plants. +e projected results are of utmost importance to stakeholders to manage
reservoir operations while maximizing the productivity of the impounded water and thus, maximizing economic growth as well as
social benefits.

1. Introduction

Hydropower spines almost 16% of the total electricity
generation, which is far more than the contribution from
any other renewable resources all over the world [1]. Hy-
dropower plants supply as much as 40% of the energy re-
quired to satisfy Sri Lanka’s power demand [2]. Harnessing
electricity from hydropower is still considered one of the
most sustainable methods of power generation around the
world. +erefore, a 75–100% upsurge in production capacity
is expected in the near future [1]. Developing countries have
just explored 23% of its economically feasible hydropower
projects relative to developed countries, which have
exploited 70% of their potential [3]. Many developing
countries are now rapidly investing significant capital in
developing hydropower plants as it is regarded to be a secure
and affordable form of sustainable energy, limiting carbon

emissions [4]. However, the output from the hydropower
plant is highly variable as the production largely depends on
climatic factors and weather conditions. Apart from this,
global warming is likely to alter water cycle phenomena,
frequency of rainfall events, and temperature rise causing
disruptions to smooth operation of hydropower plants. For
example, the temperature in Sri Lanka is increasing at the
rate of 0.0164°C/year, influencing intensifications in evap-
oration [5]. Even though the seasonal rainfall is expected to
increase in the coastal areas, rainfall patterns in moun-
tainous areas of Sri Lanka, where most of the hydropower
plants are located, are very dynamic and rapidly fluctuating
[6].

+e hydropower industry stands a high chance to get
splintered into the most vulnerable industry if confronted by
detrimental impacts of climate change either due to the
unavailability of water in the basin area for a long period of
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time or due to excess water resulting in landslide or soil
erosion in the catchment area. On the other hand, devel-
oping hydropower systems is very costly and causes sig-
nificant threats to aquatic ecosystem preservation and social
concerns [7]. +erefore, forecasting energy production from
hydropower plants is crucial, not only to optimize the de-
mand of renewable energy needed for growing demand but
also to manage the operations within the hydropower plant
(e.g., routing excess water for other beneficial purposes)
aiming for the environmental sustainability. Nevertheless,
the future prediction of hydropower production is very
complex due to the nonlinear nature of the input functions
along with spatial and temporal variations of the meteo-
rological datasets such as rainfall, temperature, and evap-
oration [8]. +e output from prediction models may have
high economic value in regulating sustainable energy de-
velopment projects such as hydropower [9].

Many researchers have studied the impact of climatic
variation on hydropower generation mostly using Global/
Regional Climate Models (GCMs/RCMs), trend analysis,
and statistical downscaling methods (e.g., [10–12]). Few
studies have focused on the economic impact of climate
change on hydropower (e.g., [13]), while some researchers
have used an assessment and comparison approach to
quantify the effects of climate change on hydropower
generation [14]. For example, [15] interestingly used a
distributed hydrological model together with an optimal
operational reservoir model to predict future hydropower
generation of large-scale reservoir groups in the upper
Yangtze River basin, China.

Currently, intelligent machine learning techniques such
as Artificial Neural Network (ANN), Genetic Algorithms,
fuzzy logic, Multilayer Perceptron (MLP), Support Vector
Regression (SVR), and Random Forest (RF) approaches are
dominantly being used in hydrological prediction to un-
derstand the role of climate change on water-energy nexus
[16] including the hydropower generation. To the present
date, the majority of past research in the hydropower en-
gineering sector is focused on the study of overall risk
management of the hydropower industry (almost 35%),
while only 16% of research is focused on studying the impact
of climate change on hydropower generation [17]. +e
authors reckon a substantial number of studies are needed to
monitor the impact of climate change on the hydropower
industry, especially in countries, which are heavily depen-
dent on hydropower for stabilizing power requirements.
ANNs showcase a potential solution paradigm for these
issues.

ANNs are “data-driven” models having mathematical
computation capability analogous to the human nervous
system and brain functions utilizing statistical techniques to
recognize patterns between input variables and output
variables [18]. ANNs have been efficiently used to predict
and classify future operations of hydropower plants through
past data observations. +e study in [19] concluded that
ANN is a versatile tool to predict storage of water in hy-
dropower reservoirs while conducting a case study in
Nigeria at Jebba and Kainji reservoirs using independent
input parameters such as reservoir inflow, reservoir storage,

reservoir elevation, plant use coefficient, tail race level, re-
lease from a turbine, and evaporation losses. A similar study
was conducted by [20], where the authors discovered an
upward trend in hydropower generation at Jebba, Kainji,
and Shiroro hydropower reservoirs. +e study in [21] used
ANN to predict future hydroelectric generation using the
artificial bee colony algorithm in Turkey using input vari-
ables such as electricity demand, energy use, population, and
temperature and found that electricity generation in Turkey
is not in line with the country’s vision to produce 30% of its
electricity from renewable resources by 2023. In addition,
the study in [22] analyzed future streamflow up to 2040 for
the Ranganadi river in India to project hydropower gen-
eration using 3 GCM models along with ANN. Patil has
shown the catchment area would face flooding issues;
however, there would also be an increase in hydroelectricity
production due to abundant water.

+e study in [8] suggested that characteristics of input
parameters play a dominant role in predicting future power
generation when using feed-forward backpropagation al-
gorithms in the ANN platform. +ey used the conclusions
from their work on predicting the future performance of the
Himreen Lake Hydropower Plant located in Iraq. +e power
production, flow rate of water, and turbine head were the
input parameters for their study. In addition, [23] recom-
mended ANN-ARIMA hybrid model instead of ANN for
predicting future data of renewable energy resources (e.g.,
hydroelectricity, solar, and wind) while forecasting elec-
tricity generation from various energy resources in the USA.
+e study in [24] has further supported this argument to
couple ANN with supervised or unsupervised learning al-
gorithm to enhance reservoir outflow prediction after
reviewing 66 papers, which employed ANN for optimizing
reservoir operations. Furthermore, the study in [17] has
suggested conducting future research, which is related to risk
management on hydropower, using a fuzzy model combined
with ANN and genetic algorithm.

Several researchers have highlighted the benefit of ANNs
in hydropower prediction.+e study in [25] revealed hidden
neurons have a greater impact on the performance of the
ANN model while predicting water discharge at a hydro-
power reservoir located in Malaysia. In addition, [26]
revealed that ANN models are the most accurate in pre-
dicting short-term and long-term hydropower generation
after conducting case studies in run-of-the-river (ROR) type
of hydropower located in France, Portugal, and Spain using
historical meteorological data such as precipitation, snow-
fall, and temperature.

However, to the authors’ knowledge, there was only one
study in Sri Lanka to forecast the power generation using
ANN. +e study in [27] has forecasted solar power using
ANN. In addition, the study in [28] has forecasted the daily
electricity demand; however, forecasting power generation
was not carried out. Nevertheless, as it was stated earlier,
there are not any studies conducted in Sri Lankan water-
sheds linked with hydropower plants to forecast the future
power generation using ANNs. +erefore, for the first time
in the context of Sri Lanka, a hydropower forecasting model
is presented herein using the ANN. In this paper, we
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examine the capability of ANNs to forecast the future hy-
dropower generation by using historical rainfall data for
training as well as validating the forecasting model and
future rainfall data extracted from the regional climate
model (Coordinated Regional Downscaling Experiment-
CORDEX) for forecasting the future power generation
through a feed-forward with backpropagation algorithm.

+e main objective of this study is to check the per-
formance of the Samanalawela hydropower plant, which is a
reservoir type of plant in the perspective of climate vari-
ability. Due to the lack of othermeteorological variables such
as air temperature, humidity, which could be used as input
variables to the model, we only used rainfall data for training
and validating the ANN model. +e authors reckon this
research would be beneficial in optimizing the usage of water
collected in the reservoir for various uses such as hydro-
power production and irrigation. +is research may be
important to water resource planners and government au-
thorities to manage water resource projects by monitoring
the trend in hydropower production.

2. Sri Lanka and Its Hydropower Generation

Sri Lanka has an installed capacity of 1,719Megawatts (MW)
of hydroelectric power and current commitments on hy-
dropower development would add around 247MW to the
national grid in the coming years [2]. Most of the hydro-
power stations in Sri Lanka are aged over 25 years of their
total lifespan [29]. +ough hydropower plants have a long
life of around 50 years, if any of the older hydropower plants
stops functioning, either due to consequences of climate
change or mechanical failure, then Sri Lanka would have to
face power shortage issues as it would be difficult for the
country to substitute the botched hydropower plants in a
short period. Hence, the assessment of the power generation
capacity of hydropower plants is essential in the Sri Lankan
context. +is is to manage the power needs for a growing
economy and then to regulate water resource development
projects in the context of climate variability. However, there
are limited studies conducted in Sri Lanka to analyze future
power generation from running or planned hydropower
plants. +e study in [30] studied ways to increase power
generation in hydropower plants by controlling soil erosion,
reservoir siltation in Uma Oya basin, which is regarded to be
one of the most important catchments in Sri Lanka. +e
study in [31] studied inflows in the Kotmale reservoir using
El Nino Southern Oscillation (ENSO) phase index for the
period of 1960 to 2005 and found that the inflows to the
reservoir have decreased, altering hydropower production
and irrigation plan. +e study in [32] using GCMs based
studies (mainly rainfall) projected that the future production
capacity of the hydropower plants in the Mahaweli basin
would increase as a result of an increase in consecutive wet
days, decrease in consecutive dry days, and increase in
annual total precipitation. In addition, [11] used a multiyear
rainfall trend analysis where they found climate change
would not influence the power generation of Denawaka
Ganga minihydropower located in the Rathnapura district.
+e study in [33] has also put efforts to study the impact of

climate change on the Erathna minihydropower plant lo-
cated in the Rathnapura district. +ey have concluded that
there would be a decrease in power generation in future
years. +e study in [34] further performed a similar study
considering the newly functioned Uma Oya basin, where the
authors clarified there would be no major threats to hy-
dropower production in the coming years due to scarcity of
water in the basin area. However, as it was stated in the
introduction section, there is no comprehensive study on
forecasting hydropower in Sri Lanka for future years.
+erefore, this research work has a greater potential in
attracting the authorities’ attention for better planning and
control processes in hydropower stations in Sri Lanka.

3. Future Climate Data Extraction

Global climatic models (GCMs) provide climatic informa-
tion on large scales covering vastly differing landscapes,
whereas regional climatic models (RCMs) are applied over
much smaller scales (typical horizontal resolution
10–50 km), which may provide much detailed information
for adaptation assessment and planning [35]. GCMs forecast
the climate variation of the Earth in the future as a forecasted
tool. However, they should be studied under regional or even
national scales to reveal effective adaptation strategies.

+e four RCMs used in this research for extracting future
climatic data are ACCESS_CCAM, MPI_ESM_CCAM,
CNRM_CCAM, and REMO2009. +ese RCMs were de-
veloped by the Commonwealth Scientific and Industrial
Research Organization (CSIRO) from CORDEX. +e cor-
responding GCMs of the RCMs used are ACCESS 1.0,
MPI_ESM_LR, CNRM_CM5, and ECHAM-4 GCM
[36–40].

+e future climate data can be extracted for different
scenarios. Representative Concentration Pathways (RCP)
are such scenarios from which the climate data can be
extracted. RCPs are trajectories, which are based upon
greenhouse gas concentrations adopted by the Intergov-
ernmental Panel on Climate Change [41]. Four RCPs are
widely used in the literature and they are RCP2.6, RCP4.5,
RCP6.0, and RCP8.5 [41]). RCP4.5 can be described as the
intermediate emission scenario, where the emissions will
start declining by approximately 2045, whereas RCP8.5 is
defined as the higher emission scenario, where emissions
continue to increase throughout the 21st century. For further
details on RCP, states can be found in [42, 43].

It is a well-known fact that RCMs suffer from varying
levels of systematic biases [44, 45]. +e reasons for such
biases may be due to systematic model errors caused by
imperfect conceptualization, discretization, and spatial av-
eraging within grid cells. To deal with these biases, several
bias correctionmethods such as linear scaling, local intensity
scaling, power transformation, variance scaling, distribution
transfer, and delta change approach are used in the literature
[46].

Due to the simplicity and fast application, Linear Scaling
(LS) method [47] has been widely used in many studies. LS is
capable of adjusting all climatic factors to an acceptable level,
where errors in precipitation are adjusted with the use of a
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multiplier [48–51]. Linear scaling bias correction method
can be applied using the two equations given below
(equations (1) & (2)) where cor, his, obs, sim, P and d stand
for bias-corrected data, raw RCM data, observed data, raw
RCM corrected data, precipitation and daily, respectively,
and μm stands for a long-term monthly mean of precipi-
tation data:

P
cor
his,d � Phis,d ∗

µm Pobs,d 

µm Phis,d 
, (1)

P
cor
sim,d � Psim,d ∗

µm Pobs,d 

µm Phis,d 
. (2)

4. Study Area

+e Samanalawewa Hydropower Project area is in the
Belihul Oya area, Rathnapura district, Sabaragamuwa
province, in the central region of Sri Lanka. +e project was
completed in 1992, just downstream of the convergence
point of the Walawe River and Belihul Oya. +e catchment
area (359 km2) can be physiographically categorized as
midland, consisting of marbles, quartz with an average al-
titude of about 530m [52].+e area lies in the wet zone of the
country, which receives an average annual rainfall of around
2500mm [53]. +e project area receives most of the rainfall
from the southwest monsoon, while small influences are
experienced from northeast monsoon and intermonsoon
cyclones. Samanalawewa Hydropower Project consists of a
u-shaped reservoir (as it is shown in Figure 1), a waterway
system, a small irrigation canal, a minihydropower plant,
and a 120 (2∗60) Megawatts (MW) power plant for hy-
droelectricity generation. A detailed catchment map is
shown in Figure 1.

+e study area has many agricultural lands with sig-
nificant forest cover. +e irrigated water from the dam is
essential to downstream villages like Kaltota, Madabadda
(left & right), Welipotayaya, and Koongahamankada for
agricultural purposes. Paddy yield reduction by 11.5% has
been reported in the regions located downstream of the
study area because of the scarcity of water in the reservoir
[54].

Samanalawewa hydropower is one of the largest and the
oldest reservoir-type power plants in Sri Lanka, and over the
years, it has been playing a dominant role in stabilizing
power supply at peak hours. It contributes to 8.69% out of all
large hydropower systems in generating power to meet
electricity demand in Sri Lanka. +is project, starting from
its construction, has gained significant attraction due to the
water leakage problem encountered from the right bank of
the dam because of the poor geologic condition [55]. In
addition, there were several environmental concerns during
the project planning phase; however, no greater attention
was given as there were no strict environmental regulation
obligatory in major development works [56]. +ough the
provision for Environmental Impact Assessment (EIA) was
established in Sri Lanka in 1988, EIA during the planning of

Samanalawewa was conducted partially focused on vege-
tation replantation and ecosystem preservation.

Due to the leakage, phase II construction of hydropower
plant (120MW capacity) was suspended; instead, a mini-
hydropower plant was built, which operates using the leaked
water. Even after a tremendous effort from Ceylon Elec-
tricity Board (CEB) to stop the leakage, impounded water is
leaking approximately at the rate of 2.1–2.8m3/s [57].
Analysis of future water availability in the Samanalawewa
reservoir in terms of power generation is essential as a
portion of seized water is directly supplied to irrigation
without passing the power station and another portion
(leaked portion) goes to minihydropower plants producing
comparatively lesser energy. Additionally, with the in-
creasing requirement of water from downstream areas for
irrigation, water management at the Samanalawewa reser-
voir needs to be more engineered. Moreover, climate var-
iability might influence negatively or positively on water
resource management objectives led out by CEB at Sama-
nalawewa hydropower plant. Hence, the presented research
herein would be interested in the many stakeholders of the
Samanalawewa Hydropower Project.

5. ANN Model Development

To identify the impact of climatic variation (in terms of
precipitation) on hydropower generation at Samanalawewa
hydropower station, monthly rainfall data of four gauging
stations at Alupola (annual mean rainfall-4272mm),
Detangalla (annual mean rainfall-2843mm), Balangoda
(annual mean rainfall-2170mm), and Belihul Oya (annual
mean rainfall-2704mm) were used. +e catchment is one of
the data scarcity catchments in the country and only some of
the rainfall data are available even at the gauging stations.
+erefore, the model development has to rely on the
available data. +e annual rainfall distributions over the 30
years are given in Figure 2 for more information.

+e numerical computing software MATLAB (version
9.4.0.813654–R2018a) was used to develop the ANN model.
+eANNmodel is composed of an input layer, an output layer,
and a hidden layer with neurons linking each layer to the other
by interconnecting weights. In a feed-forward neural network,
the hidden layer performs all the computations and the output
layer does the prediction. Training the neural network generally
refers to discovering the weights for links between neurons. In
this study, the monthly rainfall data of the four stations from
1996 to 2016 was used as the input parameter and the power
generation at Samanalawewa power station was used as the
target parameter while training the ANNmodel. +e historical
rainfall data was collected from the Department of Meteo-
rology, Sri Lanka, while power generation data were collected
from the Ceylon Electricity Board, Sri Lanka. +e nonlinear
relationship between rainfall and power generation can be
expressed as in the following equation:

power generation � ϕ rainfalli( , (3)

where ϕ represents the nonlinear function between the
power generation and the rainfall, while i represents the rain
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gauges. Out of the overall input data, 70% of data were used
to train the neural network, whereas 15% of data were used
for validation and the other 15% were used to test the
network.

+oughmost of the past literature supports ANNmodels
to be one of the powerful soft computing tools in predicting
future hydropower generation either from minihydropower

type or reservoir type hydropower plant, still deep under-
standing is required on the selection of independent input
parameters and the type of algorithm to be used in ANN
model, which would best resemble real-time climate change
scenarios to give best estimates for future hydropower
generation. However, there are not any specific rules to
organize ANN configuration [58]. +e range of hyper-
parameters was determined based on the authors knowledge
and experience and the availability of the data. Two hidden
layers were used with 10 hidden neurons and LEARNGDM
was used as the adaptation learning function. Optimum
neuron number in the hidden layer was determined using a
trial and error procedure by varying the hidden neuron
number from 5 to 30, with increments of five. +e linear
transfer function (purelin) and hyperbolic tangent sigmoid
transfer function (tansig) were applied to the hidden and
output layers of the network as the simulation function. +e
number of iterations varied between 5 and 10. +e con-
ceptual diagram of the developed ANN model is shown in
Figure 3.

+e developed ANN model was trained using seven
training algorithms, namely, BFGS, Quasi Newton (BFG),
Polak-Ribiére conjugate gradient (CGP), Conjugate gradient
with Powell/Beale Restarts (CGB), Fletcher-Reeves conju-
gate gradient algorithm (CGF), Levenberg-Marquadt (LM),
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Resilient Backpropagation (RP), and scaled conjugate gra-
dient (SCG) algorithms. +ese algorithms have out-
performed many other algorithms and are widely used in
engineering applications [59–63].

+e best performing network was chosen based upon the
coefficient of correlation (R), mean squared error (MSE),
and the computational efficiency in terms of the number of
epochs. Many researchers used either R and MSE [64–66] or
the coefficient of determination (R2) and root mean square
error (RMSE) [67–70] to check the performance of the ANN
models. It was found that the BFGS Quasi Newton (BFG)
vanquished all other algorithms.+erefore, the ANN trained
with the BFG algorithmwas selected to be used for the future
projection process. +e saved ANN model was validated by
usingmonthly rainfall data of the years 2017-2018.+e use of
independent validation sets is very vital in ANN develop-
ment to avoid overfitting of the training data as well as to
verify the quality of the trained model [71].

+e future climate data were extracted from RCMs using
CORDEX for the period between the years 2021–2050.
However, out of the four RCPs, only RCP4.5 and RCP8.5
were used for the forecasting stage. +e linear scaling
technique was then used to correct the bias on the rainfall
data. +e forecasted but bias-corrected rainfall data were
used as the input of the developed ANNmodel to project the
power generation of the Samanalawewa Hydropower plant.

6. Results

Table 1 depicts the correlation coefficients (R value) and
performances for different algorithms for different cases.
With R value greater than 0.6, BFG and CGB algorithms
have produced proficient training results. +ough R values
of 0.5-0.6 obtained during training cannot be considered
promising for prediction purposes in the normal condition,
they are acceptable especially based on input characteristics
used in training. +e spatial variation of rain gauges along
with the spatiotemporal variation of precipitation, which is
the chief input in this ANN model, could have negatively
impacted on R values. On the other hand, R values might
have got lowered due to a nonlinear relationship between
input and output variables along with a scattering of data in a
broad scale. However, the values obtained are adequate for
forecast future hydropower generation. Based on the lower
MSE value out of 2 algorithms, the BFG algorithm was
selected for validation and prediction purposes.

Figure 4 presents the results from the ANNmodel under
the BFG training algorithm for different stages, including
training, validation, test, and everything together. Even
though the model was developed for a significant number of

data set, the overall acceptability is not the highest (R> 0.9).
+is can be understood from the coefficient of correlation
between the observed and predicted power generations.
Nevertheless, the validation process has a good correlation
(R> 0.8); therefore, the selection of using the BFG training
algorithm can be justified.

Figure 5 presents the validation results conducted after
the culminating training ANN model. +e developed pro-
jected model was validated to the years 2017 and 2018.
+erefore, Figure 5 shows the relationship between the
forecasted power generation from the ANN model to the
observed power generation in the Samanalawewa reservoir.
+e determination coefficient (R2 � 0.83) is high and
therefore, the validation process for forecasting can be
accepted.

Figure 6 illustrates the forecast of hydropower genera-
tion from 2020 to 2050 for two different emission scenarios,
RCP4.5 and RCP8.5. +e comparison of power generation
for two scenarios is given in Figure 6. Until 2039, power
generation under the RCP4.5 scenario is higher than for
RCP8.5. However, from 2040 the power generation trend
follows reverse order, where lesser power is generated under
RCP8.5. Under the RCP4.5 condition, a decreasing trend of
power production is discovered in future years, which would
get lowered to as much as 173GWH in 2036, while peak
production is observed in 2031, generating 446GWh energy.
On the other hand, slightly increasing drift on power
generation is observed under the RCP8.5 scenario, where
peak production is in 2045 engineering 406GWh, while the
lowest production is in 2037 generating 211GWh energy.

Figure 7 shows the historical power generation at the
Samanalawewa hydropower plant. +e historical plot of
power generation shows an increasing trend of power
production (visible trend from the trend-line drawn) from
hydropower plants starting from 1992 to 2019 with maxi-
mum power generated in 2015 producing 425GWh of en-
ergy. Comparing historical power generation and projected
future power generation, it is certain Samanalawewa hy-
dropower plant would continue to produce energy equiv-
alent or slightly higher than the amount it has been
generating in the past years. However, the generation has to
be limited to the capacity of the power turbines. Moreover,
close monitoring of historical and future power generation
to illuminate RCP8.5 scenario is much favorable rather than
RCP4.5 in terms of power generation at Samanalawewa
hydropower plant.

7. Discussion

Samanalawewa reservoir is currently functioning as a
multipurpose reservoir, which sustains various objectives,
though it was initially designed as a single-purpose project.
+e main target of this study was to project the future power
generation at Samanalawewa hydropower in the perspective
of climate variability. +e annual power generation after
partially resolving the leakage problem was premeditated at
403GWh/year. However, the actual average annual power
generation during the period of 1993–2005 was 274GWh/
year. A considerable difference of 129GWh has been
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Figure 3: Conceptual diagram of the ANN model.
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Table 1: Correlation coefficients for ANN results.

Correlation coefficients Performance
Algorithm Training Validation Test All MSE
BFG 0.62 0.82 0.64 0.67 86
CGB 0.59 0.67 0.60 0.61 90
RP 0.53 0.58 0.70 0.56 84
LM 0.55 0.55 0.57 0.55 86
SCG 0.57 0.65 0.17 0.52 114
CGF 0.42 0.74 0.53 0.49 99
CGP 0.52 0.41 0.35 0.49 102
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Figure 4: ANN results under the BFG training algorithm. (a) For training, (b) for validation, (c) for test, and (d) for all.
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observed between planned and actual power production in
past years. +erefore, other than the reduction of runoff
received to the reservoir, increasing demand for agricultural
purposes can be a reason for the power generation
reduction.

Initially, it was decided to release 50 million·m3 for the
year for agricultural purposes from the Samanalawewa
reservoir; however, due to the various pressures and stresses
from the local people and authorities, the agricultural release
was increased to 80 million·m3 per year. +erefore, a

reduction of 35GWh of power can be expected from the
hydropower plant [72].

However, it was found out that Samanalawewa hydro-
power generation may not be wedged by climate variability
until 2050. Hydropower generation was found to increase in
future years until 2050 because of the abundant water in the
reservoir under both tested RCP scenarios. +e annual
average forecasted power generations undertested RCP
scenarios (RCP4.5 and RCP8.5) for years 2020 to 2050 are
294 GWh/year and 302GWh/year, respectively. +erefore,
the forecasted increases in power production under RCP4.5
and RCP8.5 scenarios are 7.29% and 10.22%, respectively. If
water release from Samanalawewa is controlled to a limit,
where it harvests electricity as it used to generate in the past,
there will be some excess water in the reservoir, which can
perhaps be diverted to other demanding sectors such as
agriculture.

However, the forecasted increase in power generation is
not uniform (refer to Figure 6). Nonuniformity is also a
likely effect of climate variation, where the wet season would
continue to get more rainfall, whereas the dry season would
get drier due to less precipitation.+is adds major challenges
in developing a concrete strategy for the overall management
of reservoir operations. Low power generation in a particular
year specifies Samanalawewa catchment receiving less
rainfall in that particular year and vice versa. +is indicates
the management of water can get complicated in certain
years due to prolonged drought or excessive rainfall,
resulting in natural disasters.

Hence, this study is of paramount importance to the
representatives from various agencies to plan resources
based on the forecasts. Water release from hydropower
plants for electricity generation and irrigation at Samana-
lawewa is controlled by representatives from the Ceylon
Electricity Board, Water Management Secretariat, Mahaweli
Authority, and National Water Supply and Drainage Board.
+erefore, the meetings which are held weekly [73] would be
much fruitful from the results presented herein.

Nevertheless, the accurate projection of power genera-
tion from any hydropower plant is challenging as well as
uncertain due to its dynamics. In addition, forecasts from
ANNmodels are reliant on the quality and availability of the
input and output parameters. In this study, rainfall and
power generation data of the past 21 years were used with
only 1 type of input climatic variable. +is could be the
probable reason to have obtained high MSE values during
the training of the ANN model. +e authors, therefore,
reckon more accurate projections can be made by incor-
porating comprehensive input parameters, which play an
influencing role in hydropower generation provided that
relevant data are available. Furthermore, the authors suggest
performing seasonal and monthly projections to visualize
the supply of water in deeper scales.

8. Conclusions

An ANN model was efficaciously implemented to forecast
the future power generation at the Samanalawewa hydro-
power plant. As it was already stated, this is novel research
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Figure 5: Validation results of the developed ANN model.

150

200

250

300

350

400

450

2019 2029 2039 2049

Po
w

er
 g

en
er

at
io

n 
(G

W
h)

Time (years)

RCP4.5
RCP8.5

Figure 6: Power generation forecast for RCP4.5 & RCP8.5
scenarios.

50

100

150

200

250

300

350

400

450

1991 1996 2001 2006 2011 2016

Po
w

er
 g

en
er

at
io

n 
(G

W
h)

Tiime (years)

Figure 7: Historic power generation with time.

8 Mathematical Problems in Engineering



work in the Sri Lankan context, which also can be used in
forecasting the hydropower generation. BFG algorithm was
found to be the best training algorithm among the tested
other training algorithms for the developed ANN model to
predict the hydropower generation. Results revealed that the
power generation would increase by 7.29% and 10.22%
under RCP4.5 and RCP8.5 scenarios, respectively, until
2050.+is is a significant contribution to the energy demand
in Sri Lanka, and more importantly, the forecasted increase
is from renewable energy. +is highlights that there are not
any significant intimidations of climate variability in the
Samanalawewa catchment area. +is is an advantageous
finding for the energy authorities in Sri Lanka due to the
scarcities of power generations. However, the authors realize
that representatives from various agencies have a vital role to
play, as the forecasted increase in hydropower generation is
not uniform. Hence, this study provides some clues to
stakeholders to preplan natural disasters such as drought
and flooding to minimize associated risks.

However, the developed forecasting model is only for-
mulated using the rainfall to the catchment. +e other cli-
mate variables, such as temperature, evapotranspiration,
wind speed and direction, relative humidity, and soil in-
filtration, would be useful in a comprehensive forecasting
model development. Nevertheless, the developed forecasting
model can be effectively used in a climatic data scarcity
environment. Most of the developed countries do not have
an improved network of meteorological stations; even the
available stations only record the rainfall. +erefore, the
developed model is extremely important, at least to have
some clues for the future.

In addition, the presented ANN model can be used to
forecast the future power generation from hydropower
plants located elsewhere. +erefore, the authors suggest
carrying out similar projection studies using ANN for all the
major hydropower plants located in Sri Lanka and to have a
common management plan of water resources to generate
hydropower for the future. However, it is always important
to plan for the uncertainty in the neural network models due
to the forecasted future climates rather than the observed
climatic parameters.
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In this study, the main aim is to improve performance of the voting feature intervals (VFIs), which is one of the most effective
machine learning models, using two robust ensemble techniques, namely, AdaBoost and MultiBoost for landslide susceptibility
assessment and prediction. For this, two hybrid models, namely, AdaBoost-based Voting Feature Intervals (ABVFIs) and
MultiBoost-based Voting Feature Intervals (MBVFIs) were developed and validated using landslide data collected from one of the
landslide affected districts of Vietnam, namely, Muong Lay. Quantitative validation methods including area under the ROC curve
(AUC) were used to evaluate model performance. �e results indicated that both the newly developed ensemble models ABVFI
(AUC� 0.859) and MBVFI (AUC� 0.839) outperformed the single VFI (AUC� 0.824) model. �us, ensemble framework-based
VFI algorithms can be used for the accurate spatial prediction of landslides, which can also be applied in other landslide prone
regions of the world. Landslide susceptibility maps developed by ensemble VFI models can be used for better landslide prevention
and risk management of the area.

1. Introduction

In recent years, population growth and development in
unstable hilly areas have led to an increase in natural di-
sasters such as landslides [1]. Based on 100 years of data
analysis of natural hazards, after floods and earthquakes,
landslides are the most frequent and important natural
disaster causing casualties, financial losses, and adverse
environmental impacts all over the world [2]. Landslides can
cause destruction of infrastructure facilities, land use

changes, erosion, and a high volume of sediment production
in watersheds [3–5]. Mostly landslides occur due to gravity
action on groundmass as a result of rainfall, earthquakes, soil
saturation, and excavation of slopes [6, 7]. Landslide
influencing factors include topography (slope, aspect, cur-
vature, altitude, and elevation), geology (lithology, fault, and
weathering crust), hydrology (rainfall and drainage), and
land use [8–11]. Understanding the features and elements of
landslide development and expansion helps in risk predic-
tion and prevention of landslide damages [12].
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In landslide study, it is important to identify and de-
marcate landslide susceptible zones [13, 14]. Landslide zoning
mapping requires an assessment of the relationship between
the prevailing conditions of the basin situation and the factors
affecting the occurrence of the landslides [15]. In general,
there are several methods of landslide susceptibility mapping
and zoning [16, 17] which include mathematical/statistical
and machine learning techniques [18, 19]. Mathematical
modeling approach for delineating landslide hazards in wa-
tersheds was discussed in detail by Simons and Ward (http://
andrewsforest.oregonstate.edu/pubs/pdf/pub2055.pdf) and
Simons and Ward [20]. Corominas et al. [21] reviewed the
literature and recommended methodologies for the quanti-
tative analysis of landslide hazard, vulnerability, and risk at
different spatial scales. �ey have also used this method for
the verification and validation of the results [21].

However, it is difficult to demarcate natural boundary of
transitional/gradational geological units and also continuous
topographic features and factors such as elevation, slope, and
topographic indices by traditional and statistical models
[22, 23]. Simplification of major landslide parameters, their
classes, and interactions between them can lead to incorrect
results in the final map [24, 25]. �ese concerned led to the
use of machine learning (ML) and data mining techniques in
landslide studies [1, 26]. Nowadays, these methods are being
usedmore widely for landslide susceptibility mapping due to
their accuracy and speed [13, 14, 27]. Some of the prominent
models used for mapping include artificial neural network
(ANN) [28, 29], boosted regression trees (BRTs) [30, 31],
random forest (RF) [32, 33], rotation forest (ROF) [34, 35],
particle swarm optimization (PSO) [36, 37], support vector
machine (SVM) [28, 38], binary logistic regression (BLR)
[22], bagging [39, 40], logistic regression (LR) [33, 41], and
canonical correlation forest (CCF) [42]. ML models have
proven their relative superiority over bivariate and multi-
variate statistical models in several studies [43, 44]. In ad-
dition, to increase accuracy in dealing with complex
problems and uncertainties, these models also lead to the
development of new approaches to various problems
[45, 46]. Although a number of ML models have been used
in the landslide study, no model is perfect to be applied in all
geoenvironmental conditions. �erefore, there is always
scope of improvement in methodology by using different
combinations of algorithms.

With this objective, a new ensemble framework-based
ML models, namely, ABVFI and MBVFI, which are com-
bination of a popular single ML model voting feature in-
tervals (VFIs), and two effective ensemble techniques,
namely, AdaBoost and MultiBoost algorithms, were pro-
posed for the development of landslide susceptibility maps.
Muong Lay district, which is one of the most landslide
affected areas of Vietnam, was selected as the study area.�e
main contribution of this study is in the development and
application of a novel hybrid approach for accurate landslide
susceptibility mapping. Validation of these models was
carried out using different quantitative statistical indices
including area under the ROC curve and accuracy. Weka
and ArcGIS software were implemented for processing the
data, modeling, and mapping of landslide susceptibility.

2. Methods Used

2.1. Voting Feature Intervals. Voting feature intervals (VFIs)
is one of the classification methods that is based on feature
separation and works on nonincremental classification [47].
In the VFI method, the features are considered indepen-
dently [48]. �is method has been used successfully in
various medical, computer, and natural sciences studies
[49, 50].�e primary purpose of this approach is to deal with
very imbalanced datasets [51].

VFI methodology involves two main steps: [1] training
and [2] classification. First, in the training phase, the feature
intervals are constructed around each class by calculating the
lowest and highest values of each feature. In the classification
stage, a feature vote is computed for each category based on
each interval from each element, and then, the votes for each
feature interval are united to produce one output [47]. One
of the most important advantages of this algorithm is that it
ignores the missing feature values at both the training and
classification stages [47].

2.2. AdaBoost. AdaBoost or Adaptive Boosting is a ML
algorithm devised by Yaw Freund and Robert Schapire [52].
AdaBoost is a hybrid learning technique and most well-
known method of the algorithm’s family. In this algorithm,
models learned sequentially so that a model is trained at any
one time. At the end of each time, incorrectly classified
examples are identified, and their emphasis is on a new
training set which can be used for the next training session
for training a new model [53]. �e idea is that new models
should be able to compensate for errors created by previous
models. In fact, AdaBoost is a meta-algorithm used to en-
hance performance along with other learning algorithms.
Purpose of the AdaBoost algorithm is to increase learning
rate of the classifiers. �is algorithm combines several weak
clusters to obtain a suitable boundary between two classes of
data. �e AdaBoost algorithm is sensitive to noise and
outliers, but it is better suited to the overfitting problem in
comparison to other learning algorithms [52].

If the base classifier used is better than the random
classifier (50%), the algorithm’s performance improves with
more iteration. Even classifiers with higher error than
random classifiers enhance overall performance by taking
the negative coefficient [54]. In the AdaBoost algorithm, a
weak classification is added at each round. At each call,
weights are assigned based on the importance of the samples.
With each round, the weight of misclassified samples in-
creases, and the weight of correctly classified samples de-
creases, so the new classifier will focus on the more difficult-
to-learn samples [55].

2.3. MultiBoost. MultiBoost is one of the ensemble
learning methods developed by combining two ensemble
learning algorithms, namely, AdaBoost and Wagging
[56–58]. Wagging uses training samples with deferring
weight, which could significantly reduce the high bias of
the AdaBoost algorithm [59]. Combination of the two
AdaBoost and Wagging techniques improves weak

2 Mathematical Problems in Engineering

http://andrewsforest.oregonstate.edu/pubs/pdf/pub2055.pdf
http://andrewsforest.oregonstate.edu/pubs/pdf/pub2055.pdf


classifications learning and transforms them into a robust
classifier [56]. In case of MultiBoost technique, training
of data is done in three main stages: (i) randomly, a subset
is separated from the training data and used for models
based on initial classification; (ii) sample weight is
adjusted according to the predictive ability of the model;
and (iii) the new subset is selected according to the
weighted sample and is used to train the new model [60].

2.4. Validation Methods. Performance of the models was
evaluated using statistical measures such as positive pre-
dictive value (PPV), area under receiver operating charac-
teristic (ROC) curve (AUC), specificity (SPF), accuracy
(ACC), negative predictive value (NPV), sensitivity (SST),
root mean square error (RSME), and Kappa index (k)
[61, 62]. Detail description of these indices is presented in
relevant studies [4, 63–70]. Formulas of these indices are
presented in Table 1.

3. Study Area

�e study area of Muong Lay district is located in the
northwest of Vietnam between 22°0′N and 22°5′N and
103°5′E and 103°10′E, covering 11403 km2 is highly prone to
landslides (Figure 1).�e area is located, at the confluence of
Da, Nam Na, and Nam Lay Rivers in a narrow and long
valley [3, 4]. �e elevation varies between 125 and 1778m.
�e hill slopes are connected with sheered cliffs and marked
by rapids. �e area is tectonically active, structurally dis-
turbed, and traversed by several faults including Chay River
fault, Red River fault, and Dien Bien-Lai Chau fault zones,
within the Lai Chau-Dien Bien fault zone, thus vulnerable to
natural disasters such as floods and landslides. �is area
experiences annual average temperature ranging between
21°C and 23°C, humidity up to 84% and average number of
sunshine hours ranging from 1820 to 2035 hours per year
[3, 4].

4. Geospatial Database

Geospatial data of landslide inventory were obtained from
the Vietnam Academy of Geosciences and Minerals official
web portal (http://canhbaotruotlo.vn) and updated from
Google Earth images and field surveys. In total, 271 landslide
events were recorded and studied for the development of
models. Landslides in the area are of rotational, translational,
debris, rock falls, and mixed types. Most of the landslides
occur along and adjacent to the main connecting road to the
Muong Lay district, on the Highways 6 and 12 [3, 4]. For
developing landsides prediction models, landslide condi-
tioning or affecting factors such as topographical factors
(aspect, slope, and curvature) were generated from digital
elevation model (DEM) of 12.5m available online (https://
vertex.daac.asf.alaska.edu). Geological and topographical
factors (distance to faults, distance to rivers, geology/li-
thology, focal flow, weathering rocks, and distance to roads)
were generated and extracted from geology and topography
maps (1 : 50000) collected from General Department of
Geology and Minerals of Vietnam. Maps of these

conditioning factors are presented in Figure 2, while the
spatial analysis of past and present landslides carried out on
these conditioning maps is presented in Figure 3 [3, 4]. More
detailed analysis of the individual influencing factors and
mechanism of landslides is presented in the published works
carried out in the same area [3, 4].

5. Modeling Methodology

Major steps of the methodological framework include [1]
data collection and preparation, [2] model development, [3]
model validation, and [4] generation and validation of
landslide susceptibility maps (Figure 4).

5.1. Data Collection and Preparation. Landslide data of 271
past landslide events were generated by identifying land-
slides on Google Earth images in conjunction with available
landslide records. Out of these, 70% of landslide (152 lo-
cations) and nonlandslide (152 locations) data were used to
generate the training dataset for building the models,
whereas 30% remaining (65 landslide locations and 65
nonlandslide locations) data were used to create testing
dataset for model validation. Training and testing data in
the ratio of 70/30 were selected based on the experience of
authors and other published work on the similar studies
[72–75]. Correlation-based feature selection method [76],
which is known as one of the most effective feature se-
lection methods for landslide susceptibility modeling
[77, 78], was used to select the suitable factors for landslide
modeling.

5.2. Landslide Susceptibility Model Development. For the
developments of models, the training dataset was used to
construct the models (VFI, ABVFI, and MBVFI). In ABVFI,
AdaBoost was used as an optimization technique to optimize
the training dataset, which was then used as inputs for
classification of landslide and nonlandslide classes using a
base classifier of VFI. Similarly, in MBVFI, MultiBoost was
used as an optimization technique to optimize the training
dataset which was then used as inputs for classification of
landslide and nonlandslide classes using a base classifier of
VFI.

5.3. Landslide Susceptibility Model Validation. Validation of
the models (VFI, ABVFI, and MBVFI) was carried out using
the testing dataset and quantitative statistical indices,
namely, AUC, ACC, SST, SPE, PPV, NPV, RMSE, and
Kappa index.

5.4. Landslide Susceptibility Map Generation and Validation.
Landslide susceptibility indices scores generated by the
models were classified into very low, low, moderate, high,
and very high susceptibility areas based on Jenks’ natural
break classification method [79] for map generation.
�ereafter, performance of the generatedmaps was validated
by frequency ratio analysis [80].
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6. Results and Analysis

6.1. Validation and Selection of Important Factors.
Validation and selection of important factors was done using
correlation-based feature selection [3, 77], and the results are
presented in Table 2. It can be observed that distance from rivers
(AM� 0.437) is the most important factor, followed by distance
from roads (AM� 0.404) and distance from faults (AM� 0.336
aspect (AM� 0.226), weathering crust (AM� 0.126), geology
(AM� 0.115), slope (AM� 0.076), focal flow (AM� 0.054), and
curvature (AM� 0.029), respectively (Table 2).

6.2. Validation and Comparison of Landslide Susceptibility
Models. Validation and comparison of landslide suscepti-
bility models were done using PPV, NPV, SST, SPF, ACC,
Kappa, and RMSE scores. �e ABVFI model achieved the

highest accuracy on both training (ACC� 82.12%) and testing
datasets (ACC� 81.54%) compared with other models (VFI
and MBVFI). �is model also achieved the highest PPV
(83.08%) on test data, the highest NPV on training (86.75%)
and testing (80.0%) datasets. ABVFI was highly sensitive
towards correctly predicting landslides in this area on both
training (SST� 85.40%) and testing (SST� 80.60%) datasets.
It achieved the highest SPF on the test (82.54%) dataset.
ABVFI scored the highest kappa value on both training
(0.624) and testing (k� 0.631) datasets. In contrast, ABVFI
achieved the smallest RMSE on both training (0.367) and
testing (0.390) datasets (Table 3 and Figure 5).

ABVFI model achieved the highest AUC on training
(AUC� 0.897) and testing data (AUC� 0.859), followed by
MBVFI on training and (AUC� 0.895) testing data
(AUC� 0.839) and VFI on training (AUC� 0.845) and
testing data (AUC� 0.814), respectively (Figure 6).

Table 1: Formulas of quantitative indices used for validation of the models.

No. Quantitative indices Formulas
1 Positive predictive value (%) PPV � TP/(TP + FP) [1]
2 Negative predictive value (%) NPV � TN/(TN + FN) [2]
3 Sensitivity (%) SST � TP/(TP + FN) [3]
4 Specificity (%) SPE � TN/(TN + FP) [4]
5 Accuracy (%) ACC � (TP + TN)/(TP + TN + FP + FN) [5]
6 Kappa k � (Ra − Rept)/(1 − Rept) [6]

7 Root mean square error RMSE �
�����
(1/m)




m
i�1 (Vp − Va)2 [7]

8 Area under the ROC curve AUC � TP +  (TN/P) + N [8]

TP, TN, FP, and FN are considered the percentage of pixels classified correctly and incorrectly as landslide and nonlandslide classes;m is the total number of
instances in the datasets; Vp and Va are predicted and actual values of outputs; Rept and Ra are expected agreements and the percentage of samples predicted
correctly for landslide or nonlandslide classes; N and P are the total number of landslide and nonlandslide classes, respectively [71].
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In general, it is apparent that ABVFI scored the highest
AUC, ACC, and kappa values and the lowest RMSE on both
the train and test data; therefore, this model can be selected as
the best model in terms of predictability as well as robustness.
MBVFI was the second-best model followed by the VFI model.

6.3. Construction of Landslide Susceptibility Maps.
Landslide susceptibility maps based on themodel’s study were
generated into five classes: very low, low, moderate, high, and
very high susceptibility areas (Figure 7). Based on the fre-
quency analysis of each class of landslide susceptibility for
each model, we found that VFI algorithm was able to predict
more correctly very high and high landslide susceptible areas
than the moderate and low landslide classes (Table 4). Very
low landslide areas could not be predicted byVFI.MBVFI was
able to predict more correctly very high landslide susceptible
areas. MBVFI could equally predict high and moderate
landslide susceptible areas (Table 4). Like MBVFI, ABVFI was
also found to be good at predicting very high landslide-
sensitive areas. Overall, ABVFI could correctly predictmost of
the landslide susceptible classes (Table 4).

7. Discussion

In this study, we have developed improved hybrid VFI
models ensemble with AdaBoost and MultiBoost algorithms
and applied them at the Muong Lay district, Dien Bien
province, Vietnam, for landslide susceptibility mapping and

prediction. To develop the ML models, it is important to
validate and select the most suitable conditioning factors for
better landslide susceptibility assessment and mapping [81].
In this study, correlation-based feature selection was applied
to validate importance of the conditioning factors and ac-
cordingly select the best factors for landslide susceptibility
modeling. �e main principle of this method is based on the
correlation analysis between the input and output variables
and among input variables [3, 82]. It is a well-known feature
selection method for ML applications [82]. �e results in-
dicated that distance from rivers (AM� 0.437), distance
from roads (AM� 0.404), and the distance from faults
(AM� 0.336) had the highest impact in the landslide sus-
ceptibility prediction in the models (Table 1), which cor-
roborated the study of earlier workers in this region [3, 4].
Reason for greater impact of rivers on the landslide oc-
currences is that slope close to rivers is generally saturated
with water; moreover, erosion of toe support is likely at the
bottom of valleys through which river flows thus causing
more landslides in river valleys. Similarly, removal of toe
support while construction of roads on hilly and moun-
tainous areas also creates instability of groundmass. Road
construction also disturbs slope and surrounding rock/
ground mass, which cause landslides unless protected ad-
equately. Faults are one of the prominent slopes affecting
factors, which may itself cause landslides depending on its
location, orientation, and nature of infilling material.
Landslides generally occur in the fault affected areas due to
ongoing tectonic activities.
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Validation and comparison results of the models
showed that ABVFI is the most accurate and robust
model on both the training and testing datasets (Table 2
and Figures 5 and 6). One of the advantages of this is that
it is neither overtrained nor undertrained when com-
pared to specifically VFI. Kappa statistics are used to
evaluate the robustness of machine learning models.
ABVFI and MBVFI both scored “K” greater than 0.61 on
test data that makes both the models substantially robust
[83, 84]. However, VFI shows a moderate kappa value of
0.446 on testing data [83, 84]. Although the RMSE value
of all the three models relatively increased on testing data,
it was the lowest for the ABVFI model (increase of 0.023)
on training data. MBVFI scored the second lowest RMSE

on testing data with an increase of 0.026 when compared
to the RMSE value on training data. With the highest
AUC on testing data, ABVFI scored 0.038 which is lower
than it achieved on training data. On the contrary, the
second-best AUC scorer MBVFI achieved 0.056, which is
less AUC score on testing data than it achieved on
training data. VFI achieved 0.021 which is less AUC score
on the test data than it achieved on training data. In
addition, it can be seen from Table 4 that the frequency
ratio values of high and very high classes of the map
produced by ABVFI are higher than those produced by
other models (MBVFI and VFI), which proves that
prediction probability of landslides of the ABVFI is
higher than other models. Main reason for the better
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Figure 3: Frequency analysis histograms of landslide condition factors.
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Data collection and preparation

Landslide conditioning factors (9 factors) and inventory map (217 landslide locations)

Correlation-based feature selection

Training dataset Testing dataset1

Landslide susceptibility model development

Training dataset

VFI -MBVFI -ABVFI

Landslide susceptibility model validation
Testing dataset

Validation of the models using quantitative statistical indices

2

3

Landslide susceptibility map generation and validation

Landslide susceptibility analysis

Very low Low Moderate High Very high

4

Figure 4: Methodological framework of this study.

Table 2: Importance of factors using correlation-based feature selection.

Average merit (AM) Average rank Landslide conditioning factors
0.437 1 Distance from rivers
0.404 2 Distance from roads
0.336 3 Distance from faults
0.226 4 Aspect
0.126 5.3 Weathering crust
0.115 5.7 Geology
0.076 7.2 Slope
0.054 8.2 Focal flow
0.029 8.6 Curvature

Table 3: Model performance using various quantitative indices.

No. Parameters
Training model Validation model

VFI MBVFI ABVFI VFI MBVFI ABVFI
1 TP 101 120 117 47 53 54
2 TN 124 127 131 47 52 52
3 FP 50 31 34 18 12 11
4 FN 27 24 20 18 13 13
5 PPV (%) 66.89 79.47 77.48 72.31 81.54 83.08
6 NPV (%) 82.12 84.11 86.75 72.31 80.00 80.00
7 SST (%) 78.91 83.33 85.40 72.31 80.30 80.60
8 SPF (%) 71.26 80.38 79.39 72.31 81.25 82.54
9 ACC (%) 74.50 81.79 82.12 72.31 80.77 81.54
10 Kappa 0.490 0.636 0.642 0.446 0.615 0.631
11 RMSE 0.463 0.395 0.367 0.473 0.421 0.390
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performance of ABVFI in comparison to other two
models (MBVFI and VFI) is that it uses the AdaBoost
ensemble technique, which has many advantages such as
(i) it analyses large amount of data efficiently; (ii) it
handles uncertainties and performs error analysis in
better way; (iii) it optimizes the training dataset, selects
the informative features, and provides appropriate
weights to features for better data interpretation; and (iv)
it is mathematically insensitive to overtraining and
training error diverges to zero exponentially [85].

In general, ABVFI achieved the best performance in this
study, while comparing to other models. It is noticed that
this is the first time AdaBoost andMultiBoost ensemble with
VFI as base classifier and were developed as hybrid models
(ABVFI and MBVFI) and evaluated for the prediction of
landslide susceptibility. Limitation of the study is that we
have used data of available 271 landslide events for the
development of models. �erefore, we suggest a larger
sample size of data in future study to check and refine
performance of the models.
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Figure 5: RMSE analysis of the models.
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Figure 7: Continued.
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Figure 6: Validation and comparison of the models using the ROC curve: (a) training dataset; (b) validating dataset.
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8. Concluding Remarks

In the present study, spatial landslide susceptibility pre-
diction models, namely, ABVFI and MBVFI with VFI as a
base classifier were developed as ensemble or hybrid models,
which have emerged as better decision-making tools. �e
hybrid novel model ABVFI (AUC� 0.897) is the best model
in comparison to single VBI (AUC� 0.845) and other de-
veloped hybrid model MBVFI (0.895). Validation and

statistical analysis results show that ABVFI is the most
accurate and robust model on both the training and testing
datasets. Accurate susceptibility maps generated by this
model can be used for safe and economic construction of
roads, powerhouses, and other infrastructures. �us, the
ABVFI model can be used for the proper management of
landslides in the hilly areas not only in Vietnam but also
other areas of the world. In future study, it is proposed to
consider excessive rains and drought factors due to climate
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Figure 7: Landslide susceptibility maps using different models: (a) VFI; (b) MBVFI; (c) ABVFI.

Table 4: Validation of landslide susceptibility maps.

Model Class Class pixels Landslide pixels % class pixels % landslide pixels Frequency ratio

VFI

Very low 11751 0 1.618646 0 0
Low 196916 6 27.12428 9.230769 0.340314

Moderate 220244 9 30.3376 13.84615 0.456402
High 226270 35 31.16765 53.84615 1.727629

Very high 70796 15 9.751824 23.07692 2.366421

MBVFI

Very low 99237 2 13.66944 3.076923 0.225095
Low 108692 1 14.97182 1.538462 0.102757

Moderate 201878 10 27.80777 15.38462 0.553249
High 82944 5 11.42516 7.692308 0.673278

Very high 233226 47 32.12581 72.30769 2.250766

ABVFI

Very low 79710 1 10.97969 1.538462 0.140119
Low 167322 4 23.04784 6.153846 0.267003

Moderate 146596 9 20.19293 13.84615 0.685693
High 169770 14 23.38504 21.53846 0.921036

Very high 162579 37 22.39451 56.92308 2.541832
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change effects for further improvement in prediction ca-
pability of landslide susceptibility models.
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[47] G. Demiröz and H. A. Güvenir, “Classification by voting
feature intervals,” in Proceedings of the European Conference
on Machine Learning, Springer, Berlin, Germany, pp. 85–92,
April 1997.

[48] K. Marsolo, M. Twa, and M. A. Bullimore, “Spatial modeling
and classification of corneal shape,” IEEE Transactions on
Information Technology in Biomedicine, vol. 11, no. 2,
pp. 203–212, 2007.

[49] H. A. Parthasarathy, G. Demiröz, and N. İlter, “Learning
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In order to improve reliability and fatigue life of cylinder gaskets in heavy duty diesel engine, several methods and algorithms
are applied to optimize operating factors of gaskets. Finite element method is utilized to figure out and analyze the temperature
fields, thermal-mechanical coupling stress fields, and deformations of gasket. After determining the maximum values of three
state parameters, the orthogonal experimental design method is adopted to analyze the influence rules of five operating factors
on three state parameters of the gaskets and four factors which most significantly affect these state parameters are determined.
)en, the method which uses operating factors to predict state parameters is established on the application of hybrid neuron
network based on partial least squares regression and deep neural network. )e comparison results between the predicted
values and real values verified the accuracy of the hybrid neuron network method. Based on artificial bee colony algorithm,
improvement is attached to the way three kinds of grey wolves locate preys in grey wolf algorithm and the way how using
different hierarchy wolfs in grey wolf algorithm to determine three weight coefficients and the location of prey is put forward
with. )e method using artificial bee colony algorithm to optimize the grey wolf algorithm is called ABC and GWO. )e
proposed HNN and the ABC and GWOmethod are applied to work out operating factors values which correspond to optimal
state parameters of gasket, and the gaskets are optimized according to the optimal values. It has been demonstrated by finite
element analysis results that maximum temperature, maximum coupling stress, and the maximum deformation decrease to
6 K, 12.57MPa, and 0.0925mm compared to the original values, respectively, which proves the accuracy of the algorithm and
the validity of the improvement.

1. Introduction

Cylinder gaskets are critical to reliable sealing and stable
operating of diesel engine. However, they are not only
subjected to the scour from high-temperature gas, but also
subjected to the pressure of cylinder heads, bodies, and the
bolt preload forces during operation, the operating envi-
ronment of which is very harsh. )e area between the
coolant flow channel and the combustor especially should
bear not only the heat transfer from high-temperature gas
and the heat dissipation of coolant, but also the explosive
pressure and the bolt preload. In consequence, it is much

likely for the gaskets to suffer fatigue damage failure. )us,
the detailed research on the temperature, stress, and de-
formation of the area mentioned is significant for ensuring
the safe and reliable work of gaskets so as to improve the
reliability and the performance index of diesel engine.

)ere are many researches which focus on the diesel
engine and its high-temperature components, the research
subject including combustion [1], engine performance [2],
injection [3], fault diagnosis [4], mixture fuel [5], and waste
heat recovery [6]. Kumar et al. [7] investigated the per-
formance (emission and quality of the fuel) of engine using
the diesel alcohol blend as the fuel. To compare the
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difference of the fuel, they conducted a series of experiment
in different situations to observe the performance of engine,
including different operating load, different fuel component,
and different operating speed. Results show that the diesel
alcohol blend fuel has a better performance than other fuels
and that methanol has a better emission performance than
other fuels. Wei et al. [8] researched the problem about soot
properties and its generating process. )ey investigated the
macroscopic shape, nanostructure, and thermophysical
properties of the soot. Results show that dimethyl carbonate
diesel blends can generate smaller soot than other fuels and
that macroscopic shape has less influence than nano-
structure on the soot generation process. Subramaniam et al.
[9] studied the properties of algae blend fuel and used the
single cylinder diesel engine to do the experiment about the
fuel. )e experimental condition includes various algae
volume, and the output parameters to be compared are
thermal efficiency of engine, fuel consumption per unit
output power, temperature of exhaust, and some properties
of combustion. Results show that A20 has the better
properties than the other blend fuels. Jabbr et al. [10]
researched the performance of dual fuel engine. In order to
figure out the influence rule of parameters and the balance of
the state factors, they used the method of analysis of variance
and genetic algorithm and neuron network. Results show
that increasing the ratio of hydrogenated oil can reduce the
soot generation and improve the performance of combus-
tion. Allam et al. [11] studied the economic efficiency and air
filter of the diesel engine. Zhang [12] studied the influence
rule of boiling heat transfer on the performance of diesel
engine. )ey verified the simulation results of boiling heat
transfer and the general heat transfer. )ey also used the
perturbation method to investigate parameters of diesel
engine.

As for the high temperature in the engine, the researches
focused on the cylinder liner [13], piston [14], cylinder head
[15], cylinders [16], crank [17], shaft [18], and so on. Zhaoju
et al. [19] studied the thermal-mechanical coupling stress of
the piston. Based on the calculated results, they optimized
the piston about its top height and its pin bore using the
response surface method. Results show that the geometry of
piston does not have obvious effect on the temperature and
stress of the piston. At last, to decrease the maximum stress
and mass of piston, they used the multiobjective optimi-
zation method to optimize the piston. Wang et al. [20]
studied the fatigue rule of the piston alloy and come up with
a life prediction method to evaluate the working state and
left life of the piston. )ey studied the properties of piston
among high and low temperature. Based on the model and
the calculation results, they provided the optimal strategy to
guarantee the reliability and working life of piston alloy.
Wang et al. [21] researched the seal of cone using the method
of finite element method.)ey established the model of cone
combing with gasket, considering the effect of relaxation and
long time working, and studied the leakage rule of the cone
at the different conditions. )is study can contribute to the
reliability of satellite and its seal performance. Liu et al. [22]
studied the experimental method to measure the heat
transfer coefficient of refrigerator gasket. )ey used the

reverse heat loss method to specify the heat flow through the
gasket. To guarantee the experimental results, they used
three gaskets and divided the heat transfer area small enough
to measure the heat transfer condition. By experiment and
analysis, they find some methods which could enhance the
seal ability and could decrease the heat transfer coefficients.
Rashnoo et al. [23] used two methods to optimize the alloy
used in cylinder gasket, which is different displacement rates
and reinforcement. To figure out the influence of these two
factors, they used the method of sensitivity analysis and
regression analysis. Results show that the reinforcement has
more influence on the alloy strength and that the alloy
microstructure will be better after the reinforcement.

)e orthogonal experiment method is applied in the
research widely; the related subject and issues are composite
material [24], road construction [25], plasma spray [26],
batteries [27], alloy powder [28], and concrete properties
[29]. Subramani et al. [30] explored the method to improve
the quality of exhaust and minimize the variation of per-
formance of engine. )ey selected a single cylinder engine
and its eight factors to perform the study. )e target ob-
jective of the research is the quality of the exhaust and engine
performance and the method used in this study are taguchi
design, analysis of variance, and the response surface
methodology. Nagasankar et al. [31] researched the welding
process of the exhaust value of engine. )ey used the or-
thogonal experiment to investigate the influence rule of
pressure, time, and other factors on the welding quality.
Based on the calculation results, they conducted the multiple
liner regression and variance analysis.

)e applied fields of hybrid neural network are more and
more wide with the development of the algorithm. )e
related research areas are stock market [32], language
identification [33], property prediction [34], life prediction
of component [35], emotion recognition [36], and so on.
Baklacioglu et al. [37] used a new method to establish the
mathematical model of engine; the method is hybrid genetic
algorithm artificial neuron network strategy. In the calcu-
lation process, five state parameters of engine are set as input
factors and the condition of the main components as output.
Results show that the method has a good prediction accu-
racy. Jiang et al. [38] conducted the output prediction of the
engine using artificial neuron network. )ey established two
improved artificial neuron networks for two engines and
used the extended database to train the model. Results show
that two improved networks have more prediction accuracy
than the original network and that the improved networks
have better robustness when facing different datasets.
Fagundez et al. [39] established the model of engine with the
methods of artificial neuron network and particle swarm
optimization artificial neuron network, respectively. Results
show that both algorithms are applicable for the prediction
of performance of engine. It can be concluded that the
particle swarm optimization artificial neuron network
method has more prediction accuracy in emissions com-
pared to artificial neuron network. Chen et al. [40] studied
the effectiveness of fault diagnosis using hybrid neuron
network based on the extensive experiment data. During the
process of training and diagnosis, they captured the feature
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of data by method of convolutional and recurrent com-
puting and trained the network by method of convolutional
and recurrent backpropagation algorithm. Results show that
the method is verified to do the diagnosis. Cui et al. [41]
studied the predictive method of fuel saving on the washing
engine; the method they used was singular value decom-
position, convolutional neural network, and empirical mode
decomposition. To improve the prediction accuracy, they
replaced the continuous flight data by discrete data to train
the model which would be used to predict the quantity of
fuel savings.

)ere are many researches that focus on grey wolf op-
timization, which are related to grid [42], fuel cell [43], robot
controlling [44], blend fuel [45], engines [46], forecasting of
investment [47], and so on. Gujarathi et al. [46] optimized
the engine with grey wolf algorithm for its performance and
emissions. In the optimization process, a wide range of
parameters are considered, including specific fuel con-
sumption, hydrocarbon, carbon monoxide, nitrogen oxide,
and particulate matters. Results show that grey wolf algo-
rithm can find the optimal values with least costs. Ileri et al.
[45] studied the optimization problem of cetane concen-
tration in blend fuel used in diesel engine. )ey conducted a
series of experiment under different conditions and using
the grey wolf algorithm to find the optimal results of the
blend. At the optimization process, they took the perfor-
mance of engine and emission of combustion into con-
sideration. At last they find the optimal fuel composition
under different conditions and calculate the performance
results. Luo et al. [48] come up with an improved grey wolf
algorithm by improving the weight of leader wolf location.
Considering the convergence speed and the optimization
accuracy, the new algorithm is better than the original one.
)e new algorithm has a low cost when calculating the actual
engineering problems. Vijay and Nanda [49] optimized the
grey wolf algorithm with three strategies which are prey
weight, control level, and both of them. )ey compared the
new algorithm’s performance with other five algorithms and
the compared parameters are data scalability, noise, and
algorithm parameter. Results show that the new algorithm
has advantage in solving engineering problems.

)e paper mainly optimizes the operating factors of
cylinder gaskets based on their maximum temperature,
maximum stress, and maximum deformation. )e methods
involved in the process mainly contain finite element
method, orthogonal experimental design, a hybrid neural
network model based on partial least squares regression and
deep neural network, and grey wolf optimization algorithm
based on an artificial bee colony algorithm. In different parts,
the corresponding research contents are described below. In
Part 1, FEM is utilized to figure out and analyze temperature
fields, thermal-mechanical coupling stress fields, and de-
formations of cylinder gaskets and to analyze areas where
operating conditions are comparatively poor. In Part 2,
orthogonal experimental design method is adopted to cal-
culate and analyze the influence rules of five operating
factors (i.e., the diameter of the combustion chamber circle,
the diameter of coolant channel, the length of thermal
insulation area between the 3rd and 4th cylinders, the

thickness of cylinder gasket, and bolt preload force) on three
state parameters of the cylinder gaskets (i.e., the maximum
temperature, maximum stress, and maximum deformation
of the gasket), and the four operating factors which most
significantly affect these state parameters are determined. In
Part 3, a hybrid neutral network based on partial least
squares regression and deep neural network is applied to
establish the corresponding relationship between 4 oper-
ating factors and 3 state parameters. In Part 4, on the
foundation of grey wolf algorithm, three different weight
coefficients are introduced to weigh the locations of three
kinds of grey wolves so as to figure out the preys’ location in
a more accurate way. In addition, artificial bee colony al-
gorithm is also adopted to calculate three weight coefficients.
In Part 5, the optimal operating factors of the gaskets can be
determined by the calculation in combination with the
hybrid neural network and the improved grey wolf
algorithm.

1.1. Analysis of Cylinder Gasket Working Condition. As the
most important sealing component in diesel engine [50],
cylinder gaskets function with the primary goals of reliable
combustor and coolant channel sealing by virtue of material
elasticity. In practice, not only are cylinder gaskets subjected
to bolt preload forces and scour from high-temperature and
high-pressure gases inside the cylinder, but some areas in
them exposed to the coolant may be corroded. In this
consideration, cylinder gaskets should meet the following
requirements [51].With certain flexibility and elasticity, they
are capable of compensating for roughness and deformation
on the interface; with sufficient mechanical strength, they
have the ability to support bolt preload forces and the
subsidiary loads generated by interface deformation, and
under actions of high-pressure gases, it is less likely for
gasket to be damaged; with heat and corrosion resistance,
they cannot be easily eroded by cooling liquid and no ab-
lation takes under actions of high-temperature gases; at last,
with convenient assembly and disassembly, they can be
capable of recycling and have a long service life.

According to the proposed working process model of
diesel engine and data achieved by experiments, boundary
conditions are figured out for temperature fields and
thermal-mechanical coupling stress fields of cylinder gas-
kets. As measured through experiment, bolt preload force of
gaskets on the diesel engine turns out to be 153.8 kN. To
calculate the temperature of gasket accurately, a coupling
heat transfer model is established specific to high-temper-
ature parts inside the diesel including cylinder head, cylinder
gasket, cylinder body, and cylinder sleeve. In this manner,
temperature field of the cylinder gasket is acquired.

Temperature fields of the cylinder gasket have been
presented in Figure 1. To validate accuracy of these results,
the real temperature of the cylinder gasket in engine is
measured. Considering that the gasket is located between
cylinder body and head, only its exterior area can be
measured under the circumstance that the diesel engine is
not dismantled. )e location of measuring points is shown
in Figure 2. Comparison between experimental values and
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the calculated values is listed in Table 1. As can be observed
from Table 1, the maximum error between the calculated
value and the experimental value is 7.1%, which satisfies the
accuracy requirement of engineering calculation.

As shown in Figure 1, maximum temperature (534.16K)
of the gasket is achieved at the middle position between the
3rd and the 4th cylinders, and such a position is in contact
with the combustor. Moreover, the minimum temperature is
365.52K, found nearby the coolant channel. Overall, cyl-
inder gaskets with moderate temperature values are faced
with a high-temperature gradient; with the conditions that
materials are soft and flexible, great importance should be
attached to their temperature and stress conditions.

)e thermal-mechanical coupling stress field of the
cylinder gasket at the moment of maximum explosion
pressure of first cylinder is presented in Figure 3. Clearly, it is
revealed by this figure that maximum thermal-mechanical
coupling stress of the gasket is 246.17MPa, found in the
position next to the coolant channel of first cylinder. Besides
the action of scour generated by the explosion pressure
within the cylinder, such an area is also under the influence
of heat transfer from high-temperature gas, heat dissipation
to the coolant, and heavy mechanical and thermal loads.
)erefore, its thermal-mechanical coupling stress is com-
paratively high. Additionally, this figure also reflects that the
influence of the maximum explosion pressure on cylinder
gaskets is only limited to areas close to the first cylinder.)is
signifies that bold preload force, together with interaction of
cylinder body and head, plays a favorable role in fixing and
supporting the cylinder gasket.

As for deformation of cylinder gasket, it is presented in
Figure 4. Here, maximum deformation of the cylinder gasket

is 0.3771mm, which principally takes place in exterior areas
of 1st and 6th cylinders. Moreover, the deformation is
appeared to gradually increase from the center towards both
sides of the gasket.

)rough analysis on temperature fields, thermal-
mechanical coupling stress fields, and the deformation
condition of cylinder gaskets, it is found that thermal-
mechanical coupling stress is rather high at the area near
the coolant channel. In addition, deformation condition
of both sides is still considerable. Considering that ma-
terials are soft, it is much likely for cylinder gaskets to
suffer fatigue failure and damage. Hence, research on
operating factors optimization is carried out in the fol-
lowing parts.

2. AnalysisofCylinderGasketOperatingFactors
based on Orthogonal Experiment

2.1. Experimental Design. As can be known from the above
analysis, coupling stress and deformations of cylinder gas-
kets are comparatively high in the process of their operation.
For this reason, orthogonal experimental design was con-
ducted to realize optimal design of such gaskets and further
identify the optimal operating factors. It is shown by cal-
culation result that gasket temperature reaches its maximum
value in the area nearby the “combustion chamber circle,”
and the maximum stress is found in the area between the
“combustion chamber circle” and the “coolant channel
circle.” )e most serious condition of gasket occurred at the
area between 3rd and 4th cylinders. In this context, the
following five factors are selected to be optimized, including
“radius of combustion chamber circle, A,” “radius of coolant

A: steady.state thermal
Cylnder gasket temperature
Type: temperature
Unit: K
Time: 1
Max: 534.16
Min: 365.52

534.16
522.11
510.07
498.02
485.98
473.93
461.89
449.84
437.79
425.75
413.7
401.66
389.61
377.57
365.52

Figure 1: )e results of gasket temperature field.

Figure 2: )e schematic diagram of experimental measuring point arrangement for gasket temperature fields.
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channel, B,” “length of insulation area between 3rd and 4th
cylinder, C,” “thickness of cylinder gasket, D,” and “bolt
preload force, E.”

)e experiment is concerned with 5 levels in total, which
means, for each factor, 5 values were selected for compu-
tational analysis. )e corresponding levels of different fac-
tors are listed in Table 2. Here, the table of L25(56) was
adopted to fulfill the experimental design. L25(56) means
that this table totally consists of 25 experiments, 6 factors in
each experiment and 5 values corresponding to each factor.
For details, please refer to the left section of Table 3.

2.2. Statistical Analysis of Experimental Results. As orthog-
onal experimental design is performed for cylinder gaskets,
corresponding maximum temperature Tmax, maximum
coupling stress Smax, and maximum deformation Dmax of
gasket were, respectively, figured out. )e computing results
have been listed in Table 3.

It is clear in Table 4 that the minimum value of Tmax is
524.16K, obtained from the experimental group 3, while

minimum values of Smax and Dmax, respectively, 225.18MPa
and 0.2075mm, are found in experimental groups 22 and 14,
respectively. Additionally, relevant results should be further
analyzed, which is shown in Table, because optimal values of
three state parameters are acquired from different groups of
experiments and it is impossible to evaluate influence rules
of various factors merely dependent on their optimal values.

Tables 1 to 5 represent sums of state parameters’ values
corresponding to levels 1–5 of various factors; Max and Min
stand for maximum and minimum values of 5 data in the
corresponding columns, and R is the difference between

Table 1: )e comparison between experimental and calculated temperature values of the gasket.

Measuring points 1 2 3 4 5 6
Experimental values 414.73 417.59 412.711 420.054 417.4528 422.839
Calculated values 391.81 414.75 432.88 446.83 447.10 440.32
Errors (%) 5.53 0.68 −4.89 −6.37 −7.10 −4.13

B: static structural
Cylnder gasket coupling stress
Type: equivalent (non-mises) stress
Unit: MPa
Time: 1
Max: 239.96
Min: 0.031136

239.96
222.82
205.68
188.55
171.41
154.27
137.13
119.99
102.86
85.719
68.582
51.444
34.306
17.169
0.031136

Figure 3: )e schematic diagram of thermal-mechanical coupling stress distribution of cylinder gasket.

B: static structural
Total deformation
Type: total feformation
Unit: mm
Maximum over time

3.77132e – 1 max
3.14912e – 1
2.62957e – 1
2.19573e – 1
1.83348e – 1
1.53098e – 1
1.27840e – 1
1.06748e – 1
8.91367e – 2
7.44306e – 2
6.21509e – 2
5.18970e – 2
4.33349e – 2
3.61854e – 2
3.02154e – 2 min

Figure 4: )e schematic diagram of cylinder gasket deformations.

Table 2: )e levels of different factors.

Factors A B C D E
1 153 23 1 2 133.8
2 154 24 1.25 2.5 143.8
3 155 25 1.5 3 153.8
4 156 26 1.75 3.5 163.8
5 157 27 2 4 173.8
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Max and Min. “Tem,” “Str,” and “Def” are temperature,
stress, and deformation of the gasket, respectively.

As observed from the table, factors A and D have great
influence on deformations of gasket; coupling stress of
gasket is dramatically affected by factor B, and temperature
of gasket is under high influence of factor D. Considering
that three parameters (i.e., temperature, stress, and defor-
mation) are associated with factors A, B, and D, it is difficult
to comprehensively confirm gasket’s optimization condi-
tions simply depending on the table. For this reason, ex-
perimental results are further analyzed by a variance analysis
method.

2.3. Variance Analysis of Experimental Results. During
variance analysis on experimental results, mathematical
statistics method is used to be sure whether differences in
experimental results are incurred by differences in levels
corresponding to factors or by experimental errors [52]. In
this way, influence of various factors on experimental results
may be analyzed in a more intuitive manner.

Firstly, the sum of squares of deviations can be expressed
in the following equation as far as various factors are
concerned:

S
2
i �

I2i + II2i + III2i + IV2
i + V2

i

nsp
−

T
2

nz

. (1)

In the above equation, i is the number of column and is
equal to 1–5; nsp is level repeat number and is 5 in this article;
T and nz, respectively, refer to summation and the total

number of data, where nz � 25. In this case, factors’ degree of
freedom that corresponds to the sum of squares of deviations
can be written into the following equation:

fi � nsp − 1. (2)

After sums of squares of deviations of all factors have
been worked out, error sums of squares of experimental
results can be obtained based on the following equation:
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In line with the following formula:
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)e error sum of squares here can be expressed as
follows:

S
2
e � S

2
6. (5)

Afterwards, mean square values are obtained in accor-
dance with the following equation:

Fi �
S
2
i /fi

S
2
e/fe

. (6)

If the critical value of F is close to 1, it indicates that
influence of level variations on state parameters is similar to
that of experimental errors on them. )erefore, it is deemed
that this factor has no significant influences on state pa-
rameters. Otherwise, it is believed that the factors enor-
mously affect state parameters. In this study, probability

Table 3: )e arrangement and computing results of experiment.

Number A B C D E F Tmax Smax Dmax

1 1 1 1 1 1 1 536.24 243.51 0.4844
2 1 2 2 2 2 2 534.47 242.7 0.285
3 1 3 3 3 3 3 524.16 230.02 0.3095
4 1 4 4 4 4 4 534.99 237.63 0.3509
5 1 5 5 5 5 5 536.12 250.01 0.4496
6 2 1 2 3 4 5 531.18 253.76 0.3629
7 2 2 3 4 5 1 536.85 226.73 0.4253
8 2 3 4 5 1 2 533.37 251.56 0.4963
9 2 4 5 1 2 3 536.45 225.64 0.3836
10 2 5 1 2 3 4 535.8 229.66 0.3501
11 3 1 3 5 2 4 531.38 256.49 0.3825
12 3 2 4 1 3 5 533.18 233.61 0.3853
13 3 3 5 2 4 1 531.62 243.36 0.2488
14 3 4 1 3 5 2 531.3 235.74 0.2075
15 3 5 2 4 1 3 534.81 245.86 0.4761
16 4 1 4 2 5 3 536.38 247.56 0.3223
17 4 2 5 3 1 4 531.18 244.87 0.4411
18 4 3 1 4 2 5 535.67 247.27 0.3581
19 4 4 2 5 3 1 535.87 232.76 0.3543
20 4 5 3 1 4 2 533.99 242.24 0.3447
21 5 1 5 4 3 2 536.4 261.49 0.2194
22 5 2 1 5 4 3 532.73 225.18 0.2978
23 5 3 2 1 5 4 531.76 233.14 0.3444
24 5 4 3 2 1 5 532.71 238.26 0.3775
25 5 5 4 3 2 1 533.86 243.55 0.3265
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distribution of factor F is selected to evaluate influence of
factors on state parameters. )e computing results are
presented in Table 5.

It is embodied by analysis results in the table that
temperature of cylinder gaskets suffers great influence of
factor D (thickness of cylinder gasket), and the corre-
sponding F value is 2.331. In terms of stress of cylinder
gaskets, factor B (radius of coolant channel) has a tre-
mendous influence on it and the corresponding F value
reaches 3.018. As for the cylinder gasket deformation, it is
under a significant influence of factor E (bolt preload
force) and the F value in this case turns out to be 2.5. As
proven by the results in Tables 4 and 5, three state pa-
rameters are considerably affected by factors A, B, D, and
E. On this account, only the influence of such four factors
on state parameters of cylinder gaskets is taken into
consideration during subsequent computational analysis.
)e above calculations and analyzation can only obtain
cylinder gasket optimization situations in several discrete
and limited conditions. Based on these situations, we

cannot optimize cylinder gaskets to find its optimal op-
erating factors accurately. )erefore, an approach based
on hybrid neural network is put forward so that the
existing optimization research on cylinder gaskets can be
extended from a limited point working condition to an
unlimited surface working condition.

3. Operating State Prediction for Cylinder
Gaskets Based on Hybrid Neural Network

Depending on the above analysis and calculations, an op-
erating state prediction method is proposed for cylinder
gaskets according to relatedness of 4 operating factors to be
optimized and 3 state parameters of diesel cylinder gaskets,
and the prediction method mainly based on partial least
squares regression (PLSR) and Deep Neuron Network
(DNN).

3.1. Hybrid Neural Network Based on PLSR and DNN.

Table 4: Further analysis of computing results.

Factor I II III IV V Max Min R

A
Temp 2665.98 2673.65 2662.29 2673.09 2667.46 2673.65 2662.29 11.36
Str 1203.87 1187.35 1215.06 1214.7 1201.62 1215.06 1187.35 27.71
Def 1.88 2.02 1.7 1.82 1.565 2.02 1.565 0.455

B
Temp 2671.58 2668.41 2656.58 2671.32 2674.58 2674.58 2656.58 18
Str 1262.81 1173.09 1205.35 1170.03 1211.32 1262.81 1170.03 92.78
Def 1.77 1.835 1.755 1.675 1.945 1.945 1.675 0.27

C
Temp 2671.74 2668.09 2659.09 2671.78 2671.77 2671.78 2659.09 12.69
Str 1181.36 1208.22 1193.74 1213.91 1225.37 1225.37 1181.36 44.01
Def 1.7 1.825 1.84 1.88 1.74 1.88 1.7 0.18

D
Temp 2671.62 2670.98 2651.68 2678.72 2669.47 2678.72 2651.68 27.04
Str 1178.14 1201.54 1207.94 1218.98 1216 1218.98 1178.14 40.84
Def 1.94 1.585 1.65 1.83 1.98 1.98 1.585 0.395

E
Temp 2668.31 2671.83 2665.41 2664.51 2672.41 2672.41 2664.51 7.9
Str 1224.06 1215.65 1187.54 1201.79 1222.91 1224.06 1187.54 36.52
Def 2.275 1.735 1.62 1.605 1.75 2.275 1.605 0.67

Table 5: )e variance analysis of results.

State parameters Factor S2i S2i /fi F value
Critical value of F

Significance
0.10 0.05 0.01

Tmax

A 18.717 4.679 0.540 2.250 2.870 4.430
B 39.300 9.825 1.133 2.250 2.870 4.430
C 24.133 6.033 0.696 2.250 2.870 4.430
D 80.837 20.209 2.331 2.250 2.870 4.430 ※
E 10.376 2.594 0.299 2.250 2.870 4.430

Smax

A 103.673 32.818 0.278 2.250 2.870 4.430
B 1124.412 126.088 3.018 2.250 2.870 4.430 ※※
C 237.836 42.609 0.638 2.250 2.870 4.430
D 211.473 42.408 0.568 2.250 2.870 4.430
E 185.625 67.386 0.498 2.250 2.870 4.430

Dmax

A 0.024 0.006 0.984 2.250 2.870 4.430
B 0.008 0.002 0.328 2.250 2.870 4.430
C 0.004 0.001 0.164 2.250 2.870 4.430
D 0.061 0.01525 1.025 2.250 2.870 4.430
E 0.12 0.03 2.500 2.250 2.870 4.430 ※
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)e neural network selected for this study is mainly divided
into two layers. While one layer is known as a feature se-
lection layer, the other layer is a mapping layer. In terms of
the former, a PLSR algorithm [53] is utilized to perform
feature selection for cylinder gasket operating factors to be
optimized; as for the latter, a DNN [54] is used to establish
mapping between features of operating factors to be opti-
mized and state parameters of cylinder gaskets. )rough
joint actions of such two layers, an operating state prediction
model is built for cylinder gaskets according to the hybrid
neural network based on PLSR and DNN. Additionally,
basic working process of the hybrid neural network based on
PLSR and DNN is shown in Figure 5 [55].

Next, both the feature selection layer and the mapping
layer are briefly described.

3.2. Feature Selection Layer. Four normalized operating
factors, to be optimized, of the cylinder gasket are selected as
input of the feature selection layer, and the purpose of re-
gression is to acquire extrema of state parameters related to
the cylinder gasket. Moreover, corresponding output result
can be seen as linear approximation of state parameters [56].
Respectively, input parameters and output targets can be
expressed as follows:

Pin � p
T
1 , p

T
2 , · · · , p

T
n , (7)

Gout � g
T
1 , g

T
2 , · · · , g

T
m , (8)

where Pin stands for the input data matrix, Gout for a feature
selection datamatrix, pT

1 for input sample vectors, and gT
1 for

a matrix of selected features.
Using these two equations to do the space projection of

the previous two data matrixes,

Pinω1 � p1ω11 + p2ω12 + · · · + pnω1n � t1, (9)

Goutυ1 � g1υ11 + g2υ12 + · · · gmυ1m � u1, (10)

where ω1 is eigenvector of PT
inGoutG

T
outPin and υ1 represents

eigenvector of GT
outPinPT

inGout.
Here, correlation of t1 and u1 is primarily investigated.

Once the spatial correlation reaches its maximum level, a
regression model is established as follows:

Pin � t1α1 + E1, (11)

Gout � t1β1 + F1, (12)

where α1 and β1 are parameter vectors and E1 and F1 are
residuals matrixes.

Furthermore, the following formulas can be acquired:

Pin � t1α1 + t2α2 + · · · + trαr + Er, (13)

Gout � t1β1 + t2β2 + · · · + trβr + Fr, (14)

αi �
P
T
inti

t
2
i

, (15)

βi �
G
T
outti

t
2
i

, (16)

ti � Pinωi, (17)

where r represents a rank of matrix Pin and both Er and Fr

are least-residuals matrixes.
By combining the above formulas simultaneously, the

PLSR equation is achieved as follows:

Gout � Pinω1β1 + Pinω2β2 + · · · + Pinωrβr + Fr. (18)

By virtue of the above equation, dimensionality reduc-
tion and feature selection can be fulfilled for data at the
minimum cost (i.e., the least residuals).

3.3. Mapping Layer. Here, output of the feature selection
layer acts as the input of the mapping layer. )rough the

Input

Feature selection
layer

Mapping layer

Output

Temperature

Stress

Deformation

Feature 1

Feature 2

Feature n

Factor A

Factor B

Factor D

Factor E

Figure 5: )e main process of hybrid neutral network.
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weighting operation which is based on DNN containing two
hidden layers, the data is eventually mapped on three state
parameters of cylinder gaskets. )e core of the mapping
layer is DNN which includes the multihidden layer. Com-
paring with other mapping structures, DNN is capable of
adapting to the nonlinear mapping process more accurately
[57].

)e proposed DNN framework is shown in Figure 6.
In the figure above, the output matrix of the first hidden

layer is expressed as follows:

a1 � g1 W
T
1x + b1 . (19)

)e output matrix of the second hidden layer is
expressed in another equation:

a2 � g2 W
T
2a1 + b2 . (20)

)e matrix of output values is denoted by the following
equation:

y � g0 W
T
3a2 + b3 . (21)

In the previous equation, g1(X), ,g2(X) and g0(X) are
activation functions; W1, W2, and W3 are corresponding
weight matrixes; and, b1, b2, and b3 represent deviation
matrixes.

When training using DNN, a loss function is introduced
to evaluate training effects so that optimal weight matrixes
and deviation matrixes can be achieved. For the purpose of
avoiding overfitting, regularization is performed for the loss
function. In this way, the final loss function can be written
into the following equation:

J(W, b) �
1
m



m

i�1
y

i
− y

i
 

2
+

λ
2m



n

j�1
W

T
W. (22)

In this equation, m refers to the number of sample sets,
yi to predicted values of data in group i, yi to calculated
values of data in group i, and λ to regularization parameters.

3.4. 7e Processing of Training Samples. Correspondence of
state parameters and operating factors was figured out.
Totally, 241 sets of data were obtained, among which 226 sets
(group A) serve as training samples to train the PLSR and
DNN based hybrid neural network model. As for the

remaining 15 sets (group B), they were used to check the
neural network. Some of these training samples are pre-
sented in Table 6.

To prevent data differences from affecting training re-
sults, the following equation was utilized to normalize
samples before training.

xl �
x − xmin




xmax − xmin
. (23)

In the above equation, xl refers to the processed data, x

to raw data, xm to the mean value of data, and xmax and xmin
to maximum and minimum values of data, respectively.

3.5. Validation of Training Results. Data of group B were
adopted to check prediction results which were generated
from the model of hybrid neural network based on PLSR and
DNN. Comparison between calculated and predicted values
is shown in Table 7.

As revealed from the table, all errors between the pre-
dicted and the calculated values are within 4.72%, which
satisfies engineering calculation requirements. )erefore,
this hybrid neural network is applicable to subsequent
calculations and analysis.

Next, this article will use this neural network to search
the operating factors corresponding optimal state parame-
ters combined with a new algorithm named artificial bee
colony based grey wolf optimizer (ABC and GWO).

4. ABC and GWO Algorithm

On account of the above analysis, a grey wolf optimization
(GWO) algorithm [58] was put forward based on artificial
bee colony (ABC) method [59] so as to perform compu-
tational analysis on optimal operating factors. )e proposed
algorithm aims to locate prey locations (optimal solutions)

Figure 6: DNN framework.

Table 6: Part of training samples for hybrid neural network.

Number A B D E Tmax Smax Dmax

1 153 23.1 2.05 134.8 532.3381 241.4961 0.46534
2 153 24.2 2.6 145.8 534.0272 240.6686 0.28951
3 153 25.5 3.25 158.8 529.6143 235.9869 0.329427
4 153 26.8 3.9 171.8 532.3895 246.3937 0.427519
5 154 23.1 3.05 164.8 528.7039 252.5735 0.366654
6 154 24.4 3.7 157.8 530.7526 238.5101 0.454281
7 154 25.7 2.6 140.8 530.554 235.3738 0.416173
8 154 27 2.5 153.8 535.8 229.66 0.3501
9 155 23.3 3.4 146.8 534.3776 251.1415 0.383875
10 155 24.6 2.3 159.8 534.8501 238.6299 0.302998
11 155 25.9 2.95 172.8 533.9187 237.7446 0.210332
12 155.2 26.2 3.3 141.8 532.5061 248.4274 0.44481
13 156 23.5 2.75 153.8 537.0808 244.8637 0.385204
14 156 24.8 3.4 141.8 536.8542 248.0838 0.371042
15 156 26.1 3.8 154.8 534.3468 232.0513 0.353681
16 156.4 25.4 2.6 159.8 530.9911 247.8942 0.291781
17 157 23.7 3.85 160.8 535.0463 237.8009 0.272666
18 157 25 2 173.8 531.76 233.14 0.3444
19 157 26.3 2.65 136.8 529.1457 242.2156 0.364453
20 157 27 3 143.8 533.86 243.55 0.3265
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by combining GWO with ABC. Here, this algorithm is
named ABC and GWO.

4.1. Grey Wolf Optimization Algorithm. Grey wolf is a kind
of social predators. Based on its methods of surrounding,
attacking, and hunting, Mirjalili raised GWO algorithm.
According to different command hierarchies, grey wolves
are divided into three major categories by the algorithm. In
line with hierarchical levels, such three categories are α
wolf, β wolf, and δ wolf. Among them, grey wolves in the
middle hierarchy are primarily in charge of assisting grey
wolves at higher levels and directing grey wolves at lower
levels [60].

During calculation, the population size of grey wolves is
denoted as N, the search space is set to be d-dimensional,
spatial position of grey wolf i is designed as
Xi � (x1, x2, · · · , xd), and spatial position of preys is set as
Xl � (x∗1 , x∗2 , · · · , x∗d ). Moreover, the spatial position of
preys is where grey wolves get together for hunting and it is
also a global optimal solution of GWO.

In the process of hunting, position of grey wolves is
updated by the following equations:

X(t + 1) � Xl(t) − A∗ C∗Xl(t) − X(t)


, (24)

A � 2 r1 − E( ∗ a, (25)

C � 2r2 ∗ a, (26)

where both r1 and r2 are random vectors, E refers to column
vectors with all elements equal to 1, and a represents a
convergence factor vector. As for the relational expression of
a andE, it can be written as follows:

a � 2
(1 − t)

tmax
 ∗E

T
. (27)

For the convenience of subsequent representation,
|C∗Xl(t) − X(t)| is denoted by D. Regarding wolves

α, β and δ, their positions can be updated according to the
following equations:

X1 � Xα − A1 ∗Dα, (28)

Dα � C1 ∗Xα − X


, (29)

X2 � Xβ − A2 ∗Dβ, (30)

Dβ � C2 ∗Xβ − X


, (31)

X3 � Xδ − A3 ∗Dδ, (32)

Dδ � C3 ∗Xδ − X


, (33)

where X1, X2, and X3 are the latest positions of α, β and δ
wolves after present iterative computations. In this case,
position of preys can be figured out by the following formula:

X(t + 1) �
X1 + X2 + X3

3
. (34)

GWO has the capability to sufficiently utilize informa-
tion of wolves α, β and δ to carry out global search of optimal
solutions. In this way, occurrence of local optimal solutions
can be avoided to the greatest extent. However, influence of
different types of wolves on optimal solutions is left out of
consideration. Consequently, it is likely for excessive iter-
ations or overfitting to take place. On this basis, a modified
GWO based on ABC is proposed to calculate and analyze
optimal operating factors of cylinder gaskets.

4.2. Calculation of Prey Positions. Considering that GWO
fails to consider the influence of wolves α, β, and δ on prey
positions, weight coefficients were introduced for such
wolves in order to solve this defect; on this basis, the prey
position can be figured out.

)e modified prey position calculation formula is given
in the following:

Table 7: )e comparison between calculated and predicted values.

Num
Tmax Smax Dmax

Cal Pre Error (%) Cal Pre Error (%) Cal Pre Error (%)

1 534.47 518.88 2.92 242.70 244.30 −0.66 0.28500 0.28448 0.18
2 530.30 549.12 −3.55 230.07 238.88 −3.83 0.30835 0.30637 0.64
3 527.60 515.45 2.30 234.42 228.21 2.65 0.34017 0.34077 −0.18
4 536.12 550.72 −2.72 250.01 251.31 −0.52 0.44960 0.46605 −3.66
5 534.01 529.07 0.92 252.55 264.47 −4.72 0.41185 0.41937 −1.83
6 537.03 528.73 1.54 224.76 233.98 −4.10 0.37450 0.36216 3.29
7 537.19 529.54 1.42 231.43 230.75 0.29 0.35352 0.36466 −3.15
8 533.76 548.69 −2.80 256.38 266.05 −3.77 0.38435 0.40143 −4.44
9 534.85 513.51 3.99 238.63 227.39 4.71 0.30300 0.30813 −1.69
10 533.26 517.57 2.94 248.15 247.10 0.42 0.38401 0.40146 −4.55
11 539.84 536.30 0.66 248.46 259.93 −4.62 0.35915 0.37588 −4.66
12 537.53 536.07 0.27 237.79 228.44 3.93 0.34507 0.34217 0.84
13 537.21 519.08 3.37 232.47 229.89 1.11 0.28220 0.27699 1.85
14 536.81 528.71 1.51 230.70 221.02 4.19 0.33111 0.32097 3.06
15 528.34 509.59 3.55 237.52 240.49 −1.25 0.37087 0.36707 1.02
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X(t) �
η1X1 + η2X2 + η3X3

3
. (35)

In the previous equation, η1, η2, and η3 represent the
weight coefficients related to three types of grey wolves.

)e operating factors that correspond to optimal con-
ditions of three state parameters of cylinder gaskets were
obtained based on the results of orthogonal experiment. In
specific calculation procedures, these operating factors were
included into an optimal dataset DS; subsequently, data in
DS were adopted to solve values of η1, η2, and η3. After that,
data in DS were updated in conformity with these values and
corresponding cyclical iteration does not stop until data in
DS remain unchanged.

During cyclical iteration described above, ABC was
utilized to optimize values of η1, η2, and η3. In the ABC
algorithm, a bee colony is randomly produced using the
equation

xij � x
min
j + R

∗
x
max
j − x

min
j , (36)

R
∗

� rand(0, 1), (37)

where xij represents ith bee in the bee colony, j is the
number of solutions to the optimized problems, and xmax

j

and xmin
j are maximum and minimum extrema of the op-

timization range.
)e bee colony begins to look for nectar sources:

vij � xij + R
∗

xij − xkj , (38)

where vij is a new nectar source (a new solution) nearby the
current nectar source and xij and xkj, respectively, stand for
the current solution and a random solution next to the
current solution. Once quality of the new nectar source is
higher than that of the previous nectar source, the former
can be reserved. In the entire process, an observing bee may
identify where a new nectar source is at a certain probability
according to quality of nectar sources. In order to figure out
such a probability, the following equation should be
followed:

P �
fiti vij 


N
n�1 fitn vij 

, (39)

where fiti is a fitness function corresponding to a position of
the ith nectar source.

4.3. Fitness Function. During practical calculations, a fitness
function for the above ABCBGWO algorithm is defined as
follows:

fiti vij  �


Tα vij  
2

+


Sα vij  
2

+


Dα vij  
2
. (40)

In the previous equation, α represents serial numbers of
arrays for η1, η2, and η3; Tα(vij), Sα(vij), and Dα(vij), re-
spectively, refer to normalized temperature, stress, and
deformations of cylinder gaskets under the circumstance
that α set data are taken from η1, η2, and η3.

4.4. 7e Main Procedure of ABC and GWO Algorithm. In
essence, the ABC and GWO algorithm is a process during
which three corresponding weight coefficients are intro-
duced when prey positions are working based on wolves
α, β and δ of the GWO, and then such three coefficients are
further optimized by means of ABC. To be specific, major
steps of this algorithm are described as follows.

Step 1: control variables of the grey wolf population are
initialized, including the population size, the number of
iterations, and the convergence factor vector.
Step 2: grey wolves are randomly generated, and the
number of which is N. )ey are used to figure out prey
positions which correspond to wolves α, β and δ.
Step 3: the number of iterations is set as t � 1 and
iteration starts.
Step 4: the convergence factor vector a is updated.
Step 5: parameters of ABC are initialized, and the initial
nectar source is randomly generated.
Step 6: the bee is directed to search for a new nectar
source, and if the nectar source is better than all of the
others, its position should be labelled as a potential one.
Step 7: the onlooker bee searches for and changes the
labelled nectar source.
Step 8: a scout bee is determined to be present or not; if
not, skip to Step 10.
Step 9: a new position is generated by the scout bee and
replaces the current nectar source; in this case, the
labelled nectar is changed.
Step 10: it is judged whether termination conditions are
satisfied; if not, skip to Step 7.
Step 11: position of the grey wolf is updated and prey
position is obtained by the combination of coefficients
and grey wolf position.
Step 12: the value of the fitness function is figured out in
this scenario.
Step 13: it is judged whether to continue the algorithm
or not; if yes, please go back to Step 3.
Step 14: iteration is terminated and relevant results are
output.

In this process, ABC is utilized in Steps 5–10 to calculate
and analyze three weight coefficients; as for other steps, they
represent an iteration framework of GWA.

Figure 7 presents a flow chart of the ABC and GWO
algorithm.

5. Multiobjective Optimization of Cylinder
Gasket Parameters

5.1. 7e Main Process. Regarding maximum temperature,
maximum stress, and maximum deformation of the cylinder
gasket, their least values are set as objects of multiobjective
optimization. As far as the proposed algorithm is concerned,
that described above is embodied in searching for the
minimum value of the corresponding fitness function. As for
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three state parameters of the cylinder gaskets, they are
optimized in line with hybrid neural network based on PLSR
and DNN as well as the ABC and GWO algorithm. Major
procedures of the algorithm have been shown in Figure 8.

ABC algorithm GWO algorithm

Start GWO

GWO end

if proceed or notYes

Yes

No

Calculate the fitness
function

Update the position of the
grey wolf and prey

Grey wolves are randomly generated
and figure out positionsStart ABC

ABC end and output the
coefficient

Let the scout bee out
or not

Chenge the labelled nectar

Update the convergence factor vector

Initialization of the control
parameters of GWO algorithm

�e onlooker bee
searches for new nectar

Initialization of the control
parameters of ABC algorithm

Initial nectar source is randomly
generated (weight coefficients)

Scout bee is let out

Search for new nector source

Labelled the new nectar source

Figure 7: )e flow chart of ABC and GWO algorithm.
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Figure 8: )e main process of optimization.

Table 8: Initial values of different factors selected formultiobjective
optimization.

Factors A B C D E
Initial values 154 24 1.75 2.5 143.8
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Figure 9: Variation rules of fitness function values.

Table 9: )e RMSE and NRMSE of different algorithms.

RMSE NRMSE
Training Evaluation Training Evaluation

HNN and
ABCBGWO 2.5134 2.3674 0.0720 0.0740

Genetic algorithm 5.5476 5.7400 0.1578 0.1795
Support vector
machine 3.4239 4.2288 0.0977 0.1322

Table 10: Optimal factors of cylinder gaskets calculated from the
optimization algorithm.

Factors A B C D E
Initial values 155 25 1.5 3 153.8
Optimal values 154 24.2 1.75 2.53 144.2
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5.2. 7e Computing Process. Depending on Figure 8, three
operating factors of the cylinder gaskets were optimized.
)en, initial values of operating factors were eventually
confirmed based on results of the orthogonal experiment;
see Table 8.

In the course of calculation, values of the fitness function
vary as the number of iterations changes. Corresponding
variation rules have been shown in Figure 9.

To validate the performance of the hybrid neural net-
work and ABCBGWO algorithm, the genetic algorithm and
support vector machine are adopted to compare the RMSE
and NRMSE of the predicted data with our algorithm. )e
detailed results are shown in Table 9.

From Table 9, we can conclude that, compared with
genetic algorithm and support vector machine, the hybrid
neural network and ABCBGWO can perform better in
RMSE and NRMSE which proves the performance of the
algorithm. In the next section, accuracy and effectiveness of
the algorithm are examined.

5.3.ComputingResults. In the light of hybrid neural network
based on PLSR and DNN and the ABCBGWO algorithm,
the optimal operating factors are figured out for diesel
cylinder gaskets (as shown in Table 10).

A: steady-state thermal
Temperature
Type: temperature
Unit: K
Time: 1

528.16 max
516.25
504.35
492.44
480.53
468.63
456.72
444.81
432.91
421
409.1
397.19
385.28
373.38
361.47 min

Figure 10: )e schematic diagram of temperature field distribution of cylinder gaskets after optimization.

B: static structural
equivalent stress
Type: equivalent (non-mises) stress
Unit: MPa
Time: 1

227.39 max
211.15
194.9
178.66
162.42
146.18
129.94
113.7
97.456
81.215
64.974
48.732
32.491
16.249
0.0079743 min

Figure 11: )e schematic diagram of thermal-mechanical coupling stress field of gaskets after optimization.

B: static structural
total deformation
Type: total deformation
Unit: mm
Maximum over time

2.84616e – 1 max
2.84608e – 1
2.84599e – 1
2.84591e – 1
2.84583e – 1
2.84575e – 1
2.84567e – 1
2.84559e – 1
2.84550e – 1
2.84542e – 1
2.84534e – 1
2.84526e – 1
2.84518e – 1
2.84510e – 1
2.84501e – 1 min

Figure 12: )e schematic diagram of cylinder gasket deformation after optimization.

Table 11: )e state parameters comparison before and after
optimization.

Parameters Tmax(K) Smax(MPa) Dmax(mm)

Before optimization 534.16 239.96 0.3771
After optimization 528.16 227.39 0.2846
Difference 6 12.57 0.0925
Percent of difference 1.12% 5.23% 24.52%
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Cylinder gasket is optimized using the values in Table 9.
Afterwards, corresponding boundary conditions are utilized
to establish FEM model of the gasket. )rough computing,
results of temperature fields, thermal-mechanical coupling
stress fields, and deformations of the cylinder gasket are
worked out, as shown in Figures 10–12.

Additionally, maximum temperatures, maximum ther-
mal-mechanical coupling stresses, and maximum defor-
mation of cylinder gaskets subsequent and prior to
optimization are compared in Table 11.

)rough the calculation results we can conclude that the
maximum temperature, maximum coupling stress, and the
maximum deformation of gasket are improved obviously.
)e maximum temperature, maximum coupling stress, and
the maximum deformation decrease 6 K, 12.57MPa, and
0.0925mm compared to the original values, respectively.)e
thermal stress load and the deformation are relieved after the
optimization, which proved the effectiveness of the
algorithm.

6. Conclusion

)e paper applies FEM, orthogonal experimental design,
HNN, and GWO to optimize the operating factors in
conjunction with state parameters of cylinder gaskets. )e
main tasks are described as follows:

(1) )e FEM model is adopted to perform computa-
tional analysis on temperature fields, thermal-me-
chanical coupling stress fields, and deformations of
cylinder gaskets; temperature field experiment is also
conducted to validate accuracy of the computing
model, and areas with comparatively high temper-
ature and stress as well as obvious deformations are
analyzed in line with computing results.

(2) Orthogonal experimental design is selected to in-
vestigate and analyze how operating factors of cyl-
inder gaskets affect state parameters. Totally, there
are 5 operating factors and 3 state parameters. In
detail, the former includes the radius of combustion
chamber circle, radius of coolant channel, length of
insulation area between 3rd and 4th cylinder,
thickness of cylinder gasket, and bolt preload force,
while the latter consists of maximum temperature,
maximum stress, and maximum deformation of the
cylinder gasket. It is found that temperature, stress,
and deformation of cylinder gaskets are under sig-
nificant influences of the radius of combustion
chamber circle, radius of coolant channel, thickness
of cylinder gasket, and the bolt preload force. For this
reason, subsequent analysis is made only specific to
such four operating parameters.

(3) In order to overcome the problem of correspondence
discontinuity between operating factors and state
parameters of the cylinder gasket, a method is
proposed to predict such a relation by virtue of a
hybrid neural network model. To be specific, the
hybrid neural network model consists of two layers
in total. On the first layer, features of 4 operating

factors are selected based on PLSR, and, on the
second layer, the correspondence of feature of op-
erating factors and state parameters is established
according to DNN. As demonstrated by validation
results, such prediction model of hybrid neural
network is provided with accuracy that is high
enough to meet engineering calculation
requirements.

(4) When GWO is adopted to identify the prey’s po-
sitions, differences in different grey wolves are
neglected. With the goal of settling such a defect,
three weight coefficients corresponding to three
kinds of grey wolves are introduced to figure out
prey positions, and ABC is also used to calculate
and analyze values of such three weight coefficients.
Not only is the defect of traditional GWA over-
come, but final result can be obtained through rapid
and accurate calculations by the proposed method.
)at is, such a method gives consideration to both
computational efficiency and computing result
accuracy.

(5) Orthogonal experimental design results, the pro-
posed “the hybrid neural network model based on
PLSR and DNN,” and “ABCBGWO algorithm” are
applied to figure out values of operating factors in the
case where optimal state parameters are achieved for
the cylinder gasket. Furthermore, operating factors
of the cylinder gasket are optimized by virtue of
computing results. Besides, the FEM model is uti-
lized again to calculate and analyze corresponding
temperature, stress, and deformations of the opti-
mized gasket. It is revealed by results that state
parameters of the optimized cylinder gasket are all
improved, which proves good optimization effects
and validity of the proposed algorithm.

Next, optimized cylinder gaskets will be subjected to
experimental verification, and the proposed algorithm
will be applied in optimization research on other high-
temperature components inside the diesel cylinder.
With respect to load reduction and reliability/service
life improvement for high-temperature components
and even the complete machine, such a study is of great
significance.
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At present, the tunnel design specifications in China do not provide a clear and systematic intelligent evaluation system of tunnel
frost damage in cold regions. Based on the research results of 122 seasonal frozen soil tunnels in high-latitude areas of China, four
key influencing factors of geohydrology, temperature, surrounding rock, and engineering measures were determined, the in-
telligent fuzzy comprehensive evaluation model was established, the weights of all factors were considered, and the intelligent
evaluation technology system of tunnel frost damage in cold areas had been put forward. Meanwhile, the rationality of the
intelligent model was verified by a specific engineering case. +e research suggests that the intelligent evaluation model of tunnel
frost damage proposed in this paper can accurately describe the relationship of influencing factors of tunnel frost damage in cold
areas, the weight of each influencing factor is calculated by using analytic hierarchy process, and the main risk sources of tunnel
frost damage in cold areas are found out. +e intelligent evaluation model is an efficient and practical method for Intelligent
prediction of frost damage. By using the subordinate function method, the improvement from qualitative analysis to quantitative
index calculation is realized. +e blindness of engineering analogy construction is avoided, and the scientificity and accuracy of
renovation measures for frost damage have been improved. At the same time, the research results provide a theoretical basis for
the improvement of the intelligent evaluation system of tunnel frost damage in cold regions.

1. Introduction

With the implementation of the Belt and Road Initiative and
the promotion of basic construction of the Beijing Winter
Olympic Games, more and more tunnels are built in cold
regions of seasonal frozen soil.+e problems of frost damage
of tunnels have been gradually highlighted, such as leakage
of lining, ice hanging, water pouring from tunnel bottom,
frost heaving of icing, cracking, crumbling and peeling of
lining, freezing of the drainage system, thermal melting, and
sliding of the tunnel portal.

In view of the problems of tunnel frost damage in cold
areas, the tunnellers have carried out the research work on the
temporal and spatial variation law of temperature field [1–9],
thermal insulation, and prevention measures of frost damage
[10–16]. However, the research on the intelligent evaluation
system of tunnel frost damage in cold regions is rarely re-
ported, mainly including as follows: according to the average
temperature and freezing depth of the coldest month, the
Qinghai-Tibet Plateau, Inner Mongolia, and Northeast China
are divided into three cold regions, and the characteristics of
frost damage are analyzed according to different cold regions
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[17]. +e causes of tunnel frost damage in cold areas can be
divided into three categories: external force, material
cracking, and other reasons. +e characteristics of tunnel
frost damage in the cold area are qualitatively explained
[18].+e frost damage of tunnels in cold areas is considered
to be caused by vertical load, plastic load, and creep of the
inclined slope, and corresponding preventive measures are
put forward according to different classifications [19].
Based on the event tree theory, the frost damage level of
tunnels in the cold region has been established, and the
scientific and effective measures to control frost damage of
tunnels in the cold region have been improved [20].
According to the fatigue strength of concrete frost damage,
the durability of the concrete structure under freeze-thaw
environment, and the action level of lining frost heaving
force, the frost damage level of the tunnel in cold areas is
divided, and corresponding preventive measures are put
forward according to different classifications [21].

Based on the investigation results of 122 tunnels in high-
latitude areas of China, four key influencing factors (geological
hydrology, temperature, surrounding rock, and engineering
measures) are determined, an intelligent fuzzy comprehensive
evaluation model is established, and an intelligent evaluation
system of tunnel frost damage in cold areas is proposed
considering the weight relationship of key factors.

2. Investigation of Tunnel Frost Damage in
Cold Areas

+e data of 122 tunnels in cold regions in Northeast China
and Inner Mongolia were collected. +e frost damage of 12
tunnels is caused by unreasonable design, which accounts
for 23% of the total number of tunnels. +e frost damage of
27 tunnels is caused by the wrong construction method,
which accounts for 53% of the total number of tunnels. +e
frost damage of 9 tunnels is due to improper operation and
maintenance, which accounts for 18% of the total number of
tunnels. +e frost damage of 3 tunnels is caused by un-
reasonable remedial measures, which accounts for 6% of the
total number of tunnels. +e percentage of each influencing
factor of tunnel frost damage is shown in Figure 1.

3. Establishment of the Intelligent Evaluation
System of Tunnel Frost Damage in
Cold Regions

3.1. Establishment of the Intelligent Evaluation Model.
Considering the four basic influencing factors of tem-
perature condition, hydrological condition, surrounding
rock condition, and engineering measures, an intelligent
evaluation model is established by the fuzzy compre-
hensive evaluation method, and the intelligent evaluation
model of tunnel frost damage in cold regions is shown in
Figure 2.

3.2. Establishment of Comment Collection. According to the
degree of frost damage, the comments on the intelligent

evaluation system of tunnel frost damage in cold areas are as
follows:

V � V1, V2, V3, V4  � I, II, III, IV{ }. (1)

In this formula, class I is no frost damage or slight frost
damage, class II is moderate frost damage, class III is rel-
atively serious frost damage, and class IV is serious frost
damage.

+e classification of tunnel frost damage in cold regions
is shown in Table 1.

3.3. Determination of the Membership Function. +e intel-
ligent evaluation system of tunnel frost damage in cold
areas includes 10 quantitative indexes (air temperature
outside the tunnel, ground temperature of the sur-
rounding rock, driving density, wind speed inside the
tunnel, void area length between surrounding rock and
lining, annual precipitation, blockage rate of the drainage
pipe, buried depth of the tunnel, fracture rate of the
surrounding rock, and lining strength) and 6 qualitative
indexes (waterproof design of three joints, solubility of
the surrounding rock, design problems, construction
problems, operation and maintenance problems, and
remedial measures). Among them, the quantitative in-
dexes can be divided into 7 positive quantitative indexes
(air temperature outside the tunnel, traffic density, wind
speed inside the tunnel, void area length between sur-
rounding rock and lining, annual precipitation, blockage
rate of the drainage pipe, and fracture rate of the sur-
rounding rock) and 3 negative quantitative indexes
(ground temperature of the surrounding rock, buried
depth of the tunnel and lining strength).

3.3.1. Determine the Membership Function of the Quanti-
tative Index. +e reduced half trapezoid distribution
function is selected as the membership function of the
positive-type quantitative index. +e membership function
is shown in formulae (2)∼ (5). +e parameters of the
membership function of the positive-type quantitative index
are shown in Table 2.

μ1 �

1, x< S1,

S2 − x

S2 − S1
S1 ≤x≤ S2,

0, x> S2,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

μ2 �

0, x≤ S1, x> S3,

x − S1

S2 − S1
, S1 < x≤ S2,

S3 − x

S3 − S2
, S2 < x≤ S3,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)
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μ3 �

0, x≤ S2, x> S4,

x − S2

S3 − S2
, S2 < x≤ S3,

S4 − x

S4 − S3
, S3 < x≤ S4,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

μ4 �

0, x≤ S3,

x − S3

S4 − S3
, S3 <x≤ S4,

1, x> S4,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(5)

where S1, S2, S3, and S4 are determined by each critical state
index in the evaluation benchmark.

+e reduced half trapezoid distribution function is also
selected as the membership function of the negative-type
quantitative index. +e membership function is shown in
formulae (6)∼ (9).+e parameters of themembership function
of the negative quantitative index are shown in Table 3.

μ1 �

1, x> S1,

S2 − x

S2 − S1
, S1 ≥x≥ S2,

0, x< S2,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(6)

μ2 �

0, x≥ S1, x< S3,

x − S1

S2 − S1
, S1 > x≥ S2,

S3 − x

S3 − S2
, S2 > x≥ S3,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(7)

μ3 � μ2 �

0, x≥ S2, x< S4,

x − S2

S3 − S2
, S2 >x≥ S3,

S4 − x

S4 − S3
, S3 >x≥ S4,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

μ4 �

0, x≥ S3,

x − S3

S4 − S3
, S3 > x≥ S4,

1, x< S4.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

3.3.2. Determine the Membership Function of the Qualitative
Index. Trapezoidal distribution function is selected as the
membership function of the qualitative index, and its
membership function is shown in formulae (10)∼ (13):

μ1 �

0, x< 0.75,

10x − 7.5 0.75≤ x< 0.85,

1, x≥ 0.85,

⎧⎪⎪⎨

⎪⎪⎩
(10)

μ2 �

0, x< 0.55,

10x − 05.5 0.55≤ x< 0.65,

1, 0.65≤ x< 0.75,

8.5 − 10x 0.75≤ x< 0.85,

0, x≥ 0.85,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(11)

μ3 �

0, x< 0.35,

10x − 3.5 0.35≤x< 0.65,

1, 0.45≤x< 0.55,

6.5 − 10x 0.55≤x< 0.65,

0, x≥ 0.65,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(12)

μ4 �

1, x< 0.35,

4.5 − 10x 0.35≤ x< 0.45,

0, x≥ 0.45.

⎧⎪⎪⎨

⎪⎪⎩
(13)

3.4. Determination of the Weighted Set. Analytic hierarchy
process is used to determine the weighted set of the in-
telligent evaluation system of tunnel frost damage in cold
regions. +e steps are as follows: establish the evaluation
model (Figure 2), build two judgment matrices, and
calculate the relative weight of each index and consistency
test.

+e sensitivity of each index of temperature conditions is
ground temperature of the surrounding rock, driving
density, wind speed inside the tunnel, and air temperature
outside the tunnel. +e judgment matrix of temperature
conditions is shown in Table 4.

+e calculation results of the relative weight of four
indexes under temperature conditions are as follows:
WU1

� (WU11
, WU12

, WU13
, WU14

) � (0.10, 0.40, 0.30, 0.20),
λmax � 4, CI � 0, CR � 0< 0.1, and the conformance test
meets the requirements.

+e sensitivity of each index of the hydrological
condition is void area length of the surrounding rock
between lining, blockage rate of the drainage pipe,

53%

18%
6% 23%

Improper design
Improper construction

Improper maintenance
Improper remedy

Figure 1: Proportion of influencing factors of tunnel frost damage.
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waterproof design of three joints, and annual precipi-
tation. +e judgment matrix of hydrological conditions is
shown in Table 5.

+e calculation results of the relative weight of four
indexes under hydrological conditions are as follows:
WU2

� (WU21
, WU22

, WU23
, WU24

) � (0.49, 0.10, 0.25, 0.16),
λmax � 4, CI � 0, CR � 0< 0.1, and the conformance test
meets the requirements.

+e sensitivity of each index of the surrounding rock
condition is fracture rate of the surrounding rock, disso-
lution and invasion of the surrounding rock, lining strength,

and tunnel buried depth. +e judgment matrix of sur-
rounding rock conditions is shown in Table 6.

+e calculation results of the relative weight of the four
indexes under surrounding rock conditions are as follows:
WU3

� (WU31
, WU32

, WU33
, WU34

) � (0.08, 0.38, 0.23, 0.31),
λmax � 4, CI � 0, CR � 0< 0.1, and the conformance test
meets the requirements.

According to the investigation on frost damage of 122
tunnels in seasonally cold regions in China (Figure 1), the
sensitivity of each index of engineering measures is the
design problem, the construction problem, the operation

Table 1: Classification of tunnel frost damage in cold regions.

Frost damage
classification Judgment basis Average temperature in the

coldest month/°C

I Icing at the portal section, leakage and icing of the partial lining surface, slight
frost damage, no impact on traffic −5∼−10

II Moderate serious icing at the portal section, moderate severe leakage and
freezing damage of the lining surface, affecting traffic −10∼−15

III Relatively serious icing at the portal section, relatively severe leakage and
freezing damage of the lining surface, serious impact on traffic −15∼−25

IV Serious crack of the lining surface, serious ice hanging in the tunnel, ice plug of
the drain system, traffic disruption <−25

Table 2: Membership function parameters of the positive quantitative index.

Positive quantitative index I II III IV
Air temperature outside the tunnel/°C −5 −10 −15 −25
Driving density/(对/h) 2 4 6 8
Wind speed inside the tunnel/(m/s) 1 2 3 5
Void area length between surrounding rock and lining/m 3 5 10 20
Annual precipitation/mm 200 600 1600 2500
Blockage rate of the drainage pipe 0.2 0.5 0.8 0.9
Fracture rate of the surrounding rock 0.001 0.5 10 15

Intelligent evaluation system of tunnel frost 
damage in cold areas

Temperature Hydrologic Surrounding rock Engineering measures
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Figure 2: Frost damage intelligent evaluation model of the tunnel in cold areas.
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and maintenance problem, and the unreasonable reme-
dial measures. Among the four factors, temperature and
hydrological conditions are the most important followed
by engineering measures and surrounding rock condi-
tions. +e calculation results of the relative weight of four
indexes under engineering measure conditions are as follows:
WU4

� (WU41
, WU42

, WU43
, WU44

) � (0.23, 0.53, 0.18, 0.06).
+e judgment matrix of engineering measures is shown in
Table 7.

+e calculation results of the relative weights of four
basic influencing factors in the criteria layer are as follows:
WUV

� (WU1
, WU2

, WU3
, WU4

) � (0.29, 0.29, 0.13, 0.29),
λmax � 4, CI � 0, CR � 0< 0.1, and the conformance test
meets the requirements. +e weight relationship between
criterion level and index level is shown in Table 8.

3.5. Calculation Method of the Intelligent Fuzzy Compre-
hensive Evaluation Model. +e weighted average evaluation
model is used in the first-level and the second-level

intelligent fuzzy comprehensive evaluation model, namely,
model of M( ∘ ,⊕).

+e calculation method of the first-level fuzzy com-
prehensive evaluation result is shown in the following
formula:

Bk � Ak ∘Rk � Bk1, Bk2, Bk3, Bk4( , k � (1, 2, 3, 4),

(14)

where Ak is the weight of the index layer and Rk is the first-
level fuzzy relation matrix.

+e calculation method of the second-level fuzzy
comprehensive evaluation result is shown in the following
formula:

B � A ∘Bk � b1, b2, b3, b4(  (k � 1, 2, 3, 4), (15)

where A is the weight of the criterion layer and Bk is the first-
level comprehensive evaluation result.

4. Rationality Verification of the
Intelligent Model

4.1. ExampleOverview. +e total length of the tunnel in cold
regions is 2 950m, the annual average precipitation in the
tunnel site is 392.8mm, the annual average temperature is
6.2°C, the extreme maximum temperature is 37.9°C, the
extreme minimum temperature is −27.9°C, the maximum
freezing depth of soil is 192 cm, the annual average wind
speed is 1.8m/s, and the maximum snow thickness is 18 cm.
Underground water is relatively rich, mainly bedrock fissure
water.

4.2. Matrix of Fuzzy Relation. According to the geological
data and monitoring data on-site, the value of influencing
factors of frost damage in the tunnel portal section is shown
in Table 9.

4.3. Operation of the First-Level Intelligent Fuzzy Compre-
hensive Evaluation Model. Firstly, the influencing factors of
frost damage in the tunnel portal are substituted into the
membership function, and the fuzzy relation matrix R is
obtained. +en, the first-level fuzzy comprehensive evalu-
ation result is obtained by using the weighted average
evaluation model:

Table 3: Membership function parameters of the negative quan-
titative index.

Negative quantitative index I II III IV
Ground temperature of the surrounding
rock/°C 25 15 10 5

Buried depth of the tunnel/m 600 500 300 100
Lining strength 0.66 0.5 0.33 0

Table 4: Judgment matrix of temperature conditions.

U1 U11 U12 U13 U14

U11 1.000 0.250 0.333 0.500
U12 4.000 1.000 1.333 2.000
U13 3.000 0.750 1.000 1.500
U14 2.000 0.500 0.667 1.000

Table 5: Judgment matrix of hydrological conditions.

U2 U21 U22 U23 U24

U21 1.000 5.000 2.000 3.000
U22 0.200 1.000 0.400 0.600
U23 0.500 2.500 1.000 1.500
U24 0.333 1.667 0.667 1.000

Table 6: Judgment matrix of surrounding rock conditions.

U3 U31 U32 U33 U34

U31 1.000 0.200 0.333 0.25
U32 5.000 1.000 1.667 1.250
U33 3.000 0.600 1.000 0.750
U34 4.000 0.800 1.333 1.000

Table 7: Judgment matrix of engineering measure conditions.

U4 U41 U42 U43 U44

U41 1.000 1.000 2.000 1.000
U42 1.000 1.000 2.000 1.000
U43 0.500 0.500 1.000 0.500
U44 1.000 1.000 2.000 1.000
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U1 � WU1 ∘R1 � 0.1 0.4 0.3 0.2(  ∘

0.22 0.78 0 0

0 0 0.4 0.6

0.5 0.5 0 0

0.2 0.8 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 0.212 0.388 0.16 0.24( , (16)

U2 � WU2 ∘R2 � 0.49 0.1 0.25 0.16(  ∘

0.4 0.6 0 0
0.518 0.482 0 0
1 0 0 0
1 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� 0.6578 0.3422 0 0( , (17)

U3 � WU3 ∘R3 � 0.08 0.38 0.23 0.31(  ∘

0 0 0 1
0 0.9 0.1 0
0.5 0.5 0 0
0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� 0.115 0.457 0.038 0.39( , (18)

Table 8: Weight relationship between criterion level and index level.

Criteria layer Weight Index layer Weight Target weight

U1 (temperature condition) 0.29

Temperature outside the tunnel 0.1 0.029
Ground temperature of the surrounding rock 0.4 0.116

Driving density 0.3 0.087
Wind speed in the tunnel 0.2 0.058

U2 (hydrological condition) 0.29

Void area length of the surrounding rock between lining 0.49 0.1421
Annual precipitation 0.10 0.029

Blockage rate of the drain pipe 0.25 0.0725
Waterproof design of three seams 0.16 0.0464

U3 (surrounding rock condition) 0.13

Buried depth 0.08 0.0104
Fracture rate of the surrounding rock 0.38 0.0494

Lining strength 0.23 0.0299
Dissolution and invasion of the surrounding rock 0.31 0.0403

U4 (engineering measure condition) 0.29

Design issues 0.23 0.0667
Construction issues 0.53 0.1537

Operation and maintenance problems 0.18 0.0522
Remedial measures 0.06 0.0174

Table 9: Value of influencing factors of frost damage in the portal section.

Influencing factors of frost damage Measured value
Temperature outside the tunnel/°C −12.8
Ground temperature of the surrounding rock/°C 7.0
Driving density/(pairs/h) 3.0
Wind speed in the tunnel/(m/s) 1.8
Void area length of the surrounding rock between lining/m 4.2
Annual precipitation/mm 392.8
Blockage rate of the drain pipe 0.1
Waterproof design of three seams 0.85
Buried depth/m 50
Fracture rate of the surrounding rock 1.5
Lining strength 0.8
Dissolution and invasion of the surrounding rock 0.3
Design issues 0.8
Construction issues 0.8
Operation and maintenance problems 0.9
Remedial measures 0.9
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U4 � WU4 ∘R4 � 0.23 0.53 0.18 0.06(  ∘

0.5 0.5 0 0
0.5 0.5 0 0
1 0 0 0
1 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

0.5 0.5 0 0
0.5 0.5 0 0
1 0 0 0
1 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� 0.62 0.38 0 0( . (19)

4.4. Operation of the Second-Level Intelligent Fuzzy Com-
prehensive Evaluation Model. +e second level of fuzzy
synthesis is as follows:

V � WU ∘R � 0.29 0.29 0.13 0.29(  ∘

0.212 0.388 0.16 0.24

0.6578 0.3422 0 0

0.115 0.457 0.038 0.39

0.62 0.38 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 0.446992 0.381368 0.05134 0.1203( . (20)

+e maximum membership principle is used to
evaluate the calculation results, that is, which value of V is
the largest and the frost damage of the tunnel is in which
level. It can be seen that the frost damage degree of the
tunnel portal section is class I (no frost damage or slight
frost damage). It is recommended to set the thermal
insulation layer and adopt general ditch in the portal
section. +e thermal insulation ditch is set up within
500m of the tunnel portal. Since 2014, only slight freezing
phenomenon has been seen at the tunnel portal section,
and no obvious frost damage has occurred. +e tunnel is
in good operation condition, which is consistent with the
results of analysis of the intelligent evaluation model
proposed in this paper.

5. Conclusion

(1) Based on the investigation results of 122 seasonal
frozen soil tunnels in high-latitude areas of China,
four key influencing factors are determined, and an
intelligent evaluation system of tunnel frost damage
in cold areas is proposed. Taking a tunnel in cold
regions as an application example, the scientificity
and rationality of the intelligent evaluation system
are proved.

(2) +e intelligent fuzzy comprehensive evaluation
method can be used to describe the relationship
among influencing factors of tunnel frost damage in
cold regions, the weight of influencing factors is
calculated by analytic hierarchy process, and the
main risk sources of tunnel frost damage are found
out, which is an efficient and practical method for
pre-evaluation.

(3) By using the subordinate function method, the
improvement from qualitative analysis to quantita-
tive index calculation is realized. +e blindness of
engineering analogy construction is avoided, and the
scientificity and accuracy of renovation measures for
frost damage have been improved. At the same time,

the research results provide a theoretical basis for the
improvement of the intelligent evaluation system of
tunnel frost damage in cold regions.
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Real-time substructure testing (RST) algorithm is a newly developed integration method for real-time hybrid simulation (RTHS)
which has structure-dependent and explicit formulations for both displacement and velocity. (e most favourable characteristics
of the RSTalgorithm is unconditionally stable for linear and no iterations are needed. In order to fully evaluate the performance of
the RST method in solving dynamic problems for nonlinear systems, stability, numerical dispersion, energy dissipation, and
overshooting properties are discussed. Stability analysis shows that the RSTmethod is only conditionally stable when applied to
nonlinear systems. (e upper stability limit increases for stiffness-softening systems with an increasing value of the instantaneous
degree of nonlinearity while decreases for stiffness-hardening systems when the instantaneous degree of nonlinearity becomes
larger. Meanwhile, the initial damping ratio of the system has a negative impact on the upper stability limit especially for
instantaneous stiffness softening systems, and a larger value of the damping ratio will significantly decrease the upper stability
limit of the RST method. It is shown in the accuracy analysis that the RST method has relatively smaller period errors and
numerical damping ratios for nonlinear systems when compared with other two well-developed algorithms. (ree simplified
engineering cases are presented to investigate the dynamic performance of the RSTmethod, and the numerical results indicate that
this method has a more desirable accuracy than other methods in solving dynamic problems for both linear and nonliner systems.

1. Introduction

Real-time hybrid simulation (RTHS) is an advanced tech-
nique for assessing the seismic behaviours of structures,
especially large-scale and ultralimit complex systems [1–4].
Similar to other hybrid simulation techniques, the original
system in a RTHS is divided into two components, including
numerical substructures and experimental substructures.
(e displacement-coordination and force-equilibrium are
two principles for the coupling between two components at
the interfaces [5]. Both the restoring force calculated from
numerical substructures and the resisting force measured
from experimental substructures at each time step are fed
back to an integration algorithm.(en, the subsequent time-
step target displacement applied to the experimental sub-
structure is calculated by solving the step-by-step equation

of motion under external excitations and the reacting forces
measured from experimental substructures [6]. “Real-time” is
a significant characteristic that makes RTHS different from
other hybrid simulations, and the corresponding applications
include “real-time calculating of numerical substructures”,
“real-time loadings on experiment substructures,” and “real-
time transferring the interactions between these substruc-
tures.” So far, a few works have focused on the latter two
applications. However, with an increasing size and complexity
of structural systems, “real-time calculating” becomes more
important and the requirement of numerical integration al-
gorithm is higher.

In RTHS, integration algorithms are effective methods to
solve discrete equations of motion for structural dynamics
[7]. Integration algorithms are usually classified as explicit
and implicit based on the expressions of the displacement
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and the velocity. In a pseudodynamic testing that quasi-
statically imposes the target displacement on the experi-
mental substructures, an integration algorithm is explicit
when the displacement for the next time step can be ob-
tained from the response quantities (displacement, velocity,
and acceleration) at the current and previous time steps, and
otherwise it is implicit [8]. However, the definitions of
explicit and implicit algorithms have changed in RTHS, as
the loading rate becomes faster or real-time and the velocity
of experimental substructures should be feedback for inte-
gration. (erefore, an integration algorithm is explicit when
both the displacement and velocity for the next time step can
be determined as a function of the response quantities at the
current and previous time steps. Although various inte-
gration algorithms have been used to conduct RTHS, explicit
integration algorithms [9–18] are generally preferred over
implicit ones [19–23] as they do not involve nonlinear it-
erations and show a higher calculation efficiency. However,
conditional stability limits the application of conventional
explicit algorithms in solving structural dynamic problems
because it may lead to an extremely small step size for large-
number multidegree-of-freedom (MDOF) systems which
have high frequency modes.

More and more researchers focus on developing new
types of integration algorithms, which can achieve both
explicit formulation and unconditional stability at the same
time. Chang [24] developed an explicit integration algorithm
which is referred to as Chang explicit method (CEM) for
pseudodynamic testing, where the expression of displace-
ment is an explicit form. However, when used in RTHS,
CEM becomes semiexplicit since the determination of the
velocity for the next time step requires knowledge of the
unknown acceleration at the next time step. (e major
difference between CEM and other algorithms lies in the
coefficients of difference equations introduced in displace-
ment increment which are functions of initial structural
properties and time step rather than constants, making it a
structure-dependent algorithm. Chen and Ricles [12] pro-
posed another type of structure-dependent integration al-
gorithm named CR method (CRM) based on discrete
control theory. Different from CEM, the expressions for
displacement and velocity are both in explicit forms and the
coefficients for both displacement increment and velocity
increment are functions of initial structural properties and
time step. It is noted that CEM and CRM are uncondi-
tionally stable for linear and instantaneous stiffness soft-
ening systems and possess second order accuracy [25, 26].
Kolay and Ricles [14] introduced a family of explicit direct
integration algorithms using discrete control theory, which
is named as explicit KR-α algorithm. (is method is un-
conditionally stable for linear and instantaneous stiffness
softening systems, and it can control the amount of nu-
merical damping by a single parameter. However, all these
favourable attributes are achieved at the expense of degraded
accuracy for general structural dynamics problems [27].
Tang and Lou [15] presented a new type of structure-de-
pendent explicit integration algorithm for RTHS using a
pole-mapping rule from the discrete domain and named it
real-time substructure testing (RST) algorithm. For the RST

method, the structure-dependent coefficients are introduced
only in displacement increment while those for velocity
increment are constant. Kim and Lee [28] also proposed an
explicit integration algorithm with controllable numerical
dissipation in the high frequency range, and an extended
stability limit and improved spectral characteristics are
achieved as well.(is method has second-order accuracy but
is conditionally stable.

(ough the performance of the RST method in solving
dynamic problems for linear systems has been well studied,
its application to nonlinear systems need to be further
discussed and evaluated. In this work, the numerical
properties of the RST method in RTHS are discussed for
nonlinear structural dynamic problems and compared with
other two structure-dependent integration algorithms (i.e.,
CEM and CRM) since they have quite similar formulations
and numerical properties. Firstly, the stability and the upper
stability limit of the RSTmethod for nonlinear systems with
softening and hardening stiffness are discussed using the
spectra radius method. (en, the numerical dispersion and
energy dissipation characteristics caused by the numerical
damping are evaluated. In addition, the overshooting be-
haviour [25, 29] of the RST method in displacement is
addressed as well. (ree different simplified engineering
structural systems are presented as numerical examples to
demonstrate the computational stability and accuracy of the
RST method when compared with other algorithms.

2. Formulations of Structure-Dependent
Integration Algorithms

2.1. Single-Degree-of-Freedom (SDOF) Systems. (e differ-
ential equation of motion for a SDOF system under external
excitations can be expressed in time domain as [30, 31]

mN €u(t) + cN _u(t) + rN + RE(u, _u) � f(t), (1)

RE(u, _u) � cE _u(t) + kEu(t), (2)

where m, c, and k are the mass, viscous damping, and
stiffness, respectively; €u, _u, and u are the acceleration, ve-
locity, and displacement, respectively; rN is the restoring
force of the numerical substructure, where rN � kNu(t) is
for linear systems; RE(u, _u) is the reacting force measured
from the experimental substructure; subscript N and E are
the numerical substructure and the experimental sub-
structure; and f (t) is the external exciting force. When
discretized by time steps, equation (1) can be written in its
discrete form:

mN €ui + cN _ui + rN ui(  + RE ui, _ui(  � fi, (3)

where €ui, _ui, and ui are the acceleration, velocity, and dis-
placement at ith time step, respectively; RE(ui, _ui) is the
reacting force of the experimental substructure at ith time
step; and fi is the external exciting force at ith time step.

(e general expressions of the displacement and velocity
increments for the RST, CEM, and CRM methods is found
to be
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ui+1 � ui + α1Δt _ui + α2Δt
2

€ui, (4)

_ui+1 � _ui + α3Δt €ui + α4Δt€ui+1, (5)

where ∆t is the chosen integration time step. (e coefficients
α1, α2, α3, and α4 for the three methods are

α1 �
4

4 + 4ξΩ +Ω2
, α2 �

−8ξ2 − 2ξΩ + 4
4 + 4ξΩ +Ω2

, α3 � 1, α4 � 0, (RST),

α1 �
4 + 4ξΩ

4 + 4ξΩ +Ω2
, α2 �

2
4 + 4ξΩ +Ω2

, α3 � α4 �
1
2
, (CEM),

α1 � 1, α2 � α3 �
2

4 + 4ξΩ +Ω2
, α4 � 0 (CRM),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where viscous damping ratio ξ � ξN + ξE, ξN � cN/2mωn,
ξE � cE/2mωn, Ω � Δtωn � Δt

�����������
(kN + kE)/m


, and ωn is the

natural frequency of the system determined from the initial
system.

Obviously, the coefficients in each method are not all
constant, and some of them depend on the initial structural
properties (ξ and ωn) and time step ∆t. Substituting equation
(6) into equation (5), it is seen that CEM is implicit as there is
€ui+1 in the velocity formulation, which is unknown at (i+1)th
time step. Substituting equations (4)–(6) into equation (3)
gives

m€ui+1 � fi+1, (7)

m � m + α4cΔt, (8)

fi+1 � fi+1 − c _ui + α3Δt €ui( 

− k ui + α1Δt _ui + α2Δt
2

€ui ,
(9)

where c and k are the viscous damping coefficient and
stiffness of the global structural system, which are equal to
(cN+ cE) and (kN+ kE), respectively. (e velocity of the CEM
method at (i+ 1)th time step can be rewritten in an explicit
form as follows:

_ui+1 � _ui + α3Δt€ui + α4Δt
fi+1
m

 . (10)

2.2.Multidegree-of-Freedom(MDOF)Systems. For aMDOF,
the coupled differential equation of motion should be
written in a matrix form as follows:

MN
€Ui + CN

_Ui + RN Ui(  + RE Ui,
_Ui  � Fi, (11)

where M, C, and K are mass matrix, viscous damping co-
efficients matrix, and stiffness matrix, respectively; €Ui, _Ui,
and Ui are the acceleration vector, velocity vector, and
displacement vector at ith time step, respectively; RN is the
restoring force matrix of the numerical substructure, where
RN � KNUi for linear systems; and RE and Fi are the
reacting force matrix of the experimental substructure and
the external exciting force vector, respectively.

For simplicity, C is supposed to be proportional and the
orthogonality of modes is available in the following equa-
tions. For a MDOF linear system, rewrite equations (4), (5),
and (11) in the modal coordinate system as follows:

M∗ _Yi + C∗ _Yi + K∗ Yi + R∗ � ΦTFi, (12)

Yi+1 � Yi + α∗1Δt _Yi + α∗2Δt
2 €Yi, (13)

_Yi+1 � _Yi + α∗3Δt €Yi + α∗4Δt €Yi+1, (14)

in which, Φ � ϕ1 ϕ2 · · · ϕn  is the modal matrix derived
from solving the eigenvalue problem; n is the number of
modes; M∗ � ΦTMΦ, C∗ � ΦTCΦ, and K∗ � ΦTKΦ are
modal mass matrix, modal diagonal damping matrix, and
modal diagonal stiffness matrix, respectively; €Y, _Y, and Y are
the acceleration vector, velocity vector, and displacement
vector in modal coordinates, respectively; α∗j � Φ−1αjΦ
(j� 1, 2, 3, 4) are the diagonal integration coefficient ma-
trices, and αj is expressed as follows:

α1 � D− 1(4M), α2 � D−1 4M − ΔtC − 2S2( , α3 � 1, α4 � 0, (RST),

α1 � 1, α2 � D−1(4M), α3 � D−1(4M), α4 � 0, (CRM),

α1 � D− 1(M + 2ΔtC), α2 � D−1(2M), α3 �
1
2
, α4 �

1
2
, (CEM),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)
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where D � 4M + 2ΔtC + Δt2K and S � M∗− 1 · C∗·
K∗− 1 · M∗.

For a MDOF nonlinear system, equations (12)–(14) are
not valid, and the general formulation and coefficients for
the three methods should be

Ui+1 � Ui + α1Δt _Ui + α2Δt
2 €Ui, (16)

_Ui+1 � _Ui + α3Δt €Ui + α4Δt €Ui+1, (17)

α1 � D−1
0 (4M), α2 � D−1

0 4M − ΔtC0 − 2S20( , α3 � 1, α4 � 0 (RST),

α1 � 1, α2 � D−1
0 (4M), α3 � D−1

0 (4M), α4 � 0 (CRM),

α1 � D−1
0 M + 2ΔtC0( , α2 � D−1

0 (2M), α3 �
1
2
, α4 �

1
2

(CEM),

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(18)

where D0 � 4M + 2ΔtC0 + Δt2K0; S0 � M− 1 · C0 · K−1
0 · M;

C0 is the damping matrix generally determined from the
initial structural properties; and K0 is the initial stiffness
matrix.

2.3. StabilityAnalysis of theRSTMethod inNonlinear Systems.
(e unconditional stability of the RST method for linear
elastic systems has been verified by authors [15, 24, 32]. In
this section, stability analysis of the RST method for non-
linear systems is mainly carried out and compared with that
of the CEM and CRM methods.

In order to realistically reflect the change of stiffness
during the test, a parameter, defined as the ratios of the
stiffness at the end of each time step ki over the initial
stiffness k0, is introduced to monitor this change. (at is,

δi+1 �
ki+1

k0
, (19)

where δi + 1 is the instantaneous degree of nonlinearity.
When δi + 1 � 1, it means that the system is linear, and no
stiffness change occurs during the test. When δi + 1>1, it
represents that the instantaneous stiffness becomes harder at
the end of the (i+ 1)th time step, while 0< δi + 1< 1 denotes
instantaneous stiffness soften.

From equations (3)–(5), the computing sequence at
(i+ 1)th time step can be written in a recursive matrix form
as follows:

Xi+1 � AXi + Lfi+1, (20)

in which, Xi+1 � [ui+1], Xi+1 � [ui+1,Δt _ui+1,Δt2 €ui+1]
T is state

vector values at the (i+ 1)th time step; load factor
L � [0, 0,Δt2/m]T; and amplification matrix A for each al-
gorithm is found to be

ARST
�

1 α1 α2

0 1 1

−Ω2i+1 −2ξΩ0 − α1Ω2i+1 −2ξΩ0 − α2Ω2i+1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(21)

ACEM
�

1 α1 α2

−Ω2i+1
2 1 + ξΩ0( 

2 − α1Ω2i+1
2 1 + ξΩ0( 

1 − α2Ω2i+1
2 1 + ξΩ0( 

−Ω2i+1
1 + ξΩ0

−2ξΩ0 − α1Ω2i+1
1 + ξΩ0

−ξΩ0 − α2Ω2i+1
1 + ξΩ0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(22)

ACRM
�

1 1 α1
0 1 α2

−Ω2i+1 −2ξΩ0 −Ω2i+1 −2α1ξΩ0 − α2Ω2i+1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (23)

Based on the algorithm stability analysis theory, a stable
computation of an integration algorithm can be obtained
when the spectral radius ρ(A) � max(|λ1,2,3|)≤ 1, where the
eigenvalues λ1,2,3 can be determined by solving the following
eigenvalue problem [31, 32]:

|A − λI| � λ3 − 2A1λ
2

+ A2λ − A3 � 0, (24)

where I is the identity matrix and A1, A2, and A3 are three
coefficients indicating half of the trace, sum of principal
minors, and determinant of A, respectively.

After substituting equations (21)–(23) into equation
(24), the upper stability limits [Ω] for the RST, CEM, and
CRM methods can be formulized. (e variations of [Ω] for
all three methods with δ and the case of ξ � 0.0, 0.05, 0.2 are
shown in Figure 1. It illustrates that the RST method is
conditionally stable for nonlinear systems except for in-
stantaneous stiffness softening systems when ξ � 0.0. (e
upper stability limit [Ω] of the RSTmethod increases with an
increasing value of δ when 0<δ < 1 while decreases with a
growth of δ value when δ > 1. (e initial damping ratio has a
great impact on [Ω] as well especially for instantaneous
stiffness softening systems, and a larger value of ξ will
significantly decrease the upper stability limit of the RST
method. (e variations of [Ω] with δ for the CEM and CRM
methods are also plotted in Figure 1, and both these methods
are unconditionally stable when 0<δ ≤ 1 while conditionally
stable when δ > 1. In particular, the curves for the CRM
method are overlapped together for different ξ while that for
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the RST and CEM methods seem to move upward as the
value of ξ increases.

3. Accuracy Analysis

Two principal eigenvalues at the (i+ 1)th time step for the
three structure-dependent integration algorithms are com-
plex conjugate and can be expressed as [33]

λ1,2 � A1 ± i

�������

A2 − A2
1



� exp −ξi+1 ·Ωi+1 ± iΩD

i+1 , (25)

where
i �

���
−1

√
,

ρ �
���
A2


,

Ωi+1 � ωi+1Δt,

ΩD

i+1 � Ωi+1

�����

1 − ξ2


� arctan

������
A2

A2
1

− 1



⎛⎝ ⎞⎠,

ξi+1 � −
ln A2( 

2Ωi+1
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(26)

in which ξi+1 and ωi+1 are the numerical damping ratio and
frequency related to integration algorithms.

In general, numerical dispersion and energy dissipation
characteristics are two indexes evaluating the accuracy of an
integration algorithm. (e former characteristic is usually
expressed by the relative period error PE � ((T−

Tn)/Tn) � (ωn/ω − 1), where T � 2π/ω and Tn � 2π/ωn re-
ferred to the numerical and exact periods of the systems. (e
later one can be expressed by the numerical damping ratio ξ,
which is related to amplitude decay in one cycle of free-
vibration.

(e variations of PE are shown in Figure 2 (ξ � 0) and
Figure 3 (ξ � 0.1) for different δ. It is worth noting that values
of PE in all the figures are positive and increase with in-
creasing values of Ω for a given δ, which results in period
elongation for the three methods. It is also seen that the

curves are totally overlapped for the RST, CEM, and CRM
methods for different values of δ as ξ � 0 as well as for δ � 1 as
ξ � 0.1. Meanwhile, for a specific value ofΩ, the RSTmethod
possesses the minimum period elongation while the CRM
method produces the maximum period elongation for
δ � 0.5, 2 as ξ � 0.1.

(e variations of ξ with Ω for the RST, CRM, and CEM
methods can be found in equation (26) with A1 and A2
derived from equations (21)–(24). It is noteworthy that for
ξ � 0, A2 equals to 1 for all the three methods, which leads to
ρ� 1 and ξ � 0 in equation (26). (is implies that no energy
dissipation occurred for the three methods if a zero viscous
damping ratio adopted. On the contrary, there will be no
amplitude decay for an undamped free vibration. When
viscous damping ratio is considered, ρ∞� 1 and the varia-
tions of ξ with Ω for different δ as ξ � 0.1 are shown in
Figure 4. For a linear elastic system with viscous damping
ratio (δ �1), ξ � ξ for Ω� 0 and then reduces below ξ with
increasingΩ, indicating that the viscous damping ratio is not
effective in reducing spurious participation of higher modes.
Also, the curves for the three methods are totally overlapped
in this case, as shown in Figure 4(b). Meanwhile, drastically
different phenomena are found for the case of δ � 0.5 and
2.0. In Figure 4(a), the variations of ξ withΩ are as similar as
the case of δ � 1, but ξ > ξ for a small value of produces
undesired dissipation in lower modes. In Figure 4(c), ξ
reduces far below ξ with increasing omega and then in-
creases again in a specific value of Ω. It implies that
favourable energy dissipation can be obtained to filter out
the spurious participation of higher modes.

4. Overshooting

In general, two primary factors are taken into account for
choosing an appropriate time step Δt in the step-by-step
integration algorithm in order to perform well in solving
structural dynamic problems. (e first factor is the highest
frequency fh that is noteworthy in the dynamic analysis, and
its value depends both on the higher modal frequency of the
system and the effective high frequency of the dynamic load
[15]. (e second factor is the stability requirement of an
integration algorithm. Since the value of a conditionally
stable algorithm is strictly limited by upper stability limit, the
value of Δt can be easily determined. If an algorithm is
unconditionally stable, the value of Δt depends largely on the
first factor.

According to the basic theory of structural dynamics,
reliable solutions can be achieved when Δt/T ≤1/10 (T �1/
fh) [31]. (at is, a large time step involving in dynamic
analysis, properly speaking, a large value of the ratio of Δt
to T will lead to calculation distortion or so called
“overshooting.” Actually, the phenomenon that an inte-
gration algorithm might overshoot the exact solution in
the initial stage of the transient response or in the steady-
state response when Ω⟶∞ has been found and dis-
cussed in some papers [25, 29]. Tang and Lou [34] pro-
vided a detailed explanation for the issue of overshooting
by solving free and forced vibration problems of three
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Figure 1: Variations of upper stability limits with δ and different
values of ξ.
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single-degree-of-freedom systems with different initial
stiffness (k0 �102, 104, 106) and different values of Δt/T. It
is reasonable to discuss the overshooting issue in zero
damping systems as undesirable contaminated responses
will be eliminated due to vibration damping. It is noted
that overshooting in the steady-state response depends
mainly on the rationality of integration time step selection.
In a real-time hybrid testing, overshooting will not appear
in the entire response for any unconditionally stable in-
tegration algorithm as the value of time step Δt is strictly
limited by the “real-time” requirement. (erefore, the
overshooting property of the three methods will not be
discussed in detail herein, and the conclusions made by
Tang and Lou [34] will be demonstrated by the following
numerical examples.

5. Numerical Simulation of RTHS

In this section, three numerical examples are applied to
examine the numerical properties of the RSTmethod when

compared with the CRM and CEM methods for both linear
elastic and nonlinear systems.

Example 1. An undamped 4-story building
A linear 4-story shear building with no structural

damping is shown in Figure 5. (e initial structural prop-
erties are m1 � 108 kg, m2 �105 kg, m3 �105 kg, m4 �103 kg,
and k� 360×107N/m.(e natural frequencies of the system
are 5.9940, 116.95, 306.59, and 1906.9 rad/s for the four
modes, respectively; the normalized modal matrix is given
by Φ� [ϕ1 ϕ2 ϕ3 ϕ4], where ϕ1 � [0.9970 0.9990 1.0000
1.0000]T, ϕ2 � [−0.0002 0.6293 1.0000 1.0000]T,
ϕ3 � [0.0006–1.5882 0.9412 1.0000]T, and ϕ4 � [−0.0000
0.0001–0.0101 1.0000]T. It is clear that the system is in-
tentionally designed to have a relatively high frequency for
the forth mode. (e first two stories are referred as the
experimental substructures while the upper two stories are
taken as the numerical substructures.

(e free vibration responses of the system subjected to
zero initial velocity and displacement U0 � (ϕ1 +ϕ2 + 0.5 ϕ4)
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Figure 2: Variations of relative period errors with (ξ � 0). (a) δ � 0.5. (b) δ� 1.0. (c) δ � 2.0.
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are calculated. (e time step of Δt� 0.01s is employed for
RST, CRM, and CEM, and the ratio of Δt/T4 � 3.036. (e
displacement response obtained from the undamped dis-
placement equation based on the structural dynamics theory
[31] is considered as the exact solution. Defining the relative
error e (%) as

e �
AMETHOD − AEXACT

AEXACT
× 100, (27)

in which A is the peak value of responses derived from each
integration algorithm; subscript “METHOD” refers to the
RST, CRM, and CEMmethods, while “EXACT” refers to the
exact solutions, which are calculated by the Newmark
method with a time step of 0.005 s for the overall structural
system.

It is shown in Figure 6 that all the three methods provide
reliable solutions, and the relative errors of the displacement
peaks are 1.46% (RST), 2.64% (CRM), and 0.37% (CEM),
respectively. (e three methods result in a slight period
elongation and zero amplification decay, as shown in
Figure 6(a), which are consistent with the previous con-
clusions. (e results also indicate that overshooting

behaviours will not appear in a zero damping system if the
time step is determined from the perspective of the highest
frequency.

Example 2. A 3-story building with a vibration isolator
A linear 3-story shear building with a vibration isolator is

shown in Figure 7. In this case, the frame is taken as the
numerical substructure while the vibration isolator is sup-
posed to be the experimental substructure. (e initial
structural properties are m� 160×103 kg, kN � 360×107N/
m, kE � 9×106N/m, cN � 0, and cE � 115×105N s/m. (e
natural frequencies of the whole system are 3.7459, 114.10,
212.17, and 277.17 rad/s for the four modes, respectively; the
normalizedmodal matrix is given byΦ� [ϕ1 ϕ2 ϕ3 ϕ4], where
ϕ1 � [0.9231 0.9231 1.0000 1.0000]T, ϕ2 � [−1.0000–0.5225
0.4245 1.0000]T, ϕ3 � [1.0833–1.0000 −1.0833 1.0000]T, and
ϕ4 � [−1.0000 2.3657–2.3657 1.0000]T.

(e seismic performance of the system is studied by
exciting the ground acceleration record of EL Centro (1940
NS) with peak ground acceleration (PGA) scaled to 0.8 g.
(e system is subjected to zero initial velocity and initial
displacement.(e time step of Δt� 0.02 s is employed for the
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Figure 3: Variations of relative period errors with (ξ � 0.1). (a) δ � 0.5. (b) δ � 1.0. (c) δ� 2.0.

Mathematical Problems in Engineering 7



three methods, and the ratio of Δt/T4 � 0.883. (e responses
obtained from the Newmark method with constant average
acceleration (N4 algorithm) [15] with a time step of
Δt� 0.005 s is considered as the exact solution for com-
parisons. Numerical results for the top story are plotted in
Figure 8, and the relative errors of the displacement peaks
are 0.37% (RST), 0.50% (CRM), and 0.32% (CEM),
respectively.

Example 3. A 5-story building with softening stiffness
A 5-story shear building (as shown in Figure 9) with

softening stiffness is applied to investigate the performance of
the RST, CRM, and CEM methods in a nonlinear system. In
this case, the top three stories are taken as the numerical
substructure while the first two stories are supposed to be the
experimental substructure. (e initial structural properties
are m� 105 kg, k0 �108N/m, and ξ � 0.05. (e softening
stiffness of the system after deformation is intentionally
designated as ki � ki,0(1 −

����
|Δui|


), where subscript i refers to

the ith story andΔui is the interstory drift for the ith story.(e
natural initial frequencies of the whole system are 9.001,
26.273, 41.417, 53.206, and 60.684 rad/s for the five modes,

respectively; the normalized modal matrix is given by Φ� [ϕ1
ϕ2 ϕ3 ϕ4 ϕ5], where ϕ1� [0.2828 0.5263 0.7368 0.8947 1.0000]
T, ϕ2 � [−0.8235–1.1176 −0.5882 0.3160 1.0000]T, ϕ3 � [1.3571
0.3837–1.2143 −0.7143 1.0000]T, ϕ4 � [1.7000–1.4000 −0.5372
1.9000–1.0000]T, and ϕ5 � [−1.8614 3.1643–3.5366
2.6059–1.0000]T. Assuming Rayleigh damping [31], the
damping matrix of the system and the proportionality factors
are given by

C0 � a0M + a1K0, (28)

a0

a1
  �

2ξ
ω1 + ω2

ω1ω2

1
 . (29)

(e seismic responses of the system with zero initial
conditions is studied by exciting the ground acceleration
record of EL Centro (1940 NS) with peak ground accel-
eration (PGA) scaled to 0.9 g. (e results obtained from
N4 algorithm with a time step Δt � 0.005 s is considered as
the exact solution for comparisons. (e time step of
Δt � 0.02 s is employed for the RST, CRM, and CEM
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Figure 4: Variations of numerical damping ratios with (ξ � 0.1). (a) δ � 0.5. (b) δ � 1.0. (c) δ � 2.0.
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Figure 6: Free vibration responses for the 4th story of the system. (a) Displacement. (b) Velocity. (c) Acceleration.
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methods, and the ratio of Δt/T5 � 0.1933. Seismic re-
sponses for the 5th story and the shear force-displacement
curves for the 1st story are plotted in Figures 10 and 11. It

is seen that all the methods can result in acceptable so-
lutions for the nonlinear variation of the stiffness and
overshooting behaviours do not appear as well. (e
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kE
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m

m

m

m

Figure 7: Numerical modelling of a 3-story shear building with a vibration isolator.
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Figure 8: Seismic responses for the 3rd story of the system. (a) Displacement. (b) Velocity. (c) Acceleration.
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Figure 10: Seismic responses for the 5th story of the system. (a) Displacement. (b) Velocity. (c) acceleration.
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relative errors of the displacement peaks for the RST,
CRM, and CEM methods are 3.98%, 4.05%, and 3.97%,
respectively.

6. Conclusions

Applications of the RST method to nonlinear systems in
RTHS have been evaluated and compared with other two
structure-dependent explicit integration algorithms, i.e., the
CRM and CEM methods, since they have quite similar for-
mulations and numerical properties. Stability analysis indi-
cates that the RST method is only conditionally stable when
applied to nonlinear systems, and the instantaneous degree of
nonlinearity will exert great influence on the upper stability
limit of the method. For stiffness-softening systems, the upper
stability limit increases with an increasing value of the in-
stantaneous degree of nonlinearity, while for stiffness-hard-
ening systems, it decreases when the instantaneous degree of
nonlinearity becomes larger. Meanwhile, the initial damping
ratio of the system has a negative impact on the upper stability
limit especially for instantaneous stiffness softening systems,
and a larger value of the damping ratio will significantly
decrease the upper stability limit of the RST method.

(ree simplified engineering structural systems are
presented as numerical examples to demonstrate the com-
putational stability, accuracy, and overshooting behaviours
of the three methods. Numerical results demonstrate that
overshooting behaviours will not appear if the time step is
reasonably chosen for integration. It is also illustrated that
the RST and CEM method have a better accuracy than the
CRM method in solving dynamic problems for both linear
and nonlinear systems. However, as the velocity of the CEM
method is in an implicit form, the RST method provides
more benefits in computational efficiency as both the dis-
placement and velocity are in an explicit form.
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